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The standardization of Radio Access Network (RAN) in mobile 

networks has traditionally been led by 3GPP. However, the 

emergence of RAN slicing has introduced new aspects that fall 

outside 3GPP scope. Among them, network virtualization 

enables the particularization of multiple RAN behaviors over a 

common physical infrastructure. Using Virtualized Network 

Functions (VNFs) that comprise customized radio 

functionalities, each virtualized RAN, denominated RAN slice, 

could meet its specific requirements. Although 3GPP specifies 

the description model to manage RAN slices, it can neither 

particularize the behavior of a RAN slice nor leverage the NFV 

descriptors to define how its VNFs can accommodate its spatial 

and temporal traffic demands. In this article, we propose a 

description model that harmonizes 3GPP and ETSI-NFV 

viewpoints to manage RAN slices. The proposed model enables 

the translation of RAN slice requirements into customized 

virtualized radio functionalities defined through NFV 

descriptors. To clarify this proposal, we provide an example 

where three RAN slices with disruptive requirements are 

described following our solution.  

Introduction 

The fifth generation (5G) networks aim to boost the digital 

transformation of industry verticals. These verticals may bring 

a wide variety of unprecedented services with diverging 

requirements in terms of functionality and performance. 

Considering each service separately and building a Radio 

Access Network (RAN) accordingly would be unfeasible in 

terms of cost. To economically provide these services, RAN 

slicing has emerged as a solution [1]. It consists of the 

provision of multiple RAN slice subnets, each adapted to the 

requirements of a specific service, over a common wireless 

network infrastructure.  

The leading standardization body on RAN slicing is the 

Third Generation Partnership Project (3GPP). It defines a RAN 

slice subnet as a set of next Generation NodeBs (gNBs) that are 

arranged and configured to provide a particular RAN behavior. 

To manage its lifecyle, the 3GPP defines the RAN Network 

Slice Subnet Management Function (NSSMF) and the Network 

Function Management Functions (NFMFs) as the management 

entities; and the RAN Network Slice Subnet Template (NSST) 

as the deployment template [2].  

To achieve the flexibility and modularity that a RAN slice 

subnet requires, some gNB functionalities can be implemented 

by software, i.e., by Virtualized Network Functions (VNFs) 

[3]. However, the lifecycle management of VNFs and the 

orchestration of their resources goes beyond 3GPP scope. The 

European Telecommunication Standard Institute (ETSI), 

specifically the Network Function Virtualization (NFV) group, 

is playing a significant role on these tasks. To that end, ETSI-

NFV has defined the NFV Management and Orchestration 

(MANO) and NFV descriptors.  

Focusing on RAN slicing descriptors, the RAN NSST 

considers the gNB functionalities of a RAN slice subnet. 

However, the 3GPP has not specified how these functionali ties 

must be configured to meet the requirements for a specific 

service, typically enhanced Mobile Broadband (eMBB), ultra-

Reliable Low Latency Communication (uRLLC), and massive 

Machine Type Communication (mMTC). Additionally, the 

RAN NSST neglects the resource requirements for the 

virtualized deployment of some gNB functionalities. For this, 

the RAN NSST could use the NFV descriptors. 

Notwithstanding, describing the virtual resources to 

accommodate the fluctuations of spatial and temporal traffic 

demands of a RAN slice subnet is a challenge. 

Recent works have addressed the description of RAN slice 

subnets. For instance, the authors of [4] propose a set of 

configuration descriptors to parametrize the features, policies 

and radio resources within the gNBs of a RAN slice subnet.  

With these descriptors, this work provides a first attempt to 

define the customized behavior of a RAN slice subnet. 

However, 3GPP completed the New Radio (NR) specifications 

after that work, thus the impact of the NR parameters in RAN 

have not been analyzed in depth yet. Additionally, although 

this work considers partially-virtualized gNBs, it neglects the 

description of the virtual resources required to build up them. 

Thereby, describing the spatial and temporal traffic demands of 

a RAN slice subnet with NFV descriptors is still an open 

question. 
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In this article, we provide a description model for RAN 

slicing. By harmonizing 3GPP and ETSI-NFV scopes, the 

proposed solution allows the management of virtualized gNB 

functionalities, and their customization by setting predefined 

radio parameters. Thereby, an operator could efficiently 

provide RAN slice subnets to accommodate the services 

demanded by verticals on a geographical area with specific 

spatial and temporal traffic demands. To gain insight into this 

proposal, we provide an example where RAN slice subnets for 

eMBB, uRLLC, and mMTC are described based on the 

proposed solution. For comprehensibility purposes, Fig. 1 

illustrates the context and the addressed issues of this article.  

RAN slicing enablers 

NG-RAN architecture 

The 3GPP has defined the Next Generation RAN (NG-

RAN) as the 5G RAN architecture. This architecture comprises 

gNBs connected to the 5G Core Network. Each gNB provides 

NR user/control plane protocol terminations towards the User 

Equipments (UEs). In turn, each gNB comprises one 

Centralized Unit (CU), multiple Distributed Units (DUs) and 

multiple Radio Units (RUs) [5].  

As depicted in Fig. 2, the gNB functionalities are 

distributed over CU, DUs and RUs in a flexible way. The RUs 

comprises at least radio-frequency circuitry, thus their 

functionalities are implemented as Physical Network Functions 

(PNFs), i.e., dedicated hardware appliances. The remaining 

functionalities, gathered in the DUs and the CU, may be 

virtualized as VNFs. The DUs contain low-layer functionalities 

whereas the CU includes high-layers functionalities. According 

to 3GPP, there exists up to eight options to split radio 

functionalities between the CU and DUs. The aim of functional 

split is to leverage the benefits of virtualization (e.g., reducing 

costs and dynamic scalability) and centralization (e.g., 

statistical multiplexing gains).  

However, the majority of these options present a set of 

issues and challenges that will difficult their short-term 

implementation [5]. For this reason, there is a consensus in the 

industry and academia that the most feasible implementation is 

the option #2 for splitting CU-DUs. This option could be 

implemented on the basis of Dual Connectivity (DC) standard.  

Regarding the functional split for DUs-RUs, the Common 

Public Radio Interface (CPRI) has arisen as a standard for 

implementing option #8. It enables the transmission of 

baseband signals over transport links. The main drawback of 

this option is the higher capacity required for these links. To 

relieve the data rate demands between DUs and RUs, the 

evolved CPRI (eCPRI) standards proposed aggregating the 

low-layer functionalities of PHY in the RU, resulting in the 

split option #7. Furthermore, eCPRI allows an efficient and 

flexible radio data transmission via a packet-transport network 

like IP or Ethernet. However, the aggregation of Low-PHY 

functionalities leads to a significantly higher cost of RUs. In 

this article, we assume that the implementation of split options 

#7 or #8 will depend on the features of the transport network in 

each deployment area. 

 

 

Figure 1 Relationship between the 3GPP and ETSI-NFV scopes for the deployment and operation of RAN slices subnets. The aspects 
within the dotted box are open questions that are addressed in this article. 



In short-term deployments, the CU wil l be executed as a 

VNF in a Point of Presence (PoP), i.e., a cloud site where 

VNFs can run, while DUs will be likely implemented as PNFs. 

There are two main reasons. First, the software images of DUs 

must be optimized to execute ms procedures. Secondly, to 

satisfy the stringent latency requirements, PoPs hosting DUs 

must be installed near users, even closer the PoPs hosting CUs. 

Despite these issues, researchers are working on the DU 

virtualization. Some works (e.g., [6]) consider a hierarchical 

structure of PoPs to enable the virtualization of both, the CU 

and the DU. Furthermore, some gNB software implementations 

(e.g., OpenAirInterface [6]) are considering the CU-DUs split. 

Assuming virtualized CU and DUs in this article, the RAN 

infrastructure requires a hierarchical structure of PoPs in 

addition to cell sites, as depicted in Fig. 3. These PoPs might be 

hosted in the aggregation and distribution nodes that connect 

the cell sites with the Core Network [7]. Since an aggregation 

node serves multiple RUs, the hosted PoP, could allocate DUs 

per each RAN slice subnet that requires the coverage area of 

these RUs.  Similarly, the PoP hosted in a distribution node 

could allocate CUs serving the DUs of each RAN slice subnet. 

Focusing on an aggregation PoP, if the geographical 

region served by this PoP has a high UE density, the allocated 

DU of a RAN slice subnet will usually serve more cell sites, 

thus requiring more virtual resources to deal with the 

aggregated traffic. Similarly, a DU serving a region with low 

cell sites density, will usually require less virtual resources. 

In an edge PoP, the amount of virtual resources required 

by a CU depends on the number of served DUs and the cell 

sites density supported by each DU. 

3GPP RAN slicing management functions and 

descriptor 

To manage the lifecycle of RAN slice subnets, the 3GPP 

has defined the RAN NSSMF and the NFMFs [2]. The RAN 

NSSMF (a) translates the performance and functional 

requirements of a gNB into the amount of the virtual resources 

that accommodate the gNBs; and (b) manages the Fault, 

Configuration, Accounting, Performance, and Security 

(FCAPS) of the gNBs from the application perspective. Each 

NFMF is specific for a type of gNB component (i.e., CU, DUs, 

or RUs), and is controlled by the RAN NSSMF to carry out the 

activities related to (b).  

  To automate the lifecycle management of each RAN 

slice subnet, the RAN NSSMF uses RAN NSSTs. Each RAN 

NSST defines the gNB functionalities, and their specific 

configuration to meet the specific performance requirements of 

a service type (i.e., eMBB, uRLLC, and mMTC). To identify 

this service type, the RAN NSST contains the Single Network 

Slice Selection Assistance Information (S-NSSAI) [8]. This 

3GPP parameter consists of two fields: Slice/Service Type 

(SST) and Slice Differentiator (SD). SST provides a value that 

identifies the service type of the slice, i.e., SST=1 for eMBB, 

SST=2 for uRLLC, and SST=3 for mMTC. SD is optional and 

allows differentiation amongst multiple network slices with the 

same SST value, e.g., slices for different tenants.  

 

Figure 2 3GPP functional split options for the gNB. Among these split options, the option #2 is the best candidate for CU-DUs splitting 
and the options #7 and #8 for DUs-RUs splitting in short-term deployments. Note that the latency requirements for CU-DU interface 
refers to the maximum tolerable latency provided by this transport link. Above this value, the data transmission between CU and DU 
would be desynchronized. 



 NFV MANO and descriptors 

To manage VNFs, ETSI-NFV has defined the NFV 

MANO [9]. It comprises: 

¶ Virtualized Infrastructure Manager (VIM), which 

manages the virtual resources from one or PoPs. 

 

¶ VNF Manager (VNFM), which manages the VNFs 

throughout their lifecycle. It is also responsible for their 

performance and fault management from the virtualization 

viewpoint. 

¶ NFV Orchestrator (NFVO), which combines PNFs and 

VNFs to create network services, managing them 

throughout their l ifecycle.  

To automate the lifecycle management of network services 

and their VNFs and/or PNFs, the NFV-MANO uses the NFV 

descriptors: Network Service Descriptor (NSD), VNF 

descriptor (VNFD) and PNF Descriptor (PNFD).  

Each NSD (and VNFD) defines a set of attributes. Among 

them, the flavors provide different options to deploy an 

instance of a network service (and VNF). For example, each 

flavor might add some extra functionalities to that instance. In 

turn, each flavor defines one or more instantiation levels (ILs), 

each specifyi ng a different amount of virtual resources for the 

instance deployed from that flavor. Defining several ILs 

enables the adaptation of the required amount of virtual 

resources to guarantee the performance of an instance of 

network service (and VNF) supporting traffic fluctuations. For 

more detailed information about flavors and ILs, see [9].  

Finally, since NFV-MANO focuses on virtualization, the 

PNFDs only contain information required to connect PNFs 

with VNFs.  

 

Figure 3 Deployment perspective of RAN slice subnets for mMTC, uRLLC, and eMBB, respectively. By way of example, the RAN 
slice subnet for mMTC is deployed over the three regions. The RAN slice subnet for uRLLC is deployed over the Region #2. The RAN 
slice subnet for eMBB is deployed over the Region #1. Furthermore, fronthaul links for Regions #1 and #3 use eCPRI whereas for 
Region #2 use CPRI. 



 RAN slice description proposal 

Harmonizing 3GPP and NFV descriptors: A 

prerequisite for managing RAN slice subnets 

To manage the gNBs taking part in each RAN slice 

subnet, the RAN NSSMF must rely on RAN NSSTs and NFV 

descriptors.  

On the one hand, the RAN NSST focuses on the 

description of the gNBs of a RAN slice subnet from an 

application perspective (i.e., information on their 

functionalities and configuration parameters). The aim of a 

RAN NSST is to adapt the behavior of the gNBs to meet the 

requirements of a specific service type (e.g., eMBB).  

However, the RAN NSST neglects the description of the 

resources to deploy the virtualized part of these gNBs. 

On the other hand, the NFV provides information on the 

virtual resources that are required to accommodate the spatial 

and temporal traffic demands of the CU and DUs of a gNB. 

This means that NFV descriptors could enable the deployment 

of the virtualized part of a gNB. However, NFV descriptors are 

agnostic to the application layer configuration of the CU and 

DUs. 

With the combined use of 3GPP and NFV descriptors, the 

gNBs of a RAN slice subnet could be deployed and operated. 

Accordingly, we first analyze the most representative 

configuration parameters to customize the behavior of a gNB. 

Then, we propose a description model that harmonizes the 

scopes of the RAN NSSTs and NFV descriptors to manage the 

gNBs taking part in different RAN slice subnets. Finally, we 

explain how the RAN NSSMF and NFMFs interwork with the 

NFV-MANO to manage RAN slice subnets with the proposed 

model and configuration parameters. 

Configuration parameters in a RAN NSST 

According to Table 1, the most representative parameters 

are classified into two groups: 3GPP NR, and network 

management algorithms. 

The 3GPP NR comprises those parameters related to the 

physical transmission. Among them, the waveform and 

numerology, the operations bands, the slot format, the 5G QoS  

Indicators (5QIs), and the Modulation and Coding Schemes 

(MCSs) are discussed below. 

 The waveform is based on Orthogonal Frequency 

Division Multiplexing (OFDM). It consists of several 

orthogonally-spaced subcarrier with a spacing of 15Ā2µ KHz 

[10], where µ is the numerology (µ=0, 1, 2, 3 and 4). The 

higher the numerology is, the shorter the Transmission Time 

Interval (TTI) is. Decreasing the TTI enables gNBs to transmit 

UE data faster; and add a margin to increase the number of 

retransmissions in the hybrid automatic repeat request function. 

Therefore, shorter TTIs are suitable for RAN slice subnets that 

require low latency and high reliability. Additionally, high-

speed UEs can benefit from shorter TTIs, taking advantage of 

the time invariant characteristics of the channel. 

The NR operation bands includes 450-6000 MHz and 

24250-52600 MHz [11]. Each band might accommodate 

carriers from 5 to 400 MHz. The bandwidth of the selected 

carrier depends on the required service data rate and the UE 

density in the geographical regions where the RAN slice subnet 

is deployed. 

 The selection of the operation bands also fixes the 

transmission mode, i.e., Frequency Division Duplex (FDD) or 

Time Division Duplex (TDD). In case of the TDD mode, there 

exists predefined slot formats that assign downlink and uplink  

Configuration parameters to customize the behavior of 

a RAN slice subnet 

RAN slice subnet requir ements 

Latency 
Maximum 

Mobility speed 

Throughput 

per UE 

UE 

density 
Reliability 

Priority 

Level 

3GPP NR 

Waveform and numerology V V   V  

Operation bands V V V V V  

Slot Format   V  V     

5G QoS Indicators (5QIs) V    V V 

Modulation and Coding Schemes 
(MCS) 

  V    

Network 

management 

algorithms 

e.g., Radio Resource Management 

(RRM); and Self-Organizing Network 

(SON) techniques 

V  V V V V 

Table 1 Relationship between RAN slice subnet requirements and the configuration parameters to customize the behavior of the gNB 
functionalities for a RAN slice subnet. 



 

bits at OFDM symbol level [10]. The selection of the slot 

format for a given RAN slice subnet depends on the symmetry 

between its downlink and uplink requirements. 

 

 

The 5QI specifies the class that ensures a specific QoS 

forwarding behavior in the RAN domain [8]. Each class is 

mainly characterized by a priority level, a packet delay budget 

and a packet error rate. Each parameter has a direct impact on 

 
Figure 4 Proposed model to define the management of a gNB for each RAN slice subnet.  By way of example, the gNBs of the three 
RAN slice subnets presented in Fig. 3 are described. To deploy these gNBs, the RAN NSSMF selects in the gNB NSD the tuples 
(Flavor #3, IL #w), (Flavor #1, IL #(i+1)) and (Flavor #2, IL #k) for mMTC, uRLLC and eMBB RAN slice subnets, respectively. Note that 
the mMTC RAN slice subnet requires both, the CPRI and eCPRI for DU-RU interfaces. 


