THIS IS AN AUTHORCREATED POSTPRINT VERSION.

Disclaimer:
This work has been accepted for publication in the IEERicular Technolgy Magazine.
Citation information: DOW0.1109/MVT.2019.2936168

Copyright:

© 2019 IEEE. Personal use of thisaterial is permitted. Permission from IEEE must be obtained for all ¢
uses, in any current or future media, including reprinting/republishing this material for advertisi
promotional purposes, creating new collective works, for resale or redigirildo servers or lists, or reuse

any copyrighted component of this work in other works.




Harmonizing 3GPP and NFV
description models to provide
customized RAN slices in 5G networks

Oscar Adamuz-Hnojosa®?, Pablo Munoz;? Jose Ordonez1_ucena?, Juan J. RamosMunoz%and Juan M. Lopez-Soler?
Research Centter on Information and Communication Technologies, University of Granada,
2Departmentof Signa Theory, Telematics,and Communications, University of Granada.

STechnology Exploration & Standards, GCTIO Unit, TelefonicakD.

The standardization of Radio Access Network (RAN) in mobilentities andthe RAN Network Slice Subnet &mplate NSST)

networls has traditionally beenled by 3GPP.However, the
emergence of RAN slicidmas introducechewaspects thatall
outside 3GPP scope Among them network virtualization
enableghe particularization of multiple RAN behaviors ovea
common physical infrastructure Using Virtualized Network
Functions (VNFs) that comprise customized radio
functionalities,eachvirtualized RAN, denominated RAN slice,
could meetits specificrequirementsAlthough 3GPP specifies
the description model to manage RAN dgide can neither
particularize the behavior of a RAN slioer leveragethe NFV
descripbrs to define hovits VNFscanaccommodatés spaial
and temporé traffic demandsin this article, we popcse a
description model that harmonize 3GPP and ETSNFV
viewpointsto manageRAN slicesThe proposed modehables
the translation of RAN slice requirementgito customized
virtualized radio functionalites d#éned through NFV
descriptors To clarify this proposal, we provide an example
where three RAN slices with sdiptive requirements are
describedollowing oursolution

Introduction

Thefifth generation (5Ghetworks ainto boost the digal
transformation ofndustry verticalsThese verticals may bring
a wide variety of unprecedentedervices with diverging
requirementsin terms of functionality and performance.
Considering each sdce sparately and building a Radio
Access Network RAN) accordingly waould be unfeasible in

asthe deployment templatg].

To achieve the flexibility andgnodularity thata RAN slice
subnetrequires somegNB functionalitiescanbe implemented
by software i.e., by Virtualized Network Functions (VNFs)
[3]. However, the lifecycle management of VNFs and the
orchestration of their resourcgses beyon@GPPscope The
Eurgpean Telecommuoation Standard Institute(ETSI),
specifically the Networlunction Virtualization (NFV)group
is playing a significant roleon these taskslo that end ETSFK
NFV has defied the NFVManagement and Orchestration
(MANO) and NFV descriptors.

Focusing onRAN slicing descripors, the RAN NSST
consides the gNB functionalities of a RAN slice subnet
However, the 3GPRas not specifig howthesefunctiondities
must be configured to meet the requiremefiats a specific
sewice, typically erhanced Mobile Broadban@NBB), ultra
ReliableLow Latency CommunicatiouRLLC), and massive
Machine Type CommunicationmMTC). Additionally, the
RAN NSST neglects the resource requirements for the
virtualized deployment osome gNB functionalitiesFor this
the RAN NSST could use the NFV descriptors.
Notwithstanding describing the virtual resources to
accommodatehe fluctuations of sptial ard temporaltraffic
demands of a RAN slice subnet is a chraike

Recem workshaveaddressd the description of RAN slice
subnets.For instance,the authors off4] propose a set of
configuration descriptors tparametrizethe features, policies

terms of cost To economically provide these services, RAN and radio resourceswithin the gNBs of a RAN slice subnet.

slicing has emerged as alion [1]. It consiss of the

With these desaqpitors, this work provides a first attemptto

provision of multiple RAN slice subnets, each adapted to thelefine the customizel behavior of a RAN slice sulnet

requirements of a specific service, over a commareless
network infrastructure.

The leading standardization body d®AN slicing is the
Third Generation Partngiip Projet (3GPP).It defines aRAN
slice subnegs a set ofiext Generation Nodis (QNBs) that are
arranged ah configured to provide a particular RAMhavior
To manageits lifecyle, the 3GPPdefinesthe RAN Network
Slice Subnet Management FunctiddSSMF) and the Network
Function Managment Functios (NFMFs) asthe management

However, 3GPP completed thhew Radio (NR) pecifications
afterthat work, thus the inpact of the NR parameters in RAN
have not beenanalyzed in depttyet Additionally, although
this work considergartially-virtualized gNBs it negleds the
descripton of the virtual resourcesequired tobuild up trem
Thereby,describing the sgial and tempaal traffic demands of
a RAN slice subnetvith NFV descriptors isstill an open
question.
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Figure 1 Relationship between the 3GPP and ETSI-NFV scopes for the deployment and operation of RAN slices subnets. The aspects
within the dotted box are open questions that are addressed in this article.

In this article we povide adescrigion mocel for RAN to 3GPP, there existsip to eight optioa to split radio
slicing. By harmonizing 3GPP andETSI-NFV scopes the  functionalities betweerthe CU and DUsThe aim offunctional
proposé solution allows themanagemenof virtualized gNB split is to leveragehe benefits of virtualization (e.g., reducing
functionalities, and thie cusbmization by setting predefined costs and dynamic scalability and centralization (e.g.,
radio parameters Thereby, an opertor could efficiently statistical mitiplexing gains).
provide RAN slice subnetsto accommodate the services However,the majoity of these options preserd se of
demanded by vertical on a gegraphical area withspecific  issues and chahge that will difficult ther shortterm
spatialand temporal traffic denmals To gain insight into this implementatior{5]. For this reasarthereis a consensus in the
proposal we provide an example wheRAN slice subnets fo  industry and academia thtite mostfeasible implematationis
eMBB, uRLLC, and mMTC are describedbased on th  the option #2 for spliting CUDUs. This option could ke
proposed solution For cmprehensibility prposes, Fig 1 implemented on the basis @ual Connectiity (DC) standard.

illustrates the contextind the addressed isswéshis article Regarding thdunctiond split for DUs-RUs the Common
Puwlic Radio Interbce CPRI has arisen as astandard for

RAN slicing enablers implementing ogdbn #8. It enables the transnims of
basebandsignals over transpblinks. Themain drawback of

NG-RAN architecture this option is the higler capacityrequired for these links. To

The 3GPPhas definedthe Next Geneation RAN (NG relieve the data rate demands between DUs and RUSs, the
evolved CPRI (eCPR) standardsproposed aggregating the
low-layer functionalities of PHY in the RU, resiftg in the

split option #7. Furthermore, eCPRallows an efficient and
flexible radio data transmission via a paettahsport network

like IP or Ethernet. Hoewer, the aggregation of LeRHY
functionalities leds to a sigificantly higher costof RUs In

this article, we ssume thathe implematation of split options

#7 or #8 will dependon thefeaturesof the transporhetworkin

each deployment area

RAN) asthe5G RAN architectureThis architectureomprises
gNBs connectedto the 5G Core Network. Each gNBprovides
NR usefcontrol planeprotocol terminations towards these
Equipments WEs). In turn, each gNB compriges one
Centralized Unit CU), multiple Distributed Units DUs) and
multiple Radio Units RUS) [5].

As depicted in Fg. 2, he gNB functionalities are
distributedover CU, DUs and RUs in a Rible way. The RUs
comprises at least radiofrequency circuitry, thus their
functionalitiesare implemented a&hysical Network Functions
(PNF9, i.e., dedicated hrdware apliances The remaiing
functionalities, gathered in th®Us and the CUmay be
virtualized as VNFsThe DUs containlow-layer functionalities
whereaghe CUincludes high-layers functionalitts According
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Figure 2 3GPP functional split options for the gNB. Among these split options, the option #2 is the best candidate for CU-DUs splitting
and the options #7 and #8 for DUs-RUs splitting in short-term deployments. Note that the latency requirements for CU-DU interface
refers to the maximum tolerable latency provided by this transport link. Above this value, the data transmission between CU and DU
would be desynchronized.

In shortterm depbyments the CUwill be executed as a
VNF in a Padnt of PresenceRoP, i.e., a cloud site where 3GPP RAN slicing management functions and
VNFs can run, while DUs will be likely implemented as PNFs.descriptor
There aretwo main reasons First, the software images of DUs To managethe lifecycle of RAN slice subnets, the 3GPP
must be optimized to executes procedures Secondly, 10 pag defined th®AN NSSMF and theNFMFs [2]. The RAN
satisfy the stringet latency requirements, PoPs hosting DUSNSSMF @) trandates the performanceard  functional
must be installed near users, even closer the PoPs hosting CUgquirements foa gNB inb the amount of the viual resairces

Despite tlese isaes,resardhers are workig on the DU {hat accommodatethe gNBs; and k) manage the Fault,
virtualization. Some works (e.g., p]) considera hierarchical  configuration, Accountig, Performance, and ~ Security
structure ofPoPsto enablethe virtualization of both, the CU  (rcaps) of the gNBs fom the application perspeiste. Each
and he DU. Futthermore some gNB software implementations NEMF is speific for atype ofgNB componentife., CU, DUs,
(e.g, OpenAirinterfae [6]) areconsdering the CUDUs split or RUS), and & controlled by the RANNSSMF to cary out the

Assuming virtualizedCU and DUs in this article the RAN  activitiesrelatedto (b).
infrastrudure requies a hierarchical structure of PoPs in To automate thelifecycle management of eadRAN
addition tocell sites as depicted in Fi@. These PoPs might be  gjice subnetthe RAN NSSMF uses RAN NSSTEach RAN
hosted in the agggation ad distribution nodes hatconnect  NSST defines the gNB functionalities and ther specific
the cell sieswith the Core Network[7]. Since an aggregation  corfigurationto me the specificperormance requirements of
node serves aitiple RUs, the hosteddP, could allocate DUs 4 service type(i.e, eMBB, uRLLC, and mMTQ. To identify
per each RAN slice subnéftatrequires thecoverage area of his serice type, the RAN NSSTontains he Single Network
these RUs. Similarly, the PoPhosted in adistribution no@  gjice Seletion Assistance Infonaion (S-NSSAI) [8]. This
couldallocate Cl$ serving the DUs otachRAN slice subnet 3GPP parameter coists of two fields: Slice/Servic@ype

_Focusing on an aggregatioPoR if the geographical (ss7) and SliceDifferentiabr (SD). SST provides a value that

regon served bythis PoPhasa high UE density, the allocated jgentiies the service type of the slice, i.e., SSTet eMBB,
DU of a RAN slie sibnet will usually servemore cell siés SST=2 br uRLLC, and ST=3 for MMTC. SD isoptiond and
thus requiring more virtual resources to @& with the  gjlows differentiatioramongstmultiple network slices with the

aggreaated traffic. Similaly, a DU serving a regn with low same SSTValue, eg., slices for different tenants.
cell sitesdensity,will usuallyrequire less virtual resources.

In an edge PoP, themount ofvirtual resairces required
by a CU depetls on the number of erved DUs and thecell
sites density suppoedby each MJ.
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Figure 3 Deployment perspective of RAN slice subnets for mMMTC, uRLLC, and eMBB, respectively. By way of example, the RAN
slice subnet for mMTC is deployed over the three regions. The RAN slice subnet for uRLLC is deployed over the Region #2. The RAN
slice subnet for eMBB is deployed over the Region #1. Furthermore, fronthaul links for Regions #1 and #3 use eCPRI whereas for

Region #2 use CPRI.

NFV MANO and descriptors

To manage VNFEs ETSI-NFV has defined the NF
MANO [9]. It comprises
1 Virtualized Irfrastructure Manager (VIM),
manageshe virtual resourcesdm one oIPOPs

which

1 VNF Manager (VNFM), whib manaes the VNFs
throughou therr lifecycle. It is alsoresponsiblefor their
performance and fault manageméoin thevirtualization
viewpoint.

1 NFV Orchestrator (NFVO), whity comkines PNFs and
VNFs to create etwork services, managing them
throughoutheir lifecycle.

To automatethelifecycle managemenf network serices
and theirVNFs and/or PNFsthe NF\AMANO uses the NFV
descriptors Netwok Service Degriptor (NSD) VNF
descriptor (VNFD) and PNBescriptor (PNFD).

EachNSD (and VNFD) defines a st of attributes. Amag
them the flavors provide different options ot deploy an
instance of anetwork service (and VNF)JFor examplegach
flavor might addsorre extra functiadities to thatinstanceln
turn, eacHlavor defines one © more instantiatiomevek (ILs),
each pedfying adifferent amount of virtual resourséor the
instance deployed from that flavor. Defining several ILs
enablesthe adaptatio of the required awunt of virtual
resources to guartee the performaoe of a instarce of
netwok senice (and VNF)supporting traffic fluctuations For
more detaild informationabout flavors and ILssee 9].

Finally, since NFV-MANO focuses on viddization the
PNFDs only containinformation required & connect PNFs
with VNFs.



RAN slice subnet reqir ements
Configuration parametersto customizethe behavior of . .
) Maximum Throwghput UE — Priority
a RAN slice subnet Latency Mobility speed per UE density Reliability Level
Waveform and numerology \Y \Y \%
Operation bands \% \% \Y \% \%
3GPP NR Slot Foma \ \Y
5G QoSIndicators (5QIs) \Y \Y Vv
Modulationand CodingSchemes vV
(MCS)
Network e.g.,Radio Resource Manament
management (RRM); andSelfOrganizing Network \ \% \% \% \%
algorithms (SON) techniques

Table 1 Relationship between RAN slice subnet requirements and the configuration parameters to customize the behavior of the gNB

functionalities for a RAN slice subnet.

RAN slice description proposal
Harmonizing 3GPP and NFV descriptors: A
prerequisite for managing RAN slice subnets

To manage the gNBstaking part in each RAN slice
subnet, the RAN NSSMmusg rely onRAN NSSTs and NFV
descriptors.

On the one handthe RAN NSST focuss on the
description of thegNBs of a RAN slice subnefrom an
application  perspective (i.e., information @ therr
functionalities and configuration parameters The am of a
RAN NSST isto adapt thebehavior of the gNBsto meet the
requirements of a specific srvice type ¢€g., eMBB.
However, the RAN NSST negitss the description of the
resources to depjahevirtualized part bthesegNBs.

On the other handhe NFV provides information on the
virtud resourceghat are requiredo accommodée the spatial
and tempaal trafic demands of the CU and DUs of a gNB.
This means that NFV deriptors could enabldé¢ degdoyment
of thevirtualized part of a gNBHowever,NFV descriptors &
agnastic to the applicatiomayer configuration of the CU and
DUs.

With the combined use &GPPandNFV descriptorsthe
gNBs of aRAN slice subnecould be deployed and operate
Accordingly, we first anayze te most representat
configuration parameters to customize ttehdvior of a gNB.
Then, we propose a description modkht harmonizesthe
scopes of th&RAN NSSTsard NFV descriptordo manage the
gNBs taking partin different RAN slice subrie Finally, we
explainhow the RAN NSSMFand NFMFsinterwork with the
NFV-MANO to manaje RAN slice subets with the proposed
modeland configuration parameters.

Configuration parameters in a RAN NSST

According to Table 1the nost representative paretess
are classified into two groups: 3GPP NR,and network
managemenrdlgorithms

The 3@°P NR comprises thas parameters related to the
physical transmission. Among thenthe waveform ad
numerology, the operatns bands, thelot format, the 5G QoS
Indicatos (QIs), and the Moduldn and Coding Schemes
(MCSs) are discussed below.

The waveform is based on Orthogonal Frequency
Division Multiplexing (OFDM) It consists of seveal
orthogorally-spaced subcarrier thi a spacingof 158" KHz
[10], where p isthe numerolgy (u=0, 1, 2, 3 and 4)The
higher thenumerology is, the shorter the Transmission Time
Interval (TTI) is. Decreasing the TTI enables gNBs @ngmit
UE data faste and add a mgin to increae the numér of
retransnissionsin the hybrid automatic reperequest function.
Therefore, shorter TTls are safile for RAN slice subnets that
require low latency and high reliability. Additionally, high
speed UEs can benefrom shorter Tls, taking avantage of
the time inariant characteristics of the channel

The NR operation bandscludes 4506000 MHz and
2425052600 MHz [L1]. Each bandmight accommodte
carriers from 5 to 400 MHzThe bandwidth othe selected
carrier depends orthe required serce data rée and the UE
densityin the geographicakgionswhere the RAN slice subnet
is deployed.

The selection of the operation bands also fixes th
transmission modd.e, Frequency Division DuplexFDD) or
Time DivisionDuplex (TDD).In caseof the TDD mode,there
existspredefinel slot formas that assign denlink anduplink



Figure 4 Proposed model to define the management of a gNB for each RAN slice subnet. By way of example, the gNBs of the three
RAN slice subnets presented in Fig. 3 are described. To deploy these gNBs, the RAN NSSMF selects in the gNB NSD the tuples
(Flavor #3, IL #w), (Flavor #1, IL #(i+1)) and (Flavor #2, IL #k) for mMTC, uRLLC and eMBB RAN slice subnets, respectively. Note that
the mMTC RAN slice subnet requires both, the CPRI and eCPRI for DU-RU interfaces.

bits at OFDM symbol level 10]. The selection of the slot The 5QI specifes theclass that ensusea speific QoS
formatfor a given RAN slice subnet depends e symmetry  forwarding behavio in the RAN domain[8]. Each class is
between itddownlink anduplink requirements mainly characterized by a pridyilevel, a packet day budget

and a packet error ratBEach parameter hasdirect impact on



