Concept Drift Detection in Discrete Streaming Data Using Probabilistic Graphical Models
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Abstract. A common problem in mining data streams is that the distribution of the data might change over time. This situation, which is known as concept drift, should be detected for ensuring the accuracy of the models. In this paper we propose a method for concept drift detection in discrete streaming data using probabilistic graphical models. In particular, our approach is based on the use of conditional linear Gaussian Bayesian networks with latent variables. We demonstrate and analyse the proposed model using synthetic and real data.
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1 Introduction

In recent years, the field of mining data streams has received an increasing attention as large amounts of data are continuously being generated. For example, at financial sector, at social networks, etc. In general, streaming data is open ended, i.e., continuously grows in size. An important aspect of data streams is that the domain being modelled is often non-stationary. In other words, the distribution governing the data changes over time. This situation is known as concept drift [13, 15, 5] and if not carefully taken into account, the result can be a failure to capture and interpret intrinsic properties of the data.

Here we propose a method for concept drift detection in discrete streaming data. For that, we use the conditional linear Gaussian (CLG) model, which is a kind of Bayesian network with continuous and discrete nodes. Our model is based on the one proposed by Borchani et al. [1, 4], an approach using the CLG model and latent variables that was applied to continuous variables. Basically, we propose transforming the discrete data into continuous and then applying a similar approach with latent variables.

The paper is organized as follows. Section 2 introduces some basic concepts. Section 3 details our approach for concept drift detection. The empirical analysis is presented in Section 4. Finally, the conclusions are given in Section 5.
2 Preliminaries

2.1 Data streams with concept drift

Let us first introduce the basic notation. We use upper-case letters for random variables and lower-case for their possible values. For example, \( x \) is a value of a given variable \( X \). The set of all possible values that a variable \( X \) can take is called domain and denoted \( \Omega_X \). For the sets of variables and their assignments we use boldface letters, e.g. the set of variables \( X \) takes the values in \( x \).

In general, a data stream is observed at time-points \( t_1, t_2, \ldots \) where \( t_j < t_{j+1} \) for all \( j \). We have at each time point \( t \) a collection of instances (a.k.a window or batch) denoted \( x^t := \{ x^t[1], x^t[2], \ldots, x^t[N_t] \} \).

Data streams are usually non-stationary, which implies changes in the statistical properties of the data stream over time. This is known as concept drift [13, 15, 5]. More formally, if concept drift is present in a data stream defined over \( X \), it holds that \( P_{t_j}(x) \neq P_{t_k}(x) \) where \( P_t(x) \) denotes the joint distribution over \( x \) at time \( t \), and where \( t_j \) and \( t_k \) are 2 different time-points. In what follows we shall consider that concept drift only happens across time and not within a set of instances belonging to the same time-point. For a better understanding of the idea of concept drift, let us consider Fig. 1.a which depicts the evolution of a continuous variable \( Y \sim N(\mu_Y, \sigma_Y) \). In particular, it shows the empirical mean \( \mu_Y \) calculated with each batch of instances. Notice that there are substantial shifts at batches 2, 4, 9. Similarly, Fig. 1.b shows the evolution of a distribution defined over the discrete variable \( X \) whose domain is \( \Omega_X = \{ x_1, x_2, x_3 \} \). In batch 4, there are drastic variations in the estimated values for \( P(X = x_1) \) and \( P(X = x_2) \) but not for \( P(X = x_3) \). When dealing with discrete domains, the changes in probability distributions may affect only to a subset of the domain. On the other hand, at batch 11 the changes affect to the whole domain.

![Fig. 1. Concept drift example in (a) continuous and in (b) discrete domains.](image)

2.2 Bayesian networks

Our approach for concept drift detection is based on Bayesian networks (BNs) [12, 6], which are a class of PGMs representing a joint probability distribution over a finite set of random variables. The nodes represent the variables in the
problem being modelled, and the links represent the (conditional) dependencies and independencies among the variables.

**Definition 1 (Bayesian network).** A Bayesian network (BN) is a tuple \( \langle X, P, G \rangle \) where: \( X \) is a set of discrete random variables; \( P \) is a set of conditional probability distributions, containing one distribution \( P(X|\text{pa}(X)) \) for each \( X \in X \) where \( \text{pa}(X) \) is the set of parents of \( X \) according to \( G \).

Traditionally, BNs have been defined for discrete domains, which implies several restrictions in problems that can be modelled. For that reason, we will consider conditional linear Gaussian (CLG) BNs [7, 8], which are an extension of BNs allowing discrete and continuous variables. The conditional probability distributions of continuous variables are specified as CLG distributions and discrete variables can only have discrete parents. The conditional distribution of each discrete variable \( X_D \in X \) given its parents is a multinomial. On the other hand, the conditional distribution of each continuous variable \( Z \in X \) with discrete parents \( X_D \subseteq X \) and continuous parents \( X_C \subseteq X \), is given by

\[
p(z|X_D = x_D, X_C = x_C) = \mathcal{N}(z; \alpha(x_D) + \beta(x_D)^\top x_C, \sigma(x_D)),
\]

for all \( x_D \in \Omega_{X_D} \) and \( x_C \in \Omega_{X_C} \), where \( \alpha \) and \( \beta \) are the coefficients of a linear regression model of \( Z \) given its continuous parents. Fig. 2 depicts two examples. Note that the BN on the right contains a latent (i.e., hidden) variable [11] depicted as a white node. A variable of this kind cannot be directly observed but we may introduce it to make our model more powerful. The rest of the variables are called observed and will be represented with nodes in grey.

The BN in Fig. 2.b defines a multivariate Gaussian mixture [11, page 339], which is a latent variable model typically used for unsupervised clustering. Here, the latent variable \( H \) represents the clusters or groups while variables \( X \) and \( Y \) are the data attributes. Note that, if \( H \) were continuous, its interpretation would be a variable that summarizes all the data attributes. This is the key idea in the model here proposed for concept drift detection.

In the task of learning BNs from streaming data, the following problem appears. It is not possible to learn the model with the whole data, which might not have been generated yet or it cannot be stored in the memory due to its size.
For that reason, some scalable methods for learning BNs from data streams have been developed in the last years, allowing to efficiently update the model when new data is available. Some of these methods are variational message passing (VMP) algorithm [16], a parallel implementation called d-VMP [9, 10] and the streaming variational Bayes method [2].

3 Concept drift detection with latent variables

Our model for concept drift detection is based on the one proposed by Borchani et al. [1, 4]. This previous approach is defined in the context of classification where $X = \{X_1, X_2, \ldots, X_n\}$ is the set of (continuous) predictive attributes and a discrete class $C$. Thus, we at each time point $t$ a collection $(x^t[i], c^t[i])$ for $i = 1$ to $N_t$. Fig. 3 shows the BN with plate (a.k.a. plateau) notation [3] proposed by Borchani et al. [1] for modelling concept drift.

In the previous model, the observed variables are the predictive attributes and the class variables. A continuous latent variable $H^t$ is set as a parent of all the predictive attributes. In addition, the parameters are represented with each of the nodes labelled with $\theta$. For determining the presence of concept drift, we must estimate the posterior distributions of the $H^t$-variable at each time-point. A variation on its the expected value implies that $P(X_1, X_2, \ldots, X_n)$ drifts.

In the present paper we propose a method for detecting concept drift in data streams with discrete variables. In CLG models, discrete variables cannot have continuous parents. As a consequence, the model in Fig. 3 cannot be directly applied to discrete domains. We propose transforming the data to continuous data before learning the model. For that, we apply Algorithm 1 for transforming each batch of discrete data $x$ into equivalent numerical data $x'$ that will be considered as continuous.

For example, let us consider a data stream defined over $X = \{X, Y\}$ with $\Omega_X = \{x_1, x_2, x_3\}$ and $\Omega_Y = \{y_1, y_2, y_3, y_4\}$. Then, the resulting data will be defined over the set of continuous variables $X' = \{X_1, X_2, X_3, Y_1, Y_2, Y_3, Y_4\}$. Table 1 shows an example of this transformation.
Algorithm 1: Pre-processing of Discrete Streaming Data

**Input:** \( x = \{x[1], x[2], \ldots, x[N]\} \) (batch of discrete instances over \( X \))

**Output:** \( x' = \{x'[1], x'[2], \ldots, x'[N]\} \) (batch of continuous instances \( X' \))

1. for \( i \leftarrow 1 \) to \( N \) do
2. \( x'[i] \leftarrow \emptyset \)
3. for each \( X \in X \) do
4. for \( j \leftarrow 1 \) to \( |\Omega_X| \) do
5. Let \( x[i] \) the value of \( X \) in the instance \( x[i] \)
6. Let \( x_j \) the \( j \)th state in \( \Omega_X \)
7. if \( x[i] = x_j \) then
8. \( x'[i] \leftarrow x'[i] \cup \{1\} \)
9. else
10. \( x'[i] \leftarrow x'[i] \cup \{0\} \)
11. end if
12. end for
13. end for
14. end for
15. return \( x' \)

<table>
<thead>
<tr>
<th>( X = x_1, Y = y_1 )</th>
<th>( X = x_2, Y = y_1 )</th>
<th>( X = x_1, Y = y_3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( {X_1 = 1, X_2 = 0, X_3 = 0, Y_1 = 1, Y_2 = 0, Y_3 = 0, Y_4 = 0} )</td>
<td>( {X_1 = 0, X_2 = 0, X_3 = 1, Y_1 = 1, Y_2 = 0, Y_3 = 0, Y_4 = 0} )</td>
<td>( {X_1 = 1, X_2 = 0, X_3 = 0, Y_1 = 0, Y_2 = 0, Y_3 = 1, Y_4 = 0} )</td>
</tr>
</tbody>
</table>

Table 1. Example of output of Algorithm 1

Once that the data is transformed, we can consider a similar model with latent variables. Fig. 4 depicts the proposed BN for detecting concept drift in a data stream with two discrete variables \( X \) and \( Y \). There are however some differences w.r.t. to the one by Borchani et al. [1]. First, the model here proposed may contain multiple \( H^2 \)-variables. Moreover, this latent variables are not parent of all the observed variables. This allows us to detect concept drift in different subsets of the domains in discrete variables. That is, when analysing a data stream we might be interested only in some states in the domains while the rest can be ignored. For example, in Fig. 4, variations in \( H_2^t \) implies changes in the probability values \( P(X = x_2) \), \( P(Y = y_1) \) or \( P(Y = y_0) \). The number of latent variables and their outgoing arcs are defined by the user.

![Model for concept drift detection in a data stream with two discrete variables.](image-url)
In this model none of the nodes corresponds to a class variable: it can be either dropped from the model or treated as the rest of the discrete variables. Thus, our model can be applied to a higher number of problems, not only to classification tasks. In addition, this also allows to simplify the model and hence make the processing more efficient.

4 Empirical validation

Herein we empirically test our approach. We consider a synthetic data stream and another one including information about intrusion detection in a web server. In both cases, we show the particular models and the evolution of the latent variables modelling concept drift. The experimentation was done using the AMIDST Toolbox\(^3\) and all the material for its replication is available at GitHub\(^4\).

4.1 Synthetic data stream

The justification for testing our approach with a randomly generated data stream is that we can control the underlying distributions of the data. At certain time-points, the probability distributions used for sampling are changed in order to simulate the presence of concept drift. Here, we consider two discrete variables \(X\) and \(Y\) with 3 and 4 states respectively. The data set contains a total of 12000 instances sampled from the distributions shown in Table 2. We consider that each time-step contains 1000 instances (i.e., size of the window or batch).

<table>
<thead>
<tr>
<th>time-step (t)</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>(P(X = x_1))</td>
<td>0.2</td>
<td>0.2</td>
<td>\textbf{0.6}</td>
<td>0.6</td>
<td>\textbf{0.8}</td>
<td>0.8</td>
<td>\textbf{0.2}</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>(P(X = x_2))</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>\textbf{0.0}</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>\textbf{0.5}</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>(P(X = x_3))</td>
<td>0.6</td>
<td>0.6</td>
<td>\textbf{0.2}</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>\textbf{0.8}</td>
<td>0.8</td>
<td>\textbf{0.3}</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
</tr>
<tr>
<td>(P(Y = y_1))</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>\textbf{0.2}</td>
<td>0.2</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>(P(Y = y_2))</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>\textbf{0.6}</td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
</tr>
<tr>
<td>(P(Y = y_3))</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>\textbf{0.3}</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
</tr>
<tr>
<td>(P(Y = y_4))</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
</tr>
</tbody>
</table>

\(\text{Table 2. Multinomial distributions for sampling the synthetic data. Values shown in bold indicates the variations in the probabilities.}\)

As explained in the previous section, we have to apply Algorithm 1 to each batch in the data stream. The result is a stream defined over the set of continuous variables \(\{X_1, X_2, X_3, Y_1, Y_2, Y_3, Y_4\}\). Fig. 5 shows the BN for detection of concept drift in this data stream. Note that variations in variable \(H_1^t\) implies changes in \(P(X = x_1)\) or \(P(X = x_3)\). On the other hand, \(H_2^t\) detects the variations in \(P(X = x_2)\), \(P(Y = y_2)\) or \(P(Y = y_3)\).

\(^3\) http://www.amidsttoolbox.com
\(^4\) https://github.com/PGMLabSpain/2017-CDdiscrete-Code
The evolution of the expected values of the hidden variables $H_1^t$ and $H_2^t$ are shown in Fig. 6. As can be observed, the changes in the probabilities of interest are proportionally reflected in variations of the latent variables. For example, the most significant variations in $H_1^t$ correspond to the large variations of $P(X = x_1)$ or $P(X = x_3)$ at time points 3, 7 and 9. On the other hand, at time point 5, $P(X = x_1)$ barely changes while $P(X = x_3)$ does not vary. This implies a very small variation in $H_1^t$. If we analyse the evolution of $H_2^t$, the single significant variation occurs at time point 9, which corresponds to a large variation in $P(X = x_2)$. In the probabilities of $P(Y = y_2)$ and $P(Y = y_3)$ there are not drastic variations.

4.2 Intrusion detection data stream

Due to its simplicity, the previous data stream is useful for analysing the behaviour of our approach. However, now we aim to test it with large real-world
data. Herein we use a modified version of the intrusion detection data from KDD Cup 1999 competition\(^5\)[14]. Each instance corresponds to a connection to a web server. It contains 494021 instances with 42 variables. Yet, we only consider the discrete variables \(V_1, V_2\) and \(V_3\) taking 3, 66, 11 states respectively. These variables describe the connection to the server, e.g., we have that \(\Omega_{V_1} = \{tcp, udp, icmp\}\). Fig. 7 shows the evolution of the distributions of the discrete variables. For simplicity of the display, improbable states in variables with large domains are not shown. In addition, the variables with temporal information in the data stream have been omitted and we consider that each time step is made of 1000 consecutive instances.

\[\begin{align*}
\text{time-point} & \\
0.0 & 0.2 & 0.4 & 0.6 & 0.8 & 1.0
\end{align*}\]

\begin{align*}
P(V_1 = tcp) & \quad P(V_1 = udp) \quad P(V_1 = icmp) \\
0.0 & 0.2 & 0.4 & 0.6 & 0.8 & 1.0
\end{align*}

\[\begin{align*}
\text{time-step} & \\
0 & 50 & 100 & 150 & 200 & 250 & 300 & 350 & 400 & 450
\end{align*}\]

\begin{align*}
P(V_2 = http) & \quad P(V_2 = ecr) \quad P(V_2 = private) \\
0.0 & 0.2 & 0.4 & 0.6 & 0.8 & 1.0
\end{align*}

\[\begin{align*}
\text{time-step} & \\
0 & 50 & 100 & 150 & 200 & 250 & 300 & 350 & 400 & 450
\end{align*}\]

\begin{align*}
P(V_3 = SF) & \quad P(V_3 = REJ) \quad P(V_3 = S0) \quad P(V_3 = RST0) \\
0.0 & 0.2 & 0.4 & 0.6 & 0.8 & 1.0
\end{align*}

\[\begin{align*}
\text{time-step} & \\
0 & 50 & 100 & 150 & 200 & 250 & 300 & 350 & 400 & 450
\end{align*}\]

\textbf{Fig. 7.} Evolution of the probability values for the variables \(V_1, V_2\) and \(V_3\). For simplicity, 63 improbable states of \(V_2\) and 7 of \(V_3\) are not shown.

The model used for this data stream is shown in Fig. 8. The first group of probabilities (or states) that we consider are \(P(V_1 = tcp), P(V_1 = icmp)\) and

\[\text{http://www.liaad.up.pt/kdus/downloads/kdd-cup-10-percent-dataset}\]
The usual traffic in the server are HTTP packages which are sent using TCP protocol. On the other hand, during a denial of service attack, the number of ICMP packages increases. For that reason, it is interesting to concept drift in these 3 states. This is done with the hidden variable $H_1^t$. Then, the hidden variable $H_2^t$ detects the concept in $P(V_3 = REJ)$, $P(V_3 = RSTO)$. For most of the time steps, these two states are not probable.

Fig. 8. Proposed model for concept drift detection in the intrusion data stream.

Fig. 9 shows the output of the previous model. We can observe that the changes in the distributions of the states tcp, icmp and http imply a change in $H_1^t$. This is also a robust method which has a smoothing effect: short changes in the distributions are ignored. For example, in $P(V_3 = REJ)$ many probability peaks appear in a few time points which are not reflected in $H_2^t$.

Fig. 9. Results for the intrusion data stream.

5 Conclusions

In this paper we have presented a method for detecting changes in the underlying distributions (i.e., concept drift) of discrete streaming data. Our approach is based on the use of conditional linear Gaussian Bayesian networks. With this approach, we can detect changes in the probabilities associated to subsets of the variable domains. In the experimental work, we have seen that our method can be applied to large and high dimensional data streams.
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