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proposed system outperforms the original C4.5

Abstract— The current financial crisis hasdecision tree, type-1 and interval-valued fuzzy
stressed the need of obtaining more accurateunterparts which use the SMOTE sampling
prediction models in order to decrease the riskrwhé&echnique to preprocess data and the original FURIA
investing money on economic opportunities. Iwhich is a fuzzy approximative classifier.
addition, the transparency of the process follotweed Furthermore, the proposed method enhances the
make the decisions in financial applications igesults achieved by the cost sensitive C4.5 and it
becoming an important issue. Furthermore, theae igives competitive results when compared with
need to handle the real-world imbalanced financielJRIA using SMOTE, while our proposal avoids
data sets without using sampling techniques whigne-processing techniques and it provides
might introduce noise in the used data. In thjsepa interpretable models that allow obtaining more
we present a compact evolutionary interval-valueztcurate results.
fuzzy rule-based classification system, which isIndex Terms— Financial applications, Interval-
based on IVTURSgc-+o (Interval-Valued fuzzy rule- Valued Fuzzy Sets, Interval-Valued Fuzzy Rule-
based classification system with TUning and RulBased Classification = Systems, Evolutionary
Selection) [22]), for the modeling and prediction oalgorithms.
real-world financial applications. This proposed
system allows obtaining good predictions accuracids INTRODUCTION

using a small set of short fuzzy rules implyingghh - e recent  financial  crisis  highlighted
degree of interpretability of the generated lingais fundamental weaknesses in the long term global
model. Furthermore, the proposed system deals WLathroach to financial modeling and prediction.

the financial imbalanced datasets with no need fpfapce. there is a need for new more comprehensive
any preprocessing or sampling method and thiy§sparent and accurate financial modeling and
avoiding the accidental introduction of noise ”ethprediction approaches to capitalize on economic

data used in the learning process. The systensas gh,hqrynities  without incurring high levels  of
provided with a mechanism to handle examples tr\%expected risk.

are not covered by any fuzzy rule in the generated \jany financial applications rely on the expertise

rule base. To test the quality of our proposalyle ¢ their staff to make a judgment call even when th
present an experimental study including elever re@l o in consideration are too broad and comigex
world financial datasets. We will show that theq adequately assessed by the human brain. This
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might result in the risks being assessed incomlyletg@rediction accuracies, they provide black box medel
and inaccurately with a lack of decision consisyencwhich are very difficult to understand and anallggze
For example, loan officers usually apply the rule @ financial analyst. Therefore, they do not fulfie
the five C principles (Capacity, Capital, Charactecurrent common requirements of having an
Collateral, and Conditions) to decide whether texplanation of the reasoning behind a given financi
grant a loan or not. In order to make accurate addcision.
consistent decision with this rule it would be Trust is the main reason why it is important to
necessary to have complete knowledge of tlpeovide the end user with easily interpretable
applicant and there is a need for consistency acresodels. Regardless of the degree of sophisticafion
the loan officers where each officer should male tlour economies, all transactions still come down to
same decision for the same applicant, which migtrust. Therefore, transparency is required soithat
not be the case. possible to know how the given financial models are
In financial applications, as in many real-worldperating. This need for transparency is refleated
problems, the data is highly imbalanced. Fdegislations that force financial institutions to
example, in a credit card application the number dfsclose the reasoning behind their financial
good customers is much higher than that of bakkcisions and models.
customers and in fraud detection the majority ef th Decision trees and Fuzzy Rule-Based Systems
data are normal transactions whereas a fdWRBSs) are examples of white box transparent
fraudulent transactions are usually present. Mastodels which have been applied for various findncia
classifiers designed for minimizing the global erroapplicationsjError! No se encuentra el origen de la
rate perform poorly on imbalanced datasets becaugferencia.. FRBSs have been successfully applied on
they misclassify most of the data belonging to theredit approval, loan portfolio, bankruptcy preitiot
class represented by few examples [1], [2]. Toleackand security managemejtiror! No se encuentra el
this problem, pre-processing techniques like undejrigen de la referencia.. The main challenge faced in
sampling or over-sampling are usually applied bt#hese works when working with real-world data s th
both of them present problems. On the one harfigh level of data imbalance. Most of the previous
under-sampling techniques may increment the noig@rks use preprocessing techniques which might
since they could eliminate some important patterrigtroduce noise and uncertainty.
On the other hand, over-sampling techniques, like Interval-Valued Fuzzy Rule-Based Classification
Synthetic Minority Oversampling TechniqueSystems (IV-FRBCSs) [19], [20] are interpretable
(SMOTE) [3], may add noise for the original inputlassifiers because they use linguistic terms, whic
data or violate the inherent geometrical structfre are modeled with Interval-Valued Fuzzy Sets [21]
the minority and majority classes [4]. Hence, iQIVFSs), in the antecedents of the rules. IVTURS
financial applications it is not desirable to pagess ,, [22] (Interval-Valued fuzzy rule-based
or sample the data as this could cause big problemgassification system with TUning and Rule
Real-world financial problems have been tacklegelection) is a novel IV-FRBCS that provides an
using several machine learning and artificigdccurate as well as a transparent model. The
intelligence techniques. The majority of commerciahference process of this system uses interval
financial systems rely on statistical regressiomformation in all the steps and it applies Intérva
techniques because they provide good results whgalued Restricted Equivalence Functions (IV-REFs)
facing prediction problems composed of two outpyi23], [24] to measure the equivalence between the
categories. Other kinds of machine learningiterval membership degrees and the ideal interval
techniques applied in financial domains are suppefiembership degrees. Furthermore, IVTURS
vector machines, which were applied to forecagpplies an evolutionary algorithm to modify the
financial time series [5] and to effectively managgalues used in the construction of the IV-REFssThi
governmental funds to small and medium enterprisegstem is designed for standard classification
[6]. Neural networks were applied in a big numbfer @roblems, which means that it cannot easily detil wi
financial applications [7], [8], [9]. However, thethe imbalanced data available in financial
drawback of such advanced machine learnirgpplications without preprocessing techniques.
techniques is that although they can give good
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In this paper, we will present a compactransparent and highly interpretable models.
evolutionary IV-FRBCS based on IVTUR:&c.+o for This paper is arranged as follows: Section 2
the modeling and prediction of financial applicaso provides some needed background material and the
with imbalanced data, with the aim of providing anelated work about FRBCSs. The proposed compact
accurate, comprehensible, transparent  aedolutionary IVTURS} kc_pyp IS presented in
interpretable model. In order to face the usudection 3. The experimental results are shown in
problems presented in financial domains witBection 4 while the conclusions are drawn in Sectio
imbalanced data and trying to get a small set oftshs,
fuzzy rules (interpretable model), we introduce the
following techniques: 2. BACKGROUND

* Avrescaling method to balance the weights of the |, g section, we present the background needed

fuzzy rules associated with the different classeg; ,nqerstand the remainder of the paper. Welsyart

In this manner, the imbalanced problem is faceglosenting some theoretical concepts about IVFSs.
internally by the proposed method, which mea

. : . en, we describe the problem of the imbalanced
that sampling/preprocessing techniques are Ngliy sets in classification and finally, we briefly
needed._ _ ) _ introduce the fuzzy association rules for

* A technique to classify the incoming exampleg|assification along with the two state-of-the-art

even if they do not match any fuzzy rule in th,,,y association rule-based classification models
generated rule base. To do so, the similariyynsidered in this paper.

among the uncovered example and the rules is
considered. 2.1Interval-Valued Fuzzy Sets

« An evolutionary process used to perform a rule Fuzzy Sets (FSs) [28] assign crisp values as
selection process along with the tuning of botfembership degrees of the elements to the sets
the shape and the lateral position of the IVFSs whereas IVFSs [21] assign intervals instead of
well as the values used to construct the IV-REF8umbers as membership degrees. IVFSs have been
This allows maximizing the classificationsuccessfully applied in various applications
performance and producing compact aniicluding image processing [23], assessment of soil
interpretable models. and water conservation [29] and classification [30]
The quality of our new proposal, which is denotedmong others.

IVTURSearco With Rescaling Rule Weight for  Let us denote by.([0,1]) the set of all closed

Imbalanced classification I{\TURSake_ip), has subintervals irf0,1], that is,

been tested thorough various experiments using real

world data sets from eleven financial applications. L([0,1]) = {x =[x, ¥][0<x <X < 1}. (1)

The obtained results, which are statistically

supported, show thdVTURS \re_pp Outperforms — We must remark that we will denote an interval in

the original C4.5 method [25] as well as type-1 arlabld-faceand a crisp value in normal-font, thatas,

interval-valued fuzzy counterparts which used thie an interval ana is a crisp value.

SMOTE sampling technique to preprocess data.Definition 1 [21,31,32,33] An interval-valued

Furthermore, our proposal notably enhances thezzy setA on the universdJ # @ is a mapping

results achieved by the cost sensitive C4.5 [26] ad,,: U — L([0, 1]), such that

it gives competitive results versus an approxineativ Ay ) = [A(ui)j(ui)] €

fuzzy classifier like FURIA [27] when it uses L([0,1]), for allu; € U.  (2)

SMOTE. This fact strengthens the quality of our new

method because it provides an accurate and

interpretable model learned from the original data. ObV|ous.Iy, [A(ui)’A(ui)] s the interval
Therefore. IVTURS®Y.! avoids using pre- membership degree of the elemento the IVFSA.
’ FARC-HD Qur interpretation of the interval membership degre

processing techniques and give accurate reSUItSthat the membership degree is a number wittn th
t

; Y= i
Wsélei:iegmgﬁgsngv?hi:;idﬁﬂ?esm trr:)?/i(;]iﬂmbr?]rore erval but its real value it is not known. Thadgh
g ’ P P g of the interval membership degrel(A,, (v,)) =
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A(w) — A(w;), can be seen as a representation of tAgd strictly increasing functior [0, 1] - [0, 1] so
ignorance related to the assignment of crisp vagesthat¢(0) = 0 and¢(1) = 1. For example if we use
the membership degrees of the elements to the gfx) = x“, each value of € (0, ) will generate

Such ignorance degree can be quantified by meangfautomorphism.
weak ignorance functions [20]. Definition 2 [23], [24] An interval-valued

In order to determine the largest intervalestricted equivalence function associated with an
membership degree, we need to use a total ordi@ierval-valued negatioN is a function

relationship for intervals. A method to construct IV — REF:L([0,1])*> — L([0,1]) 8)
different linear orders between intervals can hméb So that:
in [34], [35]. A particular case of these lineaders IR1) IV — REF(x,y) = IV — REF(y, x) for
is the one defined by Xu and Yager in [36], whish i allx,y € L([0,1D);
based on the score and accuracy degrees as shown in |IR2) IV — REF(x,y) = [1,1] if and only if
Equation (3). X =Y,
[x,?] < [y,i] ifand only if x +X < y + IR3) IV — REF(x,y) = [0, 0] if and only if

- T = — — = x = [1,1] andy = [0,0] orx = [0, 0] and
yorx+x=y+yandx—x=y—y 3) y= [1,1];

Using this total order relationship, it is easy to IR4) IV’— I’QEF(x, y) =1V —
prove that[0,0] and[1, 1] are the smallest and the REF(N(x), N(y)) with N being an
largest element of([0, 1]), respectively. So, they involutive interval-valued negation [31],
are the smallest and the largest interval membershi [38];
degrees. _ _ IR5) For allx,y,z € L([0,1]), if

In addition, we present the interval operations x <,y <, z, thenlV —

which will be used to make the computation with REF(x,y) =, IV — REF(x,z) andIV —
intervals both in the inference process and in the REF(y,z) =, IV — REF(x, 2).

computation of the rule weight as an element of The construction method of IV-REFs used in this
L([0,1]) instead of with numbers. Letpaner, which is based on the construction method of
[x, %], [y, 7] be two intervals, with, X, y,7 € R*, so REFs introduced in [39], is the following one:

that[x,x] <, [X,y], which means that <y ,x < v = REF ([x,%] [, 5])
7 (this is not a total order relationship for intas), _ |” (¢I1 (1= ]e2(2) = 62 (¥)]) #1721 = 1) — ¢2(y)|))'

and y > 0 the rules of interval arithmetic are as 5(¢1_1 (1 _ |¢2(x) — ¢, (y)|)’¢1_1(1 — 1, (@) — ¢2®D)]
follows [36]: B - )

« Addition: [x, ] + [2,7] = |x+yx+ 7] (4)  whereg, (x) = x% and¢,(x) = x? witha,b €
[0.01,100], T andS represent a t-norm and a t-
conorm respectively. We must point out that this
§|] (5) IV-REF is associated with the interval-valued

« Productx, %] * [X’ y] = [& £y, X % y] (6) negationV([x,X]) = [¢2—1(1 — ¢,(X)), b3 (1 _
. Division:[ij = [/\ (éi)v (éi)] (7) ¢2(£))]
[27] L ¥ z ¥y o Example 1 Let a =1 and b = 1, the
where A represents the t-norm (m'n'mum)automorphisms used in Equation 9 arg(x) = x

whereas/ represents the t-conorm (maximum).  anq ¢, (x) = x respectively. Let7” and S be the

Finally, we recall the definition of IV-REFS minimum and the maximum respectively, Equation
[23],[24], which are used to measure the similarity ~an be rewritten as

between two intervals. These functions are apphied — -1 _

the inference process of the method used as tiee ba& ~ REF (k xl, [X’y]) - [/\ (1 - |£ - Xl 1=

of our new proposal, i.e. IVTURSc+o. We also |z — y|),v (1 - |£ - X| 11— |x— y|)] (10)
recallthe construction m_ethod of these f““‘:““mt Using Equation (10) as the IV-REF associated
is based on automorphisms, which are continuous

« Subtraction]x, x| — [X' 7] = HX_—? |y -
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with the negationN([x,x|) = [1—%,1—x] and
= - Acc=—" _—1_Err  (12)
let x = [x,%] =[0,0], y = [Z' J’] = [0.3,0.6] and TP+FP+TN+FN

z = [2,z] = [1,1] be three intervals, the conditions
IR1- IR5 fulfill as shown below

IR1) IV — REF(x,y) = IV — REF(y,%) =
[0.4,0.7] = [0.4,0.7]

IR2) IV — REF(x,y) = [0.4,0.7] whereadV —
REF(y,y) = [1,1]

IR3) IV — REF(x,y) = [0.4,0.7] whereadV —
REF(x,z) = [0,0]

IR4) IV — REF(x,y) = IV — REF(N(x), N(y))
= IV — REF([0,0],[0.3,0.6]) = IV —
REF([1,1],[0.4,0.7]) = [0.4,0.7] = [0.4,0.7]

IRS) ifx <,y <, z,thenlV —

REF(x,y) =, IV — REF(x,z) andIV —

ﬁlEF(fy, z) (2)2”6 ; RES(’S’ z) j ’6 §L0y4 St g 0 True negative ratel'(V,...): is the percentage of
erefore [0.4, 0.7¢, [0, 0] and [0.3, 0.4%, [0, O] correctly classified examples belonging to the

2.2Imbalanced Data-Sets in Classification majority class.

During the last years, as the popularity of data False positive rateFP,q.): is the percentage of
mining is growing, the machine learning techniques Misclassified examples belonging to the majority
have been applied to several real-world problems, class.
like financial problems. Real-world problems False negative raté'lV,...): is the percentage of
usually contain few examples of the concept to be misclassified examples belonging to the minority
described due to rarity or the cost to obtain teT  class.

The accuracy is the most commonly used metric
for empirical evaluations but for classificationtims
framework this metric might lead to erroneous
conclusions since the minority class has little actp

on accuracy compared to the majority class [42].
Therefore, in the framework of imbalanced problems
there are more accurate metrics. For instance, from
Table 1 four performance measures can be derived in
order to take into account the classification maite
each class independently:

» True positive rateT(P,4.): IS the percentage of
correctly classified examples belonging to the
minority class.

learning from these kinds of problems has been TABLE 1CONFUSSION MATRIX FOR A TWO-

identified as one of the main challenges in daja CLASS PROBLEM.

mining [40]. MINORITY MAJORITY
The imbalanced data-sets problem are ve PREDICTION PREDICTION

common in real world financial data-sets, where off MINORITY | TRUE POSITIVE FALSE

or more classes are represented by a large nurhbg S (TP) NEGATIVE (FN)

examples (known as majority class) while the oth{ MAJORITY | FALSE POSITIVE TRUE

classes are represented by only few examp SS9 (FP) NEGATIVE (TN)

(known as minority class) [41]. This problem causes

the classifier to predict the samples of the majori A well-known metric that attempts to maximize

class and completely ignore the minority ones.  the accuracy of each class is the geometric mean,
An important aspect when dealing withwhich is defined as follows [43]:

imbalanced data-sets is the selection of an

appropriate metric to measure the performanceeof th GM = \JTPyae * TNygre (13)

proposals. The most straightforward way to evaluate

;hnetﬁgrizrrz?fsr}gﬁ rc::act::&sjs_ll_f;%rlsé If éugvssn i:l)f;f]fﬁgf 2.1 Fuzzy Association Rules for Classification

matrix for a two-class problem. From this tablesit ~ This section is aimed at providing a brief

possible to extract a number of widely used metriédtroduction of fuzzy association rule-based

to measure the performance of learning systentdassifiers, since it is the methodology used ke th

accuracy defined in Equation (12) as follows: in this paper, which are FARC-HD [44] and IVTURS
[22] that are briefly in Sections 2.3.1 and 2.3.2,

Err = (FP + FN)/(TP + FP + TN + FN) (11) respectively.
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Association discovery is widely used in dat2.2.2 Fuzzy Association Rules for Classification
mining since it allows interesting knowledge to be for High Dimensional Problems
discovered in large databases [45]. Associatiogsrul | [44], Alcala-Fdez et al. defined the algorithm
represent dependencies among items in a databgg§wn as FARC-HD (Fuzzy Association Rule-based
using expression likd — B, whereA andB are sets Classification model for High Dimensional
of items andd N B # @ [46]. The use of fuzzy logic problems). This method allowed outperforming the
in association rules allows both dealing wittherformance provided by ten well-known classifiers.
uncertain and inaccurate data and intrOdUCingthhermore, it generates a compact set of rulds wi
linguistic terms implying the generation of am small computational effort. This fuzzy classifier
interpretable model for the end users. composed of the following three stages:

The task of classification [47], which aims at 1. Fuzzy association rule extraction for
determining the class to which the patterns belongassification. In this step the rule base is generated.
can be tackled using fuzzy association rules. i thro do so, a search tree is generated for eachiclass
case, the antecedent part of the fuzzy rules \ijich the frequent itemsets are computed by
composed of fuzzy terms whereas the consequeplying the support (see Equation (16)) and the
part has the predicted class label and the rulgiwei confidence (see Equation (17)). In this method each

which is written as follows: item is represented by a fuzzy term and the depth o
R;: If x1 isAj; and ... andk, is Aj, then Class €;  the tree is limited by a predefined parameter. Once
with RW;, (14) the search tree is completed, a fuzzy association

whereR; is the label of the rulec = (xy, ..., x,) classification rule is generated for each frequent
is a n-dimensional example vectod; is an itemset. To do so, the path of the frequent itensset
antecedent fuzzy set representing the variabte assigned as the antecedent part, the clas§ of the
rule j, C; is a class label anklW; € [0, 1] is the rule search tree is set as class label and the conidenc
) j ’ . .
weight [48]. The fuzzy rule in Equation (14) can bgs&gned as rule weight.

B 2. Candidate rule prescreening. In this step a
represented ag; — G, whered; = (4, ., 4jn). pattern weighting scheme is carried out to seleet t

Let x, = (%p1, -, Xpn, )P = 1,2,..,N be a set most promising set of rules for each class, since i
of N labeled examples fro classes of am- the first stage a huge number of fuzzy rules can be
dimensional classification problem. The matchingenerated. To do so, each pattern has assigned a
degree of each training example, with the weight that is meant to be the strength in which it
antecedend|, is defined as follows: contributes in the computation of the quality o th

_ rules. The improved weighted relative accuracy

ta)(p) =T (’“‘An (%p1), ""“Ajn(xpn)>’ (15) " measure [44] is applied to compute the qualityhef t

WhereuAﬁ(-) is the membership function of therules. An iterative process is carried out in which
antecedent fuzzy sef; andT is a t-norm. each run the best rule is selected and the weafhts

The support of the fuzzy ruk — C; , which can the patterns are decreased based on the covering of
] 7

be viewed as the coverage of the training exampl%léCh rule. This process is repeated until a stgppin

: : criterion is fulfilled.
by the fuzzy rule, is wrlttzen as fO”OW(S ) 3. Ruleselection and lateral tuning. The final stage
*peClass C; Ba;{xp

Support(Aj > Cj) - (16) of the metho_d consists of _selecting and tunir)gta se
) INI _~ of rules starting from the final rule base obtaifred
The confidence of the fuzzy rulg > C; , which o second stage. To this aim, the tuning of teedh
can be viewed as the validity of the fuzzy rule, iggsition of the linguistic labels [49], which is deai
written as follows on the linguistic 2-tuples representation [50],
preClassC]- 'uAj(xp) combined with a genetic rule selection process is
N (x ) (17) applied. For the lateral tuning the parametewhich
p=104;37p determines the position of the linguistic labels, i
tuned for each linguistic label of the system. Fegu
1 shows an example of the lateral displacemeititeof t

Confidence(Aj - Cj) =
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linguistic labels, to the left since the value of theparameters of the IV-FRBCS. Specifically, the aditi
parameterx is negative (the value af has to be rule base is the one obtained after the applicaifon
positive for displacements to the right). Therefor¢he two first stages of the FARC-HD algorithm (see
the number of parameters is the number of variablgisiges 1 and 2 of Section 2.3.1).

times the number of linguistic labels used to model2. IVFSs construction. The second step consists of
each variable. The synergy between both tuning anwdeling the linguistic labels which represent the
rule selection enables to contextualize thantecedent part of the fuzzy rules with IVFSs. ©o d
membership functions to the problem that has bega, each IVFS is constructed as follows [19], [2]]:
tackled and to obtain a compact rule set havirigla h the lower bound is the fuzzy set used by the fuzzy

degree of cooperation among its rules. learning algorithm to model the corresponding
linguistic label and 2) the upper bound is centered
S, s, s, s, s, around the same apex as the lower bound (being

R —

symmetrical in both sides) having a greater support
which is determined by the value of the parameter
W. For the initial construction of each IVFS the
value of W is set to 0.5 in order to make it 50%
greater than that of the lower bound as depicted in
Figure 2. In addition, the modeling of the lingigst
labels by means of IVFSs implies that the rule Wweig
Figure 1 Lateral displacement of the membership fuaion  has to be also an element if{0, 1]) instead of a

S,. Grey and black triangles are its initial and find number, which is computed applying Equation (17)

position respectively. using interval arithmetic.

The Fuzzy Reasoning Method (FRM) [51] is the
mechanism that uses the fuzzy rules to classify ne
examples. Specifically, in first place the totate/o *
strength for each class is computed using Equati
(18) and then, the exampig is classified in the class
having the maximum total strength of the vote.

VClassk(xp) = o a
frjens ana ¢k (ia; (xy) * RW; ) with j =
1,..,L (18) Figure 2 Initially constructed IVFS. The solid lineis the
: initial fuzzy set and consequently it is the lowebound of
wherel is the number of rul_es of the.rU|e baS(_%‘he IVFS. The dashed line is the upper bound of the/FS.
(RB) and f is an aggregation function. The

aggregation function can be the maximum or the sung, |nterval-Valued FRM (IV-FRM). The classic
leading to the FRMs of the wining rule or the aiddit FRM described in Section 2.3.1 is extended in such

combination, respectively. a way that it can deal with the representatiorhef t
2.3.2 Interval-Valued Fuzzy Rule-Based linguistic labels by means of IVFSs. All the steps
Classification System with Tuning and Rule composing the inference process make their
Selection computation using intervals. Specifically, t-

. . representable interval-valued t-norms [33], [38],
IVTURSrarc 0 [22] IS an extension of FARC-HD interval product (see Equation (6)), interval-value
that models the linguistic terms with IVFSs 'nSteagggregation functions [33], [34] and the total arde

of with FSs. IVTUR®wew outperforms the . . ) .
S i relationship for intervals are applied to compute t
performance of both the original FARC-HD and th atching degree, the product between the rule

Fuzzy Unordered Rule Induction Algorithm . . .
. . weight and the matching degree, the aggregation
(FURIA) [27]. This method is composed of the%unction f and the final prediction, respectively.

following steps: Furthermore, the idea of the maximum similarity

1. Rule base generation. This method learns anclassifier is introduced in the computation of the
initial type-1 FRBCS so as to initialize the P
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Rule Base Generation membership functions and
associated parameters Vos Is the o
Fuzzy association example
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Type-1 Fuzzy Sets Generation }—» n
Candidate rule .
prescreening Interval-Valued Fuzzy Handling uncovered
IVFSs Reasoning Method examples technique
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+ Output: Class
Generation of
the initial IV-REFs

l Output: RB+DB

Rule Weight
Rescaling Method

[output: Scaled RE+DB

Figure 3 Overview of the proposed compact evolutiary IV-FRBCS for financial applications modeling ard prediction.

matching degree. To do so, IV-REFs are applied toles which will help to increase the transparesnay
compute the equivalence between the interviaterpretability of the generated model to the user
membership degrees and the ideal membershipFigure 3 shows an overview of the proposed
degree[1, 1], for each attribute of the problem. Fomethod, which shares two basic components of the
the construction of each IV-REF it is necessarsetio IVTURSkare.vp method, namely the generation of the
the value of the parametarsandb in Equation (9), initial IV-FRBCS (applying the two first steps
which means that their results may vary dependimgfroduced in Section 2.3.2) and the IV-FRM. Our
on these values. new method generates an initial IV-FRBCS using the
4. Rule selection and genetic tuning. The last step training examples and then, the created rule tmse i
is an optimization stage, where a combination ofsgzaled using the process introduced in Section 3.1.
rule selection process and a tuning approach, asAifter this steps, it is applied an evolutionary gess
the previously explained FARC-HD method, i40 adapt the system’s parameters to the problem
carried out. However, this method does not tuee tfusing the training examples again), which is
lateral position of the linguistic labels but thelwes described in Section 3.3. When new patterns arrive
of the parameters andb used to construct the 1V- (testing examples) the method uses the tuned model
REF associated with each variable of the probletto classify them: if the example is covered by any
Therefore, the number of parameters to be tunedfigzy rule the usual IV-RFM is applied; otherwise,
two times the number of attributes of the problene method defined in Section 3.2 to handle

[22]. uncovered examples is used.
The novelty of our new method consists of a
3 THE PROPOSED CoMPACT method to rescale the rule weights of the generated

EVOLUTIONARY INTERVAL -VALUED Fuzzy rule base in order to face the imbalance problem at
RULE-BASED CLASSIFICATION SYSTEM FOR algorithmic level. The rescaling is necessary bgseau

when dealing with imbalanced classification
FINANCIAL - APPLICATIONS MODELING AND problems it is common that the confidence of the

PREDICTION minority class rules is low. This fact implies theit

In this section we preselMTURS hke_ip, Which  classification time most of the examples are
is an IV-FRBCS built on the basis of IVTURS..o  classified in the majority class leading to a ladk
[22], for the modeling and prediction of financiapccuracy in the minority class, which might be the
applications which are characterized by highiglass of interest in financial applications.
imbalanced data. The proposed system will handiglditionally, we provide the IV-FRM with a
the imbalanced data (with no need for data préechnique that allows one to provide a classifuati
processing or sampling) and it is aimed to do ttier those examples not matching any rule in the
modeling and prediction based on a small set atsh@enerated rule base. Finally, we propose to use an
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evolutionary algorithm to tune the values of thdifficult to have a perfect matching degree anarev
system’ parameters in order to increase its this situation, it is easy that any of the rubéshe
performance as much as possible. Specifically, weajority class has a matching degree such that when
tune the parameters defining the IVFSs, namely thaultiplied by its rule weight the association degie
lateral position using the parameteras shown in greater than [0.06, 0.44].

Figure 1 and the amplitude of the support of the

upper bound using the parameWr as shown in TABLE 2 RULES GENERATED FOR THE YEAST-1-4-5-
Figure 2, as well as the parameterandb used to 8_VS_7 DATASET.

construct the IV-REFs (see Equation (9)) applied =

the computation of the matching degree of th s Rule Rgle
examples with the antecedent of the rules. HUlleer . el
In the remainder of this section we describe fn Lo AND vac 1S ey bRl [0.06, 0.44]
detail the three novel techniques, namely the ryle Then Class IS Minority
weight rescaling method, the mechanism to handle , | IF NucISMediumThen ClassIs 4 g7 g gg
uncovered examples and the tuning proposal. Majority

IF Pox IS Very High Then Class

3.1Rule Weight Rescaling Method 3 IS Majority [1.0, 1.0]
. . . . . - 4 IF Mcg IS Very High Then Clas$ [0.95, 0.99]
This section is aimed at describing the methdd IS Majority .95, 0.
used to rescale the rule weight of the rules irotd IF Mcg IS Very Low Then Clas$
° IS Majority [0.97, 0.98]

handle the imbalanced data-sets faced in real woké
financial applications. The need for this procedsre ) .
Pp P In order to deal with the previous problem, we

easily shown in the following example in Table 2 :
which shows the rule base generated by t|péopos,eamethod to rescale the rule weights dmece t

IVTUR Searc4o method for the fourth partition of theUI€ base has been generated. The procedure is
Yeast-1-4-5-8_vs_7 dataset (obtained from ttf@MPosed of the following four steps:

KEEL repository [52]). Five linguistic labels have® 10 compute the cumulative matching degrees,

been used for each variable: very low, low, medium, for each rule the matching degrees of examples
high and very high. belonging to the rule class are summed.

From Table 2 it is observed that there is only one |CMDj, CMD,-] =

rule belonging to the minority class and its rule . _
weight is small whereas the rule weights of thesul preclassk'uAj(xp) ’preclassk'uAj(xp) ] ] =
belonging to the majority class are large. If thier 1 .. L T (19)

belonging to the minority class had a perfegt
matching degree ([1, 1] = [1, 1]* [1, 1]* [1, 1]i}ts
association degree would be its rule weight ([0.06

To compute the scaling factor for each class, the
cumulative matching degrees of rules having the
' same class in the consequent are summed.

0.44] = [1, 1]*[0.06, 0.44]). In order to computeet —_—

classification soundness degree for each class wi Fk’SFk]

aggregate the association degrees (for instand¢e wit L L

the maximum) of the rules having that class inrthei = CMD; Z CMD;|,
consequents. Following the previous example, the j=1class(R;)=k  j=1Class(R;)=k
classification soundness degree for the minordg<| k=1,..M (20)

would be [0.06, 0.44]. Regarding the majority clasg 1, compute the scaled cumulative matching
we have to apply the maximum of the association yegree for each rule, the cumulative matching
degrees of rules 2-5. If any of the association@®y  yeqree of each rule is divided (using the division
of these four rules were greater than [0.06, OtAd] ¢ interyal mathematics as explained in Equation

example would be classified in the majority class, (7yy v the scalina factor of the correspondin
since the predicted class is the one having the E:I;)ss Z‘S follows:l g ponding

greatest classification soundness degree. Therefore CMD. S5
the conditions necessary to classify an examplegn SCMD; = A\ <SF_J SF—’) j=1,..,L
minority class are difficult to be fulfilled, sindeis 2 Class®y) 2T ClassRy)
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(21) reduction of the computational time needed to
CMD; TMD; classify an example.
N J P — . . .
j=1..,L According to the fuzzy rule learning algorithm
29 used by the FARC-HD method, if we set the
(22) gxi mumtree depth to the number of variables of the

SCMD; = v(

SFClass(Rj) ’ SFClass(Rj)

* Tocompute the s_caled support and confldencg oblem, a rule base composed of fuzzy rules whose
ea_ch rule, Equations (16) a_nd (17) are appl tecedent length is equal to the number of vargbl
using t_he result_s _cpmpute_zd in the Previous Steyjq pe generated. In this situation, the created
(followmg the _dIVISIOn Qf interval mathem_atlcsfuzzy rules would cover very narrow areas of the
as explained in Equathn (7)) to result in thgolution space, which could provoke an increase on
scaled support and confidence values: the system’s accuracy at the expense of a reduction

[SupportScaled(A > C;), Supportsearea(A - C])J of the system’s interpretability since both theerul

SCMD; SCMD. length and the number of generated fuzzy rules
— J (23) would be greater. Figure 4a depicts a specificyfuzz
N N rule (IFx, is Low andx, is Low) covering a narrow
area whereas a generic fuzzy rule gFis Low) is
ConfidenceScaled(A - Cj) shown in Figure 4b. Although FARC-HD could
SCMD: SCHD: generate both types of rules, it usually createsge
_ /\ — 7 J (24) fuzzy rules like the later one.
Yi=1 SCMD,. 'Y M  SCMD, A big problem encountered when producing
Confidence (A > C-) specific rules is that some regions of the solutio_n
ng\(/lllle)d J space could not be covered by any fuzzy rule. This
_ \/ s’} SCMD; o5y Situation happens in those cells shown in Figure 4a
B oy SCMDk’zllglzlm (25) Wher_e there_are no e_x_amples (Ii}<e the cell {Low,
. To compute the rule weight, the scaled Suppd}/{edlum}), since specific rules (_Ilke Rule: {Low,_
and confidence of each rule are multiplied (usirigow})_ are generated for cells havmg gxamples. This
the multiplication of interval mathematics a Ituation provokes the nee(_j of providing the system
explained in Equation (6)) and assigned as tP{\ch a mechanism to classlfy examples that are not
rule weight. covereo! by any fuzzy rule in the ruI_e ba_lse. Theee a
RW: = Support (A . C-) two main _approa_ches to han_dle this situation: 1) to
J PPOTscatea J reject the input without providing a prediction the
* ConfidenceSCaled(A - Cj)'j example and hence the example is not considered to

=1,...L (26) compute thd'P,,;, and TN,.4;.; 2) to build a default
S rule that always classifies uncovered examplelsen t
RW; = Supportscatea(4 ~ C;) majority class.

* Confidencescgrea(A = C;),j The first approach is unacceptable solution fo

=1,..,L (27) the financial domain where the prediction system

_ _ _ should always be able to provide a prediction. The

3.2Handling Inputs Not Matching Rules in second approach avoids the problem of not providing
the Rule Base a prediction but if the prediction capability owae

The rule learning method used by FARC-HD igncovered examples is measured applying the

able to create rules whose maximum number géometric mean the achieved result will be always 0
antecedents can be programmatically limited usinthis is due to the fact that the default rule octige

the maximum tree depth. Therefore, it creates aclassifies all the examples of the majority class

compact rule base composed of short rules, whighn,,,.,=1) whereas it misclassifies all the examples

helps increasing both the interpretability and thef the minority classT(Py4¢. = 0).
readability of the model and it also implies a
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Figure 4 Solution space covered by fuzzy rules. &)fuzzy rule using all the antecedents. b) A fuzzyule not using all the
antecedents.

In order to solve this problem we proposed a
technique aimed at using a weighted combination of
the most suitable rules in the rule base to chasisd
uncovered example,. This technique is composed
of the following four steps:

Generation of a Set of Fuzzy Rules for the
Uncovered example (SFRU) To do so, the
membership functions providing a positive
membership degree are found for each variable.
Then, all the possible fuzzy rules are generated
by performing all the combinations of the
previously matched membership functions.

These rules do not have in the consequent partAt this point each rule inSFRU (x,)

either the class or the rule weight. For example,
in a problem with two input variabled andx2

if the uncovered example, matches the fuzzy
sets {Low, Medium} for the variablec1 and
{Medium, High} for the variable x2, the
generated fuzzy rules will b&8FRU(x,) =
{R1:{Low, Medium}, R2:{Low, High},
R3:{Medium, Medium}, R4:{Medium, High}}.
Obtaining the most similar fuzzy rules in the
rule base.In this step, for each fuzzy rule in
SFRU(x,), the most similar fuzzy rule in the rule
base is obtained. With this aim, in first place the
fuzzy rules in the rule base and the ones in
SFRU(x,) are decoded using an integer coding
scheme. For example, the set of linguistic labels
{low, medium, high} could be encoded as {1, 2,

3}. Then, Equation (28) is applied in order to
measure the similarity between fuzzy rules.
Sim(R]f,Rj) = [Tr=, <1 _ V(Rjk)_V(Rjk)> 28)

NLy
whereR; is thej’-th rule inSFRU (x,,) with j* =
{1,.., |[SFRU(x,) |} and |[SFRU(x,) | is the
number of rules iISFRU (x,), R; is thej-th rule

in the rule base withh = {1,...,L}, n is the
number of variables of the problemiL, is the
number of linguistic labels of the-th variable
and V() is the integer codification of thie-th
linguistic label of the rule being analyzed.

has a
similarity with every rule in the rule base. Finyall

for each rule inSFRU(x,) the rule in the rule
base having the greatest similarity is selected.
Therefore, after this step, as many original rules
in the rule base as rules SWTRU(x,) are taken,
which are used (along with the rules in
SFRU(x,)) to make the final prediction as shown
in the next step of the method.

Computing the vote strength for each clasdn

this stage, both the previously selected original
rules and the rules iISFRU(x,) are used to
compute the vote strength, related to the lower
and the upper bounds of the IVFSs, for each class
using Equations (29) and (30) respectively. More
specifically, we use the rule weights of the
original rules and the antecedents of the rules in
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SFRU (xp). proposals and binary codification is used for the
[SFRU(xp) | . rule selection process. Equation (32) shows the
. Ha ir (xp)*M]’
Voten(x,) = jr=1.class(Rjy)=h _J (29) structure of the whole chromosome.
P E’;fslggp:),l Kaj, (xp)*RW s Crotar = {CL, Cw, Cg, Cr} (32)

It can be observed that the chromosome is
composed of four parts: the three first parts

|SFRU (xp) | _ — . . .
j,=1,aafs(Rj,):h”Aj,(xp)*RWJ" perform the tuning of the membership functions
Voten(x,) = [SFRUGep) | —— (30) and the associated parameters and the last part
Class(Rj,)=h" 4" (o) RW 0 carries out a rule selection process. These parts

where u,, (x,) andz;,(x,) are the lower and  are described in detail below:
— " _ 1. Tuning of the lateral position of the linguistic
upper matching degrees of the examplewith labels (depicted in Figure 2).

th_ej’-th rule in SFRU(x,) whereasRW;, and ¢, = {as, ) @1y s Tt ___’anln}’ (33)
RW;j, are the lower and upper rule weights of the  wherea;, € [-0.5,0.5], withi = 1,...,n, s =
most similar rule in the rule base to tjfieth rule 1,...,l; andl; represents the number of linguistic
in SFRU (x). labels used in th&th variable.
» Final prediction of the class The uncovered 2. Amplitude of the support of the upper bound
examplex, will be classified in the class having of the IVFSs.
largest vote strength according to Equation (31). Cw = {Wn. s Wagy, o, Wha, ---;ann}, (34)
F(Yq, ..., Yy) where W;; € [0,1], with i=1,..,n, s =
Votey(x,) + Votep(x,) 1,...,1; andl; represents the number of linguistic
= arg max > (31) labels used in thth variable.
3. Tuning of the equivalence: genes take values
3.3Tuning the System Membership in the range [0.01, 1.99]
Functions and the Associated Parameters Cy = {ay, by, ..., an, by}, (35)

The last stage of the methodology consists of  Wwherea;, b; € [0.01,1.99], withi =1, ..., n.
optimizing the values of the system’s parameters. | 4. Rule selection: this part is composed of as
this paper we propose to tune both the values many genes as the number of rules in the rule

determining both the shape and position of the &/FS base. A binary codification is used; therefore
and the values of the parameters used to genémte t the possible values for the genes are 0 or 1,
IV-REF associated with each variable of the where the values 1 and 0 mean that the
problem. In this manner, we combine the good associated rule is used or not in the inference
features of two common tuning approaches [53], respectively.

[54], namely the genetic tuning of the knowledge Cr = {Ry, ..., R} (36)

base parameters and the genetic adaptive inference whererR; € {0,1}, withj =1, ..., L.
system. Additionally, we perform simultaneously a |nitialization of the population: we initialize a
rule selection process to decrease the system’s chromosome representing the initial system,
complexity. which is the chromosome that encodes the initial
We use the CHC evolutionary model [55], which  set-up of the IV-FRBCS. To do so, we set all the
is short for Cross generational elitist selection, genes performing the lateral tuning to 0.0 (so that
Heterogeneous recombination and Cataclysmic the membership functions do not have any lateral
mutation, to carry out the optimization process¢si  displacement), all the genes used to modify the
it is the same method used in the two state-oflathe-  amplitude of the support of the IVFSs are set to
fuzzy classifiers used in this paper and it is agjo 0.5 (in order to make the amplitude of the upper
choice in problems having a complex search space. bound 50% greater than that of the lower bound),
The specific components of our new proposal are:  the ones to carry out the tuning of the equivalence
* Coding scheme: The chromosomes use a double are set to 1.0 (with this setting the identity
coding scheme. On the one hand, real functioniscomputed)and the genes used to make
codification is considered for the tuning the rule selection process are set to 1 (to conside
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all the rules in the rule base). The remaindare presented.
individuals are randomly initialized within the

ranges demanded in each part. 4.1.1 Financial datasets description

. Chromosome evaluation: we take the average We have used eleven real-world datasets from

mean between the accuracy achieved in bo rious financial domains. The features of these
classes. which is the area under the ROC Curégtasets are summarized in Table 3, where we can

I : : see the names of the datasets, their total nunfber o
(56l Cons'de””gf};j'ﬂ?}?vrfg'm attributes (#Attr.), classes (#Cl.) and examples&d
2 instances) (#Ex.). We also show the class disiohut
We must point out that this fitness functiorof the examples according to the classes (% Gl O (
provides a similar behavior to that of thef Class 0) and % CIl. 1(% Class 1)) and the
geometric mean, since both of them take intgnbalanced Ratio (IR) [59] of each dataset, whih i
account the accuracy obtained in each class of ifined as the ratio of the number of instances®f
problem. In this manner we approximate thginority class and the majority class. These dégase
results of the geometric mean using a lesgd the tables, in which the obtained results are
computational demanding metric. shown, are sorted incrementally according to the IR

» Crossover operator: for the part of the

USED IN THE EXPERIMENTAL STUDY.

Fitness =

the Parent Centrix BLX operator [57] whereag
the half uniform crossover [58] is used for the pataset | #attr. | #cl. Examples IR
part using the binary codification. HEX. % ClLO %Cl.1
» Restarting approach: the population is randomly [B! 12 1 2 | 1300 | 46.54 | 53.46 | 1.15
initialized and the best individual found so far i$C 52 | 2] 1650 | 59.64 | 40.36 | 1.48
included in the population as in the elitisfwsl 12 § 2 | 1298 | 39.29 | 60.71 | 1.55
scheme. In this manner, we get away from locpESI 12 | 2 | 1300 | 62.15 | 37.85 | 1.64
optima. DT 12 | 2 | 1300 | 62.62 | 37.38 ] 1.67
AL 12 | 2 | 1300 | 62.85 | 37.15 | 1.69
4.  EXPERIMENTSAND RESULTS sL 21 | 2 | 1894 | 6822 | 31.78 ] 2.15
In this section, we present the experiments afiib 7 2 | 1641 | 75.56 | 24.44 ] 3.09
results to validate our proposed system, which [ 20 | 2 | 17795 | 78.94 | 21.06 | 3.75
denotedVTURSyskc_up. for financial applications. |Len 23 | 2 | 24476 | 81.61 | 18.39 ] 4.44
The experimental framework used to show tHeA 10 2 J123115] 1.46 | 98.54 |67.66

quality of the new method is described in Sectidn 4

The study has a double aim, on the one hand, theThe description of each financial dataset is as
suitability of the novelties introduced infollows:

IVTURSFaRc—up Needs to be justified (Section 4.2) « Bank Investment (Bl) Data set is used to
and, on the other hand, the benefits of our new predict whether to invest or not by buying or
method against the use of SMOTE, which is a widely not buying a bank share in stock market.
used pre-processing technique, and the cost sensiti « Bank Credit (BC) Data Set is a bank credit

C4.5 decision tree are analyzed (Section 4.3)oth b card approval application system which is in
scenarios, we present the evaluations carried over  use by a real-world bank to identify good and
eleven different financial applications. bad customers where good customers are

non-defaulting customers and bad customers
are defaulting customers.

Western Stock Index (WSI) Data Setis
used for predicting a major Western stock
market composite index of whether the stock
market index will increase/remain the same
or decrease.

4.1 Experimental Framework

In this section we present the framework we have
used to test the quality of our new approach.
Specifically, we first describe the financial datss
used in the study. Next, we introduce the notation
and configuration of the different classifiers and
finally, the statistical tests used to validate @sults
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» Far Eastern Stock Index (FESI) Data Set evolutionary IV-FRBCS that we call
is used for predicting a far eastern stocWTURSfApe_pup. Which is highlighted in grey in
market composite index of whether the stocKable 4, with the following algorithms:

market index will increase or remainthe same ¢ |VTURSrarcro: it IS a version of our new

or decrease. proposal that do not use the rule weight

* Digital TV (DT) Data Set is used for rescaling method. It will be used to determine
predicting whether to invest or no by buying the benefits of using the rule weight rescaling
or not buying a digital TV network share in method.
stock market. * FARC-HD method [44] (FARCHD): it is a

e Airline (AL) Data Set: is applied for state-of-the-art type-1 fuzzy classifier. It will
predicting whether to invest or no by buying be used to show the suitability of the use of
or not buying an airline share in stock market. IVFSs.

* Small Loans (SL) Data Setis used for the « IVTURS_FS: it is the type-1 fuzzy
evaluation of customers (good or bad counterpart of IVTURSgrc+o. It also will be
customer) for personal small loans considered to analyze the goodness of the use
applications where there is no knowledge of of IVFSs.
the customer full credit history.  C4.5 [25]: it is the classical C4.5 decision

* Arbitrage (Arb) Data Set: is used for tree. It is included in the study since it is a
spotting arbitrage opportunities in the widely used interpretable method when
London International Financial Futures dealing with classification problems.
Exchange (LIFFE) market [10-12]. The data « C4.5 CS [26]: it is the C4.5 decision tree
reported in this paper was developed in [12] modified so that it uses a cost sensitive
to identify arbitrage situations by analyzing method to deal with the imbalanced problem
option and futures prices in the LIFFE at algorithmic level.
market. « FURIA [27]: it is a state-of-the art type-1

* Fraud Detection (FD) Data Setis used for fuzzy approximative classifier.
fraud detection in personal loan application « SMOTE [3]: it is one of the most used pre-
for small loan amounts. processing techniques. It will be used to

* Lending (Len) Data Set is used for check whether the use BFTURS} ke _up 1S
evaluation of customers (good or bad competitive versus a state-of-the-art pre-
customer) for personal small loans processing technique.
applications where there is knowledge of the \we have to point out that all the classifiers used
customer full credit history. in the comparison provide an interpretable and

* Loan Authorisation (LA) Data Set is transparent model in order to ease the understating
related to the prediction of good (profitable}he system by financial analysts. The exception is
or bad (non-profitable) customers for loarFURIA, since its linguistic terms are not defined i
authorization. the same way in the different rules. The notatams
In order to carry out the experimental study weescriptions of the features of the classifiersiise
have split the data using a random stratified s&henthe study are shown in Table 4, where the first
where 70% of the examples are used to train tBelumn shows the name given for each approach, the
system and the remaining 30% of the examples a€cond one describes the kind of set used to model

used to test the generated model. the linguistic labels, the third column shows the
4.1.2 The Used Configurations and method used to compute the rule weight and the last
Notations column specifies the parameters which are tuned in

. the optimization process.
In this paper, we compare our proposed compact
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TABLE 4 NOTATIONS AND DESCRIPTIONS OF THE FIVE APRRACHES.

Name Linguistic Labels Rule Weight Tuned parameters
IVTURSFARC-HD IVFSs Confidence aa bW
FARCHD Type-1 FSs Confidence a
IVTURS_FS Type-1 FSs Confidence aab
C4.5 Crisp sets Relative frequency -
FURIA Type-1 FSs m-estimate . = 2) Left and right points of MF¢
IVTURSIEE}‘{’%{HD IVFSs Rule Weight Rescaling Method aa b W

In order to conduct a fair comparison, we haweith respect to a selected control method.
considered the same configurations for the methodsThe post-hoc procedure allows us to know
based on the FARC-HD algorithm (they can usehether a hypothesis of comparison could be
either type-1 FSs or IVFSs): we have used fiveejected at a specified level of significanee
linguistic  labels (using triangular  shapedrurthermore, we compute the Adjusted P-Value
membership functions) per variable, the intervdAPV) in order to take into account the fact that
product (or product when using type-1 FSs) to modeiultiple tests are conducted. In this manner, we ca
the conjunction operator (t-norm) and the FRM ef thdirectly compare the APV with respect to the lesfel
wining rule (the maximum as aggregation functiongignificancea in order to be able to reject the null
The thresholds used in the a-priori algorithm at®ypothesis.
introduced in Table 5. For the genetic tuning weeha  Furthermore, we consider the method of aligned
considered the following values for their paramgterranks of the algorithms in order to show graphicall

* Population size: 50 individuals. how good a method is with respect to the remainder
* Number of evaluations: 20,000. ones. The first step to compute this ranking is to
« Bits per gene for the Gray codification (for obtain the average performance of the algorithms in

incest prevention): 30. each data set. Next, we compute the subtractions

Regarding the C4.5 decision tree we have usk@tween the accuracy of each algorithm minus the
0.25 and 2 as confidence level and minimum numb@yerage value for each data-set. Then, we rank all
of examples per leaf, respectively. Finally, we énathese differences in descending order and finedéy,
set the configuration of FURIA as recommended gjien average the rankings obtained by each

the authors, that s, three folds and two optintiret ~ algorithm. In this manner, the algorithm which
TABLE 5 CONFIGURATION OF THE FARC-HD achieves the lowest average ranking is the best one

METHOD.
Paramete Value 4.2 Studying the effectiveness of the novelties
Minimum suppol 0.01 introduced in IVTURSEARc_Hp
Minimum confidenc 0. In this part of the study, the analysis is conddicte
Maximum tree depl 3 in order to justify empirically the novelties
k¢: number of covered times| 2 introduced in our new proposal. To do so, we first
4.1.3 Statistical tests compare the behavior dVTURSF \kc_yp Versus

VTURSkarcHp @nd the two classifiers using type-1
Ss (FARC-HD algorithm and IVTURS_FS). In this
way, we show the necessity of applying two of the
three novelties introduced in the new proposal,
namely, the use of IVFSs and the rescaling ofule r

e\g/eight method.

We will use hypothesis validation techniques i
order to give statistical support to the analysighe
presented results [60], [61]. We use non-paramet
tests because the initial conditions that guarathiee
reliability of the parametric tests cannot be fléfi,

which implies that the statistical analysis los ) )
P 4 Table 6 contains the results obtained when

credibility with these parametric tests [60]. ing th ¢ lassifiers both in training i
Specifically, we use the Friedman aligned rank&PPYING thESE Tour classitiers both in ralnlngi_am
testing. These results are measured using the

test [62] to detect statistical differences among ‘& : Eq. (1 d th db
group of results and the Holm post-hoc test [63] g)eometrlc mean (Eq. (13)) and they are grouped by

find the algorithms that reject the equality hyjesiis two columns to show the results obtained in tranin
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TABLE 6. RESULTS OBTAINED INTRAINING (TR.)
AND TESTING (TST.) MEASURED USING THE GEOMETRIC MBW

Dataset | [VTURSEaRc-up | FARCHD |IVTURSFarc-tp| IVTURS_FS | g
Tr. Tst. Tr. Tst. Tr. Tst. Tr. Tst.
BI 0.80 043] 084 051 081 047} 085 0.49| 1.15
BC 0.70 0.61] 0.83 054 0.77 0.59| 080 0.56| 1.48
WSl 0.80 0.59] 0.84 055 0.83 0.58 083 0.54] 1.55
FESI 079 0.57] 081 045 076 0.50] 0.78 0.45| 1.64
DT 0.79 053] 077 054 074 0.59| 077 0.47| 1.67
AL 0.79 055 075 053] 073 049 075 0.47] 1.69
SL 0.65 0.59] 052 0.44] o046 039 048 0.41] 2.15
Arb 094 094 078 078 0.93 093] 092 0.92] 3.09
FD 063 0.61] 024 019 019 0.15] 021 0.16] 3.75
Len 0.53 0.50] 0.28 0.20] 0.26 0.20] 0.28 0.21] 4.44
LA 0.73 o.72| 0.29 0.31] 0.73 0.72] 0.31 0.30] 67.66
Mean 074 _060] 063 o046] o066 051 0.63 0.45

(Tr.), in testing (Tst.). The best (highest) tegtinamong these four methods. This fact allows us to
result is highlighted itbold-face perform the Holm post-hoc test, whose obtained
From the results shown in Table 6 it is observetlPVs are included in the last column of Table 7, to
that our proposed approach, highlighted in gregheck whethedVTURS{\k¢_1p, Which is used as
provides clearly the best mean result (of geomet@ontrol method because it is the best ranked one,
mean) in testing (beating the competing techniqusgatistically outperforms the remainder approaches.
by a big margin followed by IVTUR®:c+o) and it Looking at the statistical results shown in Tabje 7
also reaches the best result in nine out of theeale we can conclude that our new approach is
datasets. From these results we can stress twa fagtatistically better than FARC-HD, IVTURSc o
on the one hand, the use of IVF$8TURSsrc_yp  and IVTURS_FS and consequently, the use of both
and IVTURSurcHo) allows the results of the IVFSs and the rescaling rule weight method allows
approaches using type-1 FSs (FARC-HD angandling the imbalanced financial data sets to give
IVTURS_FS) to be improved and, on the other hanslperior performance.
it is observed that the rule weight rescaling métho
has a beneficial effect, since the results of

RRW 1 : TABLE 7. HOLM'S TEST TO COMPAREVTURS ARG 1p
IVTURSgpc-np are better than those obtained whenyepss FARC-HD, IVTURSsre.o AND IVTURS. FS,

applying  IVTURSarco.  The  results  of  ypyrsRRWI |5 USED AS CONTROL METHOD.
IVTURSE A Rc—up are especially better than the ones
of the remainder approaches when the IR increases. | No. | Algorithm Ranking | APV
Consequently, we can conclude that the new

techniques introduced in our method are appropriate 1 IVTURS_FS 29.82 | 0.0011
to Qee_ll Wlth_lmba_lanced _datg sets present in tsé va 5 FARCHD 2827 1 0.0020
majority of financial applications.

In order to support the superiority of 3 | IVTURSkarcHD | 21.64 | 0.0380

IVTURSf ARec—np, We have applied the Friedman
. . . RRW_I

aligned ranks test. The obtained ranks are shown in 4 | IVTURSgar¢-np | 10.27 -

the third column of Table 7 and the p-value is 6,03

which implies the existence of statistical diffeces
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Finally, we test the appropriateness of thseveral classifiers that receive pre-processedinata
proposed technique to deal with uncovered pattermseans of SMOTE, which is one of the most widely
For the sake of generating specific fuzzy rules, wesed pre-processing techniques. To do so, thiy stud
have run the fuzzy rule learning method using as divided in three parts because we consider three
maximum tree depth the number of attributes of thetypes of algorithms, which are based on fuzzy
problem. For the FD dataset (we report only on th&ssociation rules, the C4.5 decision tree and the
dataset as the similarity results are similar for t FURIA algorithm, respectively.
other datasets) we have selected the 10, 20, 30 and'able 9 shows the results obtained by our new
40 fuzzy rules having a largest rule weight froralea method and the three classifiers based on the usage
class, which implies obtaining rule bases composefl fuzzy association rules using SMOTE both in
of 20, 40, 60 and 80 rules respectively. The okthintraining (Tr.) and in testing (Tst.), which are
results for the FD financial problem are presetihed measured using the geometric mean. The best testing
Table 8, where each row shows the number of rulessult for each dataset is highlightedwid-face
in the rule base, the number of uncovered examplesFrom results in Table 9, it is shown that the best

(using the rule base composed of as many rljlesrﬁ(gfan testing result of geometric mean is provided b

indicated in the first column) along with the acy our new proposal. More specifically, we can observe

achieved over the uncovered examples for each cl?ﬁ‘gt the results of the other method using IVFSs
(T"Praze aNdTNyqr,) and the result of the geometrig IVTURSFaArc-i0tSMOTE) are improved by 1.4%

"?e‘.iln _(GM).hIt_can _bebobs?r\_/ﬁollc th?]t the use of t fid the improvement versus the two approaches
similarity technique is beneficial for the systeincs using type-1 FSs (FARCHD+SMOTE and

when using the default rule the result of thF\/TURS FS+SMOTE) is around 3%
geometric mean is always 0. Furthermore, it is In order to find whether there are statistical

noticed that the larger the number of fuzzy rutes Hifferences amon :
. . g these methods we have applied
the rule base the better the result of this teakmig. aligned Friedman ranks test. The provided p-

This is due to the fact that when using a |arg?/ralue is 0.0291, which confirms the existence of

number of fuzzy rules the solution space is bettgf_.. .. .
zzy - P P atistical differences wher®y TURSES%L . was
covered leading to obtaining more suitable simil

he best method since it is the best ranked ore (se

rules. This shows the power of proposed techniq%rd column of Table 10). Next, we have carried ou

where we produce predictions for uncovered patter%s Im’ h d , if
to give a reasonable geometric mean. e Holms posthoc ftest to determine |
IVTURSE Rc-up IS Statistically better than the

TABLE 8 RESULTS OBTAINED WITH THE SIMILARITY fémainder methods. The results obtained in the
TECHNIQUE ON THE FD DATASET USING THE statistical study are shown in Table 10, wherait c

IVTURSpag¢ gy METHOD. be observed that our new proposal, which is used as
Number | Numberof |[Tp. . |TN,,, | GM control method because it obtains the best ranking,
of rules uncovered outperforms both the FARC-HD method and the
examples fuzzy counterpart of the IVTUR&c.+o algorithms
jg 192935 ggfg 8;’;8 855)323 usingg SMOTE  (FARCHD+SMOTE  and
50 813 0.505 06051 0.60do IVTURS_FS+SMOTE). Finally, it is noteworthy
30 315 0.602 0638 061d; thatthere are not statistical differences wittpees
to IVTURS:Arc.iorSMOTE.
4.3 Analyzing the suitability of In the second part of the study we compare our
IVTURSE;R¢_ppVersus state-of-the-art proposed method against the approaches using
techniques decision trees, namely C4.5, C4.5 with SMOTE and

The second part of the experimental study t§e costsensitive C4.5 (C45_CS), which widely used
aimed at analyzing the behavior of our new proposahen dealing with imbalanced datasets. Table 11
when it is compared versus state-of-the-aghows the results provided by these four classifier
techniques that deal with imbalanced data. Mok®th in Training (Tr.) and testing (Tst.). It is
specifically, we study the behavior of our approadhoteworthy the notable improvement achieved by
versus the cost sensitive C4.5 decision tree [B6] alVTURSyxrc_pp OVEr the mean of the testing data,
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TABLE 9 RESULTS OBTAINED BY THE APPROACHES BASED ORUZZY ASSOCIATION RULES CLASSIFIERS
IN TRAINING (TR.) AND TESTING (TST.).

SAMPLING NO SMOTE
- IVTURSERRc-up | FARCHD |IVTURS FS| IVTURSFarcHo | IR
Tr. Tst. Tr. Tst.| Tr. Tst. Tr. Tst.
BI 0.80 0.43 J0.83 0.51| 0.84 0.53| 0.81 0.47 | 1.15
BC 0.70 0.61 J0.81 0.56| 0.78 0.55| 0.76  0.55 | 1.48
WSI 0.80 0.59 J0.84 0.49| 0.83 0.52| 0.80 0.55 | 1.55
FESI 0.79 0.57 J0.82 0.54| 0.80 0.57| 0.78 0.56 | 1.64
DT 0.79 0.53 J0.83 0.52| 0.80 0.44| 0.78 0.59 | 1.67
AL 0.79 0.55 J0.79 0.52| 0.79 0.56| 0.78 0.56 | 1.69
SL 0.65 0.59 J0.67 0.53| 0.66 0.56| 0.64 0.55 | 2.15
Arb 0.94 0.94 J0.90 0.90| 0.87 0.88] 0.91 0.95 | 3.09
FD 0.63 0.61 J0.69 0.58| 0.69 0.56| 0.68 0.57 | 3.75
Len 0.53 0.50 J0.78 0.44| 0.79 0.38| 0.80 0.41 | 4.44
LA 0.73 0.72 Jo0.75 0.73| 0.75 0.73| 0.75 0.73 |67.66
Mean 0.74 0.60 J0.79 0.57| 0.78 0.57| 0.77 0.59

TABLE 10 HOLM'S TEST TO COMPAREVTURS arc-wp  differences. However, our proposal obtains a netabl
VERSUS THE APPROACHES BASED ON FUZZY average improvement in performance based on the
ASSOCIATION RULES CLASSIFIERSVTURS;arconp IS achievement of better results in seven out of the
USED AS CONTROL METHOD. eleven financial problems, which manifest a superio

No. Algorithm Ranking | APV beh_awor'
Finally, we have also tested our new method versus
1 FARC+SMOTE 27.82 | 0.0366 the state-of-the-art fuzzy classification known as
FURIA with and without SMOTE. The performance
2 IVTURS_FS+SMOTE | 27.09 | 0.0366 of these methods is included in Table 13, wherarit

be observed thatVTURSy\ke_pyp Obtains the best
mean result, which is based on the achievement of
4 IVTURSERWT 14.09 - the best performance in half of the financial
applications considered in this paper. The sta#kti
results (see Table 14) confirm that our new apgroac
since it improves in 4%, 7% and 12% the resultautperforms the original FURIA but there are not

obtained by C45_CS, C45+SMOTE and the originatatistical differences betwedWTURSf ke_pp and

C4.5 decision tree, respectively. FURIA+SMOTE, although the average performance
In order to support the previous findings, we havgrovided by our proposal is better than that of
followed the same statistical study carried ouhi& FURIA+SMOTE. Therefore, we can conclude that
previous analysis. The obtained results are shawngur new proposal provides competitive results v&@rsu
Table 12, where it can be observed thain approximative fuzzy classifier that uses pre-
IVTURSEARc—up IS the best ranking method and it iprocessed data in the learning stage whereas our
statistically outperforming the original C4.5 désis proposal uses the original data and consequently it
tree with and without SMOTE. Regarding C45_C%%eeps the original distribution of the classes.
it can be noticed that there are not statistical

3 |VTURSFAR(:.HD+SMOTE 21 0.2071
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TABLE 11 RESULTS OBTAINED BYIVTURS A k¢c—ip AND THE APPROACHES BASED ON C4.5 IN TRAINING
(TR.) AND TESTING (TST.).

IVTURSEARc-np | c4.5 |ca.s+smoTe] cas cs
Dataset = IR

Tr. Tst. Tr. Tst.] Tr. Tst. Tr. Tst.
BI 0.80 0.43 0.96 0.47] 0.97 0.41 J0.93 0.45] 1.15
BC 0.70 0.61 0.90 0.53] 0.91 0.53 J0.90 0.55] 1.48
WSI 0.80 0.59 0.65 0.39] 0.72 0.62 J0.90 0.49] 1.55
FESI 0.79 0.57 0.87 0.44] 0.95 0.51 J0.96 0.53] 1.64
DT 0.79 0.53 0.96 0.54] 0.93 0.48 J0.95 0.52] 1.67
AL 0.79 0.55 0.96 0.57] 0.97 0.52 J0.92 0.57] 1.69
SL 0.65 0.59 0.59 0.40§ 0.78 0.52 J0.73 0.49] 2.15
Arb 0.94 0.94 0.98 0.96f 0.98 0.98 J0.99 0.97] 3.09
FD 0.63 0.61 0.57 0.33] 0.88 0.54 J0.89 0.55] 3.75
Len 0.53 0.50 0.68 0.41] 0.91 0.40 J0.96 0.52] 4.44
LA 0.73 0.72 0.26 0.24] 0.89 0.36 J0.97 0.54]67.66
Mean 0.74 0.60 0.76 0.48] 0.90 0.53 J0.92 0.56

with the classifiers that receives pre-processead da
TABLE 12 HOLM'S TEST TO COMPARE by SMOTE. I\;Ic;rle sr|3e0|f|<;lally, outqumethod prﬁdu%es .
IVTURSRRW.! ~ VERSUS THE APPROACHES BASED & ar‘]’ erage o f fru €s whereas the a||3proac eé ase
ON THE C4.5 DECISION TREBVTURSRRW.I |5 ON the usage of fuzzy association rules (FARCHD,

USED AS CONTROL METHOD. |VTURS_FS and |VTURS‘RC-HD) USing SMOTE
generates an average number of rules ranged
No. Algorithm Ranking | APV between 113 and 125, which means that at least 37%

less number of rules than the competing methods are

! c4.5 31.18 10.0030 produced by IVTURSfrc_np- Regarding the

> | Cas+SMOTE | 26.18 | 0.0352 approaches based on the C4.5 decision tree, their
average number of created rules is ranged between

3 C45_CS 19.45 | 0.2521 160 and 735, that idVTURSFAkc_gp Provides a

more interpretable model. Finally, we have to point
out that although FURIA produces a less number of
rules, it is an approximative model, which mearas th
the same linguistic label is defined in a differesaty

Regarding the interpretability of the model, Table§ €ach rule. Due to this fact, the model providgd
15 shows the number of rules along with theffURIA is far from being interpretable. In addition,
average number of antecedents (number in bracke?¥J method produces shorter rule length as shown by
produced by the different techniques. This table tge number in brackets next to the number of rules.
split into two groups, the proposals that do nat u§éonsequently, — we  can  conclude  that
SMOTE (sampling: no) and the proposals that uselHTURSEarc—up iS producing a more interpretable
(sampling: SMOTE). For each problem, the leggodel than the other competing methods that used
number of rules and its average number &MOTE.
antecedents are stressed Mold-face It is
remarkable to note the decrease of the number of
rules produced by our new method when compared

4 | IVTURSpareinp | 13.18 -
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TABLE 13 RESULTS OBTAINED BYIVTURS k¢ _p AND THE APPROACHES BASED ON FURIA IN
TRAINING (TR.) AND TESTING (TST.).

IVTURSEQRc—Hp FURIA  JFURIA+SMOTE
Dataset IR

Tr. Tst. Tr.  Tst. Tr. Tst.
Bl 0.80 0.43 0.95 0.47] 095 0.48 ]| 1.15
BC 0.70 0.61 JO0O.52 0.48] 0.66 0.58 ] 1.48
WSI 0.80 0.59 1090 0.60] 0.87 0.57 ] 1.55
FESI 0.79 0.57 ]091 0.46] 092 0.60 | 1.64
DT 0.79 0.53 0.91 0.65] 090 0.55 ] 1.67
AL 0.79 0.55 J09% 0.52] 094 0.54]1.69
SL 0.65 0.59 043 0.50] 056 0.56 ] 2.15
Arb 0.94 0.94 098 098] 0.98 0.97 | 3.09
FD 0.63 0.61 J0.23 0.22] 065 0.59 ]3.75
Len 0.53 0.50 J0.30 0.28] 0.85 0.24 | 444
LA 0.73 0.72 0.15 0.16] 0.82 0.73 |67.66
Mean 0.74 0.60 J]0.66 0.48] 0.83 0.58

prediction of real-world financial problems, whiish
TABLE 14 HOLM'S TEST TO COMPAREVTURSFRE%{HD bL”It on the baSiS Of IVTUR&?C-HD and |t iS named
VERSUS THE APPROACHES BASED ON FURIA.  IVTURSfAR¢c_yp- The proposed system provides a
IVTURS parconp IS USED AS CONTROL METHOD. small set of short linguistic fuzzy rules, whichane
obtaining a highly interpretable model in order to

No. | Algorithm | Ranking | APV fulfill the current important requirements of

1 FURIA 2282 100345 transparency and interpretability needed by financi
organizations. Furthermore, the proposed method

2 | FURIA+SMOTE | 15.18 | 0.5967 deals directly with the imbalanced datasets problem
(with no need for preprocessing or sampling), which

3 | IVTURSRRM o 13 - is common in financial domains, by using a rule
weight rescaling method. Finally, the system is

enhanced with a mechanism to handle uncovered
&Xkamples so it can always produce prediction wdth n
s _ fed for default rules. These three properties make
method [VTURSgsgc-up) for the Arbitrage data set, the new method highly suitable for real-world
where it can be seen that only 9 rules were gegrafinancial applications.

and they have a short length which enable high 1he quality OfflVTURSRY! has been tested in

; ) FARC—HD
degree of transparency and interpretability for thQeyen financial problems. From the obtained result

financial adviser while producing the best geometrjye can stress the following lessons learned: 1) the

mean when compared to the C4.5 deci_sion tree, ty@%—e of both IVFSs and the rescaling rule weight
1 and IVFS based methods as shown in Table 9 Wi{fihod allows enhancing the results obtained with
no need to use any preprocessing. the counterparts of our proposal that do not apply
them; 2) the similarity technique has shown to e a
5. CONCLUSIONS AND FUTURE WORK appropriate mechanism to handle examples which

In this paper, we have presented a compagdve not been covered by the fuzzy rules in the rul

evolutionary IV-FRBCS for the modeling and base; 3]JVTURSKL  — achieves a better

Table 16 shows the set of small number of rul
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TABLE 15 NUMBER OF RULES BESIDE THEIR AVERAGE NUMBE OF ANTECEDENTS PER RULE (IN BRACKETS).

SAMPLING] NO SMOTE R
Dataset JIVTURSEE o C4.5 c45 €S FURIA FARCHD IVTURS FS IVTURSzazcmrc c45 FURIA

BI 26(2.57) 63 (9.91) 57(8.89) 36(3.69) 29 (2.62) 29 (2.69) 30({2.57) 77(10.31)  36(3.97) | 115
BC 165 (2.97) 165(11.99) 159 (12.31) 7(2) 199(2.96) 200(2.96) 216(2.96) 186(13.52) 11(2.36) | 148
WslI 38(2.58) 27 (7) 63(10.23)  37(3.76) 47 (2.66) 43 (2.6) 38 (2.63) 34(8.08) 25(3.43) | 155
FESI 34(2.53) 49 (8.24) 65(9.37) 35 (3.4) 35(2.54) 35 (2.46) 24 (2.71) 82(9.69) 373.89) | 164
DT 35(2.54) 67 (10.22) 55(9.64) 30(3.93) 43(2.77) 50 (2.66) 34 (2.59) 71 (10.29) 32(4.06) | 167
AL 17(2.59) 60 (9.65) 48(9.92) 40(3.88) 21(2.71) 19 (2.63) 20 (2.45) 78(11.48) 44(4.29) | 169
sL 50(2.95) 63(7.52)  143(11.27) 12(4.67) 87 (2.98) 102 (2.97) 75(2.92)  168(10.31)  3(L67) | 2.15
Arb 9(1.89) 14 (5.14) 18(6.44) 11(3.1) 15 (2.6) 17 (2.59) 17 {2.53) 35(7.94) 20(3.1) | 3.09
FD 102 (2.95) 495(13.19) 1393(15.32) 124(6.68) | 141(2.88) 158(2.87) 135(2.85) 1172(17.46) 7(243) | 3.75
Len 295 (2.99) 735(13.97) 1763 (17.24) 7(3.14) 608(2.95) 674(2.95)  613(2.95) 844(14.31) 28(3.75) | 444
LA 10 (1.5) 30(6.1) 1735(17.54) 220(5.58) 47 (2.7) 42 (2.67) 43(2.7) 5336(20.79) 430(5.33) |67.66
Mean 71(2.55)  160.73(9.36) 500.36 {11.65) 50.82 (3.98) | 115.64(2.76) 124.45 (2.73) 113.18(2.71) 734.82(12.2) 61.45(3.57)
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<
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