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We extend previous work to describe a class of fluctuation relations (FRs) that emerge as a consequence of
symmetries at the level of stochastic trajectories in Markov chains. We prove that given such a symmetry, and
for a suitable dynamical observable, it is always possible to obtain a FR under a biased dynamics corresponding
to the so-called generalized Doob transform. The general transformations of the dynamics that we consider go
beyond time-reversal or spatial isometries, and an implication is the existence of FRs for observables irrespective
of their behaviour under time-reversal, for example for time-symmetric observables rather than currents. We
further show how to deduce in the long-time limit these FRs from the symmetry properties of the generator of
the dynamics. We illustrate our results with four examples that highlight the novel features of our work.

I. INTRODUCTION

Symmetries at the level of fluctuations or “fluctuation rela-
tions” (FRs) that hold far from equilibrium are one of the most
general results of nonequilibrium statistical mechanics. First
discovered at the end of the last century, with the celebrated
Gallavotti-Cohen fluctuation theorem [1–3] being the promi-
nent example, fluctuation relations represent the macroscopic
footprint of a microscopic symmetry breaking by constraining
the probability distribution of time-integrated observables for
systems away from equilibrium. Since then, a lot of theoreti-
cal work has been devoted to the study of fluctuation relations
both in the classical and in the quantum domain [4–19]. For
reviews see [20–23].

Apart from the Gallavotti-Cohen fluctuation theorem - deal-
ing with probabilities of an event and its time-reversal - other
symmetries regarding spatial transformations, such as isomet-
ric fluctuation relations, have been unveiled in the last decade.
This kind of relations were firstly introduced in the context
of two-dimensional diffusive systems, by relating the proba-
bility of any pair of rotated currents [24] under some strong
hypotheses that were subsequently removed [25]. The gener-
alization to anisotropic systems [26] helped to test experimen-
tally their validity by measuring the velocity fluctuations of a
self-propelled rod [27] and those of hot Brownian swimmers
[28]. This also triggered some works on the emergence of
FRs for static observables in equilibrium systems with broken
symmetries [29, 30]. Moreover, FRs for time-symmetric and
activity-related quantities under involutions were discussed in
[31, 32]. More recently, a thermodynamic uncertainty relation
[33, 34] has been derived for fluxes that satisfy an isometric
FR [35]. Although a spatial FR was introduced from a macro-
scopic perspective [24], its microscopic derivation was pro-
vided for Markovian stochastic systems in [36] under some
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assumptions on the dynamics.

Here we build on the results of Refs. [36] and [31, 32] to
generalise FRs that emerge as a consequence of symmetries
in the dynamics. We do so in the framework of “thermody-
namics of trajectories” [37–43], which extends the ensemble
method of equilibrium statistical mechanics to dynamics. We
show that given a dynamics which is symmetric under a cer-
tain transformation at the level of its trajectories, then a suit-
able observable can always be found that defines a related dy-
namics satisfying a FR. This new dynamics is one whose tra-
jectory ensemble is exponentially biased with respect to the
original one, which is achieved by means of a generalized
Doob transform [44–48] that provides the optimal stochastic
dynamics realizing a given fluctuation in the relevant observ-
able. For long times, corresponding to the regime of large
deviations [41], we show that from the symmetries of the gen-
erator it is possible to find the transformations which give rise
to the FR.

The paper is structured as follows. In Sect. II we review
the basic formalism to study the statistics of trajectories in
continuous-time Markov chains. By means of this formalism,
we present in Sect. III the FR introduced in [36] discussing
its hypotheses and showing how it can be generalized. In par-
ticular, we comment on the choice of the relevant observable
and we point out that, given a symmetry of the original dy-
namics and a suitable observable, one can always obtain a FR
by means of a proper conjugated dynamics through the gener-
alized Doob transform. We further show how to obtain a FR
from the symmetries of the generator. We also compare our
findings with other results on time-symmetric observables al-
ready established in the literature. In Sect. IV we present four
concrete examples which illustrate the novelty of our general
results. Section V gives our conclusions.
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II. STATISTICS OF TRAJECTORIES AND
GENERALIZED DOOB TRANSFORM

For concreteness we focus on dynamics described by
continuous-time Markov chains. Central to our analysis will
be the framework known as “thermodynamics of trajectories”
[37–43] whereby the standard ensemble method of equilib-
rium statistical mechanics is extended to ensembles of trajec-
tories of the dynamics. A trajectory ωt up to time t is fully
characterized by a sequence of configurations of the system
x0, x1, x2, . . . , xN together with the times of jump between
them t1, t2, . . . , tN :

ωt : x0
t1−→ x1

t2−→ x2 . . . xN−1
tN−→ xN .

For simplicity we consider in the following systems with a
finite number of configurations.

The dynamics is determined by specifying the generator.
This can be described using an operator formalism as, see e.g.
[42, 49]

∂t|P (t)〉 = L|P (t)〉

with probability vector |P (t)〉 =
∑
x P (x, t)|x〉, where

P (x, t) = 〈x|P (t)〉 is the probability of being in configura-
tion x at time t and the generator L reads

L =
∑
x,y 6=x

Wx→y|y〉〈x| −
∑
x

Rx|x〉〈x|, (1)

with {|x〉} being an orthonormal basis of configurations, such
that 〈x|x′〉 = δx,x′ . Here Wx→y are the jump rates between
a pair of configurations x and y, and Rx =

∑
yWx→y is the

escape rate from configuration x. The probability of a certain
trajectory ωt is then given by

P (ωt) = e−(t−tN )RxNWxN−1→xN . . . e
−t1Rx0Wx0→x1Px0 ,

where Px0 ≡ P (x0, 0) is the probability of being in x0 at
t = 0. In this context, an observable is a functional on the
trajectory space. It is customary to distinguish between two
types of observables [40]: type-A observables are related to
the jumps occurring in the trajectory, while type-B observ-
ables are related to the time spent in each configuration. More
explicitly, type-A observables are of the form

A(ωt) =
∑
x,y

Qx→y(ωt)αx→y, (2)

where Qx→y is the number of jumps (or “flux”) from x to
y in a trajectory ωt and αx→y are real parameters account-
ing for the contribution to the observable A(ωt) of each jump.
For time-symmetric observables we have αx→y = αy→x. In-
stead, type-B observables are the time-integral of configura-
tional functions,

B(ωt) =

∫ t

0

dt′ β[x(t′)] (3)

with β being the quantity of interest evaluated in the config-
uration x at time t′. A typical example of type-A observable

is the dynamical activity [39, 40, 42, 50], namely the total
number of jumps in a trajectory. This corresponds to taking
αx→y = 1 for any pair of connected configurations (x, y).
An example of type-B observable is the time-integral of the
magnetization in the trajectory of a spin system.

The statistics of a stochastic observable K(ωt) can be re-
trieved by computing P (ωt) or alternatively from the moment
generating function Z(s), that reads

Z(s) =
∑
ωt

e−sK(ωt)P (ωt).

The above equation is as well the normalization factor of the
exponentially biased distribution

Ps(ωt) =
e−sK(ωt)P (ωt)

Z(s)
, (4)

known as the s-ensemble [51], which allows for the explo-
ration of the rare events of interest through the parameter
s. Using the operator formalism it can be shown that the
moment generating function can be computed as the follow-
ing scalar product [39–43], Z(s) = 〈−|etLs |P (0)〉, where
〈−| = ∑

x〈x| is the so-called flat state and the operator Ls is
a tilted generator that reads

Ls =
∑
x,y 6=x

e−sαx→yWx→y|y〉〈x| −
∑
x

Rx|x〉〈x|, (5)

for a type-A observable, or

Ls =
∑
x,y 6=x

Wx→y|y〉〈x| −
∑
x

(
Rx + sβ(x)

)
|x〉〈x|, (6)

for a type-B observable.
For large times the moment generating function satisfies a

large deviation principle [39–43]

Z(s) ≈ etθ(s),

where θ(s) corresponds to the scaled cumulant generating
function, which can be obtained as the largest eigenvalue of
the tilted generator. At finite times the statistics of the se-
lected observable depends on the full spectrum (and on the
eigenvectors) of the tilted generator while at long times all the
information concentrates in the largest eigenvalue. It is worth
noting that the long-time average of the observable K(ωt) in
the s-ensemble (4) is given by

〈K(ωt)〉s
t

= −θ′(s) . (7)

Unlike the original generator L, corresponding to the case
s = 0, the tilted one is not a proper stochastic generator in
the sense that it does not conserve probability, 〈−|Ls 6= 0.
However, it is possible to construct a proper stochastic gener-
ator (in general time-dependent) such that rare trajectories of
the original process are mapped into typical trajectories of the
new one. This is realized through the generalized Doob trans-
form that produces the time-dependent generator LDoob

t′ (s)
[46–48]

LDoob
t′ (s) = Gt′LsG−1

t′ − ∂t′ log(Z(s)) + (∂t′Gt′)G
−1
t′
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by means of the gauge transformation Gt′

Gt′ =
∑
x

〈−|e(t−t′)Ls |x〉
〈−|e(t−t′)Ls |x0〉

|x〉〈x|,

where t is the final time. For asymptotically long times
t − t′ � 1 the exponential operator is well approximated as
e(t−t′)Ls ' e(t−t′)θ(s)|r0〉〈`0|, where |r0〉 and 〈`0| are the
right and left eigenvectors of Ls corresponding to the largest
eigenvalue θ(s), namely 〈`0|Ls = θ(s)〈`0| and Ls|r0〉 =
θ(s)|r0〉, which are normalized as 〈`0|r0〉 = 〈−|r0〉 =
1. Therefore, the gauge transformation becomes time-
independent and reads G∞ = 〈`0|x0〉−1

∑
x〈`0|x〉|x〉〈x| so

that in the end one has the following generator for long times
[46–48]

LDoob
∞ (s) = G∞LsG−1

∞ − θ(s).
Moreover, defining the matrix Ls as the matrix connecting
the left eigenvector and the flat state 〈`0| = 〈−|Ls we get that
Ls = G∞〈`0|x0〉. Thus assuming Ls is invertible, we can
write the long-time Doob generator LDoob(s) ≡ LDoob

∞ (s) as

LDoob(s) = LsLsL−1
s − θ(s), (8)

which corresponds to a proper stochastic generator such that
〈−|LDoob(s) = 0. One can show that the time-dependent
Doob generator (8) describes an ensemble of stochastic tra-
jectories with probability distribution given by (4), i.e. that is
exponentially biased with respect to the ensemble generated
by the original dynamics (see assumption 3 in the next sec-
tion) [46, 47, 52]. The time-independent generator LDoob(s)
generates instead Ps(ωt) in the long-time limit. In the ex-
amples of Sect. IV we will mainly use the time-independent
Doob generator (8) as constructed above and comment on the
time-dependent case in the second example.

III. FLUCTUATION RELATION

Fluctuation relations other than Gallavotti-Cohen such as
FRs associated with spatial transformations were firstly intro-
duced in the context of diffusive systems [24]. A derivation
from the microscopic Markovian dynamics of this kind of FR
was proved in [36] by means of three assumptions:

1. There is a bijection R in the space of trajectories such
that P0(Rωt) = P0(ωt),

2. There is an observable (maybe vectorial) K(ωt) such
that K(Rωt) = U · K(ωt) for some matrix U (inde-
pendent of ωt),

3. A modified dynamics exists such that the probability of
a certain trajectory in this new dynamics is related to
the probability under the original dynamics as follows

PE(ωt) =
e−E

T ·K(ωt)P0(ωt)

Z0(E)
, (9)

where E is a field that breaks the initial symmetry and
Z0(E) =

∑
ωt

e−E
T ·K(ωt)P0(ωt) is the normalization.

Here and in the following, column vectors are indicated by
v and row vectors vT (with T denoting transposition), while
the dot · is the usual product of matrices. The FR is then
expressed as a symmetry of the moment generating function
ZE(λ) defined as follows

ZE(λ) =
∑
ωt

e−λ
T ·K(ωt)PE(ωt),

describing the statistics of the stochastic observable K in the
modified dynamics. In particular, it turns out that

ZE(λ) = ZE [(U−1)T · (λ+ E)− E]. (10)

The proof of this result is quite straightforward. Indeed, by
means of the three assumptions presented, one can write the
following chain of equalities

ZE(λ) =
∑
ωt

e−λ
T ·K(ωt)PE(ωt)

(3)
=
∑
ωt

e−λ
T ·K(ωt)

e−E
T ·K(ωt)P0(ωt)

Z0(E)

(1)
=
∑
ωt

e−(λ+E)T ·K(ωt)
P0(Rωt)
Z0(E)

=
∑
ωt

e−(λ+E)T ·K(R−1ωt)
P0(ωt)

Z0(E)

(3)
=
∑
ωt

e−(λ+E)T ·K(R−1ωt)eE
T ·K(ωt)PE(ωt)

(2)
=
∑
ωt

e−(λ+E)T ·U−1·K(ωt)+E
T ·K(ωt)PE(ωt)

=
∑
ωt

e−(λ′)T ·K(ωt)PE(ωt) = ZE(λ′), (11)

where λ′ = (U−1)T ·(λ+E)−E and the numbers parenthesis
are used to clarify the role of each assumption. Remarkably,
this relation is true at any finite time t. By looking at the be-
havior for asymptotically long times, one can also find out a
symmetry relation at the level of the scaled cumulant gener-
ating function θ(λ). Indeed, since ZE(λ) ∼ etθE(λ) for long
times, it turns out that

θE(λ) = θE [(U−1)T · (λ+ E)− E]. (12)

Our first contribution is to notice that the third assumption
(9) is not an assumption, in the sense that, given a symmetry
of P0(ωt) and a certain observable K(ωt), a dynamics satis-
fying Eq.(9) always exists. This dynamics is provided by the
generalized Doob transform [44–48], briefly presented in the
previous section, where the parameter s (that can be vectorial)
has the role of the external field E. Thus, the Doob transform
generates the ensemble of stochastic trajectories with prob-
ability PE(ωt). Therefore, the fluctuation relation given in
(10) can be always found given the constant field E, which
biases the statistics of trajectories P0(ωt) and which breaks
its symmetry property. This relation includes as special cases
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previously known results. For instance, if we choose the bi-
jection R to be the time-reversal and the observable K(ωt)
to be a current (anti-symmetric under time reversal so that U
amounts to a minus sign) we recover the celebrated Gallavotti-
Cohen relation for stochastic processes (see e.g. [11]). How-
ever, our result is more general inasmuch it deals also with
transformations different from time-reversal, like spatial rota-
tions and translations, and observables different from currents
as for instance time-symmetric ones.

In a couple of works [29, 30] a similar fluctuation relation
was proved, by comparing the equilibrium Gibbs distributions
relative to a symmetric Hamiltonian and a modified one where
a field breaks the symmetry. Our work can be considered
as a result along the same lines, where equilibrium ensem-
bles in configuration space are replaced by dynamical ensem-
bles in trajectory space. Also, our findings apply to equi-
librium stochastic dynamics (when detailed balance is satis-
fied) as well as out-of-equilibrium. Active fluctuation sym-
metries are also discussed in the literature [32] pointing out
that time-symmetric observables can also obey fluctuation re-
lations [31]. In that context however, the analysis was limited
to the study of involutions in the trajectory space. In this work
instead we never use the assumption that the transformation
R is an involution.

Following [32], we can use the previous framework also
to derive another fluctuation relation for a generic observable
f(ωt) in the modified dynamics

〈f(Rωt)〉E =
∑
ωt

f(Rωt)PE(ωt)

=
∑
ωt

f(Rωt)
e−E

T ·K(ωt)P0(ωt)

Z0(E)

=
∑
ωt

f(ωt)
e−E

T ·U−1K(ωt)P0(ωt)

Z0(E)

=
∑
ωt

f(ωt)e
−(ET ·U−1−ET )·K(ωt)PE(ωt)

= 〈f(ωt) e−(ET ·U−1−ET )·K(ωt)〉E .

Considering the constant function f(ωt) = 1 one obtains as a
consequence a Jarzynski-like fluctuation relation〈

e(ET−ET ·U−1)·K(ωt)
〉
E

= 1, (13)

and applying Jensen’s inequality this in turn gives a constraint
on the average of the exponent〈

(ET − ET · U−1) ·K(ωt)
〉
E
≤ 0, (14)

or equivalently

ET ·
〈
K(Rωt)

〉
E
≤ ET ·

〈
K(ωt)

〉
E
. (15)

This inequality provides a constraint on the average of the ob-
servable K in the modified dynamics with respect to the same
observable evaluated on the transformed trajectory.

The results presented so far are valid for general bijections
in the trajectory space. In the following, for the sake of con-
venience, we restrict the discussion to transformations at the
configuration level.

A. Choice of the observable

We now consider the choice of the, in general vectorial,
observable that satisfies the second assumption above. In par-
ticular, we show that it is always possible to find such an ob-
servable provided its dimension is sufficiently high and the
transformation is actually a transformation in the configura-
tion space. Consider a type-A observable A, as defined in (2),
namely an observable related to the jumps between two con-
figurations, whose components Aa are written as follows

Aa(ωt) =
∑
x,y

Qx→y(ωt)α
a
x→y, (16)

given the total number of jumps from x to y in the trajectory
ωt,Qx→y(ωt), and a set of real parameters αax→y . In a system
with D possible configurations, in continuous time, the max-
imum number of allowed jumps is D(D − 1), in the case of
a fully connected problem. Therefore, a generic observable A
belongs to a D(D− 1) dimensional vector space, being a lin-
ear combination of the different number of jumps Qx→y with
real coefficients.

Consider now a bijective transformation R acting on the
configuration space. This in turn induces a map R in the tra-
jectory space given by

ωt : x1 → x2 → . . .→ xN

R
y

Rωt : Rx1 → Rx2 → . . .→ RxN . (17)

As a consequence, the number of jumps between two configu-
rations x and y in the original trajectory ωt equals the number
of jumps between the transformed configurations Rx and Ry
in the transformed trajectoryRωt, thus

QRx→Ry(Rωt) = Qx→y(ωt). (18)

The observable A in the modified trajectory then reads

Aa(Rωt) =
∑
x,y

Qx→y(Rωt)αax→y

=
∑
x,y

QR−1x→R−1y(ωt)α
a
x→y

=
∑
x,y

Qx→y(ωt)α
a
Rx→Ry = Ãa(ωt), (19)

where the first step is a consequence of (18) and the second
one is just a change of variable. We want to find the lin-
ear transformation U that relates the original observable to
Ã(ωt) = U ·A(ωt) , with components

Ãa(ωt) =
∑
b

UabAb(ωt) =
∑
x,y

Qx→y(ωt)
∑
b

Uabα
b
x→y.

(20)
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By comparing (19) and (20) one finds that

U · αx→y = αRx→Ry , (21)

i.e. that the D2(D−1)2 elements of the matrix U have to sat-
isfy the system of linear equations

∑
b Uabα

b
x→y = αaRx→Ry ,

for any pair x, y. These are in principle D2(D − 1)2 equa-
tions so that the system should allow for a solution. In order
to better understand the condition for a unique solution we
concentrate for the moment on the simplest case of a 2D con-
figuration space. Therefore, we consider a system with two
possible configurations x, y so that just two different jumps
(D(D − 1) = 2) are possible x → y and y → x. Moreover
one can have just two (D! = 2) different bijections R1 and
R2, where

R1x = x, R1y = y,

R2x = y, R2y = x.

The maximun number of parameters α is D2(D − 1)2 = 4,
indeed one has the four real parameters

α1
x→y, α

1
y→x, α

2
x→y, α

2
y→x,

that allow us to write the equations for the matrix elements of
U as

α1
x→y α2

x→y 0 0
α1
y→x α2

y→x 0 0
0 0 α1

x→y α2
x→y

0 0 α1
y→x α2

y→x


︸ ︷︷ ︸

M

u11

u12

u21

u22

 =


α1
Rx→Ry
α1
Ry→Rx
α2
Rx→Ry
α2
Ry→Rx

 .

Therefore, the solution is unique if and only if the matrix
M has nonzero determinant, that in turn, due to the block-
diagonal structure of M , corresponds to have det(α) 6= 0,
where the matrix α is

α =

(
α1
x→y α2

x→y
α1
y→x α2

y→x

)
.

The nonzero determinant implies the two components of the
vectorial observable are indeed linearly independent. Other-
wise one could recast them in a scalar observable and the di-
mensional argument would not work any more. The same rea-
soning holds true in higher dimensions so that it is always pos-
sible to construct a suitable observable (even though maybe
not so relevant from a physical point of view) so that the as-
sumption number 2 is satisfied in a fully connected problem.
If the system is not fully connected, one can restrict the pre-
vious discussion to the number of allowed jumps (strictly less
than D(D − 1)) and everything applies in the same way, thus
implying the validity of assumption number 2. In this case,
one has to be careful with the choice of the bijection R in
configuration space. Indeed, only those bijections R that pre-
serve the set of allowed jumps induce a bijection R on the
trajectories of the system. This can be easily seen considering
a totally asymmetric random walk on a ring (for simplicity let
us just consider 4 sites)

1 → 2
↑ ↓
4 ← 3

A transformation R such that R1 = 3, R2 = 2 and R3 = 1
does not induce a bijection R in the trajectory space of the
system because for instance ωt : 1 → 2 → 3 should be
mapped into ω̃t : 3 → 2 → 1 that is not allowed. Instead,
a transformation like Rx = x + 1(MOD 4), preserves the set
of allowed jumps and is therefore acceptable. This will be the
situation discussed in the examples of Section IV. More pre-
cisely, in those examples we will show that it is usually possi-
ble and more interesting to find low dimensional observables
satisfying the assumption number 2. Further comments on the
construction of low dimensional observables can be found in
Appendix A.

B. FR from the symmetries of the generator

The FR (10) presented above is very compelling as it
relates the probability of different fluctuations at all times
from a symmetry of the probability of trajectories, P0(ωt) =
P0(Rωt). However, for bijective transformation acting
on configurations—as in (17)—the symmetry P0(ωt) =
P0(Rωt) holds when both the transition rates and the prob-
ability of the initial state are symmetric under the transfor-
mation, namely Wx→y = WRx→Ry and Px0

= PRx0
. This

might be something difficult to have, since we should pre-
pare the system in an initial symmetric state. Yet, we show
in this section that we can derive a FR for long times, i.e.
θE(λ) = θE [(U−1)T · (λ+E)−λ], just from the symmetries
of the dynamical generator (1) –so that Wx→y = WRx→Ry–,
without caring about the symmetries of the initial state.

We thus start by assuming that the original generator (1) has
a certain symmetry under the transformation R, described by
the operator V such that V |x〉 = |Rx〉,

L = V LV T , (22)

that in turn implies Wx→y = WRx→Ry for any pair (x, y).
From this we now prove the following similarity transforma-
tion for the tilted generator

Lλ = V L(U−1)T ·λV
T . (23)

Since the tilted generator with respect to a type-A observable
is

Lλ =
∑
x,y 6=x

e−λ
T ·αx→yWx→y|y〉〈x| −

∑
x

Rx|x〉〈x|,

the transformed one thus reads

V LλV T =
∑
x,y 6=x

e−λ
T ·αx→yWx→y|Ry〉〈Rx|−

∑
x

Rx|Rx〉〈Rx|.

By applying a change of variable and using the fact, as shown
in (21), that the parameters αx→y transform according to

αR−1x→R−1y = U−1 · αx→y
the relation (23) follows immediately. Then, denoting Ls
for the diagonal matrix whose entries corresponds to the left
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eigenvector associated with θ(s), and exploiting the relation
between the tilted generator and the Doob one for long times
[46, 53]

LDoob
λ (s) = LsLλ+sL

−1
s − θ(s), (24)

we also find a symmetry relation at the level of the tilted Doob
generator (24): such generator describes the statistics of the
observable in the Doob dynamics and satisfies the following
symmetry relation,

LDoob
λ (s) = AsLDoob

(U−1)T ·(λ+s)−s(s)A
−1
s (25)

where As = LsV L
−1
s . Identifying s with the field E we see

that (25) implies the FR (12),

θE(λ) = θE [(U−1)T · (λ+ E)− λ]. (26)

The same result can be derived for type-B observables (3), for
which the tilted generator is given by (6).

We thus have demonstrated that from the symmetries of the
generator for bijective transformations R acting on configura-
tions such that K(Rωt) = U ·K(ωt), the FR (26) is derived.

IV. EXAMPLES

We now consider four different examples of increasing
complexity to illustrate the general FRs obtained above. The
first two examples are analytically solvable and deal with a
single particle hopping on a ring. The first one shows that
a fluctuation relation can exist for an activity-like observable
(symmetric under time-reversal) provided it can take both pos-
itive and negative values. The second example deals with a
two-dimensional (time-symmetric) observable that only has
positive entries. Indeed, in this case, the increased dimension-
ality is sufficient to provide the symmetry of the scaled cu-
mulant generating function. The other two examples involve
many-body dynamics and are related to the fluctuation of the
magnetization, a type-B observable. In particular, we show
that a fluctuation relation holds true for the time-integrated
magnetization in a Glauber-Ising dynamics modified with a
transverse field. By looking at the generator, we also dis-
cuss the same observable in the context of a three-state Potts
model.

A. Time-symmetric observable for an asymmetric random
walk

Consider a particle performing an asymmetric random walk
on a ring of L sites. The particle jumps to the right with rate
γ1 and to the left with rate γ2. The net number of jumps in
a given trajectory corresponds to the time-integrated current,
while the total number of jumps is the activity. However, in
order to illustrate the FR derived above we focus on a time-
extensive observable that is time-symmetric, but with the pos-
sibility to take positive and negative values. Therefore the
observable we choose is

K(ωt) = Keven(ωt)−Kodd(ωt),

namely the difference between the number of jumps in even
and odd bonds in a given trajectory. The mean stationary value
of this observable is zero, since there is no asymmetry be-
tween bonds as the hopping rates are the same for any bond.
We choose L even for convenience so that we have the same
number of even and odd bonds. The exponentially tilted gen-
erator of the process thus reads

Lλ = γ1e
−λ

∑
x even

|x+ 1〉〈x|+ γ2e
−λ
∑
x odd

|x− 1〉〈x|+

+ γ1e
λ
∑
x odd

|x+ 1〉〈x|+ γ2e
λ
∑
x even

|x− 1〉〈x| − (γ1 + γ2)1

where |x〉 is the configuration in which the particle is at
site x ∈ {1, 2, ..., L}. This describes a situation where four
kinds of jump are weighted differently, namely, apart from
distinguishing clockwise and counterclockwise jumps as in
the original process, the rate depends on the kind of bond be-
ing even or odd. From Lλ we see that positive values of λ bias
the dynamics towards a negative value ofK, by enhancing the
number of jumps in odd bonds, while negative values of λ do
the opposite (see Fig. 1, which is explained below). This gen-
erator can be diagonalized exactly. The eigenvalues ξq satisfy
the relation

(ξq + γ1 + γ2)
2

= 2γ1γ2 cosh(2λ) + γ2
1e−2iq + γ2

2e2iq,

where q = 2πn
L with n ∈ {0, 1, . . . , L − 1}. The right eigen-

vectors can be written as

|rq(λ)〉 =
L/2∑
m=1

[
ei2mqc2m|2m〉+ ei(2m−1)qcq2m−1|2m− 1〉

]
,

where c2m = c is a constant ∀m and the odd coefficients
cq2m−1 read

cq2m−1 = c
γ1e−λe−iq + γ2eλeiq

(2γ1γ2 cosh(2λ) + γ2
2e2iq + γ2

1e−2iq)
1/2

. (27)

The left eigenvectors are obtained by exchanging q with −q
and γ1 with γ2. As a result of the normalization conditions
〈lq|rq′〉 = δqq′ and 〈−|r0〉 = 1 one finds that c = 1/L. As
a first check we can see that the scaled cumulant generating
function

θ(λ) = −(γ1 + γ2) +
√
γ2

1 + γ2
2 + 2γ1γ2 cosh(2λ) (28)

is vanishing for λ = 0 and satisfies the symmetry property
θ(λ) = θ(−λ). This symmetry is displayed in Fig. 1, where
we show θ(λ) together 〈K〉λ/t for γ1 = γ2 = 1. This is in-
deed the expected behaviour due to the properties of the orig-
inal generator L0 that is symmetric under the shift of one site
L0 = V L0V

T , V |x〉 = |x+1〉, and due to the chosen observ-
able that instead changes sign under the same transformation
(U = −1). The same is true for a shift of any odd number of
sites.

We can now perform the Doob transform in order to find
a proper stochastic generator where the initial symmetry is
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FIG. 1. Random walk on a ring. Scaled cumulant generating func-
tion (28) (solid blue line) with γ1 = γ2 = 1 for the observable
K, namely the difference between the number of jumps in even and
odd bonds, together with 〈K〉λ/t = −θ′(λ) (red dashed line). In-
sets: Sketch of the Doob dynamics of the system (29) for s = λ
and different values of λ. Thicker arrows correspond to larger transi-
tion rates (e|λ|) while thinner arrows correspond to smaller transition
rates (e−|λ|).

explicitly broken

LDoob(s) = γ1e
−sα(s)

∑
x even

|x+ 1〉〈x|+

+ γ2e
−sα(s)−1

∑
x odd

|x− 1〉〈x|+ γ1e
sα(s)−1

∑
x odd

|x+ 1〉〈x|+

+ γ2e
sα(s)

∑
x even

|x− 1〉〈x| −
√
γ2
1 + γ2

2 + 2γ1γ2 cosh(2s) 1,

(29)

with α(s) being the following ratio

α(s) =
γ1es + γ2e−s√

γ2
1 + γ2

2 + 2γ1γ2 cosh(2s)
. (30)

Notice that for γ1 = γ2 = γ we get α(s) = 1, so that the
rates in the biased stochastic dynamics given by (29) become
γe−s for clock- and counter-clockwise jumps over even bonds
and γes, also in both directions, for odd bonds. This has been
sketched in the insets to Fig. 1 for γ = 1 and s = λ, where
the parity of the bonds has been made explicit.

By exponentially tilting the previous generator one can un-
cover the fluctuation relation in the modified dynamics. In-
deed, one has explicitly

LDoob
λ (s) = γ1e

−(s+λ)α(s)
∑
x even

|x+ 1〉〈x|+

+ γ2e
−(s+λ)α(s)−1

∑
x odd

|x− 1〉〈x|+

+ γ1e
s+λα(s)−1

∑
x odd

|x+ 1〉〈x|+

+ γ2e
s+λα(s)

∑
x even

|x− 1〉〈x|+

−
√
γ2
1 + γ2

2 + 2γ1γ2 cosh(2s) 1,

so that at the level of the generator it turns out that

LDoob
λ (s) = AsLDoob

−λ−2s(s)A
−1
s , (31)

where the transformation As(·)A−1
s exchanges the terms

α(s)
∑
x even |x+1〉〈x| and α(s)−1

∑
x odd |x+1〉〈x| and pre-

serves the spectrum. Therefore, the symmetry on the scaled
cumulant generating function reads

θDoob(λ) = θDoob(−λ− 2s). (32)

This can indeed be easily verified from the explicit expression
of θDoob(λ)

θDoob(λ) =
√
γ2

1 + γ2
2 + 2γ1γ2 cosh(2s+ 2λ)

−
√
γ2

1 + γ2
2 + 2γ1γ2 cosh(2s) . (33)

B. Two-dimensional observable for a totally asymmetric
random walk

Consider a totally asymmetric random walk, namely a par-
ticle hopping clockwise with rate γ on a ring of L sites. As
in the previous example, the configuration is completely spec-
ified at any time by the position of the particle in the lattice.
Let us consider now a vectorial observable

K(ωt) =

(
Keven(ωt)
Kodd(ωt)

)
, (34)

where Kodd (Keven) is the number of jumps from odd (even)
sites, and a transformationR acting on the configurations that
translates the position in the lattice by an odd number of sites.
This transformation at the trajectory level induces a transfor-
mation of the observable described by a matrix U . Explicitly,
since we are exchanging even and odd sites, the map can be
written as follows

U =

(
0 1
1 0

)
, K(Rωt) = U ·K(ωt). (35)

The exponentially tilted (relatively to the observable K) gen-
erator of the stochastic process reads

Lλ = γe−λ1

∑
x even

|x+ 1〉〈x|+ γe−λ2

∑
x odd

|x+ 1〉〈x| − γ1.

(36)
In this case, negative λ1 (λ2) enhance jumps starting from
even (odd) sites. and positive values of the biasing field do
the opposite. The tilted generator can be diagonalized exactly.
Indeed, by assuming the following ansatz for the right eigen-
vector |rq(λ)〉 corresponding to the eigenvalue ξq(λ)

|rq(λ)〉 =

L−1∑
m=0

cm(λ)eimq|m〉, (37)

one arrives at a system of coupled linear equations for the co-
efficients cm(λ). In particular, for m ∈ {1, . . . , L/2} one has
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two different sets of equations corresponding to even and odd
jumps{

c2m(λ)
(
ξq(λ) + γ

)
− γe−λ2e−iqc2m−1(λ) = 0,

c2m−1(λ)
(
ξq(λ) + γ

)
− γe−λ1e−iqc2m−2(λ) = 0,

(38)
that in turn result into

c2m(λ)
(
ξq(λ) + γ

)
2 − c2m−2(λ) γ2e−(λ1+λ2)e−i2q = 0.

(39)
By summing over m and exploiting the periodic boundary
conditions, one arrives at

L/2∑
m=1

c2m(λ)
[(
ξq(λ) + γ

)
2 − γ2e−(λ1+λ2)e−i2q

]
= 0. (40)

Assuming
∑L/2
m=1 c2m(λ) 6= 0 (we have checked this for con-

sistency a posteriori) it turns out that the eigenvalues are

ξq(λ) = γ
(

e−
λ1+λ2

2 −iq − 1
)
, (41)

with q = 2πn
L and n taking values in {0, 1, . . . , L−1}. There-

fore one can access the scaled cumulant generating function
that is

θ(λ) = γ
(

e−
λ1+λ2

2 − 1
)

(42)

and check that indeed it satisfies the fluctuation relation

θ(λ) = θ[(U−1)T · λ], (43)

since (U−1)T = U and it just consists in exchanging λ1

and λ2. Actually, all the points in the λ1, λ2 plane such that
λ1 + λ2 = c, with constant c, have the same value of θ(λ).
We show this in Fig. 2, where some of the isolines have been
displayed.

By means of equations (38) one can explicitly compute the
right eigenvectors of the tilted generator. In particular one
finds that c2m−1 = r and c2m = r e

λ1−λ2
2 for some normal-

ization constant r. Correspondingly, the left eigenvectors are
represented as follows

〈`q(λ)| =
L−1∑
n=0

e−inq c̃n(λ)〈n|, (44)

where the coefficients read c̃2m−1 = ` and c̃2m = ` e
λ2−λ1

2

with normalization constant `. The orthonormality condition
〈`q′ |rq〉 = δqq′ fixes the product r ` to be 1/L. The further
condition 〈−|r0(λ)〉 = 1 can be used to fix r and ` separately.
In particular, one finds that

r =
2

L

1

1 + e
λ2−λ1

2

. (45)

We can compute the moment generating function Z(λ) by
means of the relation Z(λ) = 〈−|etLλ |x0〉 and it reads

Z(λ) =

{
e−γt cosh (η) + e

λ1−λ2
2 e−γt sinh (η) , evenx0,

e−γt cosh (η) + e
λ2−λ1

2 e−γt sinh (η) , oddx0,
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FIG. 2. Totally asymmetric random walk. Scaled cumulant gener-
ating function θ(λ) given by (42). The symmetry θ(λ) = θ(U · λ)
can be observed by looking at some points (λ1, λ2) and their sym-
metric pairs (given by symbols) with respect to λ1 = λ2 (black
dashed line). We further notice that θ(λ) is invariant for all λ1+λ2 =
constant: e.g. λ1 + λ2 = −1, 0, 1 (white solid lines).

where the variable η has been defined as

η = γt e−
λ1+λ2

2 . (46)

One can find the time-dependent Doob transform that is re-
lated to the following gauge transformation [48]

Gt′ =
∑
x

〈−|e(t−t
′)Lλ |x〉

〈−|e(t−t′)Lλ |x0〉
|x〉〈x| =

=

{∑L/2
m=1 (|2m− 1〉〈2m− 1|+ g(t, t′, λ)|2m〉〈2m|) ,∑L/2
m=1

(
g−1(t, t′, λ)|2m− 1〉〈2m− 1|+ |2m〉〈2m|

)
,

where the first line refers to odd x0 and the second one to
even x0 and the function g(t, t′, λ) explicitly reads

g(t, t′, λ) =
1 + e

s2−s1
2 tanh

[
γ(t− t′)e− s1+s2

2

]
1 + e

s1−s2
2 tanh

[
γ(t− t′)e− s1+s2

2

] . (47)

Given this transformation, the evolution of an odd initial con-
figuration is given by the time-ordered exponential of the fol-
lowing time-dependent stochastic generator

LDoob
t′ (s) =

L/2−1∑
m=0

(
γe−s1g−1|2m+ 1〉〈2m|+

+ γe−s2g|2m+ 2〉〈2m+ 1|+ ∂t′g

g
|2m〉〈2m|

)
+

− (γ + ∂t′ logZt′)1, (48)

where the dependence on t, t′, s in the function g has been
omitted to ease the notation. This generator describes a pro-
cess where one has a different transition rate for even and odd
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jumps, so that the symmetry of the original dynamics is bro-
ken. Unfortunately, due to time ordering, the calculation of
the evolution of the generic configuration |x0〉 is too compli-
cated. However, by looking at the explicit expressions of the
functions g(t, t′, s) one can show that for long enough times,
t � t′ � 1, the Doob generator tends to a time-independent
generator of the form

LDoob(s) = γe−(s1+s2)/2
(∑

x

|x+ 1〉〈x| − 1
)
, (49)

namely it describes just a rescaling of the original process and
the symmetry is restored. This can be physically understood
since the number of odd and even jumps in the long time limit
tend to be equal irrespectively of the different jumps rates.
One could have obtained the same result by directly comput-
ing the usual (time-independent) Doob transform. Indeed, by
looking at the tilted generator (36) and using the largest eigen-
value θ(λ) (42) and the corresponding left eigenvector that has
components `2n−1 = 1 and `2n = e(λ1−λ2)/2 one gets

LDoob(s) = γe−s1
∑
x even

`x+1

`x
(s)|x+ 1〉〈x|+

+ γe−s2
∑
x odd

`x+1

`x
(s)|x+ 1〉〈x| −

(
γ + θ(s)

)
1

= γe−(s1+s2)/2
(∑

x

|x+ 1〉〈x| − 1
)
. (50)

By means of an exponential tilting one arrives at the following
scaled cumulant generating function

θDoob
λ (s) = −γe−(s1+s2)/2

(
1− e−(λ1+λ2)/2

)
. (51)

Given the parameter λ′ defined as

λ′ = (U−1)T · (λ+ s)− s =

(
λ2 + s2 − s1

λ1 + s1 − s2

)
, (52)

one easily verifies the fluctuation relation θDoob(λ) =
θDoob(λ′). The Jarzynski-like relation (13) in this case reads

〈e(s1−s2)(Keven−Kodd)〉 = 1, (53)

which means (s1−s2)〈Keven−Kodd〉 ≤ 0. The interpretation
of this result is quite straightforward: if s1 > s2 the field
suppresses the probability of even jumps with respect to odd
jumps. This is confirmed by looking at the ratio between the
even jump rate e−s1g−1 and the odd jump rate e−s2g that is
always smaller than one, for s1 > s2, and tends to one for
long times. Indeed, one has

e−s1g−1

e−s2g
= es2−s1g−2 =

=

 e
s2−s1

2 + tanh
[
γ(t− t′)e− s1+s2

2

]
1 + e

s2−s1
2 tanh

[
γ(t− t′)e− s1+s2

2

]
2

≤ 1, (54)

because a+ b ≤ 1 + ab for any 0 ≤ a ≤ 1 and 0 ≤ b ≤ 1.

C. One-dimensional Ising model

We now derive the fluctuation relation for a type-B observ-
able, such as the time-integrated magnetization

M(ωt) =

∫ t

0

m(t′)dt′, with m(t) =

L∑
k=1

sk(t) (55)

of a one-dimensional Ising model of L sites with periodic
boundary conditions and undergoing Glauber dynamics [54].
As a transformation V on the generator, we consider flip-
ping all spins. The Hamiltonian of the system is H =

−J∑L
k=1 sksk+1, with J being the interaction constant and

spin values sk ∈ {−1, 1}. Every configuration of the system
{C} = {sk}k=1,...,L is represented as a vector in a Hilbert
space,

|C〉 =

L⊗
k=1

(
1+sk

2
1−sk

2

)
, (56)

such that sk = 1 corresponds to |1〉k = (1, 0)T and sk =
−1 to |0〉k = (0, 1)T . Thus the probability of the system at
time t is encoded in the vector |P (t)〉 =

∑2L

i=1 P (Ci, t)|Ci〉,
with P (Ci, t) standing for the probabilities of the different
configurations Ci at time t. The evolution equation for the
system with the Glauber dynamics is thus given by

∂t|P (t)〉 = L|P (t)〉 ,
where [49, 54]

L =
1

2

L∑
k=1

(σxk − 1)
[
1− γ

2
σzk(σzk−1 + σzk+1)

]
, (57)

with γ = tanh(2βJ) and inverse temperature β = 1/(kBT ).
Here σx,zk are the standard Pauli matrices acting on site k, and
1 is the 2L × 2L identity matrix 1 =

⊗L
k=1 1k. The Glauber

generator (57) encodes the spin flip at site k by means of the
σxk operator at a rate given by 1/2− γsk(sk−1 + sk+1)/4.

In order to bias the original generator to have a given time-
integrated magnetization, we firstly write the magnetization in
an operatorial form as

m̂ =

L∑
k=1

σzk , (58)

so that the tilted generator is then

Lλ =

L∑
k=1

{
1

2
(σxk − 1)

[
1− γ

2
σzk(σzk−1 + σzk+1)

]
− λσzk

}
.

(59)
Notice that for negative (positive) λ we are biasing the system
towards a positive (negative) magnetization. At this point it
is easy to check that the original generator (57) is symmetric
under the spin flipping transformation, namely if we take

V =

L∏
k=1

σxk
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FIG. 3. One-dimensional Ising model. Scaled cumulant generating
function of the time-averaged magnetization θ(λ)/L for L = 20
and different temperatures (T = 1, 2, 5,∞). Inset: Time-averaged
magnetization per spin 〈M〉λ/(tL) as a function of the biasing field
λ.

we have that

L = V LV T . (60)

On the other hand by flipping all spins the magnetization
changes sign, V m̂V T = −m̂, and so does the time-integrated
oneM(Rωt) = −M(ωt), whereR consists in flipping all the
spins of each configuration of the trajectory ωt. We thus have
that U = −1 and obtain (see Eq. (22))

Lλ = V L−λV T , (61)

which is easy to verify. As a consequence the scaled cumu-
lant generating function has the following symmetry: θ(λ) =
θ(−λ). We have checked this symmetry computing θ(λ) by
numerical exact diagonalization of the tilted generator (59).
Results are shown in Fig. 3 for a system with L = 20 sites
and different temperatures (considering J = 1 and kB = 1).
We have as well represented the time-averaged magnetization
per spin 〈M(ωt)〉λ/(Lt) = −θ′(λ)/L for different values of
the biased (see inset to Fig. 3).

As the symmetry θ(λ) = θ(−λ) holds, we can state in
virtue of (26), that in the presence of a field E the FR

θE(λ) = θE(−λ− 2E)

holds alike.

D. One-dimensional three-state Potts model

Our last example concerns the derivation of the fluctuation
relation in the one-dimensional three-state Potts model. In
this case we will see that the transformation leaving invari-
ant the dynamics corresponds to a spin rotation by an angle
of ±2π/3 rad. Hence, considering again the time-integrated

magnetization—which is a bidimensional observable—we de-
rive a fluctuation relation connecting different rotated magne-
tizations.

The three-state Potts model [55] consists of a spin system
with L spins that are in one of the three states sk ∈ {0, 1, 2}
with k = 1, ..., L, which are uniformly distributed about
the circle at angles θk = 2πsk/3. We are considering the
one-dimensional system with periodic boundary conditions,
whose Hamiltonian is given by

H = −J
L∑
k=1

δ(sk, sk+1)

where δ(i, j) is the Kronecker delta δij . Every configuration
of the system {C} = {sk}k=1,...,L is represented as a vector
in a Hilbert space,

|C〉 =

L⊗
k=1

[δ(sk, 0), δ(sk, 1), δ(sk, 2)]
T
, (62)

such that sk = 0, sk = 1 and sk = 2 correspond to
|0〉k = (1, 0, 0)T , |1〉k = (0, 1, 0)T and |2〉k = (0, 0, 1)T

respectively. Thus the probability of the system at time t

is encoded in the vector |P (t)〉 =
∑3L

i=1 P (Ci, t)|Ci〉, with
P (Ci, t) standing for the probabilities of the different config-
urations Ci at time t. The evolution equation for the system is
thus given by

∂t|P (t)〉 = L|P (t)〉 .
The generator of the Glauber dynamics in this case can be
conveniently written as follows (see Appendix B)

L =

L∑
k=1

(L01
k + L02

k + L12
k ) (63)

where the index k identifies at which site the transition occurs
and the superscript (ij) specifies the transition |i〉 ↔ |j〉. One
can show that Lijk reads (see Appendix B for more details)

Lijk =
(
|i〉〈j|k + |j〉〈i|k − |i〉〈i|k − |j〉〈j|k

)
×

× 1

2

(
1− Γijk

(
γ1 +

δ

2
Γijk−1Γijk+1

)(
Γijk−1 + Γijk+1

))
(64)

with γ = tanh(βJ/2), δ = tanh(βJ)− 2 tanh(βJ/2) and

Γ01
k =

1 0 0
0 −1 0
0 0 0

 ,Γ02
k =

1 0 0
0 0 0
0 0 −1

 ,Γ12
k =

0 0 0
0 1 0
0 0 −1

.
The time-integrated magnetization reads

M(ωt) =

∫ t

0

m(t′)dt′, (65)

with m(t) =
∑L
k=1(cos 2πsk(t)/3, sin 2πsk(t)/3)T , which

in operatorial form can be written as follows

m̂ =

L∑
k=1

m̂k =

L∑
k=1

(
1

2
(Γ01
k + Γ02

k ),

√
3

2
Γ12
k

)T
. (66)
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FIG. 4. One-dimensional three-state Potts model. Scaled cumu-
lant generating function of the time-averaged magnetization θ(λ)/L
for L = 10 and T = 2. Different symbols represent points with
the same value of θ(λ), and are related by a rotation of ±2π/3 rad,
hence θ(λ) = θ(U± 2π

3
· λ) for |λ| = 0.5, 1, 1.5.

Thus the tilted generator reads

Lλ =

L∑
k=1

(L01
k + L02

k + L12
k − λT · m̂k) . (67)

It is easy to check that the transformation that leaves invariant
the original generator is the rotation by 2π/3 rad, given by
V 2π

3
=
∏L
k=1(|1〉〈0|k + |2〉〈1|k + |0〉〈2|k), and the rotation

by −2π/3 rad, given by V− 2π
3

= V T2π
3

. We thus have

L = V± 2π
3
LV T± 2π

3
. (68)

Further, it is straightforward to verify that M(R±ωt) =
U± 2π

3
·M(ωt), withR±ωt being a trajectory with all its con-

figurations rotated by ±2π/3, and U± 2π
3

the rotation matrix
of ± 2π

3 rad, given by

U± 2π
3

=

(
cos(2π/3) ± sin(2π/3)
∓ sin(2π/3) cos(2π/3)

)
.

The tilted generator then has the symmetry

Lλ = V± 2π
3
LU± 2π

3
·λV

T
± 2π

3

which leads to the following symmetry of the scaled cumulant
generating function:

θ(λ) = θ(U± 2π
3
· λ).

We have numerically checked this symmetry by diagonaliz-
ing (67) for L = 10 spins, obtaining the largest eigenvalue
θ(λ) presented in Fig.4. There we have highlighted the points

having the same θ(λ), which are those related by a rotation
of ± 2π

3 rad. As a consequence of the symmetry displayed in
Fig.4, we have that for any constant field E, the fluctuation
relation

θE(λ) = θE [U± 2π
3
· (λ+ E)− E]

holds, as was shown in Eq. (12).

V. CONCLUSION

In this work we have clarified the conditions that allow to
prove symmetry-induced fluctuation relations in the context
of classical continuous-time Markov chains. In particular, we
proved that given a dynamics with a certain symmetry and
choosing a suitable observable, it is always possible to find a
related dynamics where the symmetry is explicitly broken but
persists at the level of the observable’s fluctuations. The new
dynamics is obtained from the original one via a generalized
Doob transform. This approach leads to FRs for observables
that are not necessarily time-antisymmetric, in contrast to the
usual FRs for current-like quantities. Focusing on trajectory
transformations that act uniformly at the level of each config-
uration, we have shown how a suitable high-dimensional ob-
servable can always be found in order to satisfy the symmetry-
induced fluctuation relation. While this proof guarantees the
existence of such observables, in practice in many cases it is
possible to find many other suitable low-dimensional observ-
ables of interest as well and we suggest a systematic way to
build them. We also provided an alternative proof of these
FRs for long times looking at the symmetry properties of the
generator.

We illustrated our general results with four different ex-
amples to highlight the presence of the fluctuation relation
in some unexpected contexts, namely for time-symmetric ob-
servables, like activity related quantities and time-integrated
magnetizations. In particular, the first two examples dealt
with a particle hopping on a ring, where we discuss a one-
dimensional observable that can have both positive and neg-
ative values and a two-dimensional observable that only has
positive values. In the third and fourth examples, we dis-
cussed the integrated magnetization in the Glauber-Ising and
in the Glauber-3-state-Potts models, respectively, highlight-
ing the symmetry properties of the scaled cumulant generating
function.

Here we focussed on systems with continuous-time Markov
dynamics and for concreteness on time-local trajectory trans-
formations. We anticipate further developments: (i) for clas-
sical systems, generalisation to discrete Markov chains is
straightforward; (ii) it should also be possible to extend our
results to open quantum systems described either by discrete-
time or continuous-time quantum Markov chains; (iii) it will
be interesting to try to uncover novel FRs emerging from
trajectory-space symmetries whose transformations are not lo-
cal in time. These issues will be the subject of future investi-
gations.
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Appendix A: Low dimensional observables

In the following we present a systematic way to find low
dimensional observables satisfying the assumption number 2.
For concreteness, let us focus on the 4-sites totally asymmet-
ric random walk already introduced at the end of Section III A
with a map in configuration space that isRx = x+1(MOD 4).
Already with this simple model, one can note that finding low
dimensional observables such that K(Rωt) = UK(ωt) is a
non-trivial task. Indeed, if we concentrate for instance on
scalar observables, we immediately see that there are cases
in which is not possible to find the matrix U (just a number
for scalar observables) independent of ωt. Explicitly, we can
choose K1(ωt) = Q1→2(ωt) so that K1(Rωt) = Q4→1(ωt)
(see Eq. (18)). In this case a counterexample to the existence
of U is easily found

ω1
t : 1→ 2→ 3 (K1 = 1), Rω1

t : 2→ 3→ 4 (K1 = 0),

while

ω2
t : 4→ 1→ 2 (K1 = 1), Rω2

t : 1→ 2→ 3 (K1 = 1).

A way to find low-dimensional observables such that U exists
is therefore a relevant problem. The starting point is to write
a vectorial observable (with maximal dimension) where each
component corresponds to the number of a specific type of
jump Qx→y . Then, we recognize the fact that the tranforma-
tionR acts as a permutation of the entries so that the matrix U
always exists and has the form of a permutation matrix (each
row and each column has a single element equal to 1 and 0 in
the remaining entries)

K(Rωt) =

Q1→2(Rωt)
Q2→3(Rωt)
Q3→4(Rωt)
Q4→1(Rωt)

 =

Q4→1(ωt)
Q1→2(ωt)
Q2→3(ωt)
Q3→4(ωt)

 = UK(ωt),

with U =

0 0 0 1
1 0 0 0
0 1 0 0
0 0 1 0

 . (A1)

This matrix U has the property U4 = 14 and is therefore a
representation of the cyclic group C4 on a four-dimensional
vector space. This is consistent with the symmetry of the
problem. Note however that in order to satisfy the assump-
tion number 2 we just partially exploit the symmetry of the
dynamics, requiring that the transformation R preserves the
set of allowed jumps. The full dynamical symmetry as en-
coded in the transition rates (pertaining to the assumption 1 in
the Section III of the manuscript) does not enter at this point.
In particular, the transition rates of the four jumps could be all
different, spoiling the assumption 1 but not the assumption 2.
Given the “fundamental observable” (A1), one can easily find
other observables with maximal dimension K̃ = PK by con-
sidering an invertible 4 × 4 matrix P . Indeed, one can easily
see that K(Rωt) = P−1PUP−1PK(ωt), so that

K̃(Rωt) = U K̃(ωt), where U = PUP−1. (A2)

In order to find low dimensional observables we can think of
diagonalizing the matrix U . Indeed, if the matrix P is such
that it diagonalizes U , namely we find a diagonal U with the
eigenvalues of U as elements, the different components of K̃
transform independently and can be used as low dimensional
observables. In particular, the eigenvalues of U in (A1) are
{1,−1, i,−i} (these are also the irreducible representations
of the cyclic group C4 on the field C). The one-dimensional
eigenvectors corresponding to the eigenvalues 1 and −1 can
be used as proper one-dimensional observables

K̃+ = α(Q1→2 +Q2→3 +Q3→4 +Q4→1),

K̃− = α(Q1→2 −Q2→3 +Q3→4 −Q4→1),

for some real parameter α. In particular, we recover the dy-
namical activity K̃+ and the difference between the number
of even and odd jumps K̃−. The two imaginary eigenvalues
and the corresponding eigenvectors

K̃i = α(Q1→2 − iQ2→3 −Q3→4 + iQ4→1),

K̃−i = α(Q1→2 + iQ2→3 −Q3→4 − iQ4→1),

cannot be used directly because we are interested in real ob-
servables. However, we can build a real two-dimensional ob-
servable out of them. Indeed, one has

K̃2 :=

(
K̃i

K̃−i

)
, K̃2(Rωt) =

(
i 0
0 −i

)
K̃2(ωt), (A3)

so that by means of a similarity transformation V one can de-
fine K2 := V K̃2 and eventually it turns out that

K2(Rωt) =

(
0 −1
1 0

)
K2(ωt), (A4)

where

V =

(
1
2

1
2

1
2i − 1

2i

)
, V

(
i 0
0 −i

)
V −1 =

(
0 −1
1 0

)
.
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A similar two-dimensional observable can also be costructed
combining K̃+ and K̃+ in order to obtainthe quantity dis-
cussed in the second example of Section IV, namely the num-
ber of odd jumps and the number of even jumps considered
separately.

Appendix B: Generator of the Potts model

In the following we discuss in more detail a convenient way
to write the generator of the Glauber dynamics for the three-
state Potts model as already presented in the main text. We
found it in order to ease the numerical diagonalization, taking
inspiration from the simpler case of the Ising model. First of
all, we separate the contribution given by the different transi-
tions occurring at each site by writing the generator as

L =

L∑
k=1

(L01
k + L02

k + L12
k ), (B1)

where the index k identifies at which site the transition occurs
and the superscript specifies the kind of transition.

Let us start analyzing the term L01
k . By fixing the transi-

tion to be 0 → 1 on the site k one has to specify the nearest
neighbours in order to determine the rate. Indeed, given the
Hamiltonian H = −J∑L

k=1 δ(sk, sk+1), one has the follow-
ing 9 possibilities for ∆E = Efinal − Einitial

000→ 010 ∆E = 2J,

100→ 110 ∆E = 0,

001→ 011 ∆E = 0,

101→ 111 ∆E = −2J,

002→ 012 ∆E = J,

200→ 210 ∆E = J,

202→ 212 ∆E = 0,

102→ 112 ∆E = −J,
201→ 211 ∆E = −J. (B2)

The signs are reversed if instead we consider the transition
1 → 0 on the site k. According to Glauber’s recipe, these
transitions correspond to five different rates determined by the
energy differences ∆E as follows

Wi→j =
1

1 + eβ∆Eij
. (B3)

With this information, one can try to write the operator L01
k as

the product of an off-diagonal term, describing the transition,
multiplied by a diagonal term that produces the right transition
rate depending on the nearest neighbours configuration. In
particular, one can show that the following expression for L01

k
does the job

L01
k =

(
|0〉〈1|k + |1〉〈0|k − |0〉〈0|k − |1〉〈1|k

)
×

× 1

2

(
1− Γ01

k

(
γ1 +

δ

2
Γ01
k−1Γ01

k+1

)(
Γ01
k−1 + Γ01

k+1

))
(B4)

where the 3 × 3 matrix Γ01
k acts nontrivially only on the kth

spin and reads

Γ01
k =

1 0 0
0 −1 0
0 0 0

 . (B5)

Indeed, one can check that only five different rates are allowed
by the second line of this expression and read

1

2
,

1− 2γ − δ
2

,
1 + 2γ + δ

2
,

1− γ
2

,
1 + γ

2
. (B6)

Moreover, assuming that γ and δ are positive parameters, one
can check that the highest and lowest values, where both pa-
rameters γ and δ appear, correspond to the transitions with
energy 2J and −2J . Indeed, when the nearest neighbours are
equal the product Γ01

k−1Γ01
k+1 acts as the identity and the sum

Γ01
k−1 + Γ01

k+1 is either 2 or−2 depending on their value being
0 or 1. Finally, the action of Γ01

k fixes the overall sign, so that
if the initial configuration is 000 the rate is (1 − 2γ − δ)/2
(lowest rate for the highest ∆E). The other cases are also eas-
ily verified. If there is one spin in configuration 2, then the
term in front of δ is zero and the possible rates are (1 − γ)/2
if the other neighbour is zero and ∆E = J , or (1 + γ)/2 if
the other neighbour is one and ∆E = −J . If the neighbours
are both 2 the sum Γ01

k−1 + Γ01
k+1 gives zero and the rate is

1/2. The same is true if there are only zeros and ones but the
neighbours have opposite values. Moreover, the factor Γ01

k
multiplying the parenthesis ensures the change of sign if the
transition 1→ 0 is considered instead of 0→ 1.

In order to complete the comparison of the rates quantita-
tively, we have to choose γ and δ as follows

γ = tanh
(βJ

2

)
, (B7)

δ = tanh(βJ)− 2 tanh
(βJ

2

)
, (B8)

as can be easily verified comparing the rates (B6) with the
general formula (B3). The other terms L02

k and L12
k have anal-

ogous expression where the role of the different values 0, 1, 2
is exchanged. In particular one should consider matrices Γ02

k
and Γ12

k as follows

Γ02
k =

1 0 0
0 0 0
0 0 −1

 , Γ12
k =

0 0 0
0 1 0
0 0 −1

 . (B9)

With these formulae one can readily perform a numerical di-
agonalization of the generator.
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