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Abstract 

The efforts in this doctoral thesis have been focused on the development of RRAM physical 

simulators able to reproduce the resistive switching operation that takes place within the devices. 

The simulators were designed for the two main types of RRAMs, Conductive Bridge RAMs (both 

for unipolar and bipolar) and for Valence Change Memories. The work includes five publications 

in scientific journals indexed in the Journal Citation Report of Science Citation Index, one 

Proceedings published in IEEE Xplore digital library, four contributions to International 

Conferences. I have also contributed to other publications, where a book chapter is included, three 

videos detailing the operation of each simulator. The outline of this work is the following: 

Chapter 1 exposes the state of the art of RRAM technology, the comparation with flash technology 

and the flash technology limitations that RRAM devices can overcome. In this sense, the promising 

future in the field of Non-Volatile Memories and neuromorphic computing is pointed out due to 

the great electrical and technological features. Different types of RRAM devices as Conductive 

Bridge RAM and Valence Change Memories have been explained. Furthermore, it has been 

mentioned the different materials that can be used for fabricate them, in addition to details about 

the fabrication process, the main physical foundations and the most important characteristics. 

Furthermore, the main hurdles that must be faced for the complete industrial implementation of 

this technology have been highlighted and the computational tools that must be used for this task. 

The different models explained are the microscopic models, in connection to the kinetic Monte 

Carlo algorithm, Finite Element Methods and compact models. Based on our purpose to study the 

system physics, the kinetic Monte Carlo algorithm has been selected as a good choice for the 

kernels of the physical simulators we present. 

Chapter 2 describes the kinetic Monte Carlo algorithm, the grid used for the simulation domain 

and the Finite Element Method used for solving the Poisson and heat equations that are included 

in the simulators. Besides, some techniques for the conductive filament density and compactness 

calculation are exposed as well as the effect of the virtual electrode evolution versus the electric 

field. 

Chapter 3 deals with Conductive Bridge RAMs, both for unipolar and bipolar operation. The 

resistive switching mechanisms are explained for both types of operation and two different 

simulators are developed and presented, one for the unipolar case and the other for bipolar devices. 

The resistive switching process is based on redox processes and on the migration of ions coming 

from the electrochemically active electrode which form percolation paths (conductive filaments). 

In this context, the main difference between unipolar and bipolar devices relies on how they carry 

out the CF rupture process (RESET). The unipolar rupture is due to thermally activated dissolution 
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of the percolation paths, while the reset in the bipolar case is controlled by means of the electric 

field. Then, once the simulators are fully developed, they are used for analyzing the CF density and 

compactness and their relation to the device resistance. 

 The chapter includes the following contributions: 
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Chapter 4 deals with Valence Change Memories. The resistive switching mechanism is explained 

for these types of devices and a simulator to study the physics behind its operation has been 

developed and presented. The resistive switching is based on the generation of a Frenkel defect-

rich region (oxygen vacancies and oxygen ions) which form the percolation paths. Only bipolar 

operation it is expected for these devices as one bias is needed for extracting the oxygen ions from 

the dielectric layer to the storage layer and the opposite bias for injecting them back in the 

dielectric. After developing the simulator, it has been used to carry out data retention tests in order 

to analyze experimental results. 
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Chapter 5 summarizes the main conclusions of this doctoral thesis. 

Chapter 6 is an appendix, where the conduction mechanisms through the dielectric (the device in 
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Poisson equation in a 3D domain. Finally, the device fabrication processes used along this work 

are exposed. 
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Introduction 

Nowadays, there is a demand rise for volatile and non-volatile data storage. This rise comes from 

the need of these memories for internet of things (IoT) devices, solid-state drives (SSD), 5G circuits, 

cloud storage, artificial intelligence, data mining or smartphones and laptops [Gupta2019]. The low 

power consumption is a key factor for these latter applications but also for mimicking biological 

synapses in neural networks [Prezioso2015, Alibart2013] as they need high density of devices to 

implement neurons and synapses. It should be noted that a high density of devices with high power 

consumption is a problem in whatever integrated circuit context in the current nanoelectronics 

industry [Chen2016, You2014, Munjal2019]. In the non-volatile memory realm, the current 

dominating technology is the flash due to its high density, reliability and low cost. However, it has 

some limitations as the low operation speed, the durability and the need of high writing voltages, 

which means also a high power consumption. In this context, Resistive RAMs (RRAM) technology 

can face these hurdles and, therefore, it is one of the most promising emerging technologies for 

substituting flash memories. In this sense, RRAMs offer key features for the former applications 

as a good scalability, speed and latency, low operation voltage and low power consumption. 

Furthermore, it has an ease integration in the current CMOS technology in the Back-End-Of-Line 

(BEOL), in addition to a good data retention, a great endurance and can be vertically stacked in 3D 

architectures due to its simple structure [Pan2014, Nardi2011, Lim2015, Ielmini2016, Lanza2019, 

Munjal2019, Gupta2019, Carboni2019, Xie2013, Waser2010, Waser2012, Zahurak2014]. 

Different kinds of memories as static memories (SRAM), dynamic memories (DRAM) and non-

volatile memories (NVM) can be found. The non-volatile ones store information when the power 

systems are turned off. For these types of memories, different technological alternatives rise such 

as RRAMs, Phase Change Memories (PCM) or Spin-Transfer Torque RAMs (STT-RAMs), which 

are attracting high research efforts [Xie2013] due to the key role that plays the information storage 

in the electronic industry. This key role is based on the need of better devices to handle the high 

amount of information circulating around the world. 

The focus on NVM is based on two main reasons: 

1. The main problem with the non-volatility is the lower operation speed in comparison with 

SRAM and DRAM. If this problem were solved the NVMs would displace the two latter 

ones for many applications [Xie2013]. 

2. These types of memories are key components of data storage systems [Xie2013]. 

NVMs based on flash technology are widely used in smartphones, video games, scientific 

instrumentation and industrial robotics, but they are finding their technological limit [Gupta2019, 

Xie2013, Waser2010, Waser2012]. In this situation, RRAMs are one of the best positioned as an 
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emerging technology in comparison to Magnetic RAMs (MRAMs), STT-RAM memories or PCM 

memories [Lanza2019, Xie2013, Waser2010, Waser2012]. These resistive memories are based on the 

change of the resistance of the device (process known as resistive switching) with a hysteretic 

behavior.  

If RRAMs finally displace the current technology, the electronic landscape would change 

dramatically, as new electronic applications and computer architectures could develop intensively. 

For instance, smart distributed systems (out of the classical Von Neumann architecture paradigm) 

with computation capacities greater than the current ones could be built [Wang2019]. 

Typically, RRAMs consist of a Metal-Insulator-Metal (MIM) structure, although also Metal-

Insulator-Semiconductor structures can be found. Usually the dielectric material is made of an 

oxide whose resistance can be changed. However, RS phenomena have been also observed in other 

different materials [Lanza2019, Munjal2019, Gupta2019, Carboni2019, Waser2012]: 

1. Transition metal oxides (TMOs). 

2. Perovskite family (TMO) with paraelectric, ferroelectric, multiferroelectric and magnetic 

functionality. 

3. Graphene oxides, hexagonal boron nitride and other two-dimensional materials. 

While good result can be obtained at the device level, the real challenge is fabricating NVM chips 

and artificial neural networks as they can have billions of cells [Lanza2019]. Some good results have 

been obtained until now, as integrated circuits based on RRAMs have been fabricated 

[Zahurak2014, Liu2014b, Kawahara2013]. A 16Gb Non-volatile Cu-based RRAM circuit has been 

fabricated with the 27nm node, an operation speed of 180MB/s for writing and 900MB/s for reading 

operation [Zahurak2014]. Also, a 32 Gbits memory using a 24nm CMOS process, based in a MeOx 

RRAM device reported at [Liu2014b]. These advances allow one being optimistic about the future 

of this technology. 

However, before the complete industrial implementation of this technology, some hurdles related 

with endurance and variability must be faced. Both the variability related to the fabrication process 

(differences between devices) and the one related to the RS process (differences between cycles in 

the same device) need to be considered. The latter one is linked to the physics behind the RS process 

[Lanza2019, Pan2014] and this makes the need of computational tools essential to study it.  

In the landscape of simulators there can be found different types of models depending on the issues 

to deal with. Continuum models can be used for the study of the average behavior of the devices 

[Villena2013, Villena2014, Menzel2015, Ielmini2017], but ab initio techniques (density functional 

theory and molecular dynamics) are usually preferred for focusing on the atomic characteristics of 

the dielectric and its interfaces with the electrodes, as they can get more accurate results because 

they are based on first principles [Zhao2015, Zhao2017, Duncan2016, Duncan2017]. Nevertheless, 

this work is focused on the development of simulators based on kinetic Monte Carlo algorithms 
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that can combine atomistic and continuum models. This technique has been selected in order to 

get a microscopic description of the evolution of the conductive filament. Furthermore, it also 

allows to reproduce in a natural way the stochastic behavior of the system and hence to correctly 

describe some phenomena linked to it [Menzel2015, Vandelli2013, Vandelli2015, Voter2007, 

Wong2012, Guy2015]. 
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Objectives 

The objectives of this work consist of the development of computational tools based on a 3D kinetic 

Monte Carlo description of the devices under study, in particular, the generation and rupture of 

percolation paths that control resistive switching in filamentary conduction. The Poisson and heat 

equation must be solved for every time step in the simulation. The goal is to study complete cycles 

of forming, SET and RESET processes for Conductive Bridge RAMs (both for unipolar and bipolar) 

and Valence Change Memories. Different charge transport mechanisms can be implemented 

depending on the operation regime. During the high resistance state, some conduction 

mechanisms through the dielectric can be considered, such as Fowler-Nordheim, Poole-Frenkel, 

thermionic emission, etc. On the other hand, during the low resistance state, ohmic conduction 

and quantum conduction through a constriction are considered (the latter by means of the 

Quantum Point Contact model). 

Different simulation tools were developed: 
1. A unipolar CBRAM simulator, which is based on electrochemical processes, the oxidation 

and reduction of atoms that come from the active electrodes. The conductive filament is 
formed by these reduced and clustered atoms. In this kind of devices, the rupture of the 
conductive filament is thermally assisted. 

2. A bipolar CBRAM simulator, which is also based on electrochemical processes. Although 
in this case the conductive filament is also formed by the clustering of reduced atoms, the 
rupture is carried out by means of the electric field, although thermal effects can also play 
a non-negligible role. 

3. A Valence Change Memory simulator where conductive filaments are formed by means of 
vacancies (usually oxygen vacancies) and they are ruptured by means of the recombination 
between vacancies and oxygen ions driven by the electric field. Again, in some 
technologies, thermal effects have to be also considered. 
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Methodology 

The development of the simulators was based on the following tasks: 

1. Unipolar CBRAM simulator: 

a. The first step was the study of the previous models and the different physical 

mechanisms involved in the device operation. In this case, it was considered the 

ion oxidation/reduction, the migration and clustering of ions and the temperature 

and electric field distributions. 

b. Experimental data obtained by the fabricated devices at the Institut de 

Microelectrònica de Barcelona IMB-CNM (CSIC) was analyzed. This was made in 

the context of a coordinated research project and funded by the Ministry of 

Economy and Competitiveness. 

c. A kinetic Monte Carlo with thermal and electric field description was developed. 

The simulator includes the formation and rupture of the conductive filaments. 

d. The charge transport mechanisms were implemented (such as ohmic conduction, 

Poole-Frenkel emission, Quantum Point Contact model, etc.). 

e. The simulator was fitted by means of comparisons to experimental data. 

2. Bipolar CBRAM simulator: 

a. The former simulator was adapted to include bipolar operation.  

b. The simulator was fitted by means of experimental data of fabricated devices. The 

devices were made at the Laboratory of Nanofabrication and Novel Device 

Integration, Institute of Microelectronics, Chinese Academy of Sciences, Beijing. 

3. VCM simulator: 

a. Description of the main physical mechanisms involved in the resistive switching 

such as generation of Frenkel defects (vacancies and ions generation), migration of 

ions and recombination between vacancies and ions was performed. 

b. Thermal and electric field descriptions were implemented. 

c. The charge transport mechanisms were implemented (ohmic conduction, Poole-

Frenkel, etc.). 

d. The simulator was fitted by means of experimental data measured in devices 

fabricated at the Institut de Microelectrònica de Barcelona IMB-CNM (CSIC) 
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1. Introduction to RRAM technology 

and computational tools 

During the last decades, the non-volatile memory market has been dominated by the flash 

technology, both in its NOR and NAND architecture. The features that made possible the wide 

extension of the flash memories were their high density and low cost, but there are some 

disadvantages which point out its limitations, as the low operation speed (write/erase time: 1 ms/0.1 

ms), poor endurance (106 write/erase cycle) and high write voltage (> 10V) [Pan2014, Ielmini2015]. 

Furthermore, some physical hurdles have been found in the development of this technology. Mainly 

in relation to its miniaturization limits. Some mechanisms that can hinder or block its scaling race 

would be: the Stress Induced Leakage Current (SILC), Random Telegraph Noise, charge trapping 

and threshold voltage shift [Villena2015b, Pan2014, Ielmini2009, Gupta2019, Xie2013]. Besides the 

internal operational problems at each cell, there are other issues associated to the cell number per 

surface unit like the Cross-Talk. This latter effect is linked to the parasitic capacities due to the 

coupling between two adjacent cells that are too close. [Villena2015b, Lee2002, Atwood2004]. 

There are some candidates for substituting flash technology that can solve the intrinsic problems 

reported above [Pan2014, Villena2015b, Chen2016, Xie2013, Waser2010, Waser2012, Lanza2019]. 

The two best candidates for achieving this are assumed to be the Spin-Transfer Torque-

Magnetoresistive RAM (STT-MRAM) and the Resistive Random Access Memory (RRAM). These 

last ones will be subject of this work. These devices show a miniaturization potential down to < 10 

nm and a sub-ns operation speed, besides an <0.1 pJ energy consumption and a high endurance (>
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 1012  switching cycles) [Pan2014, Chen2016, Lanza2019, Lanza2014, Gupta2019, Xie2013, 

Waser2012, Waser2010, Zahurak2014, Munjal2019, Carboni2019]. Furthermore, RRAMs have 

simple enough structures to be integrated in passive crossbar arrays with a small size and also to 

be vertically stacked in 3D architectures, reducing even more the effective size [Pan2014, 

Nardi2011, Lim2015, Ielmini2016]. 

RRAM devices, the ones we are interested in, base its operation on the switching between different 

resistance states, a process known as resistive switching (RS). This property allows their operation 

as memories since the resistance states can be used to determine different logic states [Lanza2019, 

Pan2014, Lanza2014, Chen2016, Ielmini2017, Waser2010, Wong2012b, Yang2013b, Ielmini2016]. 

One can distinguish various types of RRAMs depending on the physical-chemical mechanisms that 

control the change between the device inner resistance [Waser2009, Ielmini2017, Chen2016, 

Guy2015, Waser2012, Yang2013, Pan2014, Lee2015, Ielmini2015]; in particular, the low resistance 

state (LRS) and the high resistance state (HRS). The switching event from the HRS to the LRS is 

denoted as the SET process (or forming process when it is carried out in the device pristine state) 

and the opposite switching event, from the LRS to the HRS, is called RESET process. Some devices 

can achieve more than two stable resistive states, this operation mode is useful for multilevel 

information processing and also for neuromorphic computing applications (although to 

distinguish each conductive state could be a challenge because of the variability of the resistance 

states) [Lanza2019, Rao2016, Poblador2018, Maestro-Izquierdo2019, Jo2010, Banerjee2017, 

Ielmini2018, Covi2016, Matveyev2016, Alibart2013, Prezioso2015, Yao2020, Berdan2016].  

 
Figure 1-1. Typical I-V curves for RS in RRAM devices. One I-V bipolar cycle curve when the SET is carried 
out with positive voltage (a) and negative (b).  c) Typical unipolar I-V curves for positive and negative stresses.  
d) shows threshold I-V curves for positive and negative voltages [Lanza2019]. 



1. Introduction to RRAM technology and computational tools 
 

3 
 

Insulator Structure Type Operation speed (set-reset) || 
Endurance or data retention || 
ON-OFF ratio 

Made by 

ZrO2:Cu Cu/ZrO2:Cu/Pt  Nonpolar/unipolar 
CBRAM 

50-100 ns  104 s readout 106 [Guan2008] 

HfOX TiN/TiOX/HfOX/TiN VCM 10-10 ns 106 cycles 10 [Chen2010] 
AlOX Al/AlOX/CdTe:Sb Nonpolar/unipolar 

Charge trap 
<10-10 ns 104 cycles 106 [Xie2013b] 

Cr2O3 Pt/Cr2O3/TiN VCM - 6 ×
104  cycles 

102 [Chen2011] 

SiO2 Pt-dispersed SiO2 Bipolar charge trap 100-100 ps 108 cycles 107 [Choi2013] 
HfOX TiN/Hf/HfOX/TiN VCM <1 ns  5 × 107 

cycles 
50 [Govoreanu2

011] 
CuO Metal/CuO/Metal 

(metal= Ni and Pt) 
Unipolar CBRAM - - - [Fujiwara200

8] 
HfO2 Au/HfO2/TiN   Unipolar CBRAM 120-80 ns 102 cycles 104 [Walczyk200

9] 
Al2O3 Al/Ti/Al2O3/s-CNT VCM 50-50 ns 106 cycles 100 [Ahn2015] 
HfO2 Ni/HfO2/Si Unipolar CBRAM - - - [Aldana2017] 
HfOX Cu/HfOX/𝑃𝑃𝑃𝑃 Bipolar CBRAM - - - [Aldana2018, 

Sun2017, 
Liu2014] 

HfO2 TiN/Ti/HfO2/W VCM - - - [Aldana2020] 
HfO2 TiN/Ti/HfO2/TiN  - 10 years - [Perez2019b] 
Al2O3/HfO2/
Al2O3 

Pt/Al2O3/HfO2/Al2O3/TiN
/Si 

VCM - 103 cycles  >10 [Wang2015]  

GaOX Pt/GaOX/TiN VCM <400-600 ns  > 104 cycles >102 [Yang2013c] 
Cu-doped 
SiO2 

Cu/Cu-doped SiO2/W Unipolar (u) and 
bipolar (b) CBRAM 

- 5 × 104 s 
107 cycles 

(u) 103 
(b) 106 

 

[Schindler20
07] 

GeS Ag/GeS/W Bipolar CBRAM 50-50 ns > 7.5 × 106 
cycles 

>105 [Symanczyk2
007] 

Gd2O3 Pt/Gd2O3/Pt VCM - 10 years > 2 ×
106 

[Cao2009] 

Graphene 
oxide 

ITO/Graphene oxide/Al Bipolar. 
Charging/dischargin
g of graphene oxide 

<5-5 ns >103 cycles >104 [Jin2012] 

PFN-C Au/PFN-C/Al - <300-500 ns 3.6 × 106 s 
>107 cycles 

> 4
× 103 

[Kwan2007] 

NiO NiO/Pt Threshold. Nickel 
vacancies and 
defects 

- Volatile - [Seo2004] 

PI: PCBM Al/PI:PCBM/Al Unipolar, bipolar. <200-200 ns 105 cycles 108 [Kim2012] 
HfOX TiN/TiOx/HfOX/TiN VCM 300 ps 1010 cycles >10 [Lee2010] 
PCMO Al/PCMO/Pt VCM <8-8 ns 1010 cycles >103 [Liao2011] 
SiN Pt/SiN/Ti Bipolar charge trap <100-100 ns >109 cycles >107 [Kim2013] 
a-Si Poly-Si/a-Si/Ag Bipolar CBRAM <5-10 ns >108 cycles >107 [Kim2010] 

Table 1. Compilation of storage media with some important characteristics, such as device structure, the type 
of devices (operation mode and RS mechanism), operation speed, endurance, data retention and the ratio between 
the LRS and HRS. 
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RRAM devices have a simple structure; therefore, their fabrication difficulties are linked to the 

material growth and stabilization. They consist of two electrodes (usually metallic, although they 

can also be made of semiconductors) that sandwich a dielectric and, in general, they are CMOS 

technology compatible. Their scaling capacity, operation simplicity and high-speed commutation 

make them very attractive to face future industrial challenges. 

 One must take into account that when different materials are used for fabricating the 

metal/insulator/metal (MIM) cell, different electrical stresses will be required to achieve RS. In this 

sense, the devices can be classified as unipolar (Figure 1-1c), bipolar (if they need respectively the 

same or opposed polarity of stress to achieve the RS, as shown in Figures 1-1a and 1-1b), non-polar 

(when the polarity does not matter) and threshold RS (if the LRS is volatile and the RESET process 

takes place when the stress is switched off, as shown in Figure 1-1d) [Lanza2019, Pan2014]. A 

compilation of different RRAM technologies, their RS operation and their main features are shown 

in Table 1. A great number of different technologies with reasonably good results have been 

fabricated until now. 

Depending on the space occupied by the atomic rearrangements responsible for the resistance 

change, the RS can be classified as filamentary and area dependent. The filamentary case is when 

the atomic rearrangements take place in the form of small spots (< 100 𝑛𝑛𝑛𝑛2), as can be see in 

Figure 1-2f and 1-2g. In this case, the percolation path is formed in a limited volume, much smaller 

than the total dielectric volume [Lanza2019, Pan2014, Poblador2020, Niu2016, Privitera2015, 

Wu2013, Yang2009, Brivio2014, Celano2015, Molina2017, Qi2018]. As can be seen in Figure 1-2, 

this kind of CF structures have been characterized by means of SEM [Poblador2020, Celano2015, 

Pan2014, Lanza2019], TEM [Niu2016, Privitera2015, Wu2013, Molina2017, Pan2014, Lanza2019] and 

AFM [Bersuker2010, Niu2016, Yang2009, Brivio2014, Celano2015, Qi2018, Pan2014, Lanza2019]. It 

should be noted that the size and CF conical shape shown in Figure 1-2a, 1-2b and 1-2c are in line 

with what will be exposed in section 3, where unipolar and bipolar models of CBRAM are 

presented. 1-2d and 1-2e show a cylindrical-like CF usually related to the presence of a grain 

boundary, also in line with the results presented in section 4. Also, Figure 1-2f, 1-2g, 1-2h shed 

some light about the RS filamentary nature in VCM devices and about the CF degradation process 

(the permanent dielectric breakdown). 
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Figure 1-2.  Physical characterization using TEM and SEM images to observe the CF shape and size, just like 
the RS phenomena involved in each kind of device. TEM images of the CF for a bipolar CBRAM device based on  
𝐴𝐴𝐴𝐴/𝑍𝑍𝑍𝑍𝑍𝑍2/𝑃𝑃𝑃𝑃 cell after SET process (a) and after two RESET processes (b and c) [Sun2013]. The cone-like CF has 
its narrowest part near the Pt electrode. Figures b and c show the CF dissolution when opposite bias is applied. 
TEM images of unipolar CBRAM device based on Pt/ZnO/Pt cell are shown in figures d and e [Pan2014]. It can 
be seen that after the SET process (d) the RESET process is carried out with the same polarity. Figures f-h:  SEM 
top view image of the HfO2 layer of a VCM device based on a TiN/Ti/HfO2/W stack [Poblador2020]. Figure f 
corresponds to the LRS, Figure g to the HRS and Figure h to a degradated case of the CF. 
 

RRAM memories form part of a wider group called memristors. Memristors are resistances with 

memory, which can change their characteristics in a controlled way and then return to the original 

state [Chua1971]. The name comes from the contraction between the words memory and resistor. 

This device would be the element which completes the classical electric passive elements: resistor, 

inductor and capacitor. These elements are related through the basic electrical magnitudes, such 

as voltage, charge, flux and intensity as shown in Figure 1-3a. The current versus voltage plot for 

memristor devices has a loop shape (Figure 1-3b), what means that for the same voltage value it 

can be found two different values of current, depending on the resistance state. This is the 

foundation of the operation as a memory device. 
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Figure 1-3. a) Scheme of the four basic passive electrical elements (resistor, inductor, capacitor and memristor) 
and their corresponding six relations between the fundamental magnitudes (voltage, charge, flux and intensity). 
Two of them are basic relationships (the definition of current and the Faraday's law) and the other four are the 
definitions of the four circuit elements (resistor, inductor, capacitor and memristor). b) Typical hysteresis I-V 
loop for a memristor element [Pazienza2011]. 

 

RRAMs or RS devices, in general, are revolutionizing applications like neuromorphic circuits 

because they can easily mimic biological synapses and reduce the size and power consumption of 

hardware neural networks [Villena2015b, Lanza2019, González-Cordero2019b, Prezioso2015, 

Alibart2013, Merolla2014, Yao2020, Wang2019, Berdan2016]. Current von-Neumann architecture 

has many problems in terms of efficiency and scalability. This becomes evident when dealing with 

memory, communication and computation issues related to highly interconnected neural networks 

[Merolla2014]. In this sense, Moore’s law and von Neumann architecture act as a constraint for the 

implementation of learning algorithms that use neural networks for solving problems without 

human supervision [Wang2019]. This constriction is due to the fact that memory and processing 

tasks are carried out in different unis (or circuits). This leads to high energy consumption and a 

relevant latency in data transfer between units [Yao2020]. Otherwise, memristors in general, open 

a computing paradigm in which data are stored at the same place where they are processed, 

eliminating the cost of data transfer [Yao2020]. This is due to the fact that this kind of devices 

allows to mimic the synaptic weights, the most abundant element in artificial neural networks. The 

implementation of this hardware is still a great challenge [Alibart2013]. The neuromorphic systems 

can assist the fabrication of smart distributed systems with computation capacities greater than 

current ones. As opposed to the current schemes for which a processor and memory are separated 

and defined by the architecture of the system [Villena2015b, Berdan2016]. It still has to be developed 

an artificial neural network capable of being comparable in information processing efficiency to 

the biological brain. The mammalian brain can recognize complex images faster, with a better 



1. Introduction to RRAM technology and computational tools 
 

7 
 

fidelity and with a fraction of energy than today computers. Because of the development of robotics, 

bioinformatics and distributed sensor networks and the problems about energy consumption, the 

need of efficient artificial neural networks is quite relevant [Alibart2013]. 

Depending on the application, the circuits can contain different amounts of RS cells. For instance, 

detectors and logic gates usually have less than ten RS cells, but nonvolatile memories (NVM) and 

artificial neural networks can have billions [Lanza2019]. Not only RRAM devices have been 

fabricated, but also integrated circuits based on them [Zahurak2014, Liu2014b, Kawahara2013]. A 

16Gb Non-volatile Cu-based RRAM circuit has been fabricated at the 27nm node with an operation 

speed of 180MB/s for writing and 900MB/s for reading operations [Zahurak2014]. Also, a 32Gb 

RRAM circuit in a 24nm process has been made in a cross-point architecture array to stack multiple 

memory layers minimizing the chip area [Liu2014b]. 

One of the main hurdles that it is necessary to face in the NVMs fabrication is to ensure that all 

devices show good performance and nearly identical behavior. That is, low cell-to-cell variability 

(also named extrinsic variability) has to be achieved. Another problem is cycle-to-cycle variability. 

This variability is other of the main challenges for the industrial mass production of RS-based 

NMVs. Because of that, a better understanding of the resistive switching physics is neccesary, 

which is the source of intrinsic variability. These variabilities are manifested in the dispersion of 

the forming, RESET and SET voltages and in the resistance distributions when the CF is fully 

formed or ruptured [Lanza2019, Pan2014]. The goal of this work is to focus on the RS process, 

related to the intrinsic variability. 

For the study of the device average behavior continuous models are used. These models are based 

on the resolution of partial differential equations that describe some processes or physical 

magnitudes in the computational domain [Menzel2009, Menzel2015, Villena2013, Villena2014, 

Villena2014b, Villena2015, Villena2017, Villena2017b, Vandelli2013, Vandelli2015, Aldana2017, 

Aldana2018, Aldana2018b, Aldana2018c, Aldana2020]. In this sense, Poisson, heat or current 

continuity equations just like charge carriers drift-diffusion equations can be solved. For facing 

these partial differential equations, some discretization techniques must be used such as finite 

element method (FEM), finite difference method (FDM) or finite volume method (FVM) 

[Ielmini2015]. It should be noted that different materials are implemented in these models through 

their macroscopic physical properties, such as electrical and thermal conductivities. And, although 

continuous models can be used to understand the behavior of the device, one of the disadvantages 

is the lack of information about the atomic configuration. 

On the other hand, in order to study the device at the atomic scale, ab initio techniques are the best 

ones, as they are based on first principles. Two of these techniques are the density functional theory 

(DFT) and the molecular dynamics (MD), which are computationally costly [Ielmini2015, 

Lanza2019]. This is the reason why only small volumes and short times can be dealt with 

[Voter2007]. For this kind of simulations, a certain structure (like crystal structure) has to be 
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considered. These two techniques can be combined, for instance, using DFT for calculating a field 

force needed for MD. This force field can also be empirically chosen, which has less computational 

burden. The selection of these force fields determines the accuracy of the method. Complete RS 

processes in RRAM devices cannot be achieved with this technique because of the high 

computational cost previously commented [Voter2007]. Although it can be useful for calculating a 

specific electronic structure or the migration energy barrier [Zhao2015, Zhao2017, Duncan2016, 

Duncan2017].

Other simulation approachs are based on the kinetic Monte Carlo (kMC) algorithm [Wong2012, 

Guy2015, Pan2011, Pan2014, Dirkmann2018, Vandelli2015, Menzel2009, Menzel2015, Aldana2017, 

Aldana2018, Aldana2018b, Aldana2018c, Aldana2020] . These methods can combine atomistic and 

continuous models, selecting the occurring event by means of rate equations. Among them, some 

stand upon percolation theories [Raghavan2012, Long2013, Chae2008]. The simulation domain is 

an important characteristic of these simulators because it determines the geometric features. One 

can find 2D domain approaches [Pan2014, Guy2015, Wong2012, Menzel2015] and also 3D 

[Vandelli2015]. There is even a mixed case with 2D and 3D domain, which can be useful to optimize 

the computation burden [Dirkmann2018]. The selection of the simulation domain is a trade-off 

between accuracy and computational cost. 3D simulations have better results, but also have to carry 

out many more operations which can extend the simulation time if it is not designed carefully, 

making them useless from the industrial viewpoint. In this sense, according to the simulation 

approach, there are some simulators that implement the Poisson and heat equations in 2D or 3D 

[Guy2015, Wong2012, Vandelli2015, Villena2014, Villena2013]. Regarding the reproduced 

processes, there are some simulators that are prepared to simulate complete RS cycles [Wong2012, 

Vandelli2015, González-Cordero2016] and others are optimized to cover only one or two processes 

like the forming and SET [Guy2015, Pan2011]. Concerning the charge transport mechanism 

through the dielectric, some simulators implement trap-assisted tunneling (TAT) that takes into 

account the defects (such as vacancies) distribution in the dielectric [Guy2015, Wong2012, 

Vandelli2015, Dirkmann2018]. A different approach could be implemented from a macroscopic 

point of view, focusing on the average behavior of the device. This approach is mostly used during 

the HRS in compact models [Garcia-Redondo2016, González-Cordero2016] and it is usually based 

on conduction mechanisms like Thermionic emission, Direct Tunneling, Fowler Nordheim or 

Poole-Frenkel [Ouyang2016]. A combination of this technique with kMC algorithm could be 

interesting. This strategy could let to achieve a microscopic description of the particles with a 

macroscopic description of the current with a low computational cost. A more detailed description 

of these conduction mechanisms in the HRS are presented in appendix 6.1. When the conductive 

filament is fully formed (LRS), a different approach from the one used in the HRS has to be assumed. 

Many studies assume ohmic conduction [Miranda2012, Dirkmann2018, González-Cordero2016], 

calculating the CF resistance, the set-up resistance and the Maxwell resistance in an equivalent 

circuit that models the device [Villena2013, Villena2014]. In some cases, also the Quantum Point 
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Contact model is necessary to be incorporated for the calculation of the current [Villena2014, 

Roldán2018, Calixto2020]. The description of these conduction mechanisms for LRS and the 

equivalent circuit model can be found in appendix 6.2. 

In this thesis there have been developed some kMC based computational tools for Conductive 

Bridge RAMs and Valence Change Memories. This latter kind of RRAM memories will be 

explained in section 1.3.1. The kinetic Monte Carlo (kMC) algorithm has been selected in order to 

get a microscopic description of the evolution and structure of the conductive filament. This kind 

of algorithm also allows to get in a natural way the stochastic behavior of the system and hence it 

is able to reproduce some phenomena linked to this stochasticity. Furthermore, the simulators also 

incorporate the solution of the 3D heat and Poisson equations point by point and in every step time 

in the whole simulation domain to get an accurate description of the system physics. The 

differential equation modules are an important part of the simulators because they allow to 

estimate internal variables which are hard to obtain by means of experiments. Besides, the electric 

field and temperature affect the majority of the processes involved in the resistive switching, hence 

it is essential to have an accurate description of them. The thermal run-away is one of the major 

mechanisms of the real devices failure and resistive switching. In summary, these simulators are 

able to reproduce complete RS cycles, with a good correspondence between the experimental and 

simulated data. Moreover, they will give reasonable internal physical variables and can explain 

some phenomena that are difficult to describe experimentally. These tools could be used to probe 

different materials and cover a wide range of RRAMs, therefore, they are a good help in the 

fabrication process and in the device design. 

1.1. Non-volatile technologies: Flash memories and its 
limitations 

The flash memory technology is based on the MOSFET transistor with a floating gate, which is 

also known as Floating Gate Avalanche-injection MOS (FAMOS). This device is a conventional 

MOSFET transistor with an additional gate added just below the Control Gate (CG) known as 

Floating Gate (FG), as is shown in Figure 1.1-1. 
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Figure 1.1-1. Scheme of a MOSFET transistor with a Floating Gate (FG) [Villena2015b]. 

 
This gate is electrically isolated from the rest of the terminals as it is inside the oxide. It is 

important to point out that one can change the threshold voltage of the transistor (𝑒𝑒𝑇𝑇), that is to 

say, the minimum voltage to create the MOSFET inversion channel. This can be carried out by 

injecting hot electrons from the channel to the FG applying a strong electric field between the CG 

and drain [Frohman‐Bentchkowsky1971]. This mechanism is based on charge carriers that are 

stocked in the FG. These charges screen the electric-field between the CG and the channel of 

transistor canceling it partially. This leads to a greater threshold voltage (𝑒𝑒𝑇𝑇2)  to create the 

conduction channel [Bez2003]. Once the electrons are injected in the FG they can stay there 

permanently (around 10 years). 

This phenomenon allows to define two (or more in the case of multilevel devices) memory states 

which can be used as unit of logic information (0 and 1), charging and discharging the FG. If the 

FG is charged and a voltage (V) is applied to the CG, being 𝑒𝑒𝑇𝑇 < 𝑒𝑒 < 𝑒𝑒𝑇𝑇2, no channel will be created 

and, therefore, there will not be conduction, defining this state as a logic 0. On the contrary, if the 

FG is discharged, with the same voltage there will be conduction, defining this state as a logic 1. 

For the discharge process, that is, for erasing, it is needed to extract the electrons from the FG. 

This process can be performed applying a strong vertical electric field from the CG to the source. 

Although this technology is quite versatile and have dominated the non-volatile market over 

several decades (it still does), the reduction of the cell size is facing a physical limit. When the cell 

scale is below 25 nm, some problems related to charge fluctuation and loss of charge appear. Some 

of these issues are the following [Ielmini2009]: 

• Stress Induced Leakage Current (SILC): some defects can show up in the oxide due to the 

intensive programming, which wear it away. These defects can act as intermediate levels 

for the electrons to escape from the FG. This charge loss could change 𝑒𝑒𝑇𝑇  in an 

uncontrolled way, hindering the control over the cell. 
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• Charge trapping in the oxide: charge accumulation in the FG by means of strong electric 

field can lead to trapped charges in the oxide. These charges provoke a screening of the 

charges stocked in the FG modifying 𝑒𝑒𝑇𝑇. 

• Random Telegraph Noise (RTN): the traps in the tunnel oxide can also affect the reading 

process by capturing a channel electron and releasing it back to the channel. This trap 

charging/discharging modifies the vertical electric field modulating the channel charge 

changing the measured current and consequently 𝑒𝑒𝑇𝑇. This phenomenon produces random 

fluctuations in the current during the read process. 

• Cross-talk (parasitic capacities): the closeness of neighbor cells can influence FG 

capacities. This is essential when working with a low number of charge carriers where the 

𝑒𝑒𝑇𝑇 level is strict. 

In summary, in this technology the low number of charge carriers, as a consequence of the small 

size of the cells, can lead to the control loss of the device operation. 

1.2. Emerging technologies in the context of non-volatile 
memories 

The limitations described in the previous section 1.1 have pushed to the use of new technologies. 

One way is to develop new materials which allow the improvement of CMOS technology with 

respect to the device speed, the storage density and the power consumption. Other line of 

development would be the use of CMOS technology with new architectures to improve the 

information processing. Finally, our focus here would be the study of new devices based on new 

operation principles with the aim of replacing the current flash technology for non-volatile memory 

purposes. Some of the new devices with potential to substitute the flash technology would be the 

following: 

• Ferroelectric memories, such as the Ferroelectric Field-Effect transistor (FeFET) and the 

Ferroelectric Tunnel Junction (FTJ). In the FeFET cell, a ferroelectric capacitor is added to 

the FET transistor gate that can be polarized modifying the charge distribution in the 

channel which changes the output current [Ma2000, Horiuchi2008]. The main problem in 

these devices is the retention time, as they lose the information due to the leakage current 

and the electric field that depolarize the ferroelectric layer [Ma2002]. The FJT has two 

electrodes with a thin ferroelectric layer in between in which a current is produced by a 

quantum tunnel effect [Zhuravlev2005, Kohlstedt2005]. With an applied voltage one can 

control the polarization of the ferroelectric and so the energy barrier height that 

determines the tunnel current. 

• Mott memories are a type of device based on the transition between metal and insulator in 

materials with correlated electrons or Mott materials [Mott2004] which present two 
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different resistance states. Usually, the cell structure consists in a metal-insulator-metal 

(MIM) where the insulator is a Mott material whose transition can be induced by the 

electric field, carrier injection [Asamitsu1997] or by thermal activation [Pickett2012]. 

• Phase Change Memories (PCM) operate by using the change of the crystalline phase with 

a low associated resistance and an amorphous phase with high resistance [Burr2010, 

Chen2016]. These kinds of devices are made of chalcogenides and the transition from 

amorphous to crystalline (SET) determines the operation speed while the opposite process 

(RESET) is the power-limiting step [Burr2010, Chen2016]. 

• Spin-transfer-torque random-access-memories (STTRAM) are devices that can improve the 

writing mechanism based on spin transfer torque processes [Chen2016]. These devices are 

more scalable and efficient than MRAMs. They are made with a magnetic tunnel junction 

(MTJ) with two ferromagnetic layers separated by a thin oxide barrier (usually 1-2 nm MgO 

layer) [Chen2016, Yu2016]. The orientation in a parallel and anti-parallel way of the two 

ferroelectric layers is the base for the achievement of the LRS and HRS [Chen2016]. 

• Memories fabricated with materials based on carbon are proposed as non-volatile 

memories using different types of allotropes as nanotubes, graphene-like conductive or 

insulating carbon for their application as resistance-change material [Kreupl2008]. Also, 

amorphous carbon has been used in some devices [Chai2011]. Some of the devices are based 

on the transition between diamond-like (HRS) and graphite-like (LRS) phases [Qin2012] and 

other change between the HRS and the LRS with the thermal creation and rupturing of 

nano-holes [Kreupl2008]. 

• Macromolecular devices are based on a tunnel diode MIM with a polymer layer 

incorporated. The switching between the different resistance states is carried out by the 

polarization of the metal electrodes which change the resistance of the polymer. This 

behavior can be achieved for different polymers with unipolar and bipolar operation 

[Liu2012, Bai2013, Siebeneicher2012].  

• Molecular memories are based on a few molecules that operate as a percolation path 

between the electrodes. The operation is facilitated by the application of an external voltage 

to change the device resistance state [Song2011, Reed2001, Tour2003]. 

• Resistive Random Access Memories are the devices considered here. This is the most 

promising technology in the non-volatile landscape. These cells are made of a MIM or MIS 

(metal-insulator-semiconductor) structure and the RS takes place in the insulator 

[Villena2015b]. Dielectrics based on transition metal oxides, chalcogenides, 

semiconductors and organic materials can change its resistance state through different 

physical mechanisms [Villena2015b, Chen2016]. The compatibility with the CMOS 

technology and its simple structure allow the great scalability of the RRAM technology 

(below 5 nm) with the traditional procedures of fabrication [Villena2015b, Chen2016, 

Yu2016]. Furthermore, for these devices the fabrication process is quite cheap, they need a 

low voltage to operate (~3 V) [Villena2015b, Pan2014], they show a low power consumption 
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(~0.1 pJ/bit) [Zahoor2020], have a high-speed of processing (<1 ns) [Munjal2019] and the 

possibility of 3D stacking [Villena2015b, Pan2014, Munjal2019]. Depending on the main 

physical mechanisms that govern RS, one can classify the devices in Conductive Bridge 

RAM (CBRAM), Valence Change Memory (VCM), thermochemical RRAM memory and 

metal oxide bipolar non-filamentary RRAM memories [Villena2015b, Chen2016, Yu2016]. 

This latter RRAM classification has been selected here, although other taxonomies are also 

possible. A more detailed description of the physics of each kind of device will be treated 

in section 1.5. 

1.3. Physical and technological foundations of RRAMs 

1.3.1. Theoretical foundation of the device operation  

Resistive switching is the most important physical phenomenon in resistive RAMs because it is the 

basis of its operation. Usually, the material that changes its resistance is a metallic oxide and the 

transition occurs between two (or more) different states known as High Resistance State (HRS) and 

Low Resistance State (LRS). The structure is quite simple and consist of a metal-insulator-metal 

(MIM) or a metal-insulator-semiconductor (MIS) with a cheap fabrication process and also 

compatible with the CMOS technology which allow the scalability of the device. In the Figure 1.3-1 

is shown a scheme of the structure and some schematic I-V curves of the RS process for unipolar 

and bipolar devices. 

 
Figure 1.3-1. a) Scheme of the typical MIM (or MIS) structure of a RRAM cell. Schematic I-V curves for RS 
process for b) unipolar and c) bipolar devices. Also, a compliance current is pointed out with a dashed line and it 
is usually established to prevent the permanent breakdown during the SET [Pan2014]. 
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One can classify RRAMs according to the nature of resistive switching in two great groups: 

Electrochemical Metallization Cells (EMC), also named as Conductive Bridge RAM (CBRAM), and 

Valence Change Memories (VCM). The majority of these devices commute between the HRS and 

the LRS with the creation and destruction of conductive filaments (CFs), i.e. the conduction in the 

LRS has filamentary nature [Menzel2009, Menzel2015, 

Vandelli2013]. In the case of the CBRAM (where 

thermochemical RRAM memories might be included) 

the CF is formed by metallic atoms coming from the 

active electrode [Waser2012, Yang2013, Guy2015, 

Ielmini2015] and in VCM the CF is usually formed by 

oxygen vacancies [Menzel2009, Menzel2015, 

Vandelli2013]. The exception would be the metal oxide 

bipolar non-filamentary RRAM memories, which have 

a disperse distribution of oxygen vacancies instead of a 

CF [Sawa2004]. In the Figure 1.3-2 there is a schematic 

representation of the operation of these mechanisms. 

CBRAM form and rupture the CF responsible of RS by 

means of electrochemical processes. These 

electrochemical processes consist mainly of the 

oxidation and reduction of atoms that come from the 

active electrodes. Because of that, at least one of the 

electrodes has to be electrochemically active, i.e., to be 

the source of ions needed to form the CF. Thus, when 

a high enough external electrical field is applied, the 

atoms of the active electrode oxidize and travel along 

the dielectric medium dragged by the electric field. 

These processes are the basis of the forming and SET 

process, that is, the transition from the HRS to the LRS. 

Thereby, enabling the formation of cluster of reduced 

atoms that can grow inside the dielectric forming a CF 

with metallic-like behavior that bridges the electrodes. 

These ions can be reduced anywhere in the dielectric, 

but usually they are reduced when they reach the inert 

electrode [Hasegawa2010, Lu2012, Pan2011]. At this 

point, it is important to point out that depending on 

the ion mobility (in relation with the reduction 

probability) the atoms will reduce near the active 

electrode (if the mobility is low enough) or the inert 

 
Figure 1.3-2. A rough representation of 
thermochemical mechanism (TCM), valence 
change mechanism (VCM) and 
electrochemical metallization mechanism 
(ECM). In TCM and ECM the main process is 
the oxidation and reduction of atoms, while in 
the VCM is the generation of Frenkel pair 
defects (vacancy and ion) and its 
recombination [Ielmini2015]. 
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electrode (for high mobilities) [Pan2014]. So the cluster will start forming close to one of the 

electrodes (or even in the middle for some determined proportion between the ion mobility and the 

reduction probability) [Pan2014], and if it is in contact with one of the electrodes, it will form a layer 

that would work as an extension of the electrode, what is called virtual electrode [Waser2010, 

Waser2012]. In the case of the CF rupture, if some of the remnants are in contact with the 

electrodes, they would also work as virtual electrodes. Regarding the RESET process one can find 

two kinds of devices depending on the polarity needed to rupture the CF: bipolar and unipolar, as 

explained in Figure 1.3-3. Of course, this is not just a technical operational characteristic but there 

are different physical phenomena behind this behavior. The unipolar case is the so-called 

thermochemical RRAM memory where the rupturing of the filament is basically thermally assisted, 

oxidizing the CF and then diffusing thermally (and by the electric field) the ions, leading the device 

to the HRS [Pan2014, Villena2014] as represented in the Figure 1.3-2 in a simplified way. The 

unipolar devices allow a great scalability and also simplify the external control circuits, which make 

them very interesting. On the other hand, the bipolar devices are dominated also by the effect of 

the applied electric field. The thermal effects are secondary or share relevance with the electric 

field [Pan2014, Lanza2014, Villena2017]. Because of that, the operation of these devices must be 

bipolar, in order to oxidize and drag the ions away from the CF, leading the device to the HRS.  

VCMs are the other important group of resistive memories, whose conductive filaments are formed 

by means of vacancies (usually oxygen vacancies). For this kind of devices, it is essential a metal 

layer that works as an oxygen reservoir (such as Ti) for their good operation [Dirkmann2018]. The 

dielectric breakdown is produced by the combined effect of the electric field and the temperature. 

 
Figure 1.3-3. The main differences we have between the unipolar and bipolar devices is the polarity we need 
to carry out the RESET process. In the unipolar case one need the same polarity for the forming, SET and 
RESET processes. For bipolar base one need one bias for forming and SET and the opposite for the RESET 
[Lanza2014]. 
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These would break the bonds of the molecules generating Frenkel pair defects (a vacancy and an 

ion, usually oxygen) that can form a defect-rich region leading the device to operate in the LRS 

[Vandelli2015, Vandelli2011, Dirkmann2018]. These devices always have a bipolar operation 

because an opposite bias is needed to carry out the RESET process. When the opposite voltage is 

applied, the ions stored in the reservoir layer are injected again in the dielectric and field-driven 

till they reach the CF and recombine with the vacancies. If enough ions are injected in the dielectric 

the CF can be ruptured [Vandelli2015]. It is important to note that ions are much smaller than 

vacancies, so their mobility is higher. This lead to assume that vacancies are immobile in some 

simulation approaches [Vandelli2011, Vandelli2011b, Huang2013, Vandelli2015]. Figure 1.3-4 

illustrate the main processes involved in the RS of a VCM. 

 

1.3.2. RRAM main characteristics 

In order to achieve a good characterization of these devices, the most important characteristics 

have to be unveiled. This is especially relevant for scrutinizing RS performance to shed light on the 

applications they are good for. There are two current versus voltage (I-V) sweeps (for the SET and 

RESET) that form one of the most usual figures when studying RRAMs, as much information about 

its performance can be extracted. It is important to point out that these I-V sweeps operate for 

longer times than real memory applications under short (<100ns) pulsed voltage stresses (PVS). A 

current limitation (CC, a compliance current) is employed in order to prevent a permanent damage 

in the dielectric [Ielmini2015]. The main characteristics that one should take into account to 

 
Figure 1.3-4. Schematic operation of the SET/RESET process in a VCM. During the SET process Frenkel pair 
defects are generated and the ions drift until the reservoir layer where they are stored. This cause a rich-defect 
region which form the CF that leads to the LRS. When an opposite voltage is applied, the ions are injected into 
the dielectric, traveling until they reach the CF and they recombine with the vacancies rupturing the CF 
[Wong2012]. 
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describe RRAMs would be endurance, data retention, switching time, power consumption, 

variability, scalability and charge transport mechanisms [Lanza2019, Chen2016, Ielmini2015]. 

Endurance is important for the industrial implementation. A non-durable device would make 

difficult the displacement of flash technology from a dominant position in the non-volatile memory 

market. It can be defined as the number of times that can be switched between two or more 

resistance states maintaining a reasonable resistance ratio to correctly operate [Ielmini2015, 

Lanza2019, Munjal2019, Gupta2019, Wong2012b, Villena2017]. So, for a good characterization, one 

must find the maximum number of RS cycles that a device can achieve with an acceptable ratio 

between the HRS and LRS. It is a common figure of merit the representation of the 𝑅𝑅𝐻𝐻𝐻𝐻𝐻𝐻 and 𝑅𝑅𝐿𝐿𝐻𝐻𝐻𝐻 

versus cycle, where the wear of the device can be observed as a progressive process. Because of that, 

one must set up a threshold conductance ratio between on and off states below which the device is 

considered to have failed [Lanza2019]. However, the criterion to define the failure will depend on 

the application. It should be highlighted that the cell endurance measured is related to the 

relaxation time, that is, the LRS stability during the current measurement over time. In this sense, 

it is found the larger the relaxation time, the higher the endurance measured [Lanza2019]. As the 

measurement stresses used can affect the degradation of the CF, different endurance results can 

be obtained with different experiments (such as direct current or pulsed I-V curves). 

Device retention must also be studied to know how volatile information storage is. As the transition 

between states is generally linked to the presence of a CF that bridges both electrodes, the state 

retention will depend on the CF stability if the technology shows filamentary conduction. In 

summary, the study of the data retention consist in the stability analysis of the LRS and HRS after 

the corresponding SET or RESET processes [Lanza2019, Munjal2019, Gupta2019, Villena2017, 

Wong2012b]. One way to analyze retention is by means of constant voltage stress (CVS) 

experiments with low read voltages (~0.1V) and later on measuring the current versus time (I-t) for 

each resistive state [Lanza2019]. An inherent difficulty for this is the need to keep the LRS for 

enough time, as the atomic configuration achieved during the SET process may vanish over time. 

On the other hand, the HRS should not be a problem because this is the natural state of the device. 

No variations will be found if high voltages are not applied. It should be noted that the stability of 

the LRS depends on the current limitation (CL), which prevents the permanent dielectric 

breakdown, as previously commented. The CL is the way to control the CF growth when the 

forming or SET process is carried out, getting a more stable CF with higher CL [Lanza2009]. In this 

sense, the CL has to be indicated. Regarding the duration of a good data retention for NVMs, this 

would be 10 years at 85°C [Lanza2019]. Of course, the higher the temperature, the lower will be the 

LRS retention, as the particles which form the CF will rearrange more easily. It is also important 

to study the retention time in threshold-type RS cells because it is quite useful for neuromorphic 

computing. This is due to the fact that RS devices operate in a similar way to biological synapses 

[Shi2017, Villena2015b, Lanza2019, González-Cordero2019b, Prezioso2015, Alibart2013, 

Merolla2014, Yao2020, Wang2019, Berdan2016]. The way to mimic biological synapses with this 
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kind of RRAM technology is based mainly on two features. One of them is the similarity between 

the RS cell retention time and the relaxation time of electronic synapses where retention time range 

from some microseconds to few seconds. The other one is the analog control of the device 

resistance due to their plasticity. In this manner, the RS can satisfy synaptic biological learning 

rules operating as the connection strength between neurons by means of relative timing spikes 

[Song2000, Linares-Barranco2011, Yu2017].    

The switching time and energy consumption are two additional important characteristics that must 

be studied to characterize correctly RS devices and to compare with the current technology. The 

switching time is related intimately to the write/read time. This speed determines the throughput 

of a memory system [González-Cordero2019]. Comparing the operation speed between RRAMs and 

the rest of the emerging technology one finds that RRAMs are the fastest, with write/erase times 

that can reach values lower than 1 ns, followed by MRAMs with around 10 ns, FeRAMs (65 ns) and 

PCRAMs with 100 ns [Munjal2019]. Regarding the energy consumption, this variable is crucial for 

the fabrication of portable devices such as smartphones or laptops and the mimicking of biological 

synapses in hardware neural networks [Prezioso2015, Alibart2013]. The reason is that these circuits 

require a high density (in memory, neuromorphic applications, etc.) and this means a very reduced 

space with low energy consumption [Chen2016, You2014, Munjal2019]. The power consumption 

will depend on the materials used for fabricating the cells and on the RS mechanism, since 

filamentary conduction has a higher power consumption than the distributed one [Lanza2019, 

Munjal2019, Carboni2019, Pan2014, Zangeneh2013, Wong2012]. Among the emerging 

technologies, the ones with the lowest power consumption are FeRAMs and STT-MRAMs, which 

have a write energy of ~0.1 pJ/bit. RRAMs operates between 0.1 and 1 pJ/bit and PCMs around 10 

pJ/bit [Carboni2019]. For the study of the energy consumption and the switching time is necessary 

the application of PVS (with square or triangular shape) to the devices. Triangular voltage ramps 

are used to extract 𝑒𝑒𝐻𝐻𝑆𝑆𝑇𝑇  and 𝑒𝑒𝐻𝐻𝑆𝑆𝐻𝐻𝑆𝑆𝑇𝑇  [Lanza2019]. As previously commented, it is important the 

incorporation of the CC element to prevent the breakdown during the SET and forming processes. 

For calculating the switching energy, one must integrate the current and the voltage over the time, 

and, therefore, minimum switching energy short pulses with high ramp rates have to be applied. 

Variability (both the intrinsic and extrinsic one) manifests in the dispersion of the electrical 

characteristics of the device (𝑒𝑒𝐻𝐻𝑆𝑆𝑇𝑇, 𝑒𝑒𝐻𝐻𝑆𝑆𝐻𝐻𝑆𝑆𝑇𝑇, 𝑅𝑅𝐻𝐻𝐻𝐻𝐻𝐻, 𝑅𝑅𝐿𝐿𝐻𝐻𝐻𝐻 …), which it is one of the major obstacles for 

the implementation of this technology in memory and computing applications [Pan2014, 

Lanza2019, Munjal2019, Ielmini2015]. Some studies that deal with both types of variability 

(intrinsic and extrinsic) can be found in the literature [Perez2019]. The cycle-to-cycle variability is 

linked to the system physics and it is the one in which is focused the present work. This last 

variability, the intrinsic, emerges from the stochasticity of the CF formation and rupture (and how 

it is affected by the electric field and the temperature). Some statistical approaches have been used 

to analyze this kind of variability [Acal2019, Roldán2019]. In this sense, as the CF determines the 

electrical properties of the device, it is important to have a good understanding and control of the 
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CF shape, which is a big challenge [Lanza2019, Ielmini2015]. In this sense, understanding the 

physics behind this phenomenon is required. This is the reason why physically realistic 

computational tools must be developed. They can help to delve into the knowledge of the physics 

of these devices and so have a better control of their behavior. It is important to highlight that this 

stochasticity can be useful for random number generation and for implementation of physical 

unclonable function devices for security applications; although, for the case of information storage 

applications it has to be avoided. So, it is recommended that every study of RRAMs should include 

information about variability (cycle-to-cycle) and yield (reproducibility of the device). In Ref. 

[Lanza2019] a group of figures of merit are exposed in order to have a good methodology to evaluate 

both types of variability in these devices. 

Scalability is one of the characteristics of RRAMs that makes this technology have so much 

potential. The behavior of RRAMs is usually reported in the literature for very large devices, with 

areas in the range of  100 𝜇𝜇𝑛𝑛 𝑥𝑥 100 𝜇𝜇𝑛𝑛  to 2 𝜇𝜇𝑛𝑛 𝑥𝑥 2 𝜇𝜇𝑛𝑛 . However, extrapolate this behavior to 

nanoscale devices must be made very carefully. Mainly because breakdown (BD) of the dielectric 

and RS are stochastic processes that take place in the weakest part of the material. In this way, the 

bigger the devices, the higher the probability of finding weaker parts and so lower SET and forming 

voltages will be found. Larger devices, with area bigger than 25 𝜇𝜇𝑛𝑛2, show a behavior similar to 

weak parts of the dielectric. Nevertheless, real devices which usually have quite a small dimension 

(< 100 𝑛𝑛𝑛𝑛2) show characteristics closer to the strongest part of the dielectric [Lanza2019]. These 

differences can be based on the presence or not of grain boundaries [Vandelli2011, Vandelli2015]. 

It has been found that smaller device areas lead to higher forming voltages [Kim2014, Shi2017]. In 

this sense, the characteristics of the device must be indicated for different size areas. Therefore, it 

is recommendable to work in the nanoscale range, although for some universities and research 

institute is quite difficult because of the technology usually used in these institutions. 

1.4. Device fabrication 

The study of RS in RRAM devices usually is carried out in a cell (or a few of them) because the most 

available and extended technology are not able to fabricate an entire circuit. These devices consist 

of a storage layer sandwiched between two electrodes made of different materials. The most usual 

structures for studying the electrical characteristics of RRAM devices are: a) a common bottom 

electrode, b) cross-point and c) cross-bar as shown in the Figure 1.4-1 marked with the same labels 

[Lanza2019]. It is important to note that the area of the MIM cell affects the current during HRS 

and also in LRS when the conduction mechanism is not filamentary (that is, is a distributed 

mechanism). Furthermore, the devices with a filamentary conduction during LRS present a 

stochastic behavior in the RS process, due to the fact that the CF will be formed in the weakest 

parts of the dielectric [Pietronero1988]. Therefore, the larger the devices, the larger the probability 

of finding weaker points, which modify the SET and RESET voltages [Lanza2019, Kim2014, 
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Shi2017]. In addition, this will produce different BD energies that will create CFs of different sizes 

and different characteristics, changing the electrical features of the devices. In general, smaller 

devices show lower 𝐼𝐼𝐻𝐻𝐻𝐻𝐻𝐻  and higher 𝑒𝑒𝐻𝐻𝑆𝑆𝑇𝑇/𝑒𝑒𝐻𝐻𝑆𝑆𝐻𝐻𝑆𝑆𝑇𝑇  [Shi2017]. This is the reason why the former 

structures are important: they allow to study different device sizes in an easy way. The structure b) 

shown in the Figure 1.4-1 allows a greater miniaturization in the fabrication of cells with an easier 

characterization (in comparison with structure a)), but with a more complex fabrication process. 

On the other hand, structure c) has some phenomenon found in real circuits (absent in the b) 

structure) such as sneak path leakage current that is important to characterize. Because of that, it 

is also interesting to study this kind of structure as a complement of the single device one (for 

instance, the cross-point structure). It is useful for understanding arrays behaviors and for massive 

statistical D2D variability studies [Lanza2019]. 

Additionally, it is quite important to point out that the fabrication methods (such as the metal and 

dielectric deposition and lithography) will determine the quality of the results and the cell-to-cell 

variability. It is especially relevant the dielectric thickness fluctuations and the cleaning of the 

interfaces between the electrodes and the dielectric [Lanza2019]. 

 
Figure 1.4-1. SEM images for the most usual structures for the study of RS in RRAM devices. a) Top electrode 
(TE) deposited in blanket samples with a bottom electrode (BE) shared. b) Isolated cross-point RS cell. c) Cross-
bar structure formed for many cross-point structures interconnected. d) Cross-sectional TEM image of a 28 nm 
wide MIM structure [Lanza2019]. 
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1.4.1. Resistive switching medium: Organic and inorganic 

Resistive switching mediums (also known as storage mediums) can be classified depending on the 

material that is used. The two big categories are the inorganic and organic storage media. While 

organic materials have great potential in terms of low cost, simple fabrication process and high-

mechanical flexibility, the inorganic materials have advantages in switching stability. There is 

another classification method that pays attention to the dimensionality of the storage media. In 

this way the groups are zero-dimensional (nanoparticles), one-dimensional (nanowires) and two-

dimensional (thin films). It is also interesting to classify the storage media depending on the 

switching polarity, which are unipolar or bipolar [Pan2014, Son2010, Jo2008]. Regarding the 

fabrication process, it should be noted that the deposition of the storage film will determine the 

cell-to-cell variability [Lanza2019]. To avoid this variability, the surface must be as smooth as 

possible. The most common techniques used are the atomic layer deposition (ALD) [Lanza2009, 

Choi2005] and sputtering [Chen2012b, Chen2013, Liu2009]. Also, the spin coating technique is used 

for polymers [Lei2009, Baek2007] and 2D materials [Hui2017, He2009]. The problem with this last 

technique is that it can cause a prohibitive cell-to-cell variability due to the high surface roughness. 

That is to say, if the surface of the bottom electrode (BE) is quite smooth, but the RS medium is  

rough, this would provoke thickness fluctuations between different devices [Pan2014]. 

According to the first classification, one can find in the inorganic category the following groups: 

binary, ternary and more complex oxides, chalcogenides, nitrides and others (such as a-C, a-Si, etc.). 

For a more detailed list of materials corresponding to these groups, Ref. [Pan2014] can be consulted. 

Binary oxides are the most popular because of the great switching characteristics. An extraordinary 

set of characteristics can be achieved with these materials, but different materials must be used for 

optimizing different properties. A device technology (that is, a combination of materials for the 

components, how they are structured, the fabrication process, etc.) that gathers all the 

characteristic has to be found yet. Some of the features that one can achieve with different binary 

oxide materials are the ultra-high ON/OFF ratio  > 109 , sub-ns operation speed and extreme 

endurance (> 1012 cycles). Besides, they have a good thermal stability and they are easy to fabricate 

because they are compatible with CMOS technology, where only an additional oxidation step is 

needed [Pan2014]. In this sense, one of the most promising technologies is based on devices made 

of 𝐻𝐻𝐻𝐻𝑍𝑍𝑥𝑥 and 𝑇𝑇𝑎𝑎𝑍𝑍𝑥𝑥 because of their great endurance (> 1010) and their sub-ns operation speed. The 

most usual fabrication techniques for inorganic RS medium are the magnetron sputtering 

[Chen2012b, Chen2013], pulsed laser deposition (PLD) [Yan2011], atomic layer deposition (ALD) 

[Choi2005], thermal oxidation [Chen2005], plasma oxidation [Tang2013b] and the sol-gel method 

[Baek2013]. A more detailed explanation of each fabrication technique can be seen in Ref. [Pan2014] 

besides a compilation of technologies and the main characteristics reached.       

The organic materials for RS medium fabrication can be mainly sorted into graphene oxide, its 

derivative (such as reduced graphene oxide or functionalized reduced graphene oxide), small 
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molecules and polymers. Satisfactory switching characteristic can be found with these materials, 

but each characteristic needs a determined material to be optimized. An ultra-high OFF/ON ratio 

of > 5𝑥𝑥109 , fast operation speed (< 5 𝑛𝑛𝑛𝑛) and high endurance performance  > 7.2 × 107  can be 

achieved. The main problem with the organic materials is that they are not able yet to get 

comparable characteristic to the inorganic ones [Pan2014]. The advantage of this kind of materials 

is the ease of fabrication, the low cost and, the major advantage, the high-mechanical flexibility 

that opens the door to a promising future of flexible electronics. In Ref. [Pan2014] a long 

compilation of technologies and their RS characteristics can be found. 

1.4.2. Electrode materials 

Usually the main role of the electrodes in conventional electronics is acting as transport path for 
carriers. However, in RRAMs they can also significantly affect the RS behavior of the resistive 
switching medium. For instance, changing the electrode material can provoke the pass from a 
stable bipolar RS behavior to an operation where no RS is seen [Gao2012]. Many materials have 
been studied as electrodes. It can be found carbon materials, like graphene [Son2010] and carbon 
nanotubes [Tsai2013], pure metals such as Cu, Ag, Pt and Au [Feng2010], nitrides such as TiN 
[Lee2013], p- and n-type Si [Tang2013] and conductive oxides such as indium-tin oxide (ITO) 
[Gao2012]. According to the composition, the most usual materials can be grouped in oxide-based 
electrodes, nitride based electrodes, silicon-based electrodes, alloy electrodes and elementary 
substance electrodes. Among these groups, the elementary substance electrodes are the most usual 
and widely used choice. In Ref. [Pan2014], it can be found a list of these kinds of electrodes. There 
are two types of silicon-based electrodes: p-Si and n-Si [Tang2013]. The most common nitride-
based electrodes are TiN and TaN [Lee2013, Tang2013b]. The oxide-based electrodes are also 
relatively abundant [Pan2014]. Other kinds of classification for the electrode materials can be made 
depending on the contribution to the RS and it can be distinguished four types. The first type would 
be the ones that act as transport path for carriers with almost no effect in the RS [Yang2012, 
Schindler2009, Chen2010b]. There is a second type that helps the formation of CFs in RRAMs based 
on vacancies generation [Lin2013, Chen2013b]. In this kind of devices, the CFs are formed by means 
of vacancies which can be highly affected by the electrodes. In the third type, the electrodes are the 
responsible for the CF generation; this is the case of the CBRAMs [Gao2012, Gao2013], based on 
the migration of cations coming from the oxidation of the active electrode. That is, the CFs are 
formed via electrochemical dissolution and deposition of the active electrodes, Cu and Ag are 
among the most characteristic metals. The last type is linked to the electrode materials that are 
chosen for a concrete purpose, such as ITO for transparent electrodes [Kim2011, Won2009, 
Tang2013]. 

It is important to point out that when working with cross-point and cross-bar structures, both 

electrodes are deposited by photolithography or electron beam lithography. The use of these 

techniques ensures that all the structures will have the same shape and avoid the deposition of 

metal outside the selected areas [Lanza2019]. Concerning the substrate, it is important that the 
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surface is as flat as possible. The aim is reducing the number of bonding defects and avoid thickness 

fluctuations of the layers deposited on top. This is something that should be controlled to prevent 

the cell-to-cell variability [Lanza2019]. Noble metals (Au, Pt) are used for bottom electrodes instead 

of oxidable ones like Cu and Ti. Furthermore, when working without air and humidity control, they 

are also recommended because they collect less oxygen during the BE and RS medium deposition. 

The introduction of oxygen during the formation of RS media in an uncontrollable way is 

something to avoid. Something different would be the introduction of oxygen by doping techniques 

or thermal treatments in a controlled way [Lanza2019]. For fabricating the BE, the most 

recommended way is electron beam evaporation which allows to get a very smooth surface. 

Sputtering also gives acceptable results. However, the metallic foils would be the worst option for 

metallic substrate serving as BE [Lanza2019]. 

It can be seen in Table 1 that RRAMs can be made of many different types of materials. Many of 

them have been investigated to gain a better understanding of the RS mechanisms just like to 

obtain their electrical features. 

1.5. State of the art: Hurdles and the necessity of a better 
understanding of the RS physics 

In the development of the RRAM technologies many challenges have to be faced in order to achieve 

a complete implementation in applications such as non-volatile memories, sensor arrays, 

neuromorphic circuits and others that might emerge in the near future. There exist some trade-

offs among the main RRAM characteristics such as speed-retention, power-speed, endurance-

retention, etc. Some of the most challenging features to face are reliability and variability. 

Endurance is a very important characteristic because RRAM devices must be more durable than 

the current technology to displace it in an effective way. High endurance over 106 cycles is usually 

achieved [Baek2004] and even longer endurance ( 109  cycles, with best performances between 

5 ×  109  and 1012  depending on the technology) have been reported in some cases [Chen2012, 

Lanza2019]. Regarding this issue, it should be taken into consideration that endurance will depend 

on the criterion used to define the failure and how it is measured. Besides, this would be only an 

estimation because it is not measured in real conditions of operation, as more aggressive conditions 

are usually used [Lanza2019]. In general, technology requirements for NVM applications are around 

109 cycles [Lanza2019]. 

The relaxation behavior it is another relevant characteristic and it is quite related to the state of 

retention. This is because a quick relaxation just after the programming (it should be remembered 

that the natural state of the device is the HRS) would mean a fast retention loss. This means that it 

would affect negatively memory stability and retention, leading to a possibly loss of information 

[Fantini2015, Chen2016]. So, the study and control of the CF stability would be an analysis of how 
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volatile is the information storaged in the cell. The presence or not of the CF defines the state of 

resistance (LRS or HRS), which in turn defines the memory states [Lanza2019, Munjal2019, 

Gupta2019, Villena2017, Wong2012b, Hui2017, Fantini2015]. The way to control the CF stability 

(that is, the LRS stability) would be through the CC established for the SET/forming process 

because this limitation controls the size of the CF [Lanza2009]. As it has been mentioned previously 

in the section 1.3.2, a good data retention for NVMs would be 10 years at 85°C and the current 

RRAM technology is able to achieve longer times in its best performance [Lanza2019]. 

Among all the difficulties found in the implementation of this technology in memory and 

computing applications, the cell-to-cell and cycle-to-cycle variability are the major hurdles 

[Pan2014, Lanza2019, Munjal2019, Ielmini2015, Fantini2013, Ielmini2017, Chen2016]. This problem 

manifests itself in the dispersion of its electrical characteristic such as 𝑒𝑒𝐻𝐻𝑆𝑆𝑇𝑇, 𝑒𝑒𝐻𝐻𝑆𝑆𝐻𝐻𝑆𝑆𝑇𝑇, 𝑅𝑅𝐻𝐻𝐻𝐻𝐻𝐻 and 𝑅𝑅𝐿𝐿𝐻𝐻𝐻𝐻. 

The cell-to-cell variability, also existent in other electron devices, is related to the fabrication 

process and can be solved by improving it. On the other hand, the cycle-to-cycle variability is a 

problem that emerges from the physical nature of these devices. This variability comes from the 

stochasticity of the formation and rupturing of the CF, which are also quite influenced by the 

electric field and temperature distributions within the active region of the device. Different 

techniques have been employed to characterize this variability, for instance, the influence of the 

magnetic field on the RS has being explored [Maldonado2019]. There are available new statistical 

tools developed to study this kind of variability [Acal2019, Roldán2019]. As the CF shape will 

determine the device electrical characteristics, it is something that should be well understood and 

controlled. This is not an easy task, and because of that it is clear the necessity of accurate physical 

simulators [Lanza2019, Ielmini2015]. 

In summary, a physical simulator that is accurate and flexible enough is needed in order to deepen 

in the foundation of the device endurance, the relaxation behavior (that is, the state retention), the 

cycle-to-cycle variability and the forming process (which has critical effect on the switching 

characteristics). Moreover, some failure mechanisms of RRAMs can be studied. Some of them, such 

as the proportion of thicknesses between the oxygen storage layer (added to the electrode in the 

VCM, see section 1.3.1) and the dielectric that facilitates RS in the device, the permanent dielectric 

breakdown or the thermal CF dissolution, the vanishing of the LRS (see section 1.3.2), besides the 

study of forming-free devices, are of most interest. 

1.6. RRAMs simulators 

The development of computational tools is something unavoidable for enhancing the RRAM 

technology, as it is the case for every electron device [Silvaco, Synopsys]. These tools are key for 

design optimization purposes, for resources saving in fabrication processes, for the sake of 

knowing about the complex physical mechanisms that govern the operation of the devices and for 
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predicting device performance and to screen new materials and device architectures [Lanza2019, 

Ginestra, Silvaco, Synopsys]. 

In the landscape of electron device simulators, there can be found a wide spectrum of different 

tools with several characteristics in terms of accuracy and computational burden. There are some 

powerful computational techniques that can be employed for groups of atoms like density 

functional theory (DFT) and molecular dynamics (MD). These techniques, named ab initio because 

they are based on first principles, allow a very accurate physical description with a high 

computational cost, but for a reduced set of atoms [Ielmini2015, Lanza2019, Voter2007, Zhao2015, 

Zhao2017, Duncan2016, Duncan2017]. In the opposite case, there can be found continuum models 

that include the self-consistent solution of partial differential equations (e.g., like continuity, 

Poisson or heat equations). This has the advantage of a lower computational cost with a 

macroscopic description of the system, but with no details about the dynamic of the particles 

[Ielmini2015, Lanza2019, Villena2013, Villena2014, Menzel2015, Ielmini2017]. The kinetic Monte 

Carlo algorithm would be an alternative technique in between the two previous approaches, which 

reproduces the stochastic behavior of the system using random numbers and relatively simple rules 

[Voter2007, Menzel2015, Aldana2017, Aldana2018, Aldana2018b, Aldana2018c, Aldana2020, 

Vandelli2013, Vandelli2015]. In Figure 1.6-1 a summary scheme of the different tools that one can 

find and their main characteristics is shown. 

 
Figure 1.6-1. A compilation of the most used simulation tools for RRAM device characterization, describing 
the provided information level and detail. The information that can be obtained in the higher level tools can 
be used in the approximations used by other models. The choice of a model would depend on the level of 
accuracy that is needed and the simulation time that can be afforded, which works as a limitation 
[Lanza2019]. 
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It would be quite useful a multiscale tool that connects the material properties to devices and 

circuits performances. To achieve that, one must take into account three different levels: i) material 

properties calculation making use of ab initio methods to calculate fundamental properties and 

defect characteristics; ii) device models based on kMC and finite element method (FEM) to link the 

material properties with the performances of the devices, including variability and reliability; iii) 

semi-empirical/compact models that are used for circuits simulation to study the behavior of a 

complete circuit/system making use of an individual device characteristics. 

1.6.1. Microscopic models  

These kinds of simulation tools are of great importance for the comprehension of the physical 

processes in RRAM devices, such as recombination, creation and diffusion of defect species (like 

the oxygen vacancies of 𝐻𝐻𝐻𝐻𝑍𝑍2 in VCMs) or the generation of ions, their reduction and migration 

(as in the case of CBRAMs). They are also useful for studying the function of the former processes 

in the resistive switching and charge transport mechanisms. Either in the CF formation and 

dissolution, the changes in the structure of the material, charge transport through the defects and 

the heat dissipation which increases the temperature [Deleonibus2014, Kamiya2012].  

This kind of models can include the physics of the system without the need to define a concrete 

material through parameters or the resistive state, just the atomic structure [Duncan2016, 

Lanza2019, Ielmini2015, Ielmini2017, Duncan2017]. For achieving this, they must include the major 

phenomena related with the defects, the atoms and the materials, like the generation, 

recombination, migration of defects/atoms, clustering of particles, structural and phase changes in 

the materials, electrical/thermal/optic properties, reactions at interfaces, etc., and how they interact 

between them [Duncan2016, Duncan2017]. Another important component that must be included 

(to catch the physics regardless the composition of the device and the resistance state) is the 

electron and ion transport models, including carrier tunneling mechanisms, defects sub-band 

creation and generalized Landauer approach/ballistic transport. A kinetic Monte Carlo is usually 

required in order to reproduce the stochasticity of the system in a natural manner and simulate its 

evolution. 

Furthermore, these simulators can be calibrated making use of experimental information (such as 

thermal conductivity, work function, bandgap, etc.) to reach a more realistic description 

[Duncan2017]. The most important information that must be included in the model are the 

activation energies (like the one for creation and recombination of defect species, their mobility, 

the oxidation and reduction processes, etc.) that can be obtained by ab initio models (density 

functional theory) [Jiang2016, Duncan2016, Duncan2017, Zhao2017], and/or molecular dynamics 

models or even by comparison of experimental results of electrical characterization (time-

dependent dielectric breakdown, variable ramp-rate and temperature switching, random telegraph 

noise) [Lanza2019, Onofrio2015, Ielmini2017, Zhao2015]. 
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Once a simulator is fully developed following the former indications, after a tuning process, it can 

be satisfactory used to understand the complex physics of the formation of CFs in different 

materials [Duncan2016, Zhao2017, Duncan2017, Zhao2015]. In this sense, it can be also used in the 

design of specific devices for different applications [Jung2017]. The tools allow the search for the 

most suitable material for a concrete application and get a very useful information for semi-

empirical and compact models [Lanza2019]. Besides, no information about the CF shape is needed 

and it is compatible with multilayer structures. Finally, as these kinds of simulations are quite 

costly in computational time, it is important to study which are the most dispensable processes. 

The aim would be excluding them without a high loss of the physics behind the operation of the 

devices under study. 

1.6.2. KMC and Finite Elements Methods  

The use of kMC algorithms and 3D finite element methods (FEM) allow the study of the electrical 

characteristic of RS devices with a lower computational cost and quite good accuracy, which make 

them a widely used tools. 

Continuum models include the solution in a self-consistent approach of partial differential 

equations, such as the continuity, Poisson, drift diffusion (for ionic motion) and heat equations 

[Villena2017, Menzel2015, Aldana2017, Aldana2018, Aldana2018b, Aldana2018c, Aldana2020, 

Vandelli2013, Vandelli2015, Villena2013, Villena2014, Ielmini2017]. In this way, with the definition 

of a computational domain and the characteristic parameters of the material, a macroscopic 

description of the system can be obtained. For solving the partial differential equations, a 

discretization of the simulation domain is needed and some techniques can be employed as the 

finite element method (FEM), the finite difference method (FDM) and the finite volume method 

(FVM) [Ielmini2015, Ielmini2017, Lanza2019]. 

The kinetic Monte Carlo algorithm is a methodology that reproduces the stochastic behavior of the 

system in a natural manner, as it takes into account the individual contribution of 

defects/ions/vacancies. This is because it is based on the use of random numbers with relatively 

simple rules that reproduce the evolution of a system through its evolution along its states 

[Voter2007, Menzel2015, Aldana2017, Vandelli2013]. This allows to simulate variability and 

reliability in a coherent and natural manner, which is one of the main differences compared to 

continuum models. Furthermore, as the processes involved in the RS take place in much longer 

time than the vibrational period (a time scale that cannot be reached by DFT and MD) it can be 

considered that the evolution of the system consists in the transition between equilibrium states 

[Voter2007]. This makes kMC simulation tools a better choice to study complete resistive switching 

processes (in comparison to the ab initio approach), as they can achieve much longer operation 

times. The main processes involved in the forming and, in general, resistive switching are the 

generation and recombination of vacancies in VCMs. For the case of CBRAMs, the oxidation and 
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reduction of atoms coming from the active electrode are the main processes. Besides, the migration 

of the particles would be also important processes in both kind of devices. In general, it could be 

posed as cations or anions oxidation and reduction processes, including their movement, 

generation and formation of percolation paths [Wong2012, Guy2015, Pan2011, Pan2014, 

Dirkmann2018, Vandelli2015, Menzel2009, Menzel2015, Aldana2017, Aldana2018, Aldana2020]. 

Finally, a combination of kMC algorithms and FEM for partial differential equations can be used 

to design a model that agree with characteristics observed experimentally (such as the forming, 

RESET and SET under different operation voltages, pulsed operation, temperature behavior, etc.) 

[Villena2014, Puglisi2016]. The FEM can be used to obtain the average evolution of electric 

potential and temperature distributions, something needed to calculate the physical mechanisms 

probabilities (they are mostly thermally activated). Some studies of how it is used this technique for 

analyzing the thermal distribution for multilayer devices [Cazorla2019, Maestro-Izquierdo2020] or 

simple materials [Chawa2016] have been made with interesting results. In addition, kMC 

simulation tools can reproduce the current fluctuations and variability of electrical features of 

RRAMs. Current fluctuations such as Random Telegraph Noise (RTN), based on the existence of 

active defects that alter the current [González-Cordero2019a, González-Cordero2019c, González-

Cordero2019d] could also be studied. Other important characteristics of this simulation approach 

are that no CF shapes and sizes have to be assumed previously, as the models can simulate the 

complete forming operation from the pristine state. Both FEM and kMC models need to include 

some parameters that represent the materials which can be obtained using ab initio calculations or 

can be calibrated by comparison with experimental data. The importance of the thermal effects in 

these devices is high because RS is linked to thermal run away processes that lead to reset and set 

events. Also, the accurate calculation of the electric field is fundamental for the correct description 

of the system, as the charged particles are field-driven, the redox processes in the CBRAMs are also 

affected, just as the vacancies generation processes in the VCMs. There are many kinds of 

simulators based on different versions of the general model exposed here, which can provide 

information of internal variables quite difficult to be obtained experimentally. Some of them are 

also able to reproduce complete cycles of RS under ramped and pulsed voltage operation with good 

agreement with experimental data [Wong2012, Guy2015, Pan2011, Pan2014, Dirkmann2018, 

Vandelli2015, Menzel2009, Menzel2015]. 

1.6.3. Compact Models 

When a full set of RRAMs or circuits based on these devices need to be simulated, a compact model 

running in SPICE-like simulation environment is needed. Ab initio and kMC methods have to be 

avoided because the computational cost would be impossible to deal with. This means that some 

simplifications have to be made, such as defining the filament shape (e.g. cylindrical or conical) and 

consider some average behavior for some important phenomena like the electric field, temperature 

or the average drift of the particles [Patterson2018, Vourkas2015, González-Cordero2016b, 
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González-Cordero2016c, González-Cordero2017c, González-Cordero2017d, Jiménez-Molinos2017, 

González-Cordero2017e]. Besides, some stochastic techniques can be employed to simplify the 

compact models [Aguilera-Morillo2019]. Depending on the behavior that is assumed for the CF, 

different models can be proposed: i) ohmic conduction [Villena2013], ii) an hourglass-shaped 

quantum-point-contact [Villena2014], iii) space-charge region [Ouyang2014], iv) a semi-conductive 

region that may create a Schottky junction with the electrodes [Tallarida2009], v) a highly defective 

region in the dielectric in which either delocalized transport or hopping conduction may occur 

[Ouyang2013]. The corresponding charge transport mechanisms can be estimated and fitted with 

the shape and magnitude of the experimental I-V sweeps. This procedure can be used both for LRS 

and HRS, making use of compact analytical expression models such as Schottky or Poole-Frenkel 

emission, variable-range or fixed-range hopping, Landauer formula (ballistic transport), Ohm's law 

and tunneling (direct, Fowler-Nordheim or trap-assisted). Some approaches can be included for the 

switching mechanism employing information extracted from FEM and/or kMC models.  

Some simplifications can be made as the use of differential equations to model the motion of 

particles, generation and recombination. Empirical expressions can be used accounting for the 

dependence on the voltage and the temperature [Huang2013, Kang2015, Bocquet2014b]. Also, these 

compact models can be calibrated making use of the FEM/kMC models [González-Cordero2017d] 

and experimental I-V curves obtained under different conditions [Chawa2018, Picos2015, 

Picos2016]. In addition to the analytical development of expressions, some methods to extract 

important parameters from the experimental data such as the RESET voltage [Barrera2019, 

Ibáñez2019] are needed. The models will depend on parameters extracted from experimental data 

or simulated such as the Schottky barrier height, Poole-Frenkel barrier, hopping range, number of 

open Landauer channels, CF resistivity, thermal resistance and capacitance, etc. 

1.6.4. CBRAM models 

The computational tools already developed to describe CBRAM operation can be divided in 

different groups. One of them could be defined by the polarity needed to achieve the RS, finding 

the unipolar (also called thermochemical RRAMs) [Villena2014] and bipolar [Guy2015, Pan2011, 

Pan2014, Menzel2009, Menzel2015, Villena2013, González-Cordero2016] devices. In the unipolar 

case, the same polarity is needed for the forming, SET and RESET processes. For bipolar case, one 

bias is needed for forming and SET and the opposite for the RESET. This is because the filament 

rupture is thermally assisted (or dominated) in the unipolar case, oxidizing the CF and then 

thermally enhanced ion diffusion. On the other hand, the bipolar devices operate differently since 

they are mainly controlled by the applied electric field and the thermal effects are less significant. 

In this respect, although the main mechanisms involved in the devices are basically the same, they 

have different importance. In this sense, the computational tools must be calibrated very carefully 

according to the experimental data. Concretely, in the unipolar case, the accuracy of the heat 
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equation is strongly recommended and the same is required for Poisson equation in the bipolar 

case.  

For the CBRAM devices, both for unipolar and bipolar, there can be found very different models 

depending on the problem at hand. For instance, for reproducing the behavior of a device in an 

average way, FEM could be a good option. Some unipolar models face the heat and Poisson 

equations in a 1D approach in a continuum model, where also the CF evolution is calculated with 

same methodology dealing with thermal RESETs with Quantum Point Contact (QPC) conduction 

mechanism [Villena2013, Villena2014, Villena2014b, Villena2015, Villena2017b]. Some compact 

models are specifically designed to focus on RESET processes accounting for filamentary transport 

(sometimes including QPC conduction mechanism) and an accurate thermal description 

[González-Cordero2016b, Jiménez-Molinos2017, González-Cordero2016e, Jiménez-Molinos2015, 

Jiménez-Molinos2017]. To deal with the simulation of complete systems or circuits with a great 

amount of RS cycles, compact modeling is good option due to the low computational burden 

[González-Cordero2016, González-Cordero2016d]. Other FEM based simulators focus in analyzing 

the SET process with no temperature description [Menzel2009] or the RESET process including 

both temperature and electric field equations in 1D [Villena2013]. Concerning the kMC based 

simulators, they are the best option because they combine an accurate physical description with a 

reasonable computational cost. Depending on the level of description that it is wanted to be 

achieved, it can be found different kinds of simulators. For instance, there are some 2D simulators 

[Pan2011, Pan2014, Guy2015, Menzel2015], but there is a lack of 3D ones. Some are focused on 

describing the evolution during the SET (or forming) [Pan2011, Guy2015, Pan2014] and others offer 

complete RS cycles [Menzel2015]. The kMC algorithm is also combined with FEM for solving 

Poisson and heat equations in some simulators. Some of them include the resolution of the Poisson 

equation in 1D or 2D [Pan2011, Guy2015, Pan2014, Menzel2015], while the 3D approach should be 

explored. Poisson and heat equations have to be incorporated in a 3D simulation domain for having 

a good point by point description, quite valuable for the simulation. Also, an important 

characteristic like the virtual electrode [Waser2010, Waser2012] (which would modify the effective 

gap between the electrodes during the CF evolution) can be incorporated. Including this 

characteristic allows the reproduction of current fluctuations experimentally observed. A tool with 

all of these features can describe the microscopic characteristics of the system such as the CF 

density and compactness from a microscopic viewpoint. As the CF resistance is related to the CF 

density and compactness, the microscopic description of RS is of high value. Regarding the 

conduction mechanisms, it can be distinguished some approaches depending on the accuracy and 

the operation regime. It can be found the TAT [Guy2015, Vandelli2013, Vandelli2015, 

Dirkmann2018, Wong2012], which takes into account the defects distribution in the dielectric 

material. Low computational burden macroscopic models for LRS like ohmic conduction can be 

also found [Huang2013, Dirkmann2018] (where Maxwell and set-up resistances can be included 

[Villena2013] or even QPC if needed [Villena2014, Dirkmann2018]). For the sake of clarity, the QPC 
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model would be included when the CF is narrow and presents a constriction that quantizes the 

electron energy in the direction perpendicular to the current flow. As a complement, it is worth 

commenting on the techniques to extract useful parameters for characterizing conduction in the 

LRS, mainly the ohmic conduction [Villena2016]. Macroscopic models for the HRS that can be 

considered are the dielectric conduction mechanisms models (like Poole-Frenkel, Direct 

Tunneling, Fowler Nordheim, etc.), that can reproduce the general behavior of the current 

[Vandelli2013, Ouyang2014, Ielmini2015, Ouyang2016]. In summary, a tool that combines kMC 

algorithms and FEM could achieve a good combination between accuracy and computational 

burden. See appendix 6.1 and 6.2 for a more detailed description of the conduction mechanisms. 

1.6.5. VCM models  

Concerning VCM devices, bipolar operation is mandatory, as it is needed for the RS. In this sense, 

only one type of computational tool should be needed in terms of bipolarity [Bocquet2014b, 

Huang2013, Kang2015, Wong2012, Dirkmann2018, Vandelli2015, González-Cordero2017]. In these 

devices the CF is formed by a percolation path made of oxygen vacancies and usually they need a 

metal layer between the dielectric and one of the electrodes that works as an ion reservoir. As the 

CF formation is based mainly on the generation of oxygen vacancies and oxygen ions, the ions are 

field-driven until they reach the reservoir layer during SET and forming process. However, for 

carrying out the RESET, an opposite polarity is needed to inject the ions again in the dielectric 

layer, field-drive them until they reach the CF and recombine with the vacancies. Some simulation 

approaches consider that the vacancies are immobile because the ions are much smaller and have 

a much higher mobility [Vandelli2011, Vandelli2011b, Huang2013, Vandelli2015]. We do also 

consider this approach here. 

As in former cases, depending on the type of problem that is faced, the design of the computational 

tool can make use of different techniques or a combination of them. Some simulators are based on 

compact models with some FEM approximations [Bocquet2014b, Huang2013, Kang2015, González-

Cordero2017, González-Cordero2017b, González-Cordero2017d] and others on a more physical 

description based on kMC with FEM approximations [Wong2012, Dirkmann2018, Vandelli2015]. 

Regarding the dimensionality, there exists a trade-off between accuracy and computational burden, 

there can be found 3D tools [Vandelli2015] and 2 dimensional ones [Wong2012]; besides, in some 

cases mixed dimensionality it is implemented [Dirkmann2018]. In several approaches, the solution 

of the heat equation and the CF evolution is considered in 1D, mostly in compact models [González-

Cordero2017b, González-Cordero2016c]. Some simulators are designed to carry out complete RS 

cycles [Wong2012, Vandelli2015, Dirkmann2018], focused on the physics behind RS, while others 

(compact models) carry out RS cycles and only reproduce the average device operation 

[Bocquet2014b, Huang2013, Kang2015]. Many computational tools solve both Poisson and heat 

equations in a more or less complex and accurate way depending on the purpose of the tool 

[Bocquet2014b, Huang2013, Kang2015, Wong2012, Vandelli2015, Dirkmann2018]. With respect to 
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the conduction mechanisms through the dielectric, there can be found different perspectives. Some 

simulators take into account the defect distribution in the dielectric making use of the TAT for the 

charge conduction [Wong2012, Vandelli2015, Dirkmann2018]. A different approach can be 

employed for a less costly computational calculation making use of a macroscopic perspective 

[Bocquet2014b, Huang2013, Kang2015]. For instance, it could be used Poole-Frenkel model 

emission with effective parameters that account for the possibility of different mechanisms that 

might happen simultaneously depending on the voltage regime such as Fowler-Nordheim, direct 

tunneling, thermionic emission, etc. See appendix 6.1 for a more detailed explanation for the HRS 

conduction mechanisms. During the LRS, other mechanisms are used, mainly the ohmic 

conduction [Dirkmann2018], but also the QPC model can be implemented if needed [Miranda2012, 

Dirkmann2018]. Also, the set-up and Maxwell resistances could be taken into account in an 

equivalent circuit as explained in appendix 6.2.    
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2. Kinectic Monte Carlo simulation 

2.1. Introduction 

As explained in the section 1.5, there are some hurdles in the development of RRAM technology 

for its implementation as non-volatile memories and neuromorphic circuit artificial synapses that 

prevent them from being mass produced from the industrial viewpoint. Although a small-scale 

fabrication is possible at laboratory level and for some commercial applications, for a real industrial 

implementation of non-volatile memories some obstacles must be faced as device reliability, 

variability, retention, etc. Reliability is a device characteristic related to the endurance, and the 

intrinsic variability (the extrinsic one is related to fabrication process), also called cycle-to-cycle 

variability, is related to the dispersion of electrical features of the device. This intrinsic variability 

comes from the stochasticity of the formation and rupturing of the CF, which are quite influenced 

by the electric field and the temperature. This is one of the major challenges that has to be dealt 

with. The reason is that the shape of the CF is something that has much influence in the electrical 

characteristics, so it must be understood and controlled. The most important electrical variables 

that are usually dispersed because of the intrinsic variability are 𝑒𝑒𝐻𝐻𝑆𝑆𝑇𝑇, 𝑒𝑒𝐻𝐻𝑆𝑆𝐻𝐻𝑆𝑆𝑇𝑇, 𝑅𝑅𝐻𝐻𝐻𝐻𝐻𝐻 and 𝑅𝑅𝐿𝐿𝐻𝐻𝐻𝐻. For 

understanding all of these phenomena, it is necessary to study the processes involved, so a 

physically based simulator that is accurate enough is needed. As reported in the previous chapter, 

kMC is a good option for device simulation. In this approach, based on the simulation of transitions 

between equilibrium states, long time scales can be used with respect to ab initio calculations. 

Besides, this method can reproduce the stochastic nature of the CF rupture and creation in a 
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natural way reproducing the random physical processes behind resistive switching operation. The 

Poisson and heat equations are self-consistently solved in the context of this simulation procedure.  

2.2. Grid 

The grid chosen for the computational tool we present here needs to characterize the main 

operation region of the device. The grid has to fit correctly the device dimensions, taking into 

account the physical properties of the materials (such as the grain boundaries in the dielectric, 

material interfaces, etc.). The electric and thermal conductivities are also important since they are 

involved in the resolution of the heat and Poisson equations. In this respect, dielectric and 

electrode multilayers have to be considered. The selection of a good grid is basic for a good physical 

description. Again, as most elements in the simulator, a trade-off between accuracy and 

computational burden must be achieved. An example of a grid can be seen in Appendix 6.4. 

In general, the conduction in RRAMs has a filamentary nature during LRS both for VCMs and 

CBRAMs [Menzel2015, Vandelli2013, Waser2012, Yang2013, Ielmini2015, Poblador2020]. This 

means that the simulation domain could be designed to visualize just the active part of a real device, 

which usually has a larger area [Dirkmann2018, Vandelli2013, Vandelli2015, Aldana2017, 

Aldana2018, Aldana2018b, Aldana2020]. 

The distance between the grid points will depend on the structure of the dielectric and the ions 

involved in RS. For instance, the 𝐻𝐻𝐻𝐻𝑍𝑍2 (which is a common dielectric material) crystallizes in a 

monoclinic crystal structure with grid constant close to 𝑎𝑎 = 5 Å [Dirkmann2018]. Therefore, a 3D 

cubic grid could be used with a grid constant of 5 Å. These grid points represent the lattice sites in 

the dielectric material where the particles can be (in the case of 𝐻𝐻𝐻𝐻𝑍𝑍2, the oxygen vacancies and 

the oxygen ions) and where the following physical processes take place: migration of particles, the 

oxidation/reduction of atoms/ions in CBRAMs or the generation/recombination of vacancies and 

ions in VCMs. The electrodes can be modeled as stopping layers for the particles and the lateral 

surfaces as boundaries that eliminate particles (assuming that the device is larger than simulation 

domain). The top electrode can be modeled as a cation generator in CBRAMs or as ions reservoir 

in VCMs. 

2.3. Heat and Poisson equations, finite difference 
approach 

In order to get a accurate enough computational tool the solution of the heat and Poisson equations 

must be included. The importance of the temperature is clear since the physical processes are 

thermally activated. It affects particle migration, redox processes in CBRAMs, generation and 

recombination in VCMs, etc. It is important to understand correctly these phenomena, as 

temperature is responsible for the positive feedback processes that lead to RS. Regarding the 
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electric field, it has also a very important role in the field-driven migration of charged particles, on 

the oxidation of atoms in CBRAMs or on the generation of vacancies in VCMs, also on the 

magnitude of the electric current. In this way, both the electric field and the temperature 

distributions are quite related to RS phenomena. 

The problem with a 3D approach is the computation time in a simulation domain with many grid 

points, so, a low cost numerical method has to be selected. For instance, the finite difference 

method. For the use of this method, a good grid has to be defined, as commented in the previous 

section 2.2. In this work, 3D grid structures between 5 and 10 nanometers have been used with a 

grid step size between 0.25 and 0.5 nanometers. A more detailed explanation of how these equations 

are solved can be seen in the appendix 6.4. 

2.4. Conductive filament density, 2D/3D percolation and 
field approximation  

An advantage of the kMC based tools is the information given about the CF structures and the 

defect distribution in the dielectric. This information allows to study the density and compactness 

of the filament, its relation with the resistance or the stochastic evolution of the gap due to the CF 

formation/rupture. 

 
Figure 2.4-1. a) The ellipse needed for calculating the CF density, which is drawn by surrounding the percolation 
path for a grid layer. b) The CF layer particles shown in a) [Aldana2018b]. 

 

A procedure to calculate conductive filament density can be implemented. A good way could be 

considering the ellipse that better fits the surroundings of the percolation path in every CF layer 

in the simulation domain, as shown in Figure 2.4-1. The ellipse foci can be obtained using a 
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clustering algorithm. In this manner, the volume and density of the CF can be estimated using 

different ellipses for each layer of the CF. 

The compactness of the CF is a magnitude that can be related to the density and the resistance of 

the device. It can be understood as a measurement of the CF porosity, that is, the amount of holes 

within the percolation path. One strategy would be the analysis of the 2D percolation paths that 

constitutes the CF. Figure 2.4-2 shows different planes in the X and Y axis where the percolation 

paths are searched. This kind of analysis allows to compare the percolation paths in a 3D and 2D 

perspective, where it is possible to find paths in 3D while in 2D there is still none. This is because 

of the lateral interaction between different layers in the 3D description. The situation where many 

2D percolation paths are found is clearly more stable than the case where only 3D percolation path 

exists. In this way, the 3D simulation domain it is recommended for a realistic device description.  

Other strategy for the study of the CF compactness is the analysis of the number of nearest 

neighbor particles surrounding each particle in the simulation domain. The maximum number of 

neighbors for each particle (neglecting the diagonals) would be six. The way to study the CF 

compactness through this perspective is to compare the number of occurrences in which a particle 

has a determined number of neighbors. That is, the number of particles that have six neighbors, 

five neighbors, etc. In this way, when the volume is fixed, the higher the number of particles with 

 
Figure 2.4-2.  Representation of slices made in X and Y axis in a whole 3D simulation domain [Aldana2018]. 
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higher number of neighbors, the higher the CF compactness. It is clear that the CF compactness 

is quite related with the ohmic resistance, the denser the CF the higher the metallic area for current 

conduction. 

The study of the stochastic evolution of the gap between the electrodes is other of the important 

analysis that this kind of tools allow to carry out. To understand the evolution of the gap we have 

to understand that clusters that are formed near the electrodes (both the top and the bottom) act 

like an extension of the electrodes, named virtual electrodes. It should be noted that the bigger the 

virtual electrodes (that is, the smaller the gap) the greater would be the electric field, as it depends 

on the distance between electrodes, as shown in Figure 2.4-3a and 2.4-3b. The stochastic evolution 

of the virtual electrode, related with the formation (or ruptured) of the CF, is shown in Ref. 

[videoBipolar]. As the current depends on the magnitude of the electric field, this stochastic 

  

 
Figure 2.4-3. a) and b) are two different phases of the growing of the virtual electrode during a SET process. In 
c) the current fluctuations due to the stochastic evolution of the virtual electode (that is, the gap) are pointed out 
[videoBipolar]. 

 



2. Kinectic Monte Carlo simulation 

38 
 

changes in the electric field would provoke also current fluctuations as shown in Figure 2.4-3c. In 

this sense, this study lets us understand the stochastic behavior of the current when the CF is 

ruptured (that is, during the HRS), as it depends on the gap.  
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3. Conductive Bridge RAM 

3.1. Resistive switching mechanism  

As already described above, the Conductive Bridge RAM (CBRAM), also known as Electrochemical 

Metallization Cell RAM (EMC) [Menzel2009, Menzel2015, Waser2009, Schindler2009, Ielmini2015, 

Lu2012], has this name because of the conductive percolation paths that govern the device 

resistance changes. Depending on the bias needed to carry out the RS, it can be distinguished the 

unipolar (called in some circumstances thermochemical RRAM memory) and bipolar devices. 

As has been exposed in the section 1.3.1, the CF formation and rupture in these devices are based 

on electrochemical processes, that is, the oxidation and reduction of atoms that come from the 

active electrodes and take place in the dielectric (the solid electrolyte) [Ielmini2015, Lu2012, 

Menzel2009, Menzel2015]. To achieve the oxidation of these atoms, a high enough electric field 

must be applied, which also drags the ionized atoms through the dielectric until they are reduced. 

The reduced atoms can be grouped and the different clusters overlap until the CF is completely 

formed (a complete forming or SET process is achieved when the CF shorts the electrodes). This 

CF usually has a metallic-like behavior and starts growing near the bottom electrode or the top 

electrode depending on the mobility and reduction probabilities [Pan2014, Hasegawa2010, Lu2012, 

Pan2011]. In Figure 3.1-1a-e it is shown how a CF grows from the active electrode (Ag) to the inert 

electrode (W) and in Figure 3.1-1f-i how the CF grows from the middle region to both electrodes 

(Ag and Pt). This effect will be treated in the section 3.2. 
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If the starting clusters are in contact with the electrodes, they would work as an extension of these 

electrodes. In this case, they are called virtual electrodes [Waser2010, Waser2012]. This is also the 

case when the CF is ruptured and the remnants are in contact with some of the electrodes. In 

thermochemical devices, the CF rupture is thermally assisted, as the atoms get oxidized and then 

diffuse due to the temperature rise. The electric field can also have some importance, but it is not 

the dominant factor [Pan2014, Villena2014]. However, for the bipolar case, the importance is the 

opposite one, being the most relevant factor the electric field, with the temperature as a subsidiary 

factor [Pan2014, Lanza2014, Villena2017]. This is the reason why the operation must be bipolar for 

this kind of devices. 

In general, the electrodes in most devices are selected for their conductive properties for working 

as transport path for carriers. However, in this case, as it has been explained in section 1.4.2, the 

selection of the electrode materials is crucial because they can affect the RS operation. It can be the 

difference between having a stable bipolar RS operation or no RS at all. As explained above, the 

electrodes are the responsible of the generation of the CFs [Gao2012]. The materials used for the 

active electrodes in our case were Ni for unipolar devices (see appendix 6.6.1) and Cu for bipolar 

devices (see appendix 6.6.2). It should be highlighted that Ag electrodes are also widely used in 

many CBRAMs as it was one of the first electrodes employed for these devices. Ag ions have high 

mobility due to his small size; this is why it has been also intensively studied and used [Yang2012b, 

Terabe2005, Valov2013, Lee2015, Pan2014]. Two examples of CFs made of Ag have been shown in 

 

 
Figure 3.1-1. a-e are TEM observation of an Ag filament in a Ag/a-Si/W ECM cell during a forming process. A 
conical-like CF shape is shown with the broadest part near the Ag electrode. The scale bar is 20 nm. In f-i the 
Ag filament formation for a Ag/PEDOT:PSS/Pt ECM cells is shown in SEM images. The clusters are formed from 
the middle region toward both electrodes [Pan2014]. 
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Figure 3.1-1. For the dielectric materials, as presented in section 1.4.1, the most common are the 

binary oxides for their RS promising characteristics. Some of the device characteristics are the 

ultra-high ON/OFF ratio > 109, sub-ns operation speed and extreme durance (> 1012 cycles), just 

like the thermal stability and the compatibility with CMOS technology. Among the binary oxides, 

one of the most promising is 𝐻𝐻𝐻𝐻𝑍𝑍𝑥𝑥 because of its great endurance (> 1010) and its sub-ns operation 

speed [Pan2014, Lanza2019]. 

For the design of the simulators that can reproduce the behavior of CBRAMs (unipolar and bipolar), 

taking into consideration their complexity, the kinetic Monte Carlo algorithm has been chosen as 

a nucleus. The main processes that the kMC algorithm includes are the oxidation, reduction and 

migration processes, among others. It is important to point out that no assumption about the CF 

shape is needed as the model can simulate the complete forming process since the pristine state 

(this is substantially different to what happens in the compact modeling context). In this sense, an 

algorithm like the one presented in appendix 6.3 has to be used to calculate the percolation paths 

in order to know when the device is in the LRS, that is, when the CF is fully formed and ruptured. 

Besides, some FEM approaches for solving the heat and Poisson equations have been used to deal 

with the temperature and electric field, as explained in section 1.6.2. For a more detailed 

description about this approach, i.e., the solution of the heat and Poisson equations, it can be seen 

appendix 6.4. These two magnitudes are quite important, in particular the temperature since the 

device operation is temperature-driven. The RESET is thermally triggered (most of the physical 

mechanisms behind RS are thermally activated). The electric field is also essential as it is involved 

in the redox and migration processes. Regarding the conduction mechanisms, different approaches 

for LRS and HRS have been used. For the current during the LRS, the Maxwell resistance, the set-

up resistance and CF ohmic resistance have taken into account in an equivalent circuit, which can 

even include the QPC conduction model if needed. For a deeper explanation of these mechanisms, 

see appendix 6.2. Concerning the conduction mechanisms during the HRS, a Poole-Frenkel model 

with effective parameters can be used. It is important to note here that many mechanisms can 

operate at the same time and thus many experiments would be necessary for understanding which 

are the dominant. A compilation of the main mechanisms that can be found for the charge 

transport through a dielectric is given in appendix 6.1. 

The simulator consists of 3855 code lines and the estimated time to carry out a complete cycle 

(including the forming, RESET and SET processes) is around 8 hours. 

3.2. Unipolar CBRAM  

The unipolar CBRAM is one of the main device types that can be reproduced by means of a 

computational tool. 

The main characteristics of the simulator presented here [Aldana2017] are: 



3. Conductive Bridge RAM 

42 
 

• It is based in a kMC algorithm that implements the main redox processes in CBRAM 

devices: among others, the reduction and the oxidation of atoms, and the field-driven 

migration of charged particles (ions).  

• The percolation paths are calculated using the Hoshen-Kopelman algorithm [Hoshen1976], 

as explained in appendix 6.3. This kind of algorithms allows to take into account the virtual 

electrodes, that is, the metallic-like clusters in contact with the top or the bottom 

electrodes. 

• No CF shape is necessary to be assumed in these simulations, as complete RS cycles can be 

reproduced since the pristine state. 

• In the simulation domain, Neumann (for lateral faces of the cubic grid) and Dirichlet (for 

the top and bottom electrode) boundary conditions have been implemented for the 

resolution of the Poisson and heat equations. 

• Regarding the conduction mechanisms, an equivalent circuit has been used for the LRS, 

where CF ohmic resistance, the QPC conduction, the Maxwell resistance and the set-up 

resistance have been included. However, the conduction mechanisms used through the 

dielectric in the HRS was the Poole-Frenkel emission with effective parameters. 

The fabricated devices used to calibrate the simulator was a Ni/HfO2/Si made at the Institut de 

Microelectrònica de Barcelona IMB-CNM (CSIC) Bellaterra, Spain. A more detailed explanation of 

how the fabrication has been performed and the measurement process can be found in appendix 

6.6.1. The thickness of the dielectric layer (𝐻𝐻𝐻𝐻𝑍𝑍2) was 5 nm and the cubic grid used was 5 nm x 5 

nm x 5 nm. The size of the Ni atoms, that is, the separation between grid points was assumed to be 

0.25 nm. Two sorts of measurements have been made with the aim of fitting the simulator: 

• The current-voltage (I-V) curves at 300 K in ramped voltage sweeps experiments. This 

information can also be used for extracting 𝑒𝑒𝐻𝐻𝑆𝑆𝑇𝑇 and 𝑒𝑒𝐻𝐻𝑆𝑆𝐻𝐻𝑆𝑆𝑇𝑇 values for a distribution plot. 

• Constant voltage stress measurements (CVS) for evaluating the forming time and other RS 

features. 

Once the tool is calibrated, it has been used to reproduce several RS cycles, to study the evolution 

of the device temperature, the dispersion of some electrical characteristics (𝑒𝑒𝐻𝐻𝑆𝑆𝑇𝑇 and 𝑒𝑒𝐻𝐻𝑆𝑆𝐻𝐻𝑆𝑆𝑇𝑇), the 

forming times and the relation between the mobility of the atoms and the reduction probability of 

the ions (which allows to form the CF from the top electrode to the bottom or following the opposite 

direction). 
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A detailed video with the main measurement characteristics, fabrication process, simulation 

characteristics and simulation results exposed above has also been made for illustrating the 

computational tool capability [videoUnipolar]. In Figure 3.2-1a, the real device structure is 

represented in a Blender design as well the measuring setup, where some explanation of the 

fabrication process and measurement conditions are given. Figure 3.2-1b corresponds to the next 

section of the video, where details about the simulation techniques are exposed. In the video, the 

physics behind the resistive switching in unipolar CBRAMs is reproduced in a scientific way, as it 

was made with simulation data after the fitting process. In this sense, the motion of the particles 

and the I-V curves shown along the video are not an idealization, but they are simulated data. This 

part of the video corresponds to the Figure 3.2-1c-d. The video was published on 4th of February 

2017, and it garnered 3700 views on YouTube until 7rd of September 2020. It also should be noted 

that the video is highly positioned for Youtube and Google searchs when the keywords "kinetic 

monte carlo RRAM" are used, being between the first places. 

The following section is an already published work [Aldana2017].  

  

  

  
Figure 3.2-1. Figure a) corresponds to the part of the video when a cross section of the RRAM stack (Ni/HfO2/Si) 
is shown, the measurement conditions are explained and the fabrication process is detailed. In b) the 3D grid 
used is presented with the main characteristics of the simulation, as the boundary conditions. This grid is used 
for solving the Poisson and heat equation. The electrodes are shown for clarity. In c) and d) it is shown the real 
movement of the particles given by the simulator, just like the I-V curve shown along the video corresponds to 
the data obtained after the fitting process. In c) the fully formed CF just after the forming process is presented 
and in d) the CF remnants after the RESET process [videoUnipolar]. 
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ABSTRACT 
 

A new RRAM simulation tool based on a 3D kinetic Monte Carlo algorithm has been 

implemented. The redox reactions and migration of cations are developed taking into 

consideration the temperature and electric potential 3D distributions within the device 

dielectric at each simulation time step. The filamentary conduction has been described by 

obtaining the percolation paths formed by metallic atoms. Ni/HfO2/Si-n+ unipolar devices 

have been fabricated and measured. Different experimental characteristics of the devices 

under study have been reproduced with accuracy by means of simulations. The main physical 

variables can be extracted at any simulation time to clarify the physics behind resistive 

switching; in particular, the final conductive filament shape can be studied in detail. 

 

Keywords: Resistive switching memory, RRAM variability, simulation tools, conductive 
filaments, Kinetic Monte Carlo 

 

I.-INTRODUCTION 

Resistive RAMs (RRAMs) are promising candidates for the next generation of high density 

non-volatile memories. Because of their outstanding potential, the scientific community 

follows the great number of research works devoted to unveil the physics behind their 

operation. RRAMs have a simple structure, excellent scalability, low power, fast speed, the 

possibility of fabrication in 3D memory stacks and compatibility with the BEOL of CMOS 

processes [1-14]. The viability of resistive RAMs has been proved at the device level and also 
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in the integrated circuit arena as reported in Refs.  [15-17]. The advantages of this technology 

with respect to Flash devices lie on remarkable improvements in the reading/writing speed, 

endurance, operation power, etc. Nevertheless, several hurdles have to be overcome to 

incorporate RRAMs in the industrialization lines, e.g., the poor control of switching 

uniformity. This lack of uniformity implies variations in the forming, set and reset voltages, 

and in the resistance distribution [1, 7, 13, 14]. Great research efforts are needed to clarify the 

mechanisms behind the physics of Resistive Switching (RS) and consequently behind the 

device variability. In this context, the availability of simulation tools to analyse the main 

RRAM operation characteristics linked to charge transport, temperature distribution, etc., is 

essential to deepen on the technological development needed prior to commercialization. To 

contribute to this issue in this paper we introduce a physically based 3D simulator to describe 

RRAMs operation at a microscopic level. 

RRAMs are formed by a dielectric sandwiched between two electrodes. If RS operation is 

filamentary, the most common case, the devices switch between two different resistance 

states that are obtained by means of the formation and destruction of one or more conductive 

filaments (CFs). There are different mechanisms to explain the CF formation/disruption, 

among them one is connected with the oxidation and reduction of atoms coming from the 

active electrode within an electrochemical regime [6, 14, 18]. In this kind of devices, after a 

forming process on a pristine dielectric, there is a change from a high resistance state (HRS) 

to a low resistance state (LRS). The device can be switched again to a HRS thanks to the CF 

partial dissolution (reset) and from the HRS to the LRS through a process that regenerates 

the CF (set) [1, 4, 6-8, 19, 20]. As a consequence of its simple structure, RRAMs can be easily 

integrated in a passive crossbar array with a size of 4𝐹𝐹2, where F is the minimum feature size 

achievable by lithography. In addition, this size can be reduced to 4𝐹𝐹2/𝑛𝑛  with vertically 

stacked architectures, where n is the stacking layer number of the crossbar array [1].  

For the electrochemical operation mechanism reported above, the set and forming processes 

are based on the generation of cations by oxidising active electrode atoms. These cations are 

dragged by the electric field through the dielectric medium where they could be reduced, 

usually when they reach the inert electrode. This process forms the CF that bridges the 

electrodes [3, 9, 21]. If the cation mobility in the dielectric is low enough, instead of traveling 

along the whole structure, the ions could be reduced close to the active electrode, forming a 

layer of the same atoms found in the electrode. This layer can be treated as an extension of 

the electrode and it is called virtual electrode [11]; the CF remnants in contact with the 

electrodes after a reset process can also be considered virtual electrodes. In devices with the 

latter features the CFs are formed from the active electrode (the CF wider part is close to the 

active electrode) to the inert electrode. The CFs could be also formed the other way around 

in high ion mobility dielectrics [1].  

There are two types of RRAMs depending on the voltage polarity needed to produce RS 

processes: bipolar and unipolar. In unipolar devices the same polarity is employed for set and 
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reset, whereas for bipolar devices a different polarity is needed [8, 20, 22]. For unipolar devices 

based on electrochemical mechanisms, the CF creation is related to ion generation at the 

active electrode interface and ion reduction in the dielectric till the CF is fully formed. 

However, the CF destruction is based mainly on thermal phenomena [1, 19]. In this respect, 

the temperature increase produced in the reset process rises oxidation and ion diffusion 

velocities and accelerates the processes that lead to the CF disruption. It is clear, then, that 

the physical description of the device operation requires an accurate device thermal 

description, and therefore, the 3D solution of the heat equation. 

As explained above, we introduced in this work a new microscopic simulator to delve into 

the RRAM physics. Several microscopic RRAM simulators have been developed so far; some 

of them rely on a 2D description [1, 6, 7], others are developed in a 3D scheme [8]. Few of them 

are based on ion generation in the active electrode and the description of their migration and 

corresponding reduction processes that lead to the CF formation [1, 6, 21]. Others describe 

the CF formation by means of oxygen vacancies [7, 8] in valence change memories; in most 

cases, the simulator core is based in Kinetic Monte Carlo algorithms. Some tools based on 

the physical description of oxide vacancies CFs are employed to describe complete RS 

processes, including the initial forming process [7, 8]. However, as far as we know, there are 

not any electrochemical RRAM 3D simulation tools that can describe a forming process 

followed by several complete RS cycles. Some of them can simulate the forming and set 

transitions, but not reset [6]; others only describe forming [21] in a partial manner since the 

number of simulated ions employed is low [1]. In this context, the inclusion of the 3D heat 

and Poisson equations to account for the RS dynamics is needed [6, 7, 8, 19, 20]. Charge 

transport is described by trap-assisted tunnelling models in certain tools [6-8] while in others 

a model based on the ohmic conduction is employed; in the ohmic conduction case, the CF 

resistance, the set-up and Maxwell series resistance components are included [19, 20].  

In the simulator we present here a 3D description for ion generation and migration is 

employed within a Kinetic Monte Carlo (KMC) algorithm. The 3D Poisson and heat 

equations are solved at every simulation step. Forming and the subsequent complete cycles 

of set and reset processes can be simulated continuously for an unipolar device.  

The fabricated devices and measurement process are explained in section II, the simulator 

features are detailed in section III and the main results and discussion are reported in section 

IV; finally, some conclusions are drawn in section V. 

 

II.-DEVICE DESCRIPTION AND MEASUREMENT 

The Ni/HfO2/Si devices were fabricated on (100) n-type CZ silicon wafers with resistivity 

(0.007-0.013) Ω cm following a field-isolated process. Atomic layer deposition at 225°C using 

tetrakis (Dimethylamido)-hafnium (TDMAH) and H2O as precursors was employed to  
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deposit 5nm-thick HfO2 layers. The top Ni electrode with a 200nm thickness was deposited 

by magnetron sputtering [25]. 

The current-voltage (I-V) characteristics were measured at 300 K by means of a HP-4155B 

semiconductor parameter analyser controlled by GPIB with a PC, using MATLAB. In 

addition, constant voltage stress measurements (CVS) were performed in order to evaluate 

the forming time of the devices. The CVS curves were measured using the Keysight B1500 

semiconductor parameter analyser equipped with the waveform generator fast measurement 

unit (WGFMU) module. The Si substrate was grounded and a positive voltage was applied to 

the Ni electrode.  

The device I-V curves measured for positive voltages correspond to an operation regime that 

is characterized by electrochemical mechanisms that lead to conductive filaments formation 

and disruption. See a forming I-V curve and several set/reset cycles that follow in Figure 

3.2-2a. The use of a positive forming voltage leads to a Substrate Injection Forming (SIF) 

regime linked to Ni electromigration, as reported in [25]. The impact of cation migration on 

Ni-based CF formation has also been studied in Refs. [25-27], and can be extended to the case 

we are presenting here. In our devices a self-rectifying effect was observed due to the 

presence of a Schottky barrier between the metallic CF and the semiconductor. The curves 

in the LRS after a forming process are shown in Fig1b. Nevertheless, in this manuscript we 

will pay attention just to the unipolar operation for positive voltages; i.e., the forward bias 

operation regime. 

 

 

 

 
Figure 3.2-2. a) Experimental current versus applied voltage in the RRAMs under study. A forming 
process and several RS cycles are shown. b) IV curves (in the LRS state) after a forming process under the 
regime of substrate injection forming. A self-rectifying behavior shows up due to a Schottky barrier built 
between the Ni based CF and the semiconductor (two decades for the current difference are obtained for 
an external voltage of ±0.3V). The oxide thickness (Tox) is 5 nm. 
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In the next section we describe a physically based simulation tool and the experimental 

comparisons needed to tune the main model parameters. We assume that the unipolar 

operation of the RRAMs reported above is based on redox processes and Ni cation migration.  

 

III.-SIMULATION DESCRIPTION 

As the majority of microscopic solid state systems, the dynamics can be characterized 

reasonably well by transitions between different states. Due to this, a KMC algorithm is 

proposed to describe the physics behind the operation of the fabricated RRAMs. A KMC 

approach takes into account the transition rates between the states found in the conventional 

device operation [29]. This simulation scheme reproduces device RS variability in a natural 

manner since the physical processes involved in the simulation of the device operation are 

generated within a stochastic algorithm. The SET processes depend on previous RESET 

processes because the new CF formation uses the remnants of the previous RESET as a 

starting point. The stochasticity of the RS simulation is also linked to the thermal evolution 

of the device. 

The different processes that take place within the system are modelled by the transition state 

theory (TST), which introduces the rate calculation as in Equation 1,  

𝛤𝛤 =  𝑣𝑣 exp �−
𝐸𝐸𝐴𝐴
𝑘𝑘𝐵𝐵𝑇𝑇

� 

 
(1) 

following Maxwell-Boltzmann statistics [6]. Here 𝛤𝛤 stands for the transition rate, 𝑣𝑣 stands 

for a vibration constant, 𝐸𝐸𝐴𝐴 is the energy barrier height, 𝑘𝑘𝐵𝐵 the Boltzmann constant and T 

the temperature. The transition rate corresponds to the inverse of the time needed for a 

determined mechanism to take place. The activation energy will depend on the electric field 

and other local characteristics described by the simulator such as the presence of CFs or 

electrodes. The system can be considered memoryless, consequently the probability for a 

determined action to take place in a time duration t can be expressed as follows [6]: 

𝑃𝑃 =  1 − exp(−𝛤𝛤 ∙ 𝑃𝑃) 
 (2) 

In the simulations performed, the RRAM physics is described by means of 

reduction/oxidation reactions, metallic ion movement, ion and atom clustering and the 

formation and disruption of conductive filaments made of reduced ions.  

In the forming and set processes, some important mechanisms are involved like the anodic 

dissolution of the Ni electrode [1, 5, 9, 18, 21]. This oxidation process is linked to the 

formation of an ion starting from a neutral atom that can occur at the electrode's interface 

or in the dielectric (in this latter case considering atoms linked to previous RS cycles). The 

reduction process consists of electron capture by the ion, and can occur anywhere. In our 

case, for the generation of ions we assume that the activation energy depends on the 
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electrode current which induces ion drift within the electrode [2].  The migration of Ni ions 

through the dielectric toward the bottom electrode and the growth of the Ni filaments are 

electrically controlled [2, 9, 18]. The formation of CFs bridges the electrodes and makes the 

device resistance state change from HRS to LRS. After that, the Ni-based CF will be 

destroyed by Joule heating [1, 3, 19, 30] since this process it is carried out with the same 

polarity as the forming and set process. After the Joule heating process, which increases ion 

oxidation, there will be ion diffusion and drift till the CF is broken. After the CF rupture and 

the corresponding current drop the device temperature decreases swiftly [3]. 

Each ion can migrate to anyone of the adjacent null sites around it (grid sites without ions or 

reduced atoms). The ion mobility depends on an energy barrier for ion hopping whose value 

is assumed to be the same in all directions and is modulated by the electric field as follows 

[6], 

𝐸𝐸ℎ = 𝐸𝐸ℎ(𝑒𝑒 = 0) −
𝑄𝑄𝐸𝐸𝑄𝑄(𝑥𝑥,𝑦𝑦, 𝑧𝑧)

2
 

 

(3) 

where Q is the ion charge, d is the physical distance between the two states, 𝑄𝑄 is the applied 

electric field and 𝐸𝐸ℎ(𝑒𝑒 = 0) is the energy barrier for the ion hopping in absence of an electric 

field. For our simulations we have employed a value for 𝐸𝐸ℎ(𝑒𝑒 = 0) = 0.91 𝑒𝑒𝑒𝑒. Under this 

simulation approach a determined electric field enhances ion movement in one direction and 

hinders the opposite movement. 

The activation energy for ion reduction (𝐸𝐸𝐻𝐻) or oxidation of a 𝑁𝑁𝑁𝑁 atom (𝐸𝐸𝑜𝑜𝑥𝑥) is related to the 

number of atoms surrounding it (n). If the diagonals are not considered, the maximum of 

atoms that can surround the ion or atom is n_max (n_max=6). This would mean that the 

energy will vary in the following way: 𝐸𝐸𝐻𝐻(𝑛𝑛) = 𝐸𝐸𝐻𝐻(0) − 𝑛𝑛 ∗ 0.2
𝑛𝑛_𝑚𝑚𝑚𝑚𝑥𝑥

 for the reduction energy and 

𝐸𝐸𝑜𝑜𝑥𝑥(𝑛𝑛) = 𝐸𝐸𝑜𝑜𝑥𝑥(0) + 𝑛𝑛 ∗ 0.2
𝑛𝑛_𝑚𝑚𝑚𝑚𝑥𝑥

 for the oxidation energy (see Ref. [1], a 3D generalization has 

been included here). In our case the values introduced in our simulation tool are ER(0)=0.8 eV 

and Eox(0)=1.0 eV. These energies are important parameters as their values and the 

connection with other energies influence the final shape of the CF [1]; nevertheless, as we 

shall show below, the most important processes to consider in the CF shape determination 

are the activation energies linked to the ion mobility and generation. In this respect, the 

relation of the latter parameters can make the CF formation to start close to the top electrode 

and grow towards the bottom electrode or the other way around. The migration of atoms is 

ignored since they move much slower than ions under the influence of an external electric 

field [1]. 

Once the ions reach the bottom electrode, it is quite difficult for them to reoxidize again, so, 

the bottom electrode should enhance the reduction of ions and hinder the oxidation of atoms 

[21, 30]. Taking into consideration these facts, an implementation of this phenomenon is 

reasonable by decreasing the activation energy for reduction for all the ions that reach the 
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bottom electrode and form the virtual electrode (the atom cluster formed close to the 

electrode and connected to it by at least one atom). 

Another mechanism included in the simulator accounts for the relation between the external 

voltage and ion generation. It has been highlighted that there exists a voltage threshold for 

the forming and the set processes [1, 4, 10, 18, 21]. In addition, other studies show that the 

current through the active electrode produces a potential gradient inside the electrode which 

drags ions to the sub-surface [2]. We have followed this latter approach by using the following 

expression for the corresponding activation energy.  

𝐸𝐸𝑔𝑔 = 𝐸𝐸𝑔𝑔(𝑒𝑒 = 0) − 𝐹𝐹𝑅𝑅𝑇𝑇𝑆𝑆𝐼𝐼𝐻𝐻𝐻𝐻𝐴𝐴𝑅𝑅 
 

(4) 

where 𝐸𝐸𝑔𝑔(𝑒𝑒 = 0) = 0.96 𝑒𝑒𝑒𝑒, RTE stands for the top electrode ohmic resistance (assumed to be 

20 Ω) and IRRAM the total device current. F is a fitting parameter. 

The geometric structure of the RRAMs under study is sketched in Figure 3.2-3a [24]. We 

selected a 3D cubic simulation domain (SD) where the dielectric and the electrodes interfaces 

are included (Figure 3.2-2b). Since the HfO2 dielectric is 5nm thick, a 20 points grid is needed 

in every axis since the Ni atomic radius is around 0.125 nm. The z axis in Figure 3.2-3b is 

perpendicular to the device stack.  

 

 

 
Figure 3.2-3. a) Cross section of RRAM fabricated and scheme employed in the simulations. Below, it is 
shown the RRAM stack with a Ni active electrode, an inert Si electrode and a dielectric (HfO2) in between, 
where the conductive filament is formed and ruptured. b) Simulation domain with a 3D grid, the 
electrodes are shown for clarity. In the simulation domain the 3D Poisson and 3D heat equations are 
solved making use of mixed boundary conditions. 

 
The temperature determination is performed by solving the 3D heat equation (Expression 5). 
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where 𝐾𝐾𝑡𝑡ℎ(𝑥𝑥,𝑦𝑦, 𝑧𝑧) = 0.49 𝑊𝑊
𝑚𝑚∙𝐾𝐾

 is the thermal conductivity of hafnium oxide [31] and P(x,y,z) the 

power density dissipated at each grid point. Mixed boundary conditions are employed to 

solve equation 5. A constant temperature is assumed at the electrodes and adiabatic boundary 

conditions are used at the SD lateral faces. Based in previous works related to the thermal 

behaviour of RRAM devices [32], we have simplified the calculations linked to determine the 

temperature temporal evolution.  

For the 3D Poisson equation, we have also employed mixed boundary conditions: a constant 

voltage is assumed at the electrode interfaces and Neumann boundary conditions at the SD 

lateral faces. A simplification scheme based on Ref. [7] can be used to improve computing-

time issues. 

In order to use the KMC algorithm, the first step is to calculate all the transition rates to 

weigh each process statistically. Once the transition rates have been calculated, we can 

determine an optimized iteration duration time t as follows [6]: 

𝑃𝑃 = −
ln(1 − 𝑍𝑍𝑎𝑎𝑛𝑛𝐸𝐸𝑛𝑛)

∑𝛤𝛤
 (6) 

A random number (randm) between 0 and 1 is employed and the value generated corresponds 

to the probability of at least one event occurring. As can be deduced, the bigger the sum of 

all mechanism rates the smaller the iteration time t.   

In order to select the occurring event we compare the calculated number 𝑍𝑍 ∙ 𝛤𝛤𝑇𝑇𝑜𝑜𝑡𝑡𝑚𝑚𝑇𝑇  (r is a 

randomly generated number) with the elements of a vector formed by the partial sums of the 

transition rates  𝑛𝑛(𝑗𝑗) = ∑ 𝛤𝛤𝑞𝑞
𝑗𝑗
𝑞𝑞=1 . Then, the first event that fulfil the following condition 

(Equation 7) is chosen, 

𝑛𝑛(𝑗𝑗) > 𝑍𝑍 ∙ 𝛤𝛤𝑇𝑇𝑜𝑜𝑡𝑡𝑚𝑚𝑇𝑇 (7) 
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After the movement of the set of ions within the simulation domain, the simulation flow goes 

on as depicted in Figure 3.2-3. We calculated the current and potential at the same time, as 

in Ref. [6], to save computation time. 

We have included the calculation of virtual electrodes in the simulator; i. e., the Ni atom 

clusters within the dielectric in contact with both electrodes. In this manner, the effects and 

phenomena occurring at the electrodes have been transferred to the interface of the virtual 

electrode. Therefore, the electrode border and the gap between the electrodes changes 

dynamically along with the simulation. 

In the pristine state and the HRS, the main conduction mechanism is described by the Poole-

Frenkel model. However, when a fully formed CF shorts the electrodes, the QPC [19, 23] and 

ohmic conduction mechanisms are included, in addition to Poole-Frenkel which is clearly 

masked by the conduction mechanisms linked to the conductive filaments. 

In the ohmic operation regime, after one or more percolation paths are found, we calculate 

the device current making use of the equivalent circuit shown in Figure 3.2-5. The simulator 

can deal with an arbitrary number of CFs and can calculate their time evolution 

simultaneously. The CF resistance (RCF) is obtained by considering the contribution of each 

Ni atom to the total CF resistance; therefore, we recalculate this resistance at each simulation 

step. 

 
Figure 3.2-4. Simulation flow-graph. A KMC algorithm is the key module in the simulator. 
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Figure 3.2-5. Electrical equivalent circuit considered in the simulator for the current calculation in the 
ohmic regime (after one or several percolation paths are found). Rsetup is the resistance that accounts for 
the electrodes resistances, and CFi is the ith conductive filament across the insulator, QPCi represents a 
constriction and the current through it is described by means of the Quantum Point Contact model [19, 
23]. RMti and RMbi are the Maxwell’s resistances in the top and bottom electrodes respectively. 

 

A common resistance (Rsetup=40 Ω) is added to model the effect of both the top and bottom 

electrode resistances, see Figure 3.2-5. Finally, in series with each CF, Maxwell resistances 

have been added in order to take into account the funnelling of current lines from the large 

electrodes to the narrow CFs [20, 33]. For the sake of generality, we have split the Maxwell 

resistance for each CF into two contributions, since the electrodes are different: RMti and RMbi 

(where i stands for the number of the considered filament). The Maxwell resistances are then 

given by [33] as: 

bti
biMt r

R
,min_

, 4
1
σ

=  (8) 

where rmin_i is the radius of the narrowest section along the CF and σ 𝑡𝑡 = 1.43 ∙ 107 S/m is the 

conductivity of the top (or bottom σ𝑏𝑏 = 1.2016 ∙ 105 S/m) electrode. In our case, to calculate 

rmin_i, the narrowest CF section is considered to obtain an equivalent circular area.  

The electric conductivity of the cluster of atoms is supposed to have also a dependency on 

the temperature that it is described as: 
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where σ0 is the electrical conductivity at the reference temperature T0=300 K and αT is the 

temperature coefficient of conductivity (a value of αT =0.001 K-1 is assumed). The electrical 

conductivity has been considered as a fitting parameter since the conductive nature of the 

CF in the ohmic regime is not well understood and it is obviously affected by the final CF 

configuration, in our case a value of σ0 =0.5x107 Ω-1 m-1 was employed.  

We included a charge transport mechanism according to the Poole-Frenkel model in 

addition to the ohmic conduction [34]. The current component in the forming process is 

described with the Poole-Frenkel model [35], making use of the following parameters: 𝑁𝑁0 =

5 ∙ 10−12 𝐴𝐴 𝑚𝑚
𝑉𝑉

 and 𝜑𝜑𝐵𝐵 = 0.85 𝑒𝑒 . For the set curves, the current can be also described in an 

effective manner by means of the Poole-Frenkel model. We have employed an average 

electric field between the virtual electrodes for this model. When a percolation path was 

found, the circuit shown in Figure 3.2-5 was used. For the QPC model we used the following 

parameters N=10, 𝛼𝛼 = 4 𝑒𝑒𝑒𝑒−1, 𝛽𝛽 = 0.9 and 𝛷𝛷 = 1.8 𝑒𝑒𝑒𝑒. For the reset cycles, when the device 

is in the LRS, in addition to the previous components, as explained above, we employ the 

circuit shown in Figure 3.2-5.  

 

In each iteration the existence of a percolation path is searched in the simulation domain. 

The algorithms for the search of percolation paths [36] (Hoshen-Kopelman in our case) are 

based on the consideration of classical clusters, where only horizontal and vertical 

neighbours are considered. Our algorithm also considers the possibility of having more than 

one percolative path in the same simulation domain. These alternative paths have no cells in 

common with each other.  
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IV.-RESULTS AND DISCUSSION 

Once the simulator was developed (see a supplementary explanation in [37] with the 

visualization of the 3D KMC simulation) the first step in the tuning process of our simulation 

tool was based on the fitting of different experimental current curves. We were able to 

reproduce a forming process and an arbitrary number of RS cycles in accordance with 

measured data, see Figure 3.2-6.  

 
Figure 3.2-6. Current versus applied voltage in the RRAM under study. a) Experimental and simulated 
data including a forming process and three cycles with their corresponding reset and set processes, b) 
isolated representation of RS curves corresponding to reset and set processes, the accuracy of the 
experimental data fit is remarkable. 

 

In Figure 3.2-7, the reset current versus reset voltage and set current versus set voltages are 
plotted both for experimental (non-consecutive cycles) and simulated data (see [38] for the 
numerical process to extract these parameters from the experimental curves). The spread of 
experimental data in these plots is higher than the simulation results due to the consideration 
of bigger dielectric areas in comparison with the simulation domain; consequently, several 
CFs of different sizes can take place at once and the experimental parameter cloud spreads 
out further. In addition, for the set curves, it has to be taken into account that the CF 
formation process is a stochastic process and the remnants of previous broken filaments are 
different in each cycle affecting the set voltages and currents. We can observe in Figure 3.2-7 
a reasonable agreement between the experimental and simulated data that share a common 
range of values. 
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Figure 3.2-7. a) Reset current versus reset voltage for the RRAMs under study, experimental and 
simulated data are included, b) set current versus set voltage for the RRAMs under study, experimental 
and simulated data are included. 

In Figure 3.2-8, we plot the simulated I-V curves of a forming process and the complete RS 
cycle that follows, consisting of a reset and a set process. The Figure 3.2-9, Figure 3.2-10 
and Figure 3.2-11 show the ion and atom microscopic distribution corresponding to the 
microscopic states of the I-V curves in Figure 3.2-8 (marked with letters). In addition, the 
CF evolution can be seen through Figure 3.2-9, Figure 3.2-10 and Figure 3.2-11.  
 

 
Figure 3.2-8. Simulated current versus applied voltage. The letters along the curves correspond to the 
stages of the distributions plotted in Figs 8, 9 and 10. A fixed current value has been assumed in the 
forming curve at low voltages in connection with the minimum resolution of the measurement set-up. 

 
Within the simulation scheme we follow, it is important to understand that the parameter 
fitting is not a mechanic process (such as the parameter extraction algorithms that are 
commonly employed for certain compact models), but a progressive process using many I-V 
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curves (Figure 3.2-6), IReset-VReset and ISet-VSet distributions (Figure 3.2-7), etc. Additionally, 
the basic functioning of these devices presents a high degree of variability due to the 
stochastic nature of the CF formation/rupture procedures. These characteristics hinder the 
calculation of a closed set of parameters in a deterministic manner. 

 
In Figure 3.2-9, we show different CF creation stages within a forming process. The 
formation starts close to the interface of the active electrode because the combination of 
activation energies controlling the redox reactions and the ion migration processes make the 
atoms nucleate close to the active electrode. Therefore, the CF grows towards the counter 
electrode. 
Taking into consideration the stochastic nature of a forming process, a CF with irregular 
surface is expected, as can be seen in Figure 3.2-9. Once the forming process is completed 
(Figure 3.2-9h), a reset process is started using a ramped voltage again (Figure 3.2-10). The 
filament is ruptured by means of thermal mechanisms that are triggered by Joule heating. 
The temperatures (in the order of 972K in the hottest spots) obtained are in line with previous 
results given by other authors [39].  

 
Figure 3.2-9. Forming process in the simulated RRAM. The formation of the conductive filament is 
shown at different stages. Red balls represent Ni atoms, blue ones represent Ni cations; once the filament 
is formed (h) the only elements shown are the atoms within the percolation path. 
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Figure 3.2-10. Different stages in a reset process in the simulated RRAM. Red balls represent Ni atoms 
and blue ones Ni ions. The reset starts at the stage where the forming process was stopped by limiting 
the device current, after the CF rupture the set curve starts with a new ramped voltage. 

 

During the RESET process, there might be stages where the CF grows in the narrower part 

(Figure 3.2-10c, 3.2-10d, 3.2-10e), reducing consequently the device resistance and 

increasing the current and Joule heating. Later on, the final thermally triggered process takes 

place till the CF is ruptured (Figure 3.2-10h).   

Once the reset is over, a set process is launched again with a ramped voltage, making use 

of the CF remnants shown in Figure 3.2-10h as starting point (Figure 3.2-11). Because of 

the presence of the partially formed CF, the set voltage is lower than the forming voltage, 

as it should be. In addition, the current in the set process, at low voltages, is much higher 

 
Figure 3.2-11. Set process in the simulated RRAM. Red balls represent Ni atoms and blue ones Ni ions. 
The formation of conductive filaments is shown at different stages.  
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than in the forming case since the gap in the dielectric between the virtual electrodes is 

lower than in pristine devices. Notice that we consider the Ni atom clusters in contact 

with the electrodes as electrode extensions. 

As it can be observed in the Figure 3.2-11, the CF reconstruction process is quite similar to 
what we obtained in the initial forming stage (Figure 3.2-9). An irregular CF shape was 
obtained when the percolation path was found, Figure 3.2-11h. 
 

This simulator allows the study of different devices (changing the materials and geometric 
parameters) and operation regimes since it is a versatile tool. Apart from the analysis of the 
different physical mechanisms, it allows model development and help in parameter 
extraction for compact modelling for circuit simulation purposes. As an example of these  

 
Figure 3.2-12. a) and b) CF shapes and corresponding temperature distributions for different voltages 
corresponding to the reset curve shown in Figure 3.2-8 (red curve). c) CF minimum average radius and 
CF mean temperature versus time for a transient simulation of a CF rupture, using a constant voltage of 
VRRAM=2 V. The simulation was initiated just after the percolation path is formed and the CF narrow 
region grows to a 1.5nm radius.   

 



3.2. Unipolar CBRAM 
 

63 
 

 applications, the shape of CFs can be studied, as shown in Figure 3.2-12. Different CF 
formation directions are shown depending on the ion generation and hopping features. It is 
observed that the activation energies determine the final CF shape that grows from the active 
to the bottom electrode, or the other way around.  
The time evolution of the CF minimum average radius (the CFs are not circular; therefore, 
each CF atomic layer is approximated by a disk of similar area) and the CF mean temperature 
in a CF rupture simulation are shown in Figure 3.2-13c. The temperature distributions for 
two different voltages in a reset curve are plotted in Figure 3.2-13a and 3.2-13b.   
 
In Figure 3.2-14, it is shown the experimental and simulated forming time of the studied 

devices under CVS conditions. The simulation takes into account the activation energy 

reduction induced by the electric field, giving rise to an excellent agreement with the 

experimental data. If look at Eq. 6, we can observe that the simulation step time is calculated 

through the transition rates of the processes that take place within the KMC algorithm. They 

depend exponentially on the activation energy as shown in Eq. 1; so, an exponential 

dependence is inherent in the thermally activated processes behind the physical description 

 
Figure 3.2-13. Different CF formation features dependent on the activation energies linked to the ion 
generation rate and ion mobility in the dielectric. a) 𝐸𝐸𝑔𝑔 = 0.451 𝑒𝑒𝑒𝑒 and 𝐸𝐸ℎ = 0.48 𝑒𝑒𝑒𝑒, b) 𝐸𝐸𝑔𝑔 = 0.465 𝑒𝑒𝑒𝑒 and 
𝐸𝐸ℎ = 0.35 𝑒𝑒𝑒𝑒. The voltage employed for comparison is higher in figure b since the time needed (ramped 
voltages are similar) in case b to form the CF is longer. 
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of the device (an exponential dependence is seen in Figure 3.2-14). Besides, we can find this 

relationship in previous works [3, 6, 9, 18].  

 

  

 
Figure 3.2-14.  Forming time versus voltage for constant voltage stress. An exponential dependence of 
the forming time with the applied voltage is obtained. 
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V.-CONCLUSIONS 

A new 3D kinetic Monte Carlo RRAM simulator has been developed and presented here. The 
3D Poisson and heat equations are solved to correctly implement the redox, ion migration 
and nucleation processes that allow the description of physics behind the operation of 
resistive memories based on electrochemical processes. Ni/HfO2/Si unipolar devices have 
been fabricated and characterized. The measured data were employed to tune the simulator. 
Different characteristics of the devices under study have been reproduced with accuracy. The 
evolution of the conductive filaments along the forming, reset and set processes have been 
analysed in detail. The formation direction of the filament and its shape have also been 
discussed in terms of the value of the activation energies linked to the ion generation rate 
and ion mobility in the dielectric.  
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3.3. Bipolar CBRAM 

The bipolar CBRAM has a physical foundation very similar to the unipolar case. The main 

difference is the polarity needed to carry out RS, as it needs one polarity for the forming and 

SET processes while the opposite polarity is required for the RESET process. The reason of 

this operation is that the CF does not reach a temperature high enough for the thermal 

rupture before the oxidation process of atoms induced by the electric field. In this sense, once 

the CF is ruptured, the ions would be field-driven again toward the active electrode. 

The main characteristics of the simulator presented here [Aldana2018] are similar to the 

unipolar simulator of the section 3.2: 

• It is based on a kMC algorithm that implements the main redox processes in CBRAM 

devices (that is, the reduction of ions and the oxidation of atoms) and the field-driven 

migration of charged particles (ions). 

• The percolation path is calculated using the Hoshen-Kopelman algorithm 

[Hoshen1976], as explained in appendix 6.3. This kind of algorithm allows to take 

into account the virtual electrodes, that is, the clusters in contact with the top or 

bottom electrodes. 

• No CF shape is assumed in these simulations as complete RS cycles can be achieved 

starting from the pristine state. 

• In the simulation domain, Neumann (for lateral faces of the cubic grid) and Dirichlet 

(for the top and bottom electrodes) boundary conditions have been implemented for 

the resolution of the Poisson and heat equations. 

• Regarding the conduction mechanisms, an equivalent circuit has been used for the 

LRS where CF ohmic resistance, Maxwell resistance and the set-up resistances have 

been included. However, the conduction mechanisms used through the dielectric in 

the HRS are the Poole-Frenkel and Fowler-Nordheim emission with effective 

parameters. 

The devices used for calibrating (Cu/HfOX/Pt)  were made at the Laboratory of 

Nanofabrication and Novel Device Integration, Institute of Microelectronics, Chinese 

Academy of Sciences, Beijing. The details about the fabrication and measurements can be 

seen in appendix 6.6.2. The dielectric 𝐻𝐻𝐻𝐻𝑍𝑍𝑋𝑋 layer has 6 nm thickness and the cubic grid used 

was 6 nm x 6 nm x 6 nm. The size of Cu atoms, that is, the separation between grid points is 

0.29 nm. 

In this case, the measurements used for fitting the computational tool were current-voltage 

(I-V) curves obtained with voltage sweep experiments. Several RS cycles were measured, 

where the curves for positive voltages correspond to SET processes and the negative voltages 

to RESET processes. Making use of this information, it can be obtained the distribution of 

𝑒𝑒𝐻𝐻𝑆𝑆𝑇𝑇 and 𝑒𝑒𝐻𝐻𝑆𝑆𝐻𝐻𝑆𝑆𝑇𝑇 values. 
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After fitting the tool, it has been used to reproduce several RS cycles and the current 

fluctuations due to the change in the CF structure. Besides, it has also been used to study the 

CF compactness along the simulation and to study the cycle-to-cycle variability, that is, 

among other features, the 𝑒𝑒𝐻𝐻𝑆𝑆𝑇𝑇 and 𝑒𝑒𝐻𝐻𝑆𝑆𝐻𝐻𝑆𝑆𝑇𝑇 distributions. 

A video was prepared to explain the potential and the working of the kMC simulation, the 

device structure and the physics behind the RS process [videoBipolar]. In the part of the video 

corresponding to the Figure 3.3-1a, the fabricated device structure is presented, just like 

details about the fabrication process and the measuring setup. The simulation details are 

quite similar to those given in the previous video [videoUnipolar], but some additional 

explanation for the clustering process is exposed as shown in Figure 3.3-1b. This video sheds 

light on the physics behind the operation of the bipolar CBRAM with simulated data after 

the fitting process. Complete RS processes are carried out and shown in the video, Figure 

3.3-1c shows a snapshot that illustrates the CF configuration in a given instant. The 

representation of the system evolution shown in the video has been made with simulated 

data; thus, it is not an idealization of the movement of the particles (metal ions). Also, the 

current and the electric field (Figure 3.3-1d) were also obtained with physical realistic 

calculation as the one used in this work. The video was published on 20th of December 2017, 

and it garnered 3089 views on YouTube until 7rd of September 2020. It also should be noted 

that the video is highly positioned for Youtube and Google search for the keywords "kinetic 

monte carlo RRAM".  

This section is an already published work [Aldana2018].  

  

  
Figure 3.3-1. In a) the bipolar CBRAM device structure (Cu/HfOX/Pt) is shown. In b) it can be seen a part 
of the video where the clustering implemented in the simulator is explained. A fully formed CF just after 
the forming process is presented in c). The effect of the virtual electrode (the gap between the electrodes) 
in the electric field and so in the current is exposed in d). 

 



3. Conductive Bridge RAM 

72 
 

 



3.3. Bipolar CBRAM 
 

73 
 

S. Aldana et al.  

Journal of Applied Physics (2018) 
 
 

Aldana, S., Roldán, J. B., García-Fernández, P., Suñe, J., Romero-Zaliz, R., Jiménez-Molinos, 
F., Long, S., Gómez-Campos, F., Liu, M. (2018). An in-depth description of bipolar resistive 
switching in Cu/HfOx/Pt devices, a 3D kinetic Monte Carlo simulation approach. Journal of 
Applied Physics, 123(15), 154501. DOI: https://doi.org/10.1063/1.5020148 
  

 
Quality metrics 2018 
Data base Rating Quartile 
Web of Science Impact factor: 2.328 Q2 
Scimago Scientific journal ranking: 0.746 Q2 

 
Publication citations (2020-09-07) 

Google Scholar Web of Science 
9 8 

 

  



3. Conductive Bridge RAM 

74 
 

 



3.3. Bipolar CBRAM 
 

75 
 

An in-depth description of bipolar resistive switching in 
Cu/HfOx/Pt devices, a 3D Kinetic Monte Carlo simulation 
approach 

 

S. Aldana1, J.B. Roldán1, P. García-Fernández1, J. Suñe2, R. Romero-
Zaliz3, F. Jiménez-Molinos1, S. Long4, F. Gómez-Campos1, M. Liu4 

1Departamento de Electrónica y Tecnología de Computadores. Universidad de Granada. Facultad de Ciencias. Avd. 
Fuentenueva s/n, 18071 GRANADA, Spain. Email: jroldan@ugr.es 

2Dept. Enginyeria Electrònica. Universitat Autònoma de Barcelona, Edifici Q. 08193 Bellaterra, Spain 

3Departamento de Ciencias de la Computación e Inteligencia Artificial. Universidad de Granada. Escuela Técnica 
Superior de Ingenierías Informática y de Telecomunicación, 18071 GRANADA, Spain 

4Key laboratory of microelectronics devices & integrated technology, Institute of Microelectronics, Chinese Academy 
of Sciences, Beijing 100029, China 

 

ABSTRACT 
 

A simulation tool based on a 3D kinetic Monte Carlo (KMC) algorithm has been 
employed to analyse bipolar conductive bridge RAMs (CBRAMs) fabricated with Cu/HfOx/Pt 
stacks. Resistive switching (RS) mechanisms are described accounting for the electric field 
and temperature distributions within the dielectric. The formation and destruction of 
conductive filaments (CFs) is analysed taking into consideration redox reactions and the joint 
action of metal ion thermal diffusion and electric field induced drift. Filamentary conduction 
is considered when different percolation paths are formed in addition to other conventional 
transport mechanisms in dielectrics. The simulator was tuned by using the experimental data 
of Cu/HfOx/Pt bipolar devices that were fabricated. Our simulation tool allows the study of 
different experimental results, in particular, the current variations due to the electric field 
changes between the filament tip and the electrode in the High Resistance State (HRS). In 
addition, the density of metallic atoms within the CF can also be characterized along with 
the corresponding CF resistance description. 

Keywords: Resistive switching memory, RRAM variability, simulation tools, conductive 
filaments, Kinetic Monte Carlo, Conductive Bridge RAM. 
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Resistive Random Access Memories (RRAMs) are currently in the research focus of 

industry and academia because of their potential to take over in the technological landscape 

of high density non-volatile memories. Among the outstanding features found in these 

devices, the following can be counted: low power, fast operation, fabrication in 3D memory 

stacks and compatibility with the Back End of Line (BEOL) of Complementary Metal-Oxide-

Semiconductor (CMOS) processes [1-11]. Results connected with the fabrication of 

promising integrated circuits based on RRAMs have also been given [12-14]. Nevertheless, 

some difficulties have to be addressed prior to the industrial use of RRAMs, e.g.: poor 

variability control of important parameters of the technology such as SET and RESET 

voltages [7, 8, 9, 10, 15, 16, 17]. The lack of simulation tools and compact models for these 

devices constitutes another drawback for massive RRAM production. Although some 

publications devoted to simulation have been reported [1, 4, 5, 6, 17, 18, 19, 20, 21, 22, 23, 24], 

there is a long way to go in this field.  

There are different simulation approaches to describe the physics behind Resistive Switching 

in RRAMs and related effects such as variability, endurance, retention… [1, 17, 25]. One of the 

alternatives consists of macroscopic modeling. In this approach, a continuous conductive 

filament that shorts the electrodes once the set process is over is considered. The CF is often 

supposed to be a metallic-like cylinder or truncated-cone whose thermal and electrical 

conductivities are fitted to reproduce experimental measurements [17, 25, 26, 27, 28, 29]. The 

Poisson and heat equations are solved (usually in 1D) within the device and the RRAM 

resistance is calculated to obtain the current.  

The macroscopic simulation approach allows a reasonable RS description; however, a deeper 

understanding of the mechanisms controlling RRAM operation can be obtained with a 

detailed simulation in which metallic ions/atoms [1, 23] and oxygen vacancies [6, 17, 30, 31] 

are described in a one-by-one manner, calculating the ion dynamics and possible percolation 

paths that once formed change substantially the device resistance. This simulation technique 

can be implemented by means of kinetic Monte Carlo algorithms [1, 4, 6, 23, 30]. Recently we 

presented a 3D kinetic Monte Carlo tool to describe unipolar devices [23]; in this manuscript 

we introduce a new simulator for describing bipolar Conductive Bridge RAMs (CBRAMs). In 

this new simulation tool, the role of ion drift is more important; in addition, a new technique 

is employed to calculate the average electric field in the region between the filament and the 

electrode and a new method to analyze the compactness of conductive filaments has also 

been introduced.  

The RRAM structure is simple, it consists of two electrodes that sandwich a dielectric layer 

where RS processes take place. In most of the important cases reported in the literature, the 

RS operation is filamentary, i.e., the device switches between two different resistance states 

(a Low Resistance State, LRS, and a High Resistance State, HRS) that are obtained by forming 

or rejuvenating a CF that shorts the electrodes. We can find in the literature different 

mechanisms to explain CF creation and rupture; nevertheless, here we will deal with RS 
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processes linked to the oxidation and reduction of atoms coming from the active electrode 

within an electrochemical regime [4, 10, 23]. Starting from a pristine dielectric, the CF 

creation process leads to a device in LRS (forming process) [1, 9, 10, 23, 32]. RRAMs can be 

integrated in passive crossbar arrays with 4F2 size, being F the minimum feature size 

achievable by lithography, with the additional potential for vertically stacked structures [1].  

In CBRAMs the cation generation occurs by the active electrode oxidation. These ions get 

reduced in the dielectric after being dragged by the electric field. The reduced ion clustering, 

and further percolation path formation, builds CFs that bridge the electrodes [1, 4, 23]. The 

most probable cation reduction region in the dielectric depends on the relative values of the 

cation mobility and generation probability at the interface between the dielectric and the 

active electrode [23]. In particular, for low cation mobility the reduction region would be close 

to the active electrode. If the formed cluster is in touch with the electrode it works like an 

electrode extension known as a virtual electrode [7]. If cation mobility is high, the most 

probable reduction region will be close to the inert electrode. Consequently, the CF shape 

strongly depends on the cation mobility. 

If we attend to the polarity needed to carry out RS processes, we can distinguish two kinds 

of RRAMs: bipolar and unipolar. The same polarity is employed to create and destroy the 

CFs (i.e. the set and reset) in unipolar devices, while different polarity is needed for bipolar 

devices [1, 9, 25]. In general, in unipolar devices, reset processes are linked to some extent to 

cation diffusion triggered by Joule heating effects; however, for bipolar devices, both 

diffusion enhanced by thermal effects and electric field induced drift mechanisms have to be 

taken into consideration. Nevertheless, a profound study is needed to analyze the RS kinetics 

for each technology.    

The CBRAM simulator introduced here portrays a detailed description of the physics behind 

RS processes in bipolar RRAMs. We will show the CF formation and destruction processes, 

their shape and conduction properties. In addition, effects such as the stochastic variations 

of the average electric field between the filament tip and the electrode can be analysed to 

explain current variations when the CFs are broken. The 3D description employed here is a 

step forward in comparison with other 2D KMC tools previously presented [1, 4, 5] and a 

complement to simulators developed in the context of valence change memories [6, 30, 31]. 

As far as we know, there are no other bipolar CBRAM 3D KMC simulators able to describe 

a forming process followed by several complete RS cycles. The ion dynamics is implemented 

with a Monte Carlo (MC) algorithm including the main processes that take place in the RS 

operation, i.e., ion generation at the active electrode, redox reactions, clustering, and 

diffusion and drift processes in the dielectric. Moreover, the device current is calculated both 

in the LRS and HRS.  
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The fabricated devices and measurement process are explained in section II, the simulator 

features are detailed in section III and the main results and discussion are reported in section 

IV; finally, some conclusions are drawn in section V. 
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II.-DEVICE DESCRIPTION AND MEASUREMENT 

The structures consisted of transistors fabricated using a standard 0.13 μm logic process and 

RRAMs based on a Cu/HfOx/Pt stack integrated with the transistors. A Cu plug serves as 

electrode. The HfOx switching dielectric layer and the Pt electrode were grown using 

electron-beam evaporation with 6 nm and 70 nm thicknesses. They were patterned using a 

liftoff process. The device size was 300 nm × 400 nm. The measurements of the one transistor-

one resistor (1T1R) structure were performed making use of a Keithley 4200 SCS 

semiconductor parameter analyzer. More details on the fabrication and measurement 

processes are given in [33, 34]. 

The I-V curves measured correspond to resistive switching operation characterized by 

electrochemical mechanisms that lead to the CF formation and destruction. In Figure 3.3-2 

we have plotted several set/reset cycles. The curves for positive (negative) voltages show set 

(reset) processes, the Cu electrode is positive with respect to the Pt electrode. 

 
Figure 3.3-2. Experimental current versus applied voltage in the RRAMs under study. We have selected 
several RS cycles from a total of set of 4072 RS cycles. 

 

 

III.-KINETIC MONTE CARLO SIMULATOR DESCRIPTION 

For simplicity, in our tool we have considered that the top electrode, which is 

electrochemically active, is made of Cu and the bottom and inert electrode is made of Pt. 

This consideration has no effects from the numerical viewpoint since the equivalent circuit 

for the current calculation would give the same results if the device stack is turned upside-

down.  
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This simulator is based on a 3D kinetic Monte Carlo algorithm. The resolution of the 3D 

Poisson and heat equations is included at every simulation time step and the 

creation/disruption of metallic conductive filaments (CF) by the combined action of diffusion 

and electric field drift is taken into account [1, 4, 23, 35, 36, 37]. The numerical solution of 

heat and Poisson equations by means of the finite-different method allows the calculation of 

the electric field and the temperature at every node of the simulation domain. In this manner, 

we can use these distributions to obtain the rates of the different mechanisms considered in 

the simulator at every grid point. 

The simulation flow-graph is similar to that shown in [23]. The electrical conduction 

equivalent circuit is also close to one presented in Figure 3.2-5 in [23]; in our case, due to the 

linearity of the I-V curves at low voltages, there is no need of the inclusion of the Quantum 

Point Contact (QPC) model [32, 38] and a single ohmic resistance connected to the CF is 

needed for the device current modeling, in addition to the device series and Maxwell 

resistances.  

The transition state theory is employed for the rate calculation of the different mechanisms 

considered (Equation 1) [4, 23],  

𝛤𝛤 =  𝑣𝑣 exp �−
𝐸𝐸𝐴𝐴
𝑘𝑘𝐵𝐵𝑇𝑇

� 

  

(1) 

Equation 1 shows that the transition rate is dependent on the activation energy 𝐸𝐸𝐴𝐴 and the 

temperature  𝑇𝑇 . The transition rates are fundamental to determine the time scale of the 

different processes that take part in the simulations. The capability to simulate the temporal 

evolution of different RRAM magnitudes allows studies such as the ones reported in Ref. [39], 

where RRAM dynamic behaviour is addressed. The selection of the different mechanisms 

considered in the ion dynamics description is performed by means of the kinetic Monte Carlo 

algorithm.  

The activation energy for ion hopping is modified by the electric field: 

𝐸𝐸ℎ(𝑥𝑥,𝑦𝑦, 𝑧𝑧) = 𝐸𝐸ℎ(𝑒𝑒 = 0) −
𝑄𝑄𝐸𝐸𝑄𝑄(𝑥𝑥,𝑦𝑦, 𝑧𝑧)

2
 

  
(2) 

Q is the ion charge, d is the physical distance between the two states, 𝑄𝑄 is the applied electric 

field and 𝐸𝐸ℎ(𝑒𝑒 = 0) = 1.1 𝑒𝑒𝑒𝑒 is the energy barrier for a null electric field. A modification of 

the activation energy for oxidation and reduction processes accounting for the accumulation 

of atoms is formulated as follows [1, 23]: 

𝐸𝐸𝐻𝐻(𝑛𝑛) = 𝐸𝐸𝐻𝐻(0) − 𝑛𝑛 ∗
0.4

𝑛𝑛_𝑛𝑛𝑎𝑎𝑥𝑥
 (3) 

 

𝐸𝐸𝑜𝑜𝑥𝑥(𝑛𝑛) = 𝐸𝐸𝑜𝑜𝑥𝑥(0) + 𝑛𝑛 ∗
0.4

𝑛𝑛_𝑛𝑛𝑎𝑎𝑥𝑥
 (4) 
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The activation energies for reduction (𝐸𝐸𝐻𝐻(0) = 0.7 eV) and oxidation (𝐸𝐸𝑜𝑜𝑥𝑥(0) = 0.8 eV) are 

chosen in line with values employed by other authors [1]. In this counting process, diagonals 

are not considered (the maximum number of atoms that can surround an ion or atom is 

n_max (n_max=6) and, therefore, n ≤ n_max). Additionally, ion generation at the active 

electrode is influenced by the current [23]: 

𝐸𝐸𝑔𝑔 = 𝐸𝐸𝑔𝑔(𝑒𝑒 = 0) − 𝐹𝐹𝑅𝑅𝑇𝑇𝑆𝑆𝐼𝐼𝐻𝐻𝐻𝐻𝐴𝐴𝑅𝑅 
  

(5) 

𝐸𝐸𝑔𝑔(𝑒𝑒 = 0) = 1.13 𝑒𝑒𝑒𝑒 is the activation energy for ion generation at the electrode surface, RTE 

is the top electrode ohmic resistance, the device current is IRRAM and F a fitting parameter. 

We also consider the formation of bottom virtual electrodes (atom clusters in touch with the 

bottom electrode) since the effects of this formation enhance ion reduction and hinder atom 

oxidation [23, 36] in these clusters.  

For the HRS conduction regime, we have assumed Poole-Frenkel (PF) emission [17, 25, 40] 

and Fowler-Nordheim (FN) [41] current mechanisms. Their relative influence depends on the 

electric field value in the dielectric, as it is well known. In this respect, we calculated an 

average electric field between the reduced ion clusters and the electrodes and use it for the 

calculation of these current components.  

Maxwell resistance was included following Refs. [26, 32, 42] and an algorithm to search for 

percolation paths [23, 43] was employed at every simulation step. For the grid configuration 

we have considered the size of Cu atoms (the atom radius equals to 0.145 𝑛𝑛𝑛𝑛) and the same 

number of cells or grid points in each axis in a 3D simulation domain. Taking into account 

the filamentary nature of charge conduction in our devices, it is reasonable to assume a 

simulation domain smaller than the device area. 

Some improvements in this simulator version are linked to the relation between the oxidation 

and generation activation energies (the latter works for atoms within the Cu electrode-

dielectric interface where five atoms surrounding the ones at the interface are assumed in 

the context of Equation 4). The calculation of the average electric field in the gap has also 

been improved. 

 

IV.-RESULTS AND DISCUSSION 

Physical parameters  Value 
𝐸𝐸ℎ(ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑁𝑁𝑛𝑛𝐴𝐴) 1.1 𝑒𝑒𝑒𝑒 
𝐸𝐸𝐻𝐻 (𝑍𝑍𝑒𝑒𝐸𝐸𝑟𝑟𝑐𝑐𝑃𝑃𝑁𝑁𝑜𝑜𝑛𝑛) 0.7 eV 
𝐸𝐸𝑜𝑜𝑥𝑥 (oxidation) 0.8 eV 
𝐸𝐸𝑔𝑔 (𝐴𝐴𝑒𝑒𝑛𝑛𝑒𝑒𝑍𝑍𝑎𝑎𝑃𝑃𝑁𝑁𝑜𝑜𝑛𝑛) 1.13 𝑒𝑒𝑒𝑒 
𝐸𝐸 (𝑐𝑐𝑒𝑒𝑐𝑐𝑐𝑐 𝑛𝑛𝑁𝑁𝑧𝑧𝑒𝑒) 0.29 𝑛𝑛𝑛𝑛 

𝑅𝑅𝑇𝑇𝐸𝐸 ,𝑅𝑅𝐵𝐵𝐸𝐸 (𝑒𝑒𝑐𝑐𝑒𝑒𝑐𝑐𝑃𝑃𝑍𝑍𝑜𝑜𝐸𝐸𝑒𝑒 𝑛𝑛𝑒𝑒𝑍𝑍𝑁𝑁𝑒𝑒𝑛𝑛 𝑍𝑍𝑒𝑒𝑛𝑛𝑁𝑁𝑛𝑛𝑃𝑃𝑎𝑎𝑛𝑛𝑐𝑐𝑒𝑒) 20 𝛺𝛺 
Table 2. Main parameters employed in the simulator.   
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Some experimental RS cycles and the corresponding simulation results are plotted in Figure 

3.3-3, a good fitting accuracy can be observed in all cases [44]. See that for negative voltages, 

in the reset curves, the current magnitude is much higher due to the complete formation of 

a percolation path of Cu atoms (the device is in the LRS). 

 
Figure 3.3-3. Current versus applied voltage in the RRAMs under study. Experimental (lines) and 
simulated (symbols) data including three RS cycles are shown. A reasonably good accuracy is obtained. 

 

In Figure 3.3-4, we plot a comparison of the experimental and simulated set and reset 

currents and voltages. Our simulation tool reproduces well most of the data distribution, this 

fact implies that the most important physical processes behind RS are captured. 

Nevertheless, there are minor regions not covered by simulated data; in this respect, the 

presence of one or several CFs in device area with technological variations (non-

homogeneities in the dielectric thickness, presence of grain boundaries, etc.), series 

resistance effects… could be attributed to be behind these differences. 

We made use of a great amount of experimental data to perform the simulator constant 

fitting procedure. It is important to understand that in our case parameter fitting is not a 

straightforward process in comparison with parameter extraction algorithms commonly 

employed in certain classical compact models. In our case, a process using successive 

iterations employing many I–V curves (Figure 3.3-2 and Figure 3.3-3),  𝐼𝐼𝐻𝐻𝑅𝑅𝑅𝑅𝑅𝑅𝑡𝑡–𝑒𝑒𝐻𝐻𝑅𝑅𝑅𝑅𝑅𝑅𝑡𝑡  and 

 𝐼𝐼𝐻𝐻𝑅𝑅𝑡𝑡–𝑒𝑒𝐻𝐻𝑅𝑅𝑡𝑡 distributions (Figure 3.3-4), etc. has been followed.  
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The details of a CF rupture along an I-V reset curve are shown in Figure 3.3-5 and 3.3-6. As 

can be seen, points A and B are obtained for negative voltages in a RRAM in the LRS. This 

state has been reached after a previous successful set process for positive voltages. The 

alterations in the CF shape are not important in these two first points since both the 

temperature and the electric field (the sources behind the diffusion and drift processes that 

modify the CFs) are not high for these operation regimes. 

In stage C, both ion drift and the enhanced diffusion due to higher temperatures and electric 

fields make the CF slim down; this process goes on in stage D. Finally, the CF is broken in 

between stages D and E, corresponding to the great current drop characteristic of a reset 

process. As the negative voltage rises, the CF destruction process keeps on going and the gap 

 
Figure 3.3-4. a) Set current versus set voltage for the RRAMs under study, experimental and simulated 
data are included. b) Reset current versus reset voltage (absolute value) for the RRAMs under study, 
experimental and simulated data are included. 

 

 
Figure 3.3-5. Reset simulated current versus applied voltage. The letters along the curve correspond to 
different RS stages (CF destruction stages). The corresponding CFs are plotted in Figure 3.3-6. 
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between the CF tip and the inert electrode increases. At this stage, it is important to 

highlight that we have employed a different method to calculate the reset point in 

comparison with previous works. In this respect, different procedures to obtain the reset 

voltage are explained in depth in Ref. [19]. Taking into consideration that we can use 

simulated results, where we can determine when the CF is broken, the reset voltage 

determination procedure was chosen to ease the comparison with simulation data. 

 
Figure 3.3-6. Different CF destruction stages associated to a reset process (see the corresponding I-V 
curve in Figure 3.3-5). Red balls represent Cu atoms and blue ones Cu ions (Cu ions are erased from the 
figure once a percolation path is formed). 

 

Once the CF is ruptured, the ohmic component in the current calculation contributes to a 

lesser extent and the current components linked to FN and PF enhance their contribution. 

Neither the current nor the average electric field in the gap between the CF tip and the 

electrode show great variations in the region in between point E and G. On the one hand the 

applied voltage rises, on the other hand the gap between the CF tip and the electrode also 

increases, therefore, the average electric field in the gap remains approximately constant and 

so the current. This fact is reflected both in the experimental and simulation data, as can be 

seen in Figure 3.3-3 and Figure 3.3-4. 

We have also studied the different CF formation stages along a set I-V curve, see Figure 3.3-7 

and 3.3-8.  



3.3. Bipolar CBRAM 
 

85 
 

 
Figure 3.3-7. Simulated set current versus applied voltage. The letters along the curve correspond to 
different RS stages (CF formation stages) that are plotted in Figure 3.3-8. 
 

As can be observed in Figure 3.3-8, the effects of diffusion and electric field drift close the 

gap previously opened in a reset process, and finally (stage E) a fully formed percolation path 

is achieved. A further CF increase is obtained (stage F). At this point the device current is 

limited externally (a compliance current is employed); however, for some time (after the 

compliance current is achieved, and corresponding to higher voltages in a ramped voltage 

stress measurement scheme) the drift and thermal inertia contribute to the CF growth. 

Nevertheless, for further voltages the current limitation stops the temperature rise and, 

therefore, any increase in the thermally activated processes that contribute to RS.  

 
Figure 3.3-8. Different CF formation stages associated to a set process (see the corresponding I-V curve 
in Figure 3.3-7). Red balls represent Cu atoms and blue ones Cu ions (Cu ions are erased from the figure 
once a percolation path is formed). 
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It is important to note that in Figure 3.3-5 an almost constant current is obtained for voltages 

higher than the reset voltage. In this operation region, the CF is broken and the gap between 

the CF tip and the bottom electrode rises as the voltage increases (see Figure 3.3-6). 

Nevertheless, the gap growth is a stochastic process that depends on the evolution of the 

clusters in contact with the electrodes (virtual electrodes [7]). We have calculated this average 

gap evolution and the corresponding average electric field in this gap for a reset curve. The 

results helped us to analyse the current behaviour of some reset curves after the CF rupture 

(Figure 3.3-3 and 3.3-5). 

As can be seen, the stochasticity of the CF growth and destruction makes the average gap to 

increase in an irregular manner. A reasonable gap growth can be observed on average as the 

voltage decreases below the reset voltage, as it is expected [1, 17, 25]. However, there are 

variations as can be seen in Figure 3.3-9. The average electric field in the gap shows a related 

behavior taking into account its inverse dependence on the average gap length. The HRS 

current components, which are mainly dependent on the electric field, also show these 

variations both at the experimental and simulation levels (see Figure 3.3-3, 3.3-5). It is 

important to note that in certain experimental curves the current variations are even greater 

than the simulated ones, this behavior could be due to the summation of current components 

linked to different clusters in greater areas than those employed in our simulator (limited by 

 
Figure 3.3-9.  Average electric field and average gap between the two virtual electrodes left after a reset 
process versus applied voltage, corresponding to the final region of a reset I-V curve. 
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the computational resources available), the presence of possible grain boundaries, 

irregularities at the electrode-dielectric interfaces, etc.  

In order to deepen on the CF properties, we have analyzed the internal configuration of 

different CFs simulated at certain voltages in a RS cycle, to do so we have considered 

different reduction energies. We worked on the reduction energies to study the influence of 

nearest neighboring atoms surrounding each of the Cu atoms and ions in the simulation 

domain. In this regard, the CF compactness and the influence of cluster and percolation path 

formation in the simulation domain can be analyzed. It is clear that, for a certain fixed CF 

volume, the CF compactness is linked to the ohmic resistance since the denser the CF the 

higher the metallic area available for current conduction within each CF layer.  

The number of nearest neighbors for Cu atoms at different voltages for different reset I-V 

curves has been shown in Figure 3.3-10. The number of occurrences that a Cu atom (the 

whole simulation domain has been considered) has a determined number of neighbors (the 

maximum neglecting diagonals is six) has been plotted. At lower voltages the CF is thicker 

(initial stages of the reset process). As the voltage decreases, it gets reduced or even ruptured 

as can be seen in Figure 3.3-10. Although its apparent volume might seem to increase, its 

compactness decreases as the voltage decreases. This fact is seen by the reduction of the 

number of occurrences corresponding to the higher numbers of nearest neighbors. 

In the case of a high reduction energy (Ered=0.8 eV), the probability for the reduction process 

is lower and the capacity to regenerate the CF as the voltage decreases and the reset process 

advances is lower, that is why in this case a CF rupture is achieved. In this regard, we have 

to note that we have shown here four different reset simulations (for different reduction 

energies) and we have to keep in mind the randomness of the processes involved. This means 

that for the same parameters a different curve could be obtained linked to other random 

number series within the kinetic Monte Carlo algorithm. It can also be noted, that the CFs 

are modified as the voltage decreases. In general, thinner shapes are seen (stochasticity has 

to be considered) as well as less compactness as the voltage decreases.  
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Figure 3.3-10.  Number of occurrences for the different possibilities of surrounding neighbors 
(neglecting diagonals) that can be found in the grid for each Cu atom taken into consideration the whole 
simulation domain. Four different applied voltages have been considered, and for each voltage four 
different activation energies are studied (𝐸𝐸𝑟𝑟𝑅𝑅𝑟𝑟 = 0.68 𝑒𝑒𝑒𝑒, 𝐸𝐸𝑟𝑟𝑅𝑅𝑟𝑟 = 0.7 𝑒𝑒𝑒𝑒, 𝐸𝐸𝑟𝑟𝑅𝑅𝑟𝑟 = 0.75 𝑒𝑒𝑒𝑒 and 𝐸𝐸𝑟𝑟𝑅𝑅𝑟𝑟 = 0.8 𝑒𝑒𝑒𝑒). 
We accompany the figures with the corresponding 3D atom and ion distributions for the voltages and 
reduction energies under consideration. The CF compactness can be analyzed making use of the data 
shown. 
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We have observed that the number of occurrences for 6 nearest neighbors rises prior to a CF 

rupture (more simulations than the ones shown in Figure 3.3-10 have been analyzed); 

however, the occurrences of 4 and 5 nearest neighbors drop off. As the voltage decreases the 

occurrences of 1 and 2 neighbors increase since many of the greater numbers cases lose 

atoms and fall into these cases. It can be seen that the CF compactness is reduced as the 

voltage decreases on average, and therefore, the device resistance increases. 
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V.-CONCLUSIONS 

 

A new 3D kinetic Monte Carlo simulator for bipolar conductive bridge RAMs fabricated with 

Cu/HfOx/Pt stacks has been presented. The physics of resistive switching operation can be 

studied in depth with this simulation tool. The electric field and temperature distributions 

within the dielectric are obtained for each simulation step. CF creation/rupture is studied 

accounting for redox reactions and the joint action of metal ion thermally induced diffusion 

and ion movement due to electric field drift. A great amount of experimental data was 

employed to tune the simulator. We were able to replicate I-V reset-set curves and 

distribution of set and reset voltages and currents. In addition, the evolution of the average 

electric field between the virtual electrodes was studied to explain current variations in the 

HRS. We analysed the CF compactness along a reset curve to deepen on the CF destruction 

process and the density of the clusters that form the percolation paths in the dielectric.  

 

VI. - ACKNOWLEDGMENTS 

 

UGR authors thank the support of the Spanish Ministry of Economy, Industry and 

Competitiveness under project TEC2014-52152-C3-2-R and ENE2016-80944-R (also 

supported by the FEDER program).  

 
 
 
 
 
 

REFERENCES 

[1] F. Pan, S. Gao, C. Chen, C. Song, F. Zeng, "Recent progress in resistive random access 

memories: materials, switching mechanisms and performance", Materials Science and 

Engineering, 83, pp. 1-59, 2014 

[2] T. Hasegawa, K. Terabe, T. Tsuruoka, M. Aono. “Atomic Switch: Atom/Ion Movement 

Controlled Devices for Beyond Von‐Neumann Computers”, Advanced Materials, 24(2), pp. 

252-267, 2012. 

[3] Z. Wei, Y. Kanzawa, K. Arita, Y. Katoh, K. Kawai, S. Muraoka, S. Mitani, S. Fujii, 

K.Katayama, M. Iijima, T. Mikawa, T. Ninomiya, R. Miyanaga, Y. Kawashima, K. Tsuji, A. 

Himeno, T. Okada, R. Azuma, K. Shimakawa, H. Sugaya, T. Takagi, R. Yasuhara, K.Horiba, 



3.3. Bipolar CBRAM 
 

91 
 

H. Kumigashira, M. Oshima, “Highly reliable TaOx ReRAM and direct evidence of redox 

reaction mechanism”, IEEE International Electron Devices Meeting, pp. 1-4, 2008. 

[4] Jérémy Guy, Gabriel Molas, Philippe Blaise, Mathieu Bernard, Anne Roule, Gilles Le 

Carval, Vincent Delaye, Alain Toffoli, Gérard Ghibaudo, Fellow, IEEE, Fabien Clermidy, 

Barbara De Salvo, and Luca Perniola , “Investigation of Forming, SET, and Data Retention 

of Conductive-Bridge Random-Access Memory for Stack Optimization”, IEEE Transactions 

on Electron Devices, 62(11), pp. 3482-3489, 2015. 

[5] Ximeng Guan, Member, IEEE, Shimeng Yu, Student Member, IEEE, and H.-S. Philip 

Wong, Fellow, IEEE ,"On the switching parameter variation of metal-oxide RRAM—Part I: 

Physical modeling and simulation methodology", IEEE Transactions on Electron Devices, 59, 

pp. 1172-1182, 2012. 

[6] Andrea Padovani, Member, IEEE, Luca Larcher, Member, IEEE, Onofrio Pirrotta, Luca 

Vandelli, and Gennadi Bersuker, Member, IEEE, “Microscopic Modeling of HfO x RRAM 

Operations: From Forming to Switching”, IEEE Transactions on Electron Devices, 62(6), pp. 

1998-2006, 2015. 

 [7] R. Waser and M. Aono, “Nanoionics-based resistive switching memories”, Nature 

Materials, vol. 6, pp. 833-840, 2007. 

[8] M. Lanza, G. Bersuker, M. Porti, E. Miranda, M. Nafría, X. Aymerich, “Resistive switching 

in hafnium dioxide layers: Local phenomenon at grain boundaries”, Applied Physics Letters, 

vol. 101,  193502,  2012. 

[9] M. Lanza, “A Review on Resistive Switching in High-k Dielectrics: A Nanoscale point of 

View Using Conductive Atomic Force Microscope”, Materials 7, pp. 2155-2182,  2014. 

[10] R. Waser (ed.), “Nanoelectronics and Information Technology”, 3rd ed., Wiley-VCH, 

Berlin, 2012. 

[11] S. Long, C. Cagli, J. Bucley, X. Lian, M. Liu and J. Suñé, “Voltage and power-controlled 

regimes in the progressive unipolar RESET transition of HfO2-based RRAM”, Scientific 

Reports 3, nº 2929, 2013. 

[12] J. Zahurak, K. Miyata, M. Fischer, M. Balakrishnan, S. Chhajed,D.  Wells, Li Hong, A. 

Torsi, J. Lim, M. Korber, K.  Nakazawa, S. Mayuzumi, M. Honda, S. Sills,S. Yasuda, A. 

Calderoni, B. Cook, G. Damarla, H. Tran, Bei Wang, C. Cardon, K. Karda, J. Okuno, A. 

Johnson,  T. Kunihiro, J. Sumino, M. Tsukamoto, K. Aratani, N. Ramaswamy, W. Otsuka,K. 

Prall. "Process integration of a 27nm, 16Gb Cu ReRAM", Electron Devices Meeting (IEDM), 

2014 IEEE International, pp.6.2.1-6.2.4, 2014, doi: 10.1109/IEDM.2014.7046994 

[13] T.Y. Liu, T. H. Yan, R. Scheuerlein, Y. Chen, J. K. Lee, G. Balakrishnan, G. Yee, H. Zhang, 

A. Yap et al., “A 130.7-mm2 2-Layer 32-Gb ReRAM Memory Device in 24-nm Technology” 

IEEE J. Solid-State Circuits  49, pp. 140-153, 2014. 



3. Conductive Bridge RAM 

92 
 

[14] A. Kawahara, R. Azuma, Y. Ikeda, K. Kawai, Y. Katoh, Y. Hayakawa, K. Tsuji, S. Yoneda, 

A. Himeno, et al., “An 8 Mb Multi-Layered Cross-Point ReRAM Macro With 443 MB/s Write 

Throughput”, IEEE J. Solid-State Circuits  48, pp. 178-185, 2013. 

[15] S. Long, C. Cagli, D. Ielmini, M. Liu and J. Suñé, “Analysis and modeling of resistive 

switching statistics”, J. Appl. Phys. 111, 074508 (2012). 

[16] S. Long, X. Lian, T. Ye, C. Cagli, L. Perniola, E. Miranda, M. Liu, and J. Suñé, “Cycle-to-

cycle intrinsic RESET statistics in HfO2-based unipolar RRAM devices”, IEEE Electron 

Device Lett. 34(5), 623–625, 2013. 

[17] D. Ielmini, R. Waser. “Resistive Switching: From Fundamentals of Nanoionic Redox 

Processes to Memristive Device Applications”, Wiley-VCH, 2015. 

[18] S. Yu, X. Guan, H.S. Philip Wong, "On the switching parameter variation of metal oxide 

RRAM—Part II: Model corroboration and device design strategy", IEEE Transactions on 

Electron Devices, 59, pp. 1183-1188, 2012. 

[19] M.A. Villena, F. Jiménez-Molinos, J.B. Roldán, J. Suñé, S. Long, E. Miranda and M. Liu, 

“A comprehensive analysis on progressive reset transitions in RRAMs”, Journal of Physics D, Appl. 

Phys., 47, p. 205102, 2014. 

[20] M.A. Villena,  M.B. González, J.B. Roldán, F. Campabadal, F. Jiménez-Molinos, F.M. 

Gómez-Campos y J. Suñé, "An in-depth study of thermal effects in reset transitions in HfO2 

based RRAMs", Solid State Electronics, 111, pp. 47-51, 2015. 

[21] S. Menzel, U. Böttger, R. Waser, “Simulation of multilevel switching in electrochemical 

metallization memory cells”, J. Appl. Phys. 111, 014501/1-5, 2012. 

[22] M.A. Villena, J.B. Roldán, M.B. González, P. González-Rodelas, F. Jiménez-Molinos, F. 

Campabadal, D. Barrera, "A new parameter to characterize the charge transport regime in 

Ni/HfO2/Si-n+-based RRAMs", Solid State Electronics, vol. 118, pp. 56-60, 2016. 

[23] S. Aldana, P. García-Fernández, A. Rodríguez-Fernández, R. Romero-Zaliz, M.B. 

González, F. Jiménez-Molinos, F. Campabadal, F. Gómez-Campos, J.B. Roldán, "A 3D 

Kinetic Monte Carlo simulation study of Resistive Switching processes in Ni/HfO2/Si-n+-

based RRAMs", Journal of Physics D: Applied Physics, 50, 335103, 2017. 

[24] A. Rodríguez-Fernández, S. Aldana, F. Campabadal, J. Suñé, E. Miranda, F. Jiménez-

Molinos, J. B. Roldán, M. B. Gonzalez, “Resistive Switching with Self-Rectifying Tunability 

and Influence of the Oxide Layer Thickness in Ni/HfO2/n+Si RRAM Devices”, IEEE 

Transactions on Electron Devices, 64, n 8, pp. 3159-3166, 2017. 

[25] M.A. Villena, J.B. Roldán, F. Jiménez-Molinos, E. Miranda, J. Suñé, M. Lanza, 

“SIM2RRAM: A physical model for RRAM devices simulation”, Journal of Computational 

Electronics, 16, pp. 1095-1120, 2017.  



3.3. Bipolar CBRAM 
 

93 
 

[26] M. A. Villena, F. Jiménez-Molinos, J. B. Roldán, J. Suñé, S. Long, X. Lian, F. Gámiz, and 

M. Liu, “An in-depth simulation study of thermal reset transitions in resistive switching 

memories”, Journal of Applied Physics, 114(14), pp. 144505, 2013. 

[27] Bocquet, M., Deleruyelle, D., Muller, C., Portal, J. M.: Self-consistent physical modeling 

of set/reset operations in unipolar resistive-switching memories. Applied Physics Letters, 

98(26), 263507 (2011). 

[28] G. González-Cordero, J.B. Roldán, F. Jiménez-Molinos, J. Suñé, S. Long y M. Liu, "A new 

model for bipolar RRAMs based on truncated cone conductive filaments, a Verilog-A 

approach", Semiconductor Science and Technology, 31, p. 115013, 2016. 

[29] G. González-Cordero, F. Jiménez-Molinos, J.B. Roldán, M.B. González, F. Campabadal, 

"An in-depth study of the physics behind resistive switching in TiN/Ti/HfO2/W structures", 

Journal of Vacuum Science and Technology B, 35, 01A110, 2017. 

[30] L. Larcher, A. Padovani, O. Pirrotta, L. Vandelli, and G. Bersuker, “Microscopic 

understanding and modeling of HfO2 RRAM device physics,” in Proc. IEEE Int. Electron 

Devices Meeting, pp. 20.1.1–20.1.4, 2012. 

[31] L. Vandelli, A. Padovani, L. Larcher, and G. Bersuker, “Microscopic modeling of 

electrical stress-induced breakdown in poly-crystalline hafnium oxide dielectrics,” IEEE 

Trans. Electron Devices, vol. 60, no. 5, pp. 1754–1762, May 2013. 

[32] M.A. Villena, M.B. González, F. Jiménez-Molinos, F. Campabadal, J.B. Roldán, J. Suñé, 

E. Romera, E. Miranda, “Simulation of thermal reset transitions in RRAMs including 

quantum effects”, Journal of Applied Physics, vol. 115, pp. 214504, 2014. 

[33] H. Liu, H. Lv, B. Yang, X. Xu, R. Liu, Q. Liu, S. Long, M. Liu, “Uniformity improvement 

of 1T1R RRAM with gate voltage ramp programming”, IEEE Electron Device Letters, 35(12), 

pp. 1224-1226, 2014. 

[34] H. Sun, M. Zhang, Y. Li, S. Long, Q. Liu, H. Lv, J. Suñé, M. Liu, “A cell-based clustering 

model for the reset statistics in RRAM”, Applied Physics Letters, 110, p. 123503, 2017. 

[35] T. Tsuruoka, K. Terabe, T. Hasegawa and M. Aono, “Forming and switching mechanisms 

of a cation-migration-based oxide resistive memory”, Nanotechnology, 21(42), pp. 425205, 

2010. 

[36] Feng Pan, Shong Yin, and Vivek Subramanian, Member, IEEE, "A detailed study of the 

forming stage of an electrochemical resistive switching memory by KMC simulation", IEEE 

Electron Device Letters, 32, pp. 949-951, 2011. 

[37] Y. Yang, W. Lu, "Nanoscale resistive switching devices: mechanisms and modeling", 

Nanoscale, 5.21, pp. 10076-10092, 2013. 



3. Conductive Bridge RAM 

94 
 

[38] E. Miranda, and J. Suñé, “Analytic modeling of leakage current through multiple 

breakdown paths in SiO2 films”, Reliability Physics Symposium, 2001. Proceedings. 39th Annual. 

2001 IEEE International, pp. 367-379, 2001. 

[39] U. Russo, D. Kamalanathan, D. Ielmini, A.L. Lacaita, M.N. Kozicki, "Study of multilevel 

programming in Programmable Metallization Cell (PMC) memory", IEEE Transactions on 

Electron Devices, vol. 56, no. 5, pp. 1040-1047, 2009. 

[40] E.W. Lim, R. Ismail, “Conduction mechanism of valence change resistive switching 

memory: a survey”, Electronics, 4, pp. 586-613,  2015. 

[41] Southwick R.G., Reed J., Buu C., Butler R., Bersuker G., Knowlton W.B., "Limitations of 

Poole-Frenkel conduction in bilayer HfO2/SiO2 MOS devices", IEEE Transactions on Device 

and materials reliability, 10, pp. 201-207, 2010. 

[42] R. S. Timsit, “Electrical Contact Resistance: Properties of Stationary Interfaces”, IEEE 

Transactions on Components and Packaging Technology, vol. 22, n. 1, pp. 85-98, 1999. 

[43] R. M Haralick, and L. G. Shapiro, Computer and Robot Vision, Volume I, Addison-Wesley,  

pp. 28-48, 1992. 

[44] https://youtu.be/G0YacFensM4 

  



3.4. Density, CF compactness and resistance in CBRAM 
 

95 
 

3.4. Density, CF compactness and resistance in 
CBRAM 

Once the simulators are fully developed, they can be used for different studies. In this case, 

the unipolar CBRAM kMC simulator, presented in section 3.2, has been used for studies on 

the CF density and compactness and their relation to the ohmic resistance. 

As the kMC algorithm lets a stochastic evolution of every particle in the system, the density 

of the CF is not something fixed along the simulation. In this sense, a criterion to calculate 

it has to be selected. In section  2.4, a methodology for calculating the density has been 

exposed. For doing this, when the CF is fully formed, as shown in Figure 3.4-1a, only the 

percolation path should be considered (Figure 3.4-1b). Then, this CF must be divided in 

different layers (Figure 3.4-1c) and the ellipse that better fits the CF surrounding is chosen 

for each layer (Figure 3.4-1d). The ellipse foci can be obtained using a clustering algorithm. 

In this way, the volume, and thus the density of the filament, can be defined. 

For the study of the compactness, the strategy followed was the one based on the analysis of 

2D percolation paths found within the 3D CF, as presented in section 2.4.  

This section is an already published work [Aldana2018b].   

  

  
Figure 3.4-1. A complete percolation path is showed in a), where also the nickel atoms and cations appear. 
In b) only the CF is showed for clarity. An example of a layer is showed in c). In d) the ellipse that better 
fits the surrounding of a layer is represented. 
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ABSTRACT 
 

An in-depth physical study of conductive filaments (CFs) density in Ni/HfO2/Si-n+ 

unipolar resistive RAMs (RRAMs) has been performed. To do so, we have employed both 

experimental measurements and simulations by means of a 3D kinetic Monte Carlo (kMC) 

tool. The kMC simulator accounts for redox reactions and ion migration considering the 

three dimensional (3D) temperature and electric potential distributions within the device 

dielectric at each simulation time step. The formation and destruction of conductive 

filaments is described; in particular, the CF density is calculated making use of a new 

methodology proposed here. The CF ohmic resistance can be linked to the CF density. 

Finally, the 2D and 3D percolation paths within the conductive filaments are analyzed to 

characterize the low resistance state of the RRAM under study. 

 

Ι. INTRODUCTION 

 

RRAMs are powerful candidates to substitute flash technology in the non-volatile circuit 

realm. Among other issues, this is due to their great potential for storage class memory and 

embedded memory applications. This sort of resistive memories shows low read latency and 

fast write performance, scalability potential, simple structure, low power consumption, high 

endurance, feasible structure of 3D memories stacks, etc.1-5 Another interesting application 

is the use of RRAM to mimic synaptic interconnections, playing a fundamental role in 

artificial neural networks, which can get prominence in new neuromorphic developments1, 3, 

4, 5, 6, 7. 



3.4. Density, CF compactness and resistance in CBRAM 
 

99 
 

RRAMs have a simple structure and this allows easy fabrication techniques and 

facilitates their incorporation in complex 3D crossbar structures1, 3, 5. They consist of two 

electrodes with a dielectric layer in between; where the CF formation and destruction takes 

place (this operation is known as resistive switching (RS)). The CF consists of a percolation 

path made of reduced metal ions that come from the active electrode8, 9,10 in the case of 

electrochemical based devices. After the fabrication process, the device is in the High 

Resistance State (HRS) (the dielectric is in a pristine state). But, as soon as the dielectric layer 

is full with reduced ions (this is, metal atoms) which migrate inside the dielectric layer, a CF 

can be formed that bridges the electrodes, changing the device from the HRS to Low 

Resistance State (LRS). The CF destruction makes the device to return to the HRS (this is 

known as a reset process)1-5.   

Although RRAM potential is huge, there are hurdles to overcome to make RRAM a 

key industrial technology. Some intrinsic features pose difficulties, such as variability, which 

is essential in the dispersion of the reset and set voltages and currents1, 2, 3, 4, 5, 11 along with 

the values of the resistances linked to the LRS and HRS. These resistance states correspond 

to operation after the creation and destruction of CFs for filamentary current conduction, 

which is the case for the devices analyzed in this manuscript. In this context, the necessity 

of computational tools that allow a better understanding of the physics behind the resistive 

switching is clear. Some simulators have already been developed so far focused on different 

algorithms and complexity levels, such as those based on kinetic Monte Carlo algorithms8, 9, 

10, 12, 13, on a macroscopic description of the device materials with a finite element numerical 

scheme4, 14, 15, 16, or on a compact modeling approach17, 18, 19, 20, 21, 22, 23, 24. 

The 3D kMC simulator used here9 to characterize the CF density sheds light in the CF 

formation/destruction processes and allows to investigate the CF internal structure thanks 

to the detailed description of metal ions originated at the active electrode and the metal 

atoms that are reduced to form a percolation path that shorts the electrodes, after a trajectory 

due to electric field drift and diffusion. After the CF formation, the tool makes feasible the 

calculation of the filamentary resistance of Ni/HfO2/Si-n+ unipolar resistive RAMs9, 25. For the 

devices under study here (unipolar) the reset process is connected to the thermal CF rupture 

due to Joule heating effects9. Accordingly, the thermal and electrical device description, 

along with the electrochemical processes involved in the device operation, are essential for 

an accurate study of RS physics5, 9, 10. 

kMC simulators have stochastic algorithms as their nuclei. Some of them are 2D in 

nature8,12 or 3D9,10,26. Few of these simulators deal with metal ion migration and reduction 

originated at the active electrode8, 9, 10 or otherwise deal with the generation and 

recombination of oxygen vacancies12, 26, in the case of Valence Change Memories (VCM). The 

simulator employed here is based on the description of Conductive Bridge RAMs (CBRAMs), 

taking into consideration a good description of the thermal and electrical potential 

distributions obtained autoconsistently with the other simulation routines. It also considers 
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Maxwell and series resistances9. A novelty presented in this manuscript is the 

implementation of a module for the analysis of percolation paths from the 3D and 2D 

perspectives. In this manner, it is possible to study the relation between the different 

percolation paths and the CF density. Results connected to the CF stability can be deduced 

from this analysis. A new technique to obtain the CF atom density is also presented making 

use of the percolation paths as starting point. The evolution of the CF ohmic resistance is 

linked to this density. For the calibration of the simulator we have employed a wide set of 

experimental measurements from Ni/HfO2/Si devices9, 25, 27. The simulator features are 

detailed in section II and the main results and discussion are reported in section III; finally, 

some conclusions are drawn in section IV. 

 
ΙΙ. SIMULATOR DESCRIPTION 
The dynamics of the RRAM operation has been modeled by means of the transition between 

states through the Transition State Theory8, 9. This description has been coded in the context 

of a kMC algorithm. This sort of methodology implements the stochasticity of the system in 

a natural way reproducing the variability of resistive switching. To weigh the different 

processes involved in the simulation with the corresponding transition rates, we have used 

Maxwell-Boltzmann statistics. These transition rates are related with the time that takes a 

process to occur, which in turn is related with the activation energy corresponding to this 

process8, 9, 10. 

The main processes involved in the simulation are the reduction/oxidation processes, 

metallic ion movement, ion and atom clustering, etc. The formation and disruption of the 

conductive filaments made of reduced ions is checked along the simulation. During the 

forming and set processes the Ni atoms at the electrode are oxidized. This process has been 

implemented as a generation of ions at the interface. However, the oxidation process can also 

occur in the dielectric, not only in the interface. Furthermore, the reduction process that 

consists in the capture of an electron by an ion can occur anywhere. An important 

mechanism is the migration of ions, which is electrically controlled. The electric field lowers 

the activation energy in one direction and increases it in the opposite direction. This ion drift 

through the dielectric helps the CF formation8, 9, 10. It has been proved that the relation 

between the ion generation at the electrode surface and ion mobility in terms of the 

associated activation energies can lead to CFs formed from the top (active) to the bottom 

electrode or the other way around. 

The activation energy for reduction and oxidation is affected by the number of atoms 

surrounding the ions or atoms1, 9. Besides, once an ion reaches the bottom electrode (or the 

bottom virtual electrode) and gets reduced it is quite difficult to reoxidize it again1, 9. The 

simulation domain is cubic9, 10. As the device used has a dielectric 5 nm thick, we employ for 

the simulation a twenty point grid with a separation of 0.25nm (twice the approximated Ni 

atom radius). 
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The temperature is calculated solving the 3D heat equation with boundary conditions of 

constant temperatures at both electrodes and adiabatic conditions in the lateral faces. We 

have simplified the temporal evolution of the temperature following a previous work28. The 

3D Poisson equation has been solved assuming a fixed voltage in both electrodes and 

Neumann boundary conditions in the lateral faces for each time step. 

Different conduction mechanisms are used depending on the operation regime. For the 

pristine and HRS states, a Poole-Frenkel emission model has been used. When the CF is fully 

formed and the device is in LRS, a Quantum Point Contact model and ohmic conduction 

have been implemented, in addition with the Poole-Frenkel model, which is masked by the 

other mechanisms. In the LRS it has also been taken into account the funneling of the current 

lines (Maxwell resistance). An additional explanation of the simulator is detailed in Ref. 29. 
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ΙΙΙ. RESULTS AND DISCUSSION 
In Figure 3.4-2, the I-V curves of the devices under consideration are shown. A good 

agreement between experimental and simulation data can be observed (the parameter tuning 

was described in Ref. 9, where long RS series were employed). This Figure shows some 

characteristic points in the CF evolution along the set process (Figure 3.4-2a-c, in blue) and 

the reset process (Figure 3.4-2a-d, in red). The set process starts using the CF remnants 

remaining from the previous reset process. In the reset process, the CF firstly grows and 

makes the corresponding current increase; consequently, a rise of temperature due to Joule 

heating effects takes place. This high temperature will trigger the process of CF rupture that 

drives the device into the HRS. 

 
Figure 3.4-2. (Color online): Current versus applied voltage in the RRAM under study. The blue points in 
the set I-V curve (a-c) correspond to the figures with the same label that represent the simulated distribution 
of the Ni atoms (red balls) and Ni ions (blue balls) during different states of a set process. Red points in the 
reset curve (a-d) correspond to figures with the same label, that represent the simulated distribution of the 
Ni atoms (red balls) and Ni ions (blue balls) during the reset process. The accuracy of the experimental data 
fit is remarkable. Ions are not represented when a fully formed CF is obtained for clarity. 

 
In order to characterize the conductive filaments, we have implemented a procedure to 
estimate the CF density by considering the ellipse that better fits the surroundings of the 
percolation path in every CF layer considered in the simulation domain. An example of this 
estimation is shown in Figure 3.4-3a, where the ellipse foci are obtained by means of a 
clustering algorithm. The CF atom density can be calculated by using different ellipses for 
each layer. This allows the CF volume and density estimation. A good evidence of the 
stochasticity of the system is the representation of the density along a reset cycle. Several 
successive reset cycles CF densities are shown in Figure 3.4-3c. The curves show a similar 
trend, although obvious differences come up due to the stochasticity inherent to resistive 
switching processes. 



3.4. Density, CF compactness and resistance in CBRAM 
 

103 
 

 
Figure 3.4-3. (Color online). a) Ellipse surrounding the percolation path in one of the grid layers. The 
calculation of the ellipse is needed to obtain the CF density. b) The CF layer atoms shown in a) are plotted 
in yellow. c) CF atom density versus voltage for reset curves corresponding to consecutive reset cycles. 
The red curve corresponds to the reset curve shown in Figure 3.4-2, the same points (for the CFs shown 
in Figure 3.4-2) are highlighted here. 
 

In Figure 3.4-4, the relation between the CF density and the ohmic resistance is shown. This 

relation was foreseeable; i.e., the more compact is the CF, the lower is the associated ohmic 

resistance. The final resistance increase is linked to the process of temperature increase and 

leads to the triggering of ion diffusion that decreases the CF density till the percolation path 

is broken. 

It is important to call the reader’s attention to the fact that in the LRS, in addition to the CF 

ohmic resistance, a resistance linked to quantum effects and modeled by the QPC theory is 

found in series30, 31, 32, 33. It has been shown that the relative contribution of both conduction 

mechanisms depends on the voltage applied to the RRAM. For the highest voltages in the 

reset curve, close to the reset voltage, the device resistance is mostly ohmic, as described in 

Ref. 30. In this case, the calculation of the CF density with new experimental work could be 

 
Figure 3.4-4. Representation of the CF density and its corresponding ohmic resistance.  
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used to shed light on the CF 3D physical constants that are usually employed in compact 

models19, 20, 22, 23. Further uses of the simulator would include the analysis of pulsed signals 

and their influence on the device RS behaviour31. 

In line with the study of the CF density, other illuminating strategy is linked to the analysis 

of the percolation paths found in the CF, both from the 3D and 2D perspective. See Figure 

3.4-5, were the different planes that can be found in the simulation domain in the X axis and 

Y axis are shown. For the 2D analysis of percolation paths, we will consider a 3D CF such as 

those plotted in Figure 3.4-2 and extract all the planes highlighted in Figure 3.4-5; then the 

existence of 2D percolation paths is inquired. 

 
Figure 3.4-5. Representation of the planes (simulation domain slices) in X axis and Y axis for the complete 
3D simulation domain. It is clear that in this type of devices, kMC 3D models produce results very 
different to kMC 2D models due to the inherent features of the percolation paths. 
 

As shown in Figure 3.4-6, a notable difference between the percolation path structures is 

found accounting for a 3D and 2D description. For example, in the simulation time shown in 

Figure 3.4-6a there are time instants where it could be a percolation path in 3D, but none in 

2D (see the time marked as d). In these cases, the CF shows high instability since a path with 

single atom sections bridges the electrodes. Nevertheless, for the time window with a 

simultaneous high number of 2D percolation paths, the CF is obviously more stable.  
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Figure 3.4-6 (Color online). a) Representation of the number of layers that percolate in 2D (in the whole 
3D simulation domain) for different cuts (slices) in plane X and plane Y in a fully 3D simulation for a reset 
curve (a ramped voltage is employed). The figure shows important differences between the 2D and 3D 
analysis. In zones 1 and 2, it is found that while a 3D percolation path exists, this is not the case always 
for 2D percolation paths. The time window with a higher number of 2D percolation paths correspond to 
a highly stable 3D CF. b) A 3D CF is shown, in c) 2D slice of the 3D CF shown in b) both figures correspond 
at the time marked with b) and c) in Figure 3.4-6a. It is the first time that a percolation path occurs in 2D. 
d) Conductive filament that correspond to the point shown in Figure 3.4-6a with d) (highlighted with a 
vertical line) where there is not a percolation path in 2D while it exists in 3D. 
 

The 3D description has the advantage that the lateral interaction between different layers in 

the simulation domain is taken into consideration. In this manner, real CFs can be 

reproduced. It is also shown that 2D representations of the simulation domain can be 

inaccurate in certain operation regimes since no 2D percolation paths could be present while 

a 3D percolation path could exist. In this respect, the stochastic nature of these devices makes 

a 3D representation essential to reproduce resistive switching within a kMC simulation 

approach. Furthermore, a 2D perspective presents shortcomings to analyze and characterize 

the CF compactness at each stage of a set/reset process.  

 
IV. SUMMARY AND CONCLUSIONS 
An in-depth study of the CF density in unipolar Ni/HfO2/Si-n+ is presented by means of a 

kMC simulation tool. The experimental results measured in these devices are reproduced 

making use of the simulator, and the Ni atoms distributions that form the percolation paths 

that constitute the conductive filaments are studied for different reset processes. A new 

procedure to calculate the CF density is presented and the associated CF ohmic resistance is 

studied accordingly. Moreover, the analysis of 2D and 3D percolation paths found within the 

conductive filaments is performed. It is shown that 2D representations might lack accuracy 

due to the stochastic nature of resistive switching that is correctly reproduced by means of 

kMC simulators. 
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3.5. Characterization of 𝐍𝐍𝐍𝐍/𝐇𝐇𝐇𝐇𝐇𝐇𝟐𝟐/𝐒𝐒𝐍𝐍 RRAMs 

 

The unipolar CBRAM kMC simulator exposed in section 3.2 has been used to characterize 

Ni/HfO2/Si devices. The RS process, the resistance and the density have been studied with 

this tool. 

The density has been studied following the strategies proposed in section 3.4. In Figure 3.4-1 

has also been exposed the way of achieving a good ellipse that fit the surrounding of the CF, 

part needed for the density calculation. 

Also, the compactness calculated based on the 2D percolation paths analysis has been 

performed, which is a way of study the stability and porosity of the CF. It is clear that a 3D 

percolation path with no 2D percolation paths is quite less stable that the situation when 

many 2D percolation paths exist. 

This section is an already published work [Aldana2018c]. 
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Abstract— A 3D kinetic Monte Carlo (kMC) 

simulation tool has been developed to study the 

resistive switching (RS) processes that allow 

Ni/HfO2/Si devices to work as non-volatile 

memories. The simulator is tuned with numerous 

experimental data and it can reproduce the device 

current in forming, set and reset processes, the 

cycle-to-cycle variability and other characteristics 

linked to the stochasticity of RS operation. The 

evolution of conductive filaments (CFs) for 

different RS cycles is analyzed in depth, as well as 

the filaments density and resistance. 

Keywords—RRAM, kinetic Monte Carlo, resistive 

switching, conductive filament, conductive filament 

density. 

I- INTRODUCTION 

Among the emerging non-volatile memory 

technologies, RRAMs are key components that have 

shown a promising potential for storage class 

memory and embedded memory applications. 

RRAMs beat FLASH technology in terms of read 

latency and faster write performance, lower power 

operation, scalability and stackability [1-7]. In 

addition, RRAMs are also gaining momentum as 

memristive synapses. The latter advances in the 

analog playground of resistive switching devices 

could foster new hardware neural networks 

developments [1, 5-9]. 

RRAM devices consist of a dielectric sandwiched 

between two electrodes. This simple structure allows 

its incorporation in complex 3D crossbar 

architectures [1, 5, 7]. It is in the dielectric where the 

conductive filament (CF) is formed or ruptured, 

leading to the RS phenomenon. In conductive bridge 

RRAMs (CB-RRAMs, or electrochemical memories, 

ECM [7]), the CF is formed by means of reduced metal 

ions that are generated at the active electrode (anodic 

dissolution of the active electrode). These atoms 

form a conductive filament that consists of a 

percolation path between the electrodes [2, 10]. 

Different evidences of RS operation have been 

experimentally seen for the devices under study here, 

based on a Ni/HfO2/Si stack [3, 11]. At the beginning, 

after fabrication, the device is in a pristine state.  

However, after the application of a positive voltage 

(at the active top electrode with the bottom electrode 

grounded), nickel atoms are oxidized and migrate 

into the dielectric, where they are reduced, forming 

nickel atoms clusters. Once a percolation path is 
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formed, the CF bridges the electrodes leading the 

device from the pristine state to the Low Resistance 

State (LRS). The first process of formation of a 

percolation path is known as forming, while 

subsequent reconstructions of previously broken 

CFs are named SET processes. The destruction 

process occurs by Joule heating of the CF, in a 

process named RESET, leading the device to the 

High Resistance State (HRS) in which the dielectric 

is not completely clean, but it has remainders of the 

previously formed CFs [1, 10-13]. 

The authors thank the support of the Spanish 

Ministry of Science and Universities and the FEDER 

program through projects TEC2017-84321-C4-1-R, 

TEC2017-84321-C4-3-R, TEC2014-54906-JIN, 

ENE2016-80944-R. This work has made use of the 

Spanish ICTS Network MICRONANOFABS.  

Nevertheless, for the further development of RS 

devices, reliability and variability issues have to be 

addressed. In this way, it is essential to have accurate 

simulation tools. These simulators can also be 

extremely useful for compact modeling and circuit 

design tasks. Previously, we presented a 3D kinetic 

Monte Carlo (kMC) simulator [10, 11] that correctly 

reproduces I-V curves and set/reset current and 

voltage distributions. Now, we use this simulation 

tool in order to analyse RS, characterize the CFs 

density and their internal structure, and to calculate 

the filamentary resistance [10, 11]. 

We can find different sorts of simulators developed 

in the past. Some of them follow a 2D approach [1, 2, 

13, 14], while others are based on a 3D mesh [10, 12, 

15]. We can also classify them according to the 

physics behind the RS processes: metal ion migration 

from the active electrode to the dielectric and later 

reduction of ions (CB-RRAMs) [1, 2, 10, 12, 13]; or 

generation/recombination of oxygen vacancies [14, 

15] and oxygen ions migration in the case of Valence 

Change Memories (VCMs). The simulator used in 

this manuscript is used to study Conductive Bridge 

RAMs. It solves accurately the heat and Poisson 

equations self-consistently with other routines of the 

simulator. Furthermore, in order to obtain the 

resistance of the system once a percolation path is 

formed, we have used an equivalent circuit which 

takes into consideration the ohmic resistance, series 

and Maxwell resistances and tunneling processes 

described by the Quantum Point Contact model [10]. 

The fabricated devices and measurement process are 

described in Sec. II and the simulation tool in Sec. III. 

The main results and discussion are drawn in Sec. IV. 

Finally, the conclusions are given in Sec. V. 

II- DEVICE FABRICATION AND 

MEASUREMENT 

The studied devices were fabricated at the IMB-CNM 

and consist on a Ni/HfO2/Si stack. A wafer of (100) 

highly doped n-type CZ silicon was employed and a 

5nm-thick HfO2 layer was grown by Atomic Layer 

Deposition at 225°C [3, 10, 11]. Current-voltage (I-V) 

measurements were performed at 300 K using a 

Keysight B1500 semiconductor parameter analyzer. 

Constant voltage stress (CVS) was used to evaluate 

the forming time, while voltage ramps were applied 

to obtain I-V curves. Voltage was applied to the Ni 

electrode with the Si substrate grounded. 

III- SIMULATOR DESCRIPTION 

A 3D simulator was built to describe RS physics for 

Ni/HfO2/Si-n+ devices. The 3D heat and Poisson 

equations are solved at each simulation step and the 

processes involved in RS are considered under the 

transition state theory (TST) [2, 10] within a kMC 

algorithm. A simplified method has been used to 

accelerate the calculation of the thermal transient 

response [16]. This methodology implements the 

stochasticity of the system reproducing the resistive 

switching cycle-to-cycle variability. In order to weigh 
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the different processes with their transition rates, the 

Maxwell-Boltzmann statistics have been used. 

Furthermore, the time that takes an event to occur is 

determined by its transition rate, which is in turn 

determined by using the corresponding activation 

energy [2, 10, 12]. 

Some of the processes included in the simulator are 

the reduction/oxidation [2, 10, 12], with some local 

effects that change the activation energies of these 

processes: the contact with the bottom electrode or 

the atom clustering phenomenon [1, 10]. The 

simulator also deals with the generation of ions at the 

interface between the electrode and the dielectric and 

their movement inside the dielectric. The former 

mechanism plays the role of the anodic dissolution of 

the electrode [2, 10, 12]. It is important to highlight 

that both processes depend on by the electric field. 

The 3D percolation paths are sought and considered 

to obtain the device current. Once a percolation path 

is formed, an equivalent circuit including the CF 

ohmic resistance, series and Maxwell resistances and 

tunneling processes described by the Quantum Point 

Contact model, is used [10].  

The simulation domain is a cubic structure (5 nm x 

5nm) and 20 grid points per dimension. That is, there 

is a separation of 0.25nm between the points in the 

mesh, which is equivalent to twice the nickel atom 

radius. 

 
Figure 3.5-1. Experimental (lines) and simulated current 
(symbols) versus applied voltage for the RRAMs under 
study. The accuracy of the experimental data fit is 
reasonable. 

 

 
Figure 3.5-3. The points in the reset curve (e-i) in Figure 3.5-1 correspond to simulation figures with the same label here 
that represent the simulated distribution of the Ni atoms (red balls) during the reset process. Ni ions are not represented 
for clarity when a fully formed CF is obtained. 

 

 

                         

                         

 
Figure 3.5-2. Different stages for the set simulation shown in Figure 1. The points in the set I-V curve (a-d) of Figure 1 
correspond to the simulation figures with the same label here that represent the simulated distribution of Ni atoms (red 
balls) and Ni ions (blue balls) during different states of a set process. 
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IV- RESULTS AND DISCUSSION 

Figure 3.5-1 shows experimental and simulated I-V 

curves of the studied Ni/HfO2/Si RRAMs. Notice that 

a good agreement has been achieved. A considerable 

amount of experimental data are needed to tune the 

simulator.  

The RRAM filamentary states corresponding to the 

different labelled points in Figure 3.5-1 are shown in 

Figure 3.5-2 and 3.5-3 for the set and reset processes, 

respectively. In this way, we obtained an 

approximated visualization of the CF evolution along 

set and reset cycles. Each point from a) to i) in Figure 

3.5-1 corresponds to the state labelled with the same 

letter in Figure 3.5-2 and 3.5-3. The forming process 

has not been shown, although it can be also simulated 

by our tool. As can be seen, the device in the set initial 

state shown in Figure 3.5-2 evolves from some CF 

remains, which is not the case of a forming process. 

The origin of these remains is the previous thermal 

rupture in a reset process that has taken place just 

before. These remains produce a higher current 

through the device in comparison with the current 

measured in the pristine state for the same applied 

voltage. This is due to the smaller gap between 

electrodes since the remaining clusters work like 

virtual electrodes. On the other hand, Figure 3.5-3 

shows the device evolution during a reset process. It 

is noticeable a widening of the CF at the beginning of 

the process. This change in the CF morphology and 

structure provokes a current increase. Consequently, 

this will trigger a temperature rise by Joule heating 

which finally leads to the CF thermal rupture. 

In order to develop an in-depth analysis of the results 

and the different simulation approaches regarding 

the dimensions considered for the simulation 

domain, we have calculated and represented the 

number of percolation paths obtained along a reset 

curve in two and three dimensions (Figure 3.5-4). For 

the calculation of 2D percolation paths, we have 

considered 40 cross sections in the device (the plane 

surfaces perpendicular to the electrodes along the 

axes of the grid and sited on the mesh points). For 

each slice we determined if a percolation path is 

found and finally we counted them. The differences 

between percolation paths obtained in 2D and 3D are 

highlighted in Figure 3.5-4. The figure shows 

important differences between 2D and 3D analysis. In 

zones A and B (highlighted by ellipses), it is found 

that while a 3D percolation path exists, no 2D 

percolation paths are found. Notice that a 3D 

percolation path exists between the vertical lines 

labeled with 3D percolation path and 3D percolation 

path rupture. The time window with a higher number 

of 2D percolation paths corresponds to a highly stable 

3D conductive filament. It is clear that the higher the 

number of 2D percolated layers, the more stable the 

filament is (there are many choices to find a path that 

bridges both electrodes in a dense filament). The 

more probable existence of a 3D percolation path is 

reasonable since for each atom there are two more 

sites that can be covered by other atoms that form the 

percolation path. In fact, 2D percolation paths can be 

formed or destroyed depending on a single 

connection between two atoms.  

The CF density can be estimated by using a new 

procedure that fits an enveloping ellipse for each 

percolation path layer in the simulation domain, as 

shown in Figure 3.5-5. With this procedure we can 

estimate the density of the CFs that we simulate and 

compare their evolution in terms of density. 

Furthermore, this technique allows the study of the 

relation between the resistance and the filamentary 

density of the device. For each parallel-to-electrodes 

grid layer (Figure 3.5-5a), the simulator determines the 

enveloping ellipse and counts the number of atoms in 

the CF (Figure 3.5-5b). In this way, we can calculate the 

evolution of the CF density along the time (Figure 

3.5-5c). Interestingly, as said above, just before the 

rupture of the CF, the density (and the width) of the 
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filament rises during the reset cycle (Figure 3.5-3g 

and 3.5-5c). 

 

 

Figure 3.5-4. The atoms of the CF layer shown in b) are 
plotted in yellow. b) Ellipse surrounding the percolation 
path in one of the grid layers. The definition of the ellipse 
is needed to calculate the CF density. c) Conductive 
filament atom density (for the whole CF, including all the 
layers) versus voltage for different reset curves.  

 
Figure 3.5-5. a) Representation of the number of layers that 
percolate in 2D (in the whole 3D simulation domain) for 
different cuts (slices) in plane X and plane Y. The results 
are obtained from a fully 3D simulation of a reset curve (a 
ramped voltage is employed). b) Percolation representation 
of a cut in Y axis. c) Percolation representation of a cut in 
X axis. It is clear that in this type of devices, kMC 3D 
models provide very different results from the kMC 2D 
models because of the nature of the RS underlying physics.  
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V- CONCLUSIONS 

We have used a simulation tool in order to study 

forming and reset/set cycles in Ni/5nm-HfO2/Si 

RRAMs. The simulator allows us to represent the 

resistive state and evolution of the filament along the 

time. Furthermore, an estimation technique has been 

proposed in order to calculate the density of atoms 

along the filament and the corresponding resistance. 

It has been proved that before the rupture during a 

reset process, the density and width of the filament 

rise. Finally, a comparison between 2D and 3D 

simulation approaches has been performed. 
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4. Valence change memory 

4.1. Resistive Switching mechanism 

Valence Change Memories (VCM) are a kind of RRAMs whose mechanism for forming the 

filament consist in the generation of a defect-rich region, as explained in section 1.3.1. For 

the operation of this sort of devices a metal layer that works as ion reservoir (Ti in our case) 

is needed [Dirkmann2018]. A high temperature and electric field contribute to break the 

bonds of the molecules generating Frenkel pair defects (a vacancy and an ion, usually oxygen), 

forming the filament with the vacancies and storing the ions in the metal layer that works as 

ion reservoir, leading the device to the LRS [Vandelli2015, Vandelli2011, Dirkmann2018]. The 

bipolar operation is needed in VCM devices as an opposite bias to the one used for set has to 

be applied to inject the ions stored in the reservoir layer into the dielectric. Then, ions should 

be field-driven until they reach the CF, where they recombine with the vacancies, destroying 

the filament. It should be noted that enough ions must be injected in the structure to rupture 

the filament or RS would not take place [Vandelli2015]. 

As commented previously, in the section 1.4.2, the electrodes usually are chosen based on 

their electrical properties, but in the case of RRAMs they can also affect RS operation. Some 

of the most common nitride-based electrodes are TiN and TaN [Lee2013, Tang2013b], being 

TiN the one used in this work, as it has been exposed in appendixes 6.6.3 and 6.6.4. The sort 

of electrodes used has to be chosen carefully to help the CF formation in these RRAMs based 

on vacancies generation since they can affect considerably. For the dielectric materials,  
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HfO2 has been used like in the CBRAM case in the section 3, mainly because its great 

potential and its RS promising characteristics. 

The kMC algorithm is considered a good technique for reproducing the physics behind the 

operation of the VCM because its balance between accuracy and computational cost 

[Wong2012, Dirkmann2018, Vandelli2015]. The design of this tool which takes into account 

atomic characteristics was developed for studying the variability and reliability of VCM 

devices. The processes implemented in the kMC algorithm were the generation of vacancies 

and ions, the migration of particles and the injection of ions in the dielectric from the 

reservoir layer. It has been taken into account that the ion size is much smaller than that of 

the vacancy, so its mobility would be quite higher. Following this assumption, only the 

migration of ions has been implemented in the simulations, as it has been done in previous 

works [Vandelli2011, Vandelli2011b, Huang2013, Vandelli2015]. It must be remembered that 

one of the advantages of this tool is that an assumption about the CF shape is not required. 

The percolation algorithm used in this case is the same as the one previously used in other 

simulators [Hoshen1976]. Following the FEM approaches exposed in section 1.6.2 and in 

appendix 6.4, the Poisson and heat equations have been solved. This is because they are 

involved in the main failure mechanisms (for instance, thermal vanishing of LRS or 

permanent dielectric breakdown) and can enhance the generation of vacancies and diffusion 

of ions or even the injection of ions in the dielectric from the reservoir layer. Regarding the 

conduction mechanisms during the LRS, an equivalent circuit has been used where ohmic 

resistance of the CF is implement, in addition to Maxwell and set-up resistances. This 

equivalent circuit has been exposed in appendix 6.2. For the case of HRS, a Poole-Frenkel 

model with effective parameters can be used. The effective parameters can take into 

consideration many conduction mechanisms that can operate at the same time (Fowler-

Nordheim, Direct Tunneling, thermionic emission, etc.), as well as the bigger areas of real 

devices. A compilation of charge transport mechanism through a dielectric can be found in 

appendix 6.1. 

4.2. VCM Model  

The physics behind the RS in VCM devices is quite different from the one in CBRAMs. While 

in CBRAMs CFs are made of oxidized atoms that come from the active electrode, in VCMs 

the CFs are usually made of oxygen vacancies. These vacancies are generated in the 

dielectric, forming a Frenkel pair defect, that is, a vacancy and an ion. In this way, although 

the simulator kernel is still based on the kMC algorithm, the processes implemented are 

quite different.  

This simulator has the following characteristics [Aldana2020]:   
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• The simulator core is a kMC algorithm that implements the generation of Frenkel 

pairs (a vacancy and an ion), the injection of ions in the dielectric from the reservoir 

layer and the migration of ions. 

• The percolation path is calculated using the Hoshen-Kopelman algorithm 

[Hoshen1976], explained in appendix 6.3. For this algorithm it is necessary to take 

into consideration the virtual electrodes, that is, the clusters in contact with the 

electrodes. 

• The CF can be generated from the pristine state and then several RS can be carried 

out, therefore no CF shape has to be supposed. 

• A 10 nm x 10 nm x 10 nm cubic grid has been used, where mixed boundary conditions 

were assumed: Neumann (for lateral faces of the cubic grid) and Dirichlet (for the top 

and bottom electrode) to solve Poisson and heat equations. The approximated oxygen 

vacancy size is considered as the separation between grid points, 0.5 nm. 

• Regarding charge transport mechanisms, an equivalent circuit has been considered 

for the LRS where the CF resistance, the Maxwell resistance and the set-up resistance 

have been included. However, a different approach has been used for the HRS, where 

a Poole-Frenkel emission with effective parameters has been implemented.  

The devices used for the calibration of this simulator were memristors based on a 

TiN/Ti/HfO2/W stack. These devices were fabricated at the Institut de Microelectrònica de 

Barcelona IMB-CNM (CSIC) Bellaterra, Spain. The details about fabrication and 

measurement are given in appendix 6.6.3. The dielectric layer used was ALD grown 𝐻𝐻𝐻𝐻𝑍𝑍2 10 

nm thick. The dielectric thickness coincides with our simulation domain. 

The measurements used for the calibration were the following: 

• The current-voltage (I-V) curves obtained with ramped voltage sweeps.  

• Pulsed input voltage signals. 

After calibration, the simulator was used to study the CF evolution under different input 

voltage signals (ramped and pulsed) to analyze the compactness. The techniques used for 

studying the compactness were explained in section 2.4. One of them is based on the study 

of the number of 2D percolation paths and the other on the number of particles that have a 

determined number of neighbors. 

A video has been developed where a highly detailed exposition of the fabrication process is 

presented, as well as the measurement characteristics and the main simulation results 

[videoVCM]. In the first section of the video, a highly detailed explanation for the fabrication 

and measurement processes is exposed. In Figure 4.2-1a, a part of the fabrication process is 

shown. In this simulator, a grain boundary has been implemented as explained in the video, 

in the section which corresponds to the Figure 4.2-1b. Besides, this tool allows to reproduce 

the physics behind RS in the VCMs, carrying out a complete RS cycle. In Figure 4.2-1c an 

instant of this process is shown. Also, the CF behavior under pulsed voltage signals has been 
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showed, where some interesting partial SET phenomena can occur within the general RESET 

process, as it can be seen in Figure 4.2-1d. It is important to note that all the data used for 

this representation were real simulation data, based on physical calculations, thus the 

representation is not an idealization. That is, the movement of the atoms, the calculation of 

the electric field or the current have been obtained solving the corresponding equations and 

using the kMC algorithm. The video was published on 26th of September 2019, and it 

garnered 1084 views on YouTube until 7rd of September 2020. It should be also noted that 

the video is highly positioned for Youtube and Google searchs for the keywords "kinetic 

monte carlo RRAM". 

  

  
Figure 4.2-1. Figure a shows part of the fabrication process of the VCM (TiN/Ti/HfO2/W) devices. An 
example of a grain boundary it can be seen in b). The remnants after a RESET process during a complete 
RS cycle are shown in c). A partial SET can be found during an overall RESET process when a pulsed 
voltage signal is applied, as it can be seen in d) [videoVCM]. 
 

The contents of this section have been already published [Aldana2020].  
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ABSTRACT 
 

A simulation study has been performed to analyze Resistive Switching (RS) phenomena in 

Valence Change Memories (VCM) based on a HfO2 dielectric. The kernel of the simulation 

tool consists of a 3D kinetic Monte Carlo (kMC) algorithm implemented self-consistently 

with the 3D Poisson and heat equations. These VCM devices show filamentary conduction, 

their RS operation is based on the destruction and regeneration of an ohmic conductive 

filament (CF) composed of oxygen vacancies. The physics underlying the RS operation is 

described by means of processes linked to generation of oxygen vacancies, oxygen ion 

migration and recombination between vacancies and oxygen ions that can be accurately 

described by using the electric field and temperature distributions in the dielectric. The 

studied devices consist of TiN/Ti/HfO2/W stacks where the Ti capping layer plays the role of 

oxygen ion getter material. The simulation tool is useful for obtaining information of internal 

physical variables, explaining RS dynamics and the CFs evolution from the microscopic 

viewpoint in terms of their size and shape under different electrical input signals; 

particularly, the pulsed operation regime has been studied in depth. Furthermore, interesting 

phenomena, such as partial SETs within overall RESET processes can be accurately 

reproduced.  

Keywords: Resistive switching memory, RRAM variability, valence change memories, 

simulation tools, conductive filaments, kinetic Monte Carlo. 

 

I.-INTRODUCTION 
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Resistive Random Access Memories (RRAMs) are electron devices whose resistance changes 

by means of a proper applied voltage in a non-volatile manner [1-4]. Currently, these devices 

are drawing the attention of the scientific community because of their promising operation 

features: non-volatility, scalability, high endurance (>1012 R/W cycles) and good retention, 

their simple structure, low power consumption, short switching times (≈1ns), viability for 3D 

fabrication and CMOS technology compatibility [1, 2, 4, 5]. This wide set of features makes 

them good candidates to substitute flash technology for storage class memories.  

RRAMs consist of a dielectric layer sandwiched between two electrodes. A classification of 

these devices in terms of the electrical behavior is possible based on the voltage polarity 

needed to carry out Resistive Switching (RS): unipolar (SET and RESET produced at the same 

voltage polarity) [1, 6, 7] and bipolar (SET and RESET produced at different polarities) [5, 8-

11]. In the unipolar case the conductive filament (CF) rupture is usually produced by thermal 

mechanisms; however, for the bipolar case, RS is due to a combination of thermal and electric 

field driven mechanisms [10, 11]. 

In the case of the valence change memories (VCM), a metal layer that plays the role of oxygen 

ion reservoir is generally needed. In VCMs resistive switching has a filamentary nature [10, 

12, 13]; we can distinguish three different processes in the CF evolution: i) the forming 

process, creation of the percolation path starting from a pristine dielectric; ii) the RESET 

process, i.e., the CF destruction process and iii) the SET process, the CF regeneration over 

the remnants left by the previous RESET.  

RRAM viability has been proved at the device level but also at the integrated circuit level [14, 

15, 16]. It is also important to highlight the potential of these devices in the neuromorphic 

computing landscape, out of the classical Von Neumann architecture paradigm. In 

particular, since RS physics resembles the internal behavior of biological synapses, they can 

be used to implement hardware neural networks [1, 17-21].  

In order to push forward this technology some hurdles have to be overcome such as 

variability which is a handicap for massive industrialization. Variability is observed in the 

forming, RESET and SET voltages and in the resistance distributions when the CF is fully 

formed (Low Resistance State, LRS) or ruptured (High Resistance State, HRS) [1, 20, 22-25]. 

There are two sources of variability: extrinsic, which corresponds to the fabrication process 

and one intrinsic that is linked to the discrete nature of atoms and defects (involved in the 

CF formation) that lead to the inherent stochasticity of these devices [4, 25]. To deal with this 

latter issue a deep understanding of the physics behind RS is needed to accurately describe 

the variability sources. In particular, device resistance variability in the LRS is linked to the 

CF size and shape that depend on the random oxygen ion motion and vacancies generation 

within the dielectric. Therefore, the need of simulation tools based on a microscopic model 
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[2, 7, 10, 11, 13, 26] that describes charge transport, temperature, electric field distributions, 

etc., is clear.  

For many VCMs, dielectric breakdown occurs by the formation of a metal-rich region 

produced by the application of a voltage that breaks molecule bonds and generate oxygen 

vacancies, leading the device to the LRS [5, 20]. In this respect, as pointed out in [27], a great 

concentration of oxygen vacancies lead to a leakage path with metallic properties. In this sort 

of devices a getter material such as Ti, a layer between the electrode and the dielectric is 

employed where oxygen ions accumulate [20]. To switch to the HRS, oxygen ions go back to 

the metal-rich region and recombine with oxygen vacancies partially destroying the CF [5]. 

It is important to highlight that oxygen ions diffuse much more efficiently than oxygen 

vacancies [27]. The forming process is important as it determines the shape and the size of 

the first filament that affect the following SET and RESET processes in a RS series, and 

therefore the characteristic device features such as stability, retention, endurance, etc. The 

CF microscopic features determine the device electrical characteristics [5]. In this work, we 

study this microscopic perspective by means of a new simulator. 

In the kinetic Monte Carlo (kMC) landscape, the HRS transition to LRS can be explained at 

the microscopic level by the CF partial dissolution and regeneration [1, 5, 6, 7, 9, 23, 28, 29, 

30, 31, 32]. Sometimes a CF remnant in contact with one of the electrodes is left after a RESET 

process working like an electrode extension, what is known as a virtual electrode [33]. Taking 

into consideration that virtual electrodes change throughout the simulation according to the 

filament evolution, the main gap in the dielectric evolves and consequently the electric field 

distribution changes [11]. 

Different flavors of simulation tools can be found in the kMC algorithm realm [1, 5, 7, 10, 11, 

12, 20, 23, 30, 32]. Some particular simulation implementations are based on percolation 

theories [34-36]. The simulation domain determines the geometric features of the simulator, 

2D [1, 10, 23, 32] or 3D [5, 7, 11] codes have been developed. In addition, hybrid approaches 

including 2D and 3D models are performed to optimize the computation burden [20]. The 

dimensionality and computation time are linked and the trade-off between accuracy and 

simplicity has to be faced. Some of the kMC simulators are able to reproduce complete RS 

cycles [5, 7, 11, 23]; nevertheless, others are focused on just reproducing the forming and SET 

processes [30, 32]. In relation to the solution of the Poisson and heat equations, it has been 

implemented in 2D and 3D depending on the simulation approach [5, 6, 7, 9, 11, 23, 32]. The 

charge transport mechanisms considered in the literature can be related to those based on 

trap-assisted tunneling (TAT) accounting for the defects (vacancies) distribution in the 

dielectric [5, 20, 23, 32]. Others are linked to Poole-Frenkel emission mechanisms [7, 11] in 

order to get a macroscopic description of the current and a fast calculation. Some simulation 

approaches assume ohmic conduction [20, 37] which leads to the calculation of the CF, the 

set-up and the Maxwell resistances [6, 7, 9, 11] in an equivalent circuit that models the device. 

Taking into account the issues described above, it is clear that kMC simulators allow the 
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study of RRAM operation facets that cannot be addressed with other kind of tools, such as 

partial SETs within an overall RESET process, the CF density evolution with the applied 

voltage, etc.  

The issues raised above have to be addressed in a coherent and self-consistent simulation 

tool to accurately describe RRAM operation. In this manuscript, the fabrication technology 

and measurement details are explained in section II, the simulation tool is described in 

section III and the main results and discussion are given in section IV. Finally, the 

conclusions are presented in section V. 

  

II.-DEVICE DESCRIPTION AND MEASUREMENT 

The TiN/Ti/HfO2/W devices were processed on silicon wafers on a thermally grown 200nm-

thick silicon dioxide. Atomic layer deposition (ALD) was employed to grow a 10 nm HfO2 

layer at 225 °C using TDMAH and H2O as precursors and N2 as carrier and purge gas. The 

top and bottom electrodes were deposited by magnetron sputtering. The bottom electrode 

consists of a 200nm-W layer and the top electrode of a 200nm-TiN and a 10nm-Ti layer acting 

as oxygen getter material. The resulting structures are square cells of 5 x 5 μm2 and 15 x 15 

μm2. The device cross section is shown in Figure 4.2-2. 

 

 

The measurements (current-voltage (I-V) curves with ramped as well as with pulsed input 

voltage signals, Figure 4.2-3) were performed by means of a HP-4155B semiconductor 

parameter analyzer (SPA) and a Keysight B1500 SPA equipped with a Waveform Generator 

and a Fast Measurement unit (WGFMU). The WGFMU can measure IV characteristics 

synchronized with the applied waveform. The voltage was applied to the TiN/Ti top 

electrode, while the W bottom electrode was grounded. A software tool implemented in 

 
Figure 4.2-2. Cross section of the fabricated and simulated devices. The device stack is enlarged at the 
right. The Ti capping layer plays the role of an oxygen ion reservoir and the HfO2 layer is the dielectric 
where the conductive filament is formed and ruptured. 
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Matlab was employed to control the instrumentation. A forming process with a current 

compliance of 100 μA was performed. For the ramped voltage measurements, a RS series with 

several hundred cycles were obtained for voltages ranging from 0 V to 1 V for the SET process 

and from 0 V to -1.8 V for the RESET process, see Figure 4.2-3. Pulsed voltage signals have 

also been employed. The device current versus time for four consecutive pulses with 

alternative positive 1.1 V and negative -1 V (-1.4 V) biases corresponding to SET and RESET 

processes are shown in Figure 4.2-3b (Figure 4.2-3c). 

 

 
Figure 4.2-3. Typical experimental current for the RRAMs under study. (a) I-V curves for ramped voltage 
measurements, (b) current versus time for four consecutive pulses with positive (1.1 V) and negative (-1 V) 
bias corresponding to SET and RESET processes, c) Current versus time for four consecutive pulses with 
positive (1.1 V) and negative (-1.4 V) bias corresponding to SET and RESET processes. 

 

III.-SIMULATION DESCRIPTION 

The simulation tool we present here is based on the Transition State Theory, which serves as 

a base for the kinetic Monte Carlo (kMC) algorithm [32]. This theory assumes that the system 

time evolution can be described by the transition between different states. Because of this, a 

kMC algorithm is chosen to describe the physics behind the operation of the device taking 

into account the transition rates between the system states [38]. The inclusion of a kMC 

algorithm allows to reproduce the RRAM operation randomness inherent in RS variability. 

In this way, it is important to point out that along RS cycles a RESET process determines the 

following SET as this latter process consist in the CF reconstruction over the CF remnants 

left in the previous RESET. For a better understanding of the sample fabrication, the 
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simulator fundamentals, its operation and main results, a video supporting material is 

included [39].  

In this work thermal and electrical phenomena are also linked along the RS cycles in a 

manner similar to previous works [7, 11]. In particular, the simulator includes, besides the 3D 

kMC algorithm, the solution of the 3D Poisson and heat equations. The electric potential 

and temperature distributions are obtained for each simulation time step and they are 

employed in the kMC algorithm (transition rates determination at every grid point within 

the simulation domain). A finite-difference based methodology is used for solving these 

equations. The boundary conditions are described in Figure 4.2-4. 

 
Figure 4.2-4. Representation of the 3D grid used as the simulation domain and specification of the 
boundary conditions. The electrodes are shown for clarity. Dirichlet boundary conditions were employed 
for the temperature and electric potential at the interfaces between the electrodes and the dielectric. 
Neumann boundary conditions were considered for electric potential and temperature distribution at the 
lateral sides. 
 

For lateral faces Neumann boundary conditions imply adiabatic boundaries for the heat 

equation since the derivative of the temperature at the boundary is assumed zero. Following 

previous results from Ref. [20], we use 0.5 nm for the distance between grid points. We have 

considered a cubic structure for our simulation domain (10 nm x 10 nm x 10nm) that worked 

reasonable well in most simulations. Other simulation domains could be considered. 

However, the size of the simulation domain will determine the computational burden linked 

to the simulation tool, and, therefore, this issue has to be considered carefully. 

We do not consider the QPC model in the equivalent circuit employed to describe the device 

conduction in the LRS since the I-V curves are linear at low voltages. Maxwell and series 

resistances are also considered. 
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For the transition rates description, based on the Maxwell-Boltzmann statistics, we use the 

transition state theory (TST) through Equation 1: 

Γ = ν exp (−
𝐸𝐸𝐴𝐴
𝜅𝜅𝐵𝐵𝑇𝑇

) (1) 

Here Γ stands for the transition rate, ν stands for the vibration constant of the particle, 𝐸𝐸𝐴𝐴 is 

the activation energy (the energy barrier height for the process involved), 𝜅𝜅𝐵𝐵 the Boltzmann 

constant and 𝑇𝑇 the temperature [32]. The transition rate corresponds to the inverse of the 

time needed for a determined process to take place and because of this, it is needed for the 

estimation of the time step. As the transition rates also depend on the activation energy 𝐸𝐸𝐴𝐴, 

and the corresponding barrier height is influenced by the electric potential, it is important 

to point out its dependence with the electric field.  

The iteration time (t) for every simulation step can be obtained with the following calculation: 

𝑃𝑃 = −
ln(1 − 𝑍𝑍𝑎𝑎𝑛𝑛𝐸𝐸𝑛𝑛)

∑Γ
 

  

(2) 

where randm is a random number between 0 and 1 and the value of the iteration time 

obtained is the time needed for at least one event to occur [7, 32]. Considering the system 

memoryless, we can calculate the probability of an action that takes place in 𝑃𝑃 time as follows: 

𝑃𝑃 = 1 − exp (−Γ ∙ t) 
 

(3) 

The RS physics of the devices under study is linked to the generation of oxygen vacancies, 

recombination between vacancies and oxygen ions and diffusion of the latter. 

The generation of oxygen vacancies consist in the breaking of the Hf-O bond leading to the 

formation of an oxygen vacancy and oxygen ion Frenkel pair (𝑍𝑍−2 and  𝑒𝑒2+ ) [5]. So, the 

activation energy for the generation process (this is, the Hf-O bond rupture) is: 

𝐸𝐸𝐺𝐺 = 𝐸𝐸𝐺𝐺(𝐹𝐹 = 0) − 𝑏𝑏 ∙ 𝐹𝐹(𝑥𝑥, 𝑦𝑦, 𝑧𝑧) 
 

(4) 

where 𝐹𝐹(𝑥𝑥,𝑦𝑦, 𝑧𝑧) is the electric field in the grid point with 𝑥𝑥,𝑦𝑦 and 𝑧𝑧 coordinates, 𝐸𝐸𝐺𝐺(𝐹𝐹 = 0) is 

the activation energy for generation of a Frenkel pair in zero-field conditions (which depends 

on the material characteristics) and 𝑏𝑏 = 𝑜𝑜0 ∙ [(2 + 𝑘𝑘)/3] is the polarization factor, being 𝑜𝑜0 

the molecular dipole moment and 𝑘𝑘 = 21 the relative dielectric constant [5]. A cylindrical 

grain boundary (GB) has been implemented where the generation of defects (oxygen 

vacancies) are more probable, following references [5, 27]. An initial defect random 

distribution has been generated being more abundant within the GB. The activation energy 

within the GB is  𝐸𝐸𝐴𝐴(𝐹𝐹 = 0) = 1.4 𝑒𝑒𝑒𝑒 and outside 𝐸𝐸𝐴𝐴(𝐹𝐹 = 0) = 3.6 𝑒𝑒𝑒𝑒. These values are in the 

line with previous reported energies [40, 41, 42, 43].  

With respect to recombination processes, which are intimately linked to CF rupture 

phenomena, the transition rates do not depend directly on the electric field (the activation 
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energy is 𝐸𝐸𝑅𝑅=0.3 eV, values in line with this have been published [5]); nevertheless, since 

oxygen ion diffusion is electric field dependent, the whole CF rupture is affected by the 

temperature and potential distributions. After the Frenkel pair has been created, oxygen 

vacancies are assumed to be immobile [5, 26, 27, 42, 44] and oxygen ions are mobile, greatly 

influenced by the electric field. In our model, once the oxygen ions reach the top electrode, 

they are captured in the Ti capping layer with a high oxygen affinity [20]. The activation 

energy for oxygen ion diffusion is obtained as follows: 

𝐸𝐸𝐷𝐷 = 𝐸𝐸𝐷𝐷(𝐹𝐹 = 0) − 𝑘𝑘𝐷𝐷 ∙ 𝐹𝐹(𝑥𝑥, 𝑦𝑦, 𝑧𝑧) (5) 

where 𝐸𝐸𝐷𝐷(𝐹𝐹 = 0) = 0.7 𝑒𝑒𝑒𝑒  (as reported by Vandelli et al. [5]) is the activation energy for 

oxygen ion diffusion in zero-field conditions and 𝑘𝑘𝐷𝐷  is a factor accounting for the field-

induced energy barrier reduction [5].  

The simulations allow the formation and recombination of oxygen vacancies where, as 

described above, most of the physical mechanisms involved are included and interconnected. 

At each time step we employ a 3D percolation path algorithm to detect the formation of 

conductive filaments. The algorithms for the search of percolation paths (Hoshen-Kopelman 

in our case) are based on the consideration of classical clusters, where only horizontal and 

vertical neighbours are considered. Multiple percolative paths are considered in the same 

simulation domain. These alternative paths have no cells in common with each other. During 

the forming and SET processes the oxygen ions are stocked up in the Ti layer (top electrode), 

the electric field reversal produced by the voltage polarity change in the RESET process let 

the oxygen ions return to the dielectric and increase the recombination processes that lead 

to the CF rupture.  

The current through the device depends on the state of resistance. As mentioned above, one 

can distinguish between the HRS and the LRS, with different mechanisms of electric 

conduction. In the LRS state the main conduction mechanism is the ohmic conduction, 

where Maxwell and in series resistance are considered. In the pristine state, for our case, a 

functional dependence on the electric field related to a Poole-Frenkel mechanism was 

observed (dependent on the device area), we made use of effective fitting parameters that 

allow to reproduce the experimental curves that could also include simultaneously the 

presence of other dielectric conduction mechanisms depending on the electric field range.  

Other dielectric materials could be employed within our simulation tool. In this case, 

different activation energies for the RS physical processes involved and different physical 

constants such as the dielectric constant or the electrical and thermal conductivities must be 

used. In addition, if the physical processes linked to RS in ECM devices are incorporated 

instead of the ones described here, an ECM simulator should be employed, as reported in [7, 

11]. 
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IV.-RESULTS AND DISCUSSION 

 

Once the simulation tool was developed, the first step in its tuning process consisted in the 

fitting of experimental I-V curves in a RS long series measured under voltage ramps. We were 

able to reproduce the experimental data of a forming process and complete RS cycles. 

 
Figure 4.2-5. Typical current versus voltage characteristics of the studied devices. The black line 
corresponds to the experimental data and the symbols to the simulated ones. The agreement between 
experimental and simulated data is remarkable. The points marked with rhombus and labelled with letters 
a) to i) correspond to the snap-shots shown in the Figure 4.2-6 plotting the state of the conductive 
filament evolution. 
 

The stages marked in Figure 4.2-5 are shown in Figure 4.2-6, where the CF formation by 

means of oxygen vacancies can be observed. See the forming process starting from a random 

distribution of vacancies (pristine device), the CF formation is influenced by the presence of 

a GB modelled as a vertical cylinder following previous works [27].  
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Figure 4.2-6. Simulated device showing the filament configuration corresponding to the labels shown in 
Figure 4.2-4. Different stages of the forming, RESET and SET processes can be seen. The red balls 
represent oxygen vacancies, the blue ones symbolize oxygen ions and the purple ones represent grid 
points where both an oxygen vacancy and an oxygen ion (not recombined) are found. Figures a)-c) 
represent forming process stages, Figures d-f RESET process stages and Figures g)-i) SET process stages 
that depart from the filament remnants left by the previous RESET process. Once the filament (the 
percolation path) is fully formed only the red and purple balls are showed. 
 

After the RESET process, the CF remnants left in Figure 4.2-6f are the starting point of the 

following SET process. In addition, pulsed operation is of great interest for these devices 

since one of their key applications is connected to non-volatile memory circuits. We deal 

with this issue in Figure 4.2-7. The current versus time and the applied voltage signal are 

shown in Figure 4.2-7a for experimental and simulated data showing a good agreement.  
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Figure 4.2-7. a) Measured and simulated curves of current versus time for four consecutive pulses with 
positive (1.1 V) and negative (-1 V) bias corresponding to SET and RESET processes, respectively. 
Different stages of the simulation performed at different bias voltages are marked with square symbols 
and the corresponding Figures included from b) to f). The red balls represent oxygen vacancies, the blue 
ones represent oxygen ions and the purple ones represent grid points where both an oxygen vacancy and 
ions (not recombined) are found. When the percolation path is fully formed and the electrodes shorted, 
only red and purple balls are shown; if the filament is ruptured oxygen ions are also plotted. 
 

The simulation of the device in the LRS is shown in Figure 4.2-7b, the voltage pulse 

considered here led to a SET process (1.1 V). Under a decreasing voltage, no great changes 

occur from Figure 4.2-7b to Figure 4.2-7c due to the voltage reduction. Then, a RESET 

process is undergone for negative voltage signals. In this process, the CF rupture is due to a 

combination of thermal and electric field assisted effects that influence oxygen ion drift and 

recombination events. Figure 4.2-7d shows a filament that it still fully formed; however, the 

density of oxygen ions has greatly increased in the region close to the Ti-dielectric interface. 

Figure 4.2-7e shows a percolation path with a less dense tip in the region close to the Ti 

layer. A further step in the RESET process is plotted in Figure 4.2-7f where a broken 

percolation path can be seen, in addition to a great oxygen ion population at the Ti-dielectric 

interface.  

An interesting effect can be seen in some of the RESET processes studied, both at the 

experimental and simulation levels. It consists of a partial SET process within a long RESET 

process driven by negative voltages. This effect is shown in Figure 4.2-8. 
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Figure 4.2-8. a) Measured and simulated current versus time curves for four consecutive pulses with 
positive (1.1 V) and negative (-1.4 V) bias corresponding to SET and RESET processes, respectively. b) 
Details of the RESET process with a partial SET event. Different stages of the current evolution during 
the reset pulse are marked with square symbols in Figure 4.2-8b that are included in Figure 4.2-8c to 
Figure 4.2-8g. The red balls represent oxygen vacancies, the blue ones represent oxygen ions and the 
purple ones represent grid points where both an oxygen vacancy and ions (not recombined) are found. 

 
Zooming in on Figure 4.2-8a we obtain Figure 4.2-8b, corresponding to the second RESET 

process plotted. Different stages of the CF evolution along the RESET process are labelled. 

The RESET process just starts in a device with a fully formed CF in the previous SET process 

(Figure 4.2-8c). A first RESET event can be seen in Figure 4.2-8d, the current drops off in 

an abrupt manner, as can be seen in Figure 4.2-8b. However, the CF is partially reformed 

again (Figure 4.2-8e) due to the stochastic nature of the RS process. In this case, the 

percolation path is regenerated due to a short generation process embedded within the 

general RESET process under study. The explanation behind stands upon the fact that once 

the electric field changes its polarity (the voltage is negative for the RESET process), the 

oxygen ion flux changes its direction and the number of oxygen ions within the dielectric 

increases. Therefore, the number of recombination events rises. In addition, depending on 

the electric field magnitude (whatever the polarity) the oxygen vacancy generation rate could 

rise. So, there are two competing mechanisms: generation and recombination due to an 

increased concentration of oxygen ions and oxygen vacancy generation, the former can lead 

to partial filament growth and eventually to a complete percolation path formation that 

shorts the electrodes. When the percolation path is at the verge of rupture, different 

formation and destruction processes can occur till the overall process advances. These 

effects, seen experimentally, can only be described within a kMC simulation approach. Other 

numerical procedures based just on the solution of partial differential equations [6, 23, 42, 45] 

cannot be employed to analyse these phenomena. Due to these partial SET processes there 

are temporal current increases, in our case, as highlighted above, these current peaks can be 

seen both in the experiments and in the simulations. See that the RESET process goes on in 
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spite of the partial SET process shown in Figure 4.2-8e, as shown in Figure 4.2-8f and  

4.2-8g. Since a net oxygen ion flux enters the dielectric from the Ti capping layer, the CF 

rupture point is close to this electrode. 

In addition, different internal magnitudes obtained with the simulation tool presented here 

can be employed to analyse the operation features of the devices under study. As an example, 

we have simulated a RESET process (Figure 4.2-9) where the compactness of the conductive 

filaments is analysed.   

 
Figure 4.2-9. Number of occurrences of oxygen vacancies with a different number of surrounding 
neighbours in the dielectric versus voltage along a RESET curve. These magnitudes can be employed to 
describe the CF compactness and the device resistance [46]. 

 
In Figure 4.2-9 we show the evolution of the number of occurrences (NO) for the neighbor 

number of each oxygen vacancy within the dielectric along a RESET curve. The NO for the 

number of neighbors, being 6 the maximum number of neighbors in our cubic grid, describes 

the filament compactness at each voltage during the simulation. In this respect, the higher 

the NO for 5 and 6 neighbors the more compact the CF and obviously the lower the CF 

resistance.  

In the simulation linked to Figure 4.2-9, the CF rupture takes place at 𝑒𝑒 = −1.54 𝑒𝑒 (reset 

voltage). At low negative voltages, the formed conductive filament has a morphology that 

remains stable for the first part of the reset curve. The NO for the 4-6 neighbors are higher 

than for 1-3 neighbors. At 𝑒𝑒 = −1.32 𝑒𝑒 there are some transfers from the occurrences of 

higher values of neighbors to the lower ones. The most likely change is toward the occurrence 



4. Valence change memory 

142 
 

corresponding to a vacancy count with one neighbor less. This is due to the oxygen ion 

population rise during RESET and so, the increase in the recombination events. As shown in 

Figure 4.2-9, the number of occurrences for the case with 6 neighbors drops off. For the 5 

neighbors case there is a slight reduction, while for the 4 and 3 neighbors case an increase 

can be seen. Therefore, the transference from the 6 neighbor’s case to the 5 one is 

approximately the same than from the 5 neighbor’s case to the 4 and 3. Besides, one would 

expect a reduction of the NO of one neighbor that is not found. This is due to the rise of NO 

of one neighbor produced by the loss of one vacancy in the case of 2 neighbors that is indeed 

reduced.  

These effects produce the CF compactness reduction and eventually the CF rupture (the 

RESET, which is marked in Figure 4.2-9). The NO for the higher number of neighbors is 

linked to the CF density of vacancies and it is also correlated with the device resistance as 

shown in Ref. [46]. The study of these data can help to understand the device resistance 

evolution in a complete cycle of resistive switching, and also the inherent RS variability of 

these devices. 

Figure 4.2-10 shows information related to the destruction of percolation paths (conductive 

filaments) in a RESET process. In our simulation approach, a 3D scheme, the percolation 

paths are 3D. However, it is important to highlight that a 3D percolation path can exist 

without including even a single 2D percolation path in the X axis or Y axis cuts of the 3D CF. 

This fact is highlighted in Figure 4.2-10 were the number of 2D percolation paths for slices 

in the X (Y) axis are shown in black (red).  
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Figure 4.2-10. Number of 2D percolation paths (in the 3D simulation domain) corresponding to CF slices 
in the X axis and also in the Y axis versus voltage for a reset process. Along the simulation we can find an 
unstable 3D percolation with few 2D percolation paths a); b) the number of 2D percolation paths is 
reduced and c) CF is broken. 

 
Along the simulation there are some points labelled with a, b and c which show the evolution 

of the filament along the RESET process. Around 𝑒𝑒 = −1.5 𝑒𝑒 there are no 2D percolated 

layers but there is still a 3D percolation path. For a slightly more negative voltage the 3D 

percolation path is broken. It can be seen that after 𝑒𝑒 = −0.9 𝑒𝑒 there is an increasing number 

of 2D percolation paths due to the generation of some vacancies because of the high electric 

field. The two competing mechanisms reported above are behind the rise and further fall of 

the number of 2D percolation path prior to the CF destruction. 

It is also important to notice, as shown in Figure 4.2-10 point c), that the 3D percolation 

path is ruptured after all the 2D percolated layers vanished. Therefore, when using a kMC 

2D simulation scheme, special care has to be taken in the study of CF formation, i.e., 

percolation paths formation, since a 2D simulation approach is substantially different from 

a more computationally heavy 3D scheme. 
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V.-CONCLUSIONS 
 
TiN/Ti/HfO2/W RRAMs have been fabricated, characterized and analysed with the 

simulation tool presented in this work. The simulator reproduces the operation of Valence 

Change Memories showing a good agreement between experimental data and simulated 

results. The 3D heat and Poisson equations are solved in the simulation tool self-consistently. 

The temperature and potential distributions are needed to correctly describe the physical 

mechanisms governing the device operation, mainly the generation of oxygen vacancies and 

ions, the motion of oxygen ions and the recombination processes in the dielectric layer. 

Experimental data were used to tune the simulator. The conductive filament evolution with 

applied voltage has been studied along the forming, RESET and SET processes both in 

voltage ramps and pulsed operation regimes. In the latter case, an interesting phenomenon 

of a partial SET during a RESET process has been described. An analysis of the conductive 

filament compactness has been performed by studying the number of neighbors of oxygen 

vacancies within filaments. Finally, a study of the features of the percolation paths formed 

both in 2D and 3D during the reset process was presented. 
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4.3. Data retention tests in VCM 

When the simulator was fully developed, was used for doing some retention data test in some 

bunch of VCM memories. The simulator was the same presented in section 4.2, but adapted 

to carry out the forming process and then, in almost zero-field conditions, bake the system 

at high temperatures for long times (several hours). As the time used by the simulator adapts 

to the time needed for at least occur an event, in this almost zero-field condition, the step 

time is quite long. 

During the simulation, the processes are thermal triggered and this is which makes evolve 

the CF. In this sense, as higher the temperature the more probable to occur the events and 

so accelerate the degradation of the CF. The device failure is considered when the current is 

below the target level established that would be different depending on the applications for 

what would be destined. 

For this study have been compared the experimental data with simulated ones for the 

cumulative distribution function (CDF) of the current measured for different times and 

temperatures. Also, the CDF with the failure times of the devices have been compared with 

good results. Besides, some interesting information about the internal structure of the CFs 

can be studied with this kind of computational tools. In this way, the evolution of the density 

and compactness have been studied along the simulations. The way of study the compactness 

has been exposed in section 3.4, that is, studying the number of 2D percolation path within 

the 3D CF and the number of particles that have a determined number of neighbors in the 

surroundings. In that section, also the way of calculate the density has been presented. 

The contents of this section have been already published [Aldana2020b]. 
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ABSTRACT 
 
Kinetic Monte Carlo RRAM simulations are used to understand different retention 

experiments performed at several temperatures. The physics behind resistive switching 

allows to explain experimental results, in particular the degradation of the conductive 

filaments with temperature. It is observed that competing mechanisms control resistive 

switching in this type of experiments and the thermal dependencies involved are key to 

explain the measurements. Besides, the simulation approach allows to analyze the existence 

of percolation paths in the device dielectric and the conductive filament density and 

compactness. Finally, the key physical mechanisms are detected and some clues related to 

the retention performance and possible technology improvements are unveiled. 

Keywords: Resistive switching memory, valence change memories, simulation tools, 

conductive filaments, kinetic Monte Carlo, data retention. 

 

I.-INTRODUCTION 

 

One of the emerging devices that shows higher potential in the non-volatile memory realm 
is the Resistive Random Access Memory (RRAM); these devices are candidates for integrated 
storage class memory because of their non-volatility and short read/write latencies [1-10]. 
Some promising and operative non-volatile memory chips based on RRAMs have already 
been fabricated and tested [11]. In addition, their use as artificial synapses that mimic their 
biological counterparts is also focusing great research efforts in the neuromorphic 
computing context [12, 13, 14, 15]. The fabrication of hardware neural networks based on 
resistive switching (RS) devices shows the way for low power and highly scalable artificial 
intelligence chips [16-20]. 

RRAMs present a good degree of scalability and endurance; moreover, they also show low 
power consumption and viability for 3D fabrication with CMOS technology compatibility [3, 
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4, 6, 10]. In terms of data retention these devices have shown a great potential [4, 10, 21], 
although, more studies are needed. Promising devices with great potential for non-volatile 
memory applications have been reported in the past, such as those based on Ta/TaOx/TiO2/Ti 
stacks that showed endurance data above 1012 cycles [22] and Pt/TaOx/Pt devices, with 
retention times above 10 years [23]. Additional interesting comparatives can be found in [4, 
10]. 

Many of the RRAM devices reported in the literature can be included in two great groups: 
Conductive Bridge RAMs (CBRAMs) and Valence Change Memories (VCMs). CBRAMs are 
based on redox processes. Metal ions oxidized from the electrochemically active electrode 
migrate in the dielectric and form percolation paths that short the electrodes producing an 
important resistance change [1, 5, 4, 10, 24, 25, 26]. Regarding VCMs, they are based on 
vacancies and ions generation due to the rupture of molecule bonds by the combined effect 
of the electric field and the temperature [2, 4, 10, 27, 28, 29]. The regions with high density of 
vacancies show ohmic conduction features.  

The RRAM devices fabricated and measured for this study are valence change memories 
(VCM). In these devices resistive switching (RS) has a filamentary nature [2, 4, 10, 30, 31] 
where an initial forming process is needed to form a metallic-like percolation path (a 
conductive filament, CF) through the dielectric. The CF formation is linked to the 
accumulation of oxygen vacancies, in this process some oxygen ions are moved away from 
the dielectric layer [6, 9, 31, 32].  Later on, RESET processes where the CF is ruptured (high 
resistivity state, HRS) and SET processes (CF regeneration over the remnants of the previous 
RESET to lead to the low resistivity state, LRS) are employed to change the device resistivity 
[10, 33]. In this sense, for a correct device operation, an oxygen storage layer above the 
dielectric layer is necessary. Oxygen is stored at the Ti/dielectric interface until it is released 
again to be recombined with vacancies, carrying out the RESET process [6, 9, 31, 32].  

In order to enhance RRAM technology for massive industrialization some difficulties have 
to be overcome such as variability and data retention [4, 10, 34]. The forming, RESET and 
SET voltages show variability as well as the device resistance states. Retention is connected 
to the ability to keep the programmed resistance state intact for a long time in a conventional 
device operation regime. Retention is in the kernel of the time-voltage dilemma in memory 
circuits since, as a general rule, long retention times and short write times in combination 
with write and read voltages in a comparable range (the lower the voltage values, the lower 
the power consumption, which is crucial in the context of mobile electronic devices) 
represents a difficult engineering problem [35]. There are several RRAM simulation 
techniques with different characteristics in terms of accuracy and computational burden. 
Each one has advantages and disadvantages. Continuum models offer an average description 
of the device operation with a low computational cost (they are mostly based in the self-
consistent solution of several partial differential equations); compact models allow the 
simulation of complete circuits [7, 10]. Ab initio techniques, as they are based on first 
principles, allow an accurate physical description at a high computational cost [7, 10, 36]. The 
need to deepen on the issues reported above leads us to use reasonably accurate simulation 
tools that can still carry out complete RS cycles. In this sense, some microscopic models can 
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be a good option [2, 4, 5, 31, 37-39], as they describe in detail RRAM charge transport, the 
temperature and electric field distributions and resistive switching processes with 
reasonable simulation times. These microscopic models (usually based on kinetic Monte 
Carlo algorithms), after the corresponding tuning, can deal with the study of complex 
devices, such as RRAMs with bilayer and trilayer dielectrics [40]. These tools are flexible 
enough to adapt to these structures by modeling the effects of the different material 
employed in the device fabrication.      

In the kinetic Monte Carlo (kMC) landscape, the HRS to LRS transition can be explained by 
describing the CF creation from the remnants left by a previous RESET process. The opposite 
transition, from LRS to HRS, shows the dynamics of the CF rupture [2, 31, 41]. In this context, 
we simulated VCM devices baked for 10 h at different high temperatures (190 ºC, 210 ºC, 230 
ºC, and 260 ºC) to assess their retention properties. We deal with an experimental aggressive 
thermal acceleration study [21]. Both, room and high temperature measurements were 
employed to fit the simulator prior to the retention study.  

The fabrication technology and measurement technique are explained in section II, the 
simulation approach is detailed in section III and the main results and discussion are given 
in section IV. Finally, we wrap up with the conclusions in section V. 

II.-DEVICE DESCRIPTION AND MEASUREMENT 

The devices employed to assess experimentally the data retention are 1T1R cells integrated 
in 4 kbit arrays, which are constituted by a select NMOS transistor, manufactured in 0.25 μm 
CMOS technology, in series with a metal-insulator-metal (MIM) stack [21]. The MIM resistor 
is composed of 150 nm TiN top and bottom electrode layers deposited by magnetron 
sputtering, a 7 nm Ti layer, and a 6 nm Al-doped HfO2 layer deposited by atomic layer 
deposition (ALD) at 300 ºC with an Al content of about 10%. After patterning the MIM stack 
with an area of about 0.4 μm2, an additional thin Si3N4 layer was deposited to protect the 
RRAM cell.  

The data retention was tested experimentally on four batches of 128 1T1R cells [21]. All cells 
were programmed to a common initial LRS by using the incremental step pulse with verify 
algorithm (ISPVA).  Afterwards, each batch was baked for 10 h at one of the following 
temperatures: 190 ºC, 210 ºC, 230 ºC, and 260 ºC. The evolution of the LRS conductivity was 
monitored every hour by using the read-out operation at 0.2 V. 

III.-SIMULATION DESCRIPTION 

The kMC simulation tool methodology employed here has been described in depth in Ref. 

[16, 20]. The simulation scheme is based in the Transition State Theory (TST), which serves 

as the basis for the kMC algorithm core. This numerical procedure can reproduce the 

stochasticity inherent in RS variability. The Poisson and heat equations are also solved in a 

3D simulation domain for each simulation step. The temperature and electric field are 

necessary for the transition rate determination [16]. The simulation domain consists in a 

cubic structure with a size of 6 nm x 6 nm x 6 nm and with a grid point of 0.5 nm. This 
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simulation domain fits well the real devices that present a 6 nm thick HfO2 dielectric layer 

[14, 21]. The filamentary nature of RS makes the simulation domain size reasonable from a 

kMC perspective. Whatever voltage signal can be introduced in our simulator and the current 

and RS evolution can be consequently studied. A voltage signal resembling the 

experimentally defined was taken into account for the forming process. Then, we replicated 

the external conditions of our experiment; in this respect, the temperature is increased until 

the baking value and simulations times until the limit of 10 hours. For the read-out current 

determination, a low voltage was employed (V=0.2V). 

The time scale in conventional kMC simulations is typically of a few seconds or lower; 

however, in this experiment simulations take hours. Taking into consideration the Maxwell-

Boltzmann statistics and the TST, the transition rates 𝛤𝛤 can be obtained as described in Refs. 

[16, 22]. They correspond to the inverse of time needed for a determined process to occur. 

The time for at least one event to occur can be obtained as follows [23], 

𝑃𝑃 = −
ln(1 − 𝑍𝑍𝑎𝑎𝑛𝑛𝐸𝐸𝑛𝑛)

∑𝛤𝛤
 

 
(1) 

where randm is a random number between 0 and 1. The lower the transition rates, the higher 

the time needed for an event to occur. In the transition rate calculation, the effect of most of 

activation energies is reduced considerably by the electric field in ramped voltage 

experiments. In our simulations, with almost zero-field conditions, only temperature would 

trigger events making long simulation times less computationally heavy, although for this 

work intensive computing power was needed. The activation energies used for Frenkel pair 

generation and for mobility and recombination of oxygen ions are in line with previous works 

[2, 6, 16, 24-26]. 

 

IV.-RESULTS AND DISCUSSION 

As reported above, the retention tests were studied by simulation. A tuning process of the 

simulator was performed previously. In particular, 128 device simulations for each 

temperature were performed. After the forming process the device external temperature was 

increased until the baking value; later on, the simulation runs for ten hours.  

Figure 4.3-1 shows the experimental and simulated data as cumulative distribution functions 

(CDFs). The simulated data reproduce reasonably good the measurements [21]. A kMC 

simulation approach is needed for this study since variability and the experiment 

stochasticity has to be taken into consideration. 

The shift of the curves towards low currents for the longer baking times it is due to thermally 

induced CF degradation. This effect leads to a current drop and the device failure, which is 

considered when the current is below the target level established (18 µA as indicated in 
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Figure 4.3-1. In this Figure, it is seen that the higher the temperature the more device failure 

counts are produced since the CF degradation is faster (notice that RS mechanisms are 

thermally induced).  

 
Figure 4.3-1. Read-out experimental and simulated current CDFs for 128 different devices for four 
different baking times: 0, 1, 5 and 10 h, at the four different temperatures: 190ºC (a), 210ºC (b), 230ºC (c) 
and 260ºC (d). 
 

It is important to note that the read-out voltage is low enough (0.2 V) not to influence much 

the CF evolution with time for each of the temperatures considered. Two thermally triggered 

competing phenomena come into play here: oxygen ion injection to the dielectric from the 

Ti layer (they diffuse and then they can recombine with existing oxygen vacancies) and the 

generation of new oxygen vacancy and ion pairs. It should be noted that despite the high 

oxygen affinity of Ti [9], when a high enough electric field (or temperature) is reached, oxygen 

ions can be released again to the dielectric layer. If CF degradation is dominant, the CF gets 

progressively ruptured until the device goes from the LRS to the HRS. Figure 4.3-2 shows 

the CDF of the proportion of failure devices along the baking experiments for the 

temperatures under study.  
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Figure 4.3-2. CDF of failure rate versus retention time for 128 different devices at four temperatures: 
190ºC, 210ºC, 230ºC and 260ºC. 
 

These CDFs are assumed to have a positive growth with time; nevertheless, some small drops 

are seen in the curves that otherwise show an overall increasing trend. These features are 

linked to the effects of the competition reported above between the CF degradation and 

regeneration mechanisms.  

A typical CF evolution (kMC simulated) is shown in Figure 4.3-3 where a degradation 

process with time for a temperature of 260 ºC is shown until the CF ruptured. At the 

beginning (between t=1.3s and t=361.35s) the CF compactness rises. However, a general 

destruction process takes place with time, which leads to a current drop. This is coherent 

with experimental results. 
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Figure 4.3-3. kMC simulated retention test (CF evolution) at 260ºC. Previously to the test, the CF is 
formed. After the CF creation, the device temperature is increased until the baking value. A CF 
degradation is observed with time until the CF rupture. The red balls represent oxygen vacancies, the 
blue ones symbolize oxygen ions and the green ones represent grid points where both an oxygen vacancy 
and an oxygen ion (not recombined) are found. The oxygen ions are shown when the percolation path is 
broken. 

 
For a more detailed description of thermal effects on the CF we have extracted internal data 

from our kMC simulation (Figure 4.3-4). One way to study the CF compactness evolution is 

to obtain the number of 2D percolation paths within the 3D structure [51], plane by plane (in 

the X and Y axes) in the simulation domain. The percolation paths are calculated using the 

Hoshen-Kopelman algorithm adapted to operate in 2D in these planes [52]. These numbers 

give an idea of the CF compactness and allows the comparison between 3D and 2D 

simulation approaches [31, 51]. It should be noted that even for no 2D percolation paths, a 3D 

percolation path can be found due to a lateral connection of different CF regions, which is 

an unstable situation. In this sense, the lower the number of 2D percolation paths, the lower 

the CF stability. In Figure 4.3-4A and Figure 4.3-4B, the number of 2D percolation paths 

that can be found along the simulation for two devices at different temperatures (210ºC and 

230ºC) are shown. For higher temperatures, the number of 2D percolation paths is more 

unstable and lower. This phenomenon can be described accounting for the CF compactness 

(Figure 4.3-4C and Figure 4.3-4D). Here, the oxygen vacancy number having a determined 

quantity of surrounding neighbors is shown [31, 39]. The maximum number of neighbors 

would be six neglecting the diagonals. This approximation is related to the way we look for 

close vacancies by means of the Hoshen-Kopelman algorithm [52] for percolation paths 

identification and to the cubic grid structure based on finite differences. The approximation 

is based on the consideration of classical clusters, where only horizontal and vertical 
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neighbors are considered. In this sense, the higher the number occurrences (NO) for 5 and 6 

neighbors the higher the CF compactness and obviously the lower the associated CF ohmic 

resistance. As temperature rises, the NO for 5 and 6 are reduced (the CF compactness drops 

off). The analysis of the CF density and the Δ parameter is also interesting (Figure 4.3-4E 

and Figure 4.3-4F). To estimate the CF density, we consider the surrounding ellipse that 

better fits the CF in every layer of the simulation domain from the top to the bottom 

electrodes. The ellipses foci can be obtained by means of a clustering algorithm. In this way, 

having an ellipse for each layer, one can estimate of the CF volume and its corresponding 

density [51]. The Δ parameter accounts for the average length of the vertical columns included 

in the CF free of oxygen vacancies. It can also help to estimate the CF hollowness. This 

parameter is not the CF gap, although, its use could be interesting in a broken CF to assess 

the average gap and also the compactness of the CF remnants.  

 
Figure 4.3-4.  CF characteristics versus time for different temperatures. A) (B) 2D percolation paths in 
the CF at 210 ºC (230 ºC). C) (D) Number of occurrences of surrounding neighbors (maximum six when 
diagonals are neglected) for 210 ºC (for 230 ºC) within the conductive filament. E) Oxygen vacancy density 
versus time for the conductive filament, F) Δ parameter versus time. The Δ parameter is the mean length 
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The information shown in Figure 4.3-4 helps to interpret the experiments in Figure 4.3-1 

and Figure 4.3-2. This is, the progressive CF degradation with temperature. This is shown 

in the reduction of the number of 2D percolated layers plotted in Figure 4.3-4A to Figure 

4.3-4B. A CF compactness drop can be also observed in Figure 4.3-4D in comparison to 

Figure 4.3-4C, accounting for the reduction of the NO for 5 and 6 neighbors. In the last two 

subfigures there is an evident CF density reduction with temperature (Figure 4.3-4E and 

Figure 4.3-4F). It is important to highlight the relation between the density and the Δ 

parameter. If the vacancy density and the Δ parameter were calculated locally (some region 

within the CF) instead of globally, it would be found that the higher the Δ parameter, the 

lower the CF vacancy density. These two parameters evolve randomly with time. All these 

results describe a CF ohmic resistance rise and, hence, a read-out current drop. So, the higher 

the temperature the higher the probability that a CF failure takes place. The CF degradation 

is not a continuous process since it is linked to the competition between the CF regeneration 

and degradation mechanisms. For instance, in Figure 4.3-4E it is seen a large regime where 

regeneration is dominant, before CF degradation takes over. This phenomenon explains 

some of the subtleties of Figure 4.3-2, where a CF degradation is expected and the 

consequent failure rate increase, but at times a failure rate decrease is also observed.  

At the sight of the results shown here, some clues can be suggested for retention 

improvement in vacancies generation based devices. In this type of studies, a combination of 

experimental and simulation efforts in the context of low electric fields pays off. For instance, 

the use of materials with high recombination activation energies would delay the thermally 

triggered RESET processes. Moreover, materials with lower generation activation energies 

could help to even the competition against the CF degradation. Finally, the influence of 

oxygen ion mobility in the thermally triggered RESETs has been observed to influence the 

device retention. Additionally, with the simulator fully developed and fitted for different 

materials (that is, with an appropriate activation energy set), it could be used to study more 

complex technologies, such as bilayer and trilayer RRAMs. It can be useful to study the 

temperature distribution in these technologies in order to know in which layer the number 

of vacancies is higher or where is the filament weakest point, and the more probable CF 

breaking point. 

  

of the part of the vertical columns in the simulation domain included in the CF non occupied by oxygen 
vacancies. The evolution of the CF compactness and its internal structure can be assessed with these data. 

 



4. Valence change memory 

162 
 

V.-CONCLUSIONS 
 
The main retention failure mechanisms in RRAMs have been analyzed by means of kinetic 

Monte Carlo simulation at several temperatures. It has been shown experimentally that the 

higher the temperature the faster the degradation of the low resistance state, this fact has 

also been shown by simulation. The competing physical processes between the generation 

of new oxygen vacancies and their recombination with oxygen ions with these vacancies 

determine the retention behavior for the technology analyzed. The kMC simulator allows to 

access internal variables, such as the electric field, the temperature; in addition, the 

formation of percolation paths, the conductive filament density and compactness can be 

analyzed. This information helps to understand the dynamics of baking experiments 

performed in the laboratory. The key physical mechanisms have been detected and some 

clues related to the retention performance and possible technology improvements (e.g. using 

materials that hinder the recombination process at low electric fields or the injection of 

oxygen ions to the dielectric) are suggested.  
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5. Conclusions 

The need for temporary (volatile) and permanent (non-volatile) data storage is increasing in 

the field of electronic. This comes from the need of these memories for internet of things 

(IoT) devices, solid-state drives (SSD), 5G circuits, cloud storage, artificial intelligence, data 

mining or smartphones and laptops [Gupta2019]. In this sense, RRAMs emerge as one of the 

main alternatives based on its ease of fabrication and compatibility with CMOS technology 

in the Back-End-Of-Line (BEOL). Furthermore, it also has a good scalability, endurance, 

speed and latency, endurance, low energy consumption and the possibility of 3D stacking. 

The thesis has been focused in the development of three different RRAM simulators, one for 

unipolar CBRAMs, other for bipolar CBRAMs and the last one for VCMs. Then, the 

simulators have been used to study the variability of real devices, study the evolution of the 

CFs, carry out data retention tests and study some stochastic phenomena. The work includes 

four publications in scientific journals indexed in the Journal Citation Report of Science 

Citation Index, one Proceedings published in IEEE Xplore digital library, three 

contributions to International Conferences. Six other works, where a book chapter is 

included, are also related this work. Three videos detailing the operation of each simulator 

and the devices employed to tune the simulation tools were developed for the scientific 

visualization of this work. 

The main results obtained can be summarized as follows: 

The three different kMC simulators (unipolar CBRAM, bipolar CBRAM and VCM) take into 
consideration the different physical mechanisms involved in each resistive switching 
process. Furthermore, the charge transport mechanisms are implemented. 
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1. The unipolar CBRAM simulator is based on 3D kMC algorithm. 3D Poisson and heat 
equations are also solved by means of finite element methods. The electric field and 
temperature are necessary variables to correctly implement the redox, ion migration and 
nucleation processes. All of these processes are behind the resistive switching operation 
in this kind of devices. Ni/HfO2/Si devices were characterized, besides of using the 
experimental data to fit the simulator. 

2. The bipolar CBRAM simulator based on a 3D kinetic Monte Carlo approach was used 
for characterizing Cu/HfOx/Pt stacks. The physics of the resistive switching operation 
can be studied with this simulator, which has similar characteristics to the former one, 
but it has been adapted to bipolar operation. Temperature and electric fields are obtained 
for every simulation step again. In this case, the CF creation/rupture is also based on the 
redox reactions and the joint action of metal ion thermally induced diffusion and ion 
movement due to electric field drift.  

3. A VCM 3D kinetic Monte Carlo simulator has been developed and used to characterize 
TiN/Ti/HfO2/W RRAMs. The simulated results have a good agreement with the 
experimental data. In this simulator, the 3D heat and Poisson equations have been also 
solved self-consistently. These two magnitudes, the temperature and the electric field, 
have an important influence in the physical mechanisms that govern the device 
operation. These are mainly the generation of oxygen vacancies and ions, the motion of 
oxygen ions and the recombination process in the oxide layer. The simulator was tuned 
using experimental data. 

4. A new technique to calculate the CF density and its relation with the resistance has been 
presented, besides two techniques for analyzing the CF compactness. The procedure for 
the density calculation is based on an algoritm to find the ellipse that better fits the 
surroundings of the percolation path. Regarding the techniques for the compactness, one 
of them is based on searching the number of 2D percolation paths within the 3D filament 
and the other one is based on searching the number of particles that have a certain 
number of neighbors. 

5. For the unipolar CBRAM case, it has been found a good agreement between the 

simulated and experimental data. Moreover, the evolution of the conductive filament 

during the forming, SET and RESET processes has been studied intensively. 

Furthermore, it has been also studied the CF formation direction and its shape 

depending on the activation energies of migration and generation of ions.  

6. The difference between 2D and 3D percolation paths has been presented and it has been 

concluded that 2D representation might lack accuracy due to the stochastic nature of 

resistive switching. This study is also useful for analyzing the compactness of the CF. 

Making use of the technique for calculating the CF density, it has been proved that the 

density and width of the CF rise before the rupture. This phenomenon has also been 

observed in the CF compactness when it was studied by means of 2D percolation paths 

within the 3D conductive filament. 

7. Regarding the bipolar CBRAM, it has been found that the electric field is more relevant 

than the effect of the temperature, unlike the unipolar case. The simulator is tuned 
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making use of the experimental data, getting a good correspondence with the simulated 

I-V curves and with the distributions of SET and RESET voltages and currents. Finally, 

some internal variables have also been studied, like the electric field and the current 

fluctuations and their relation with the evolution of the virtual electrode. Besides, the CF 

compactness through the neighbors’ technique and the density of the clusters that form 

the percolation paths have been also analyzed. 

8. In VCM case, also a good correspondence between experimental and simulated data has 

been found. Besides, the percolation path evolution under the applied voltage has been 

studied along the forming, RESET and SET processes, both for voltage ramp and pulsed 

operation regimes. During the pulsed operation regime with high enough voltages, an 

interesting phenomenon of a partial SET during a RESET process has been described. 

Furthermore, an analysis of the filament compactness has been performed by means of 

the neighbors technique and through the study of the 2D percolation paths found in the 

3D CF during the RESET process.  

9. Other interesting study was the analysis of the retention failure mechanisms at different 

temperatures. It has been concluded that there are two competing processes that 

determine the retention time, the generation of new vacancies and the recombination. 

Finally, some clues can be suggested improving device retention, such as using materials 

with high recombination activation energies, which could hinder the thermally triggered 

RESET processes. It should be highlighted that the influence of oxygen ion mobility in 

the RESETs triggered thermally can be studied to understand the relation with the 

retention time. 
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6. Appendix 

6.1. Conduction mechanism in dielectrics 

The conduction mechanisms that dominate the device HRS depend on the state of the device 

(that is, the effective gap), the device area, the electrode and insulator materials, layer 

thicknesses and on the applied voltage [Chiu2014]. These mechanisms are shown in Figure 

6.1-1. For the description of the current some basic conduction models can be used in order 

to reproduce the behavior of the current/voltage [Ouyang2016, Chiu2014]. Describing or 

detecting the main physical mechanisms in some experimental currents might be quite 

complex. The reason is that there can be more than one phenomenon at the same time and 

multiple experiments would be required to identify which of them are the dominants. In 

addition, the preeminence of one mechanism over the others is linked to the electric field 

magnitude [Southwick2009].  
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The main mechanisms in the literature are the following [Garcia-Redondo2016]:  

• A power law generalized function can be used to take into account a trap assisted 

tunneling current (which model the Poole-Frenkel, Schottky emission and the Space 

Charge Limited Current (SCLC)). This power law between the cell current and the 

applied voltage depends on two parameters: 𝐴𝐴𝐻𝐻𝐻𝐻𝐻𝐻  and 𝛽𝛽𝐻𝐻𝐻𝐻𝐻𝐻  [Aziza2014, Garcia-

Redondo2016, Bocquet2014, González-Cordero2016, González-Cordero2019]: 

𝐼𝐼𝑂𝑂𝑥𝑥𝑂𝑂𝑟𝑟𝑅𝑅 = 𝐴𝐴𝐻𝐻𝐻𝐻𝐻𝐻 ∙ 𝑆𝑆𝐶𝐶𝑅𝑅𝑇𝑇𝑇𝑇 �
𝑒𝑒𝐶𝐶𝑅𝑅𝑇𝑇𝑇𝑇
𝑃𝑃𝑜𝑜𝑥𝑥

�
𝛽𝛽𝐻𝐻𝐻𝐻𝐻𝐻

 
(6.1.1) 

being 𝑒𝑒𝐶𝐶𝑅𝑅𝑇𝑇𝑇𝑇 the voltage applied between the electrodes and 𝑃𝑃𝑜𝑜𝑥𝑥 the thickness of the 

dielectric. 

 

• The Fowler-Nordheim (F-N) current is relevant for thin oxides and high electric 

fields. This tunneling occurs through a triangular barrier (due to the effect of the 

electric field). It is based on a quantum phenomenon, the penetration of the electron 

wave function through the potential barrier when it is thin enough (< 100 Å). Thus, 

the probability that the electron reaches the other side of the potential barrier is not 

zero. For this to occur, the applied electric field must be large enough to produce that 

the electron wave function penetrates into the conduction band of the dielectric 

[Chiu2014]. This is something necessary for the electron to go through the triangular 

potential barrier mentioned above. The current has the following form 

[Bocquet2014b, Ranuárez2006, Ouyang2016]: 

 
Figure 6.1-1.   Energy band diagram of the different conduction mechanisms that can be found in a MIM 
structure. a) Schottky emission, b) Fowler–Nordheim tunnelling, c) Direct tunnelling, d) Tunnelling from 
TE to traps, e) Poole–Frenkel emission, f) Trap-assisted tunnelling, g) Electron hopping and h) Tunneling 
to the BE [González-Cordero2019, Lim2015, Chiu2014, Wong2012, Yu2011]. 
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𝐼𝐼𝑂𝑂𝑥𝑥𝑂𝑂𝑟𝑟𝑅𝑅 = 𝑆𝑆𝐶𝐶𝑅𝑅𝑇𝑇𝑇𝑇 ∙ 𝐴𝐴 ∙ 𝐹𝐹2 ∙ 𝑒𝑒𝑥𝑥𝑜𝑜 �−
𝐵𝐵
𝐹𝐹
� (6.1.2) 

Being 

𝐴𝐴 =
𝑛𝑛𝑅𝑅 ∙ 𝑞𝑞3

8𝜋𝜋 ∙ ℎ ∙ 𝑛𝑛𝑅𝑅
𝑜𝑜𝑥𝑥 ∙ ∅𝑏𝑏

 
(6.1.3) 

 

And 

⎩
⎪
⎨

⎪
⎧∅𝑏𝑏 ≥ 𝑞𝑞 ∙ 𝑃𝑃𝑜𝑜𝑥𝑥 ∙ 𝐹𝐹 → 𝐵𝐵 =

8𝜋𝜋�2𝑛𝑛𝑅𝑅
𝑜𝑜𝑥𝑥

3 ∙ ℎ ∙ 𝑞𝑞 �∅𝑏𝑏
3/2 − (∅𝑏𝑏 − 𝑞𝑞 ∙ 𝑃𝑃𝑜𝑜𝑥𝑥 ∙ 𝐹𝐹)3/2�

∅𝑏𝑏 ≤ 𝑞𝑞 ∙ 𝑃𝑃𝑜𝑜𝑥𝑥 ∙ 𝐹𝐹 → 𝐵𝐵 =
8𝜋𝜋�2𝑛𝑛𝑅𝑅

𝑜𝑜𝑥𝑥
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∅𝑏𝑏
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Besides, 𝐹𝐹 = 𝑒𝑒𝐶𝐶𝑅𝑅𝑇𝑇𝑇𝑇/𝑃𝑃𝑜𝑜𝑥𝑥  is the electric field, 𝑒𝑒𝐶𝐶𝑅𝑅𝑇𝑇𝑇𝑇  the voltage applied between the 

electrodes, 𝑃𝑃𝑜𝑜𝑥𝑥 the thickness of the dielectric, 𝑆𝑆𝐶𝐶𝑅𝑅𝑇𝑇𝑇𝑇 the section of the device, 𝑛𝑛𝑅𝑅 and 

𝑛𝑛𝑅𝑅
𝑜𝑜𝑥𝑥 the effective electron masses into the cathode and the dielectric, ℎ is the Planck 

constant, 𝑞𝑞 the electron charge and  ∅𝑏𝑏 the metal-oxide barrier height. To obtain the 

tunneling current, the current-voltage (I-V) characteristic curves of the device should 

be measured at very low temperature. The reason is that at low temperature the 

thermionic emission can be neglected and the tunneling current is dominant 

[Chiu2014]. 

 

• The Schottky Thermionic emission mechanism [Yan2015, Zhong2014, Ouyang2016] 

is the thermally induced current over an interfacial energy barrier with a dependence 

on the temperature T. This mechanism is based on the electrons in the metal that 

can overcome the barrier by thermal energy. This mechanism is quite relevant for 

relatively high temperatures and can be observed quite often [Chiu2014]. It can be 

expressed in the following way:  

𝐼𝐼 = 𝑆𝑆𝐶𝐶𝑅𝑅𝑇𝑇𝑇𝑇 ∙ 𝐴𝐴∗∗ ∙ 𝑇𝑇2𝑒𝑒𝑥𝑥𝑜𝑜

⎣
⎢
⎢
⎢
⎡
−
𝑞𝑞 �∅𝑏𝑏 − � 𝑞𝑞𝐹𝐹

4𝜋𝜋𝜋𝜋�

𝐾𝐾𝛽𝛽𝑇𝑇
⎦
⎥
⎥
⎥
⎤
 

 
(6.1.5) 

 

being 𝐴𝐴∗∗ =
4𝜋𝜋𝑚𝑚𝑒𝑒𝐾𝐾𝛽𝛽

2𝑞𝑞

ℎ3
= 1.20173 ∙ 106 𝐴𝐴𝑛𝑛−2𝐾𝐾−2  the Richardson’s constant, 𝐾𝐾𝛽𝛽  the 

Boltzmann constant, 𝜋𝜋  the dielectric constant of the material, 𝐹𝐹 = 𝑒𝑒𝐶𝐶𝑅𝑅𝑇𝑇𝑇𝑇/𝑃𝑃𝑜𝑜𝑥𝑥  is the 

electric field, 𝑒𝑒𝐶𝐶𝑅𝑅𝑇𝑇𝑇𝑇  the voltage applied between the electrodes, 𝑃𝑃𝑜𝑜𝑥𝑥  the thickness of 

the dielectric, 𝑆𝑆𝐶𝐶𝑅𝑅𝑇𝑇𝑇𝑇  the section of the device, 𝑞𝑞  the electron charge and  ∅𝑏𝑏  the 

Schottky barrier height, 𝑛𝑛𝑅𝑅 the effective electron masses, ℎ is the Planck constant 

and 𝑇𝑇 the temperature. 

 

• The Poole-Frenkel (P-F) emission [Garcia-Redondo2016, Ouyang2016] is a charge 

conduction mechanism that describes the electronic transport through trapping 
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sites. This mechanism is similar to Schottky emission as electrons go from traps into 

the conduction band of the dielectric by thermal excitation. It must be taken into 

account that the potential energy barrier of an electron trapped can be screened by 

the effect of the applied electric field across the dielectric. This reduction would 

increase the probability of electron transition from the trap to the conduction band 

of the dielectric [Chiu2014]. The P-F expression is the following: 

𝐼𝐼 = 𝑆𝑆𝐶𝐶𝑅𝑅𝑇𝑇𝑇𝑇 ∙ 𝑁𝑁0 ∙ 𝐹𝐹 ∙ 𝑒𝑒𝑥𝑥𝑜𝑜

⎣
⎢
⎢
⎢
⎡
−
𝑞𝑞 �∅𝑏𝑏 − �𝑞𝑞𝐹𝐹𝜋𝜋𝜋𝜋�

𝐾𝐾𝛽𝛽𝑇𝑇
⎦
⎥
⎥
⎥
⎤
 

 

 
(6.1.6) 

being 𝑁𝑁0 a fitting parameter, 𝑆𝑆𝐶𝐶𝑅𝑅𝑇𝑇𝑇𝑇 the section of the device, 𝑞𝑞 the electron charge,  ∅𝑏𝑏 

the trap energy level, 𝐹𝐹 = 𝑒𝑒𝐶𝐶𝑅𝑅𝑇𝑇𝑇𝑇/𝑃𝑃𝑜𝑜𝑥𝑥  is the electric field, 𝑒𝑒𝐶𝐶𝑅𝑅𝑇𝑇𝑇𝑇  the voltage applied 

between the electrodes, 𝑃𝑃𝑜𝑜𝑥𝑥  the thickness of the dielectric, 𝐾𝐾𝛽𝛽  the Boltzmann 

constant, 𝜋𝜋 the dielectric constant of the material, 𝑞𝑞 the electron charge and 𝑇𝑇 the 

temperature. Since this mechanism is based on the thermal activation under an 

electric field, it is quite relevant in high temperature regimes and high electric field 

conditions. In this sense, it is easy to find that under high electric fields and 

temperatures ranging from 300 K to 400 K, the P-F emission is the dominant 

mechanism [Chiu2014]. 

 

• Direct tunneling is the conduction mechanism for charge tunneling through a 

trapezoidal barrier [Ouyang2016]. It should be noted that if the applied electric field 

is high enough, the electrons see a triangular barrier. In this case, the current would 

be due to F-N tunneling. On the opposite hand, if the electric field is low enough, the 

electrons see the full oxide thickness, this is the direct tunneling mechanism. For 

instance, for a 4-5 nm and above SiO2 thickness, F-N tunneling would be the 

dominant mechanism. However, for thickness less than 3.5 nm, direct tunneling is 

dominant [Chiu2014]. It is important to have into consideration that when the oxides 

have thicknesses in the order of a few nanometers, this mechanism at lower fields is 

not negligible [Ranuárez2006]. The mechanism follows this dependence: 

𝐽𝐽 ∝ 𝑒𝑒𝐶𝐶𝑅𝑅𝑇𝑇𝑇𝑇 ∙ 𝑒𝑒𝑥𝑥𝑜𝑜 �−
2𝑃𝑃𝑜𝑜𝑥𝑥
ħ

�2𝑛𝑛𝑅𝑅
𝑜𝑜𝑥𝑥∅𝑏𝑏� (6.1.7) 

  
being 𝑒𝑒𝐶𝐶𝑅𝑅𝑇𝑇𝑇𝑇  the voltage applied between the electrodes, 𝑃𝑃𝑜𝑜𝑥𝑥  the thickness of the 

dielectric, ħ  is the Planck constant, 𝑛𝑛𝑅𝑅
𝑜𝑜𝑥𝑥  the effective electron masses into the 

dielectric and ∅𝑏𝑏 the metal-oxide barrier height. 

• The hopping conduction is based on the electronic transition from one trap to 

another by means of tunneling effect in the dielectric layer [Chiu2014]. It can be 
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considered the main charge transport mechanism for strongly disordered systems. It 

has the following form [Ouyang2016]: 

𝐼𝐼 = 𝑆𝑆𝐶𝐶𝑅𝑅𝑇𝑇𝑇𝑇 ∙ 𝑞𝑞𝑎𝑎𝑛𝑛 ∙ 𝑒𝑒𝐶𝐶𝑅𝑅𝑇𝑇𝑇𝑇 ∙ 𝑒𝑒𝑥𝑥𝑜𝑜 �
𝑞𝑞𝑎𝑎𝐹𝐹
𝐾𝐾𝛽𝛽𝑇𝑇

−
∅𝑏𝑏
𝐾𝐾𝛽𝛽𝑇𝑇

� 

 

(6.1.8) 

being 𝑒𝑒𝐶𝐶𝑅𝑅𝑇𝑇𝑇𝑇 the voltage applied between the electrodes, 𝑆𝑆𝐶𝐶𝑅𝑅𝑇𝑇𝑇𝑇 the section of the device, 

𝑎𝑎  the mean hopping distance, 𝑛𝑛  the electron concentration, 𝐹𝐹 = 𝑒𝑒𝐶𝐶𝑅𝑅𝑇𝑇𝑇𝑇/𝑃𝑃𝑜𝑜𝑥𝑥  is the 

electric field, 𝑞𝑞  is the electronic charge, 𝐾𝐾𝛽𝛽  the Boltzmann constant, 𝑇𝑇  the 

temperature and ∅𝑏𝑏  the energy level from the trap states to the bottom of the 

conduction band. It should be highlighted the difference with the P-F emission, as 

this latter one corresponds to the thermionic effect, while hopping conduction is 

based on tunnel effect. In the P-F case, carriers can go over the trap barrier by means 

of thermionic mechanism. Nevertheless, the carrier energy in hopping conduction 

mechanism is lower than the energy of the barrier between two trapping sites, but 

they can still "jump" via tunnel mechanism [Chiu2014]. 

• The space charge limited current is similar to the carrier transport mechanism in a 

vacuum diode. It should be remembered that the thermionic cathode of a vacuum 

diode emits electrons following a Maxwell distribution. This mechanism is observed 

in materials with low charge carrier mobility [Ouyang2016, Ouyang2014] and has the 

following form [Garcia-Redondo2016]: 

𝐽𝐽 ∝
9𝜋𝜋𝜇𝜇𝑒𝑒𝐶𝐶𝑅𝑅𝑇𝑇𝑇𝑇2

8𝑃𝑃𝑜𝑜𝑥𝑥3
 

(6.1.9) 

being 𝑒𝑒𝐶𝐶𝑅𝑅𝑇𝑇𝑇𝑇 the voltage applied between the electrodes, 𝑃𝑃𝑜𝑜𝑥𝑥 the dielectric thickness, 𝜋𝜋 

the dielectric constant of the material and 𝜇𝜇 is the charge-carrier mobility.  

It can be found in Table 3 some examples of these models reported in the literature:  

Table 3. Summary of some conduction mechanisms used to model devices in the HRS. 
 

Structure Conduction mechanism Made by 
Cu/SiO/W P-F [Zhang2009] 
Zr/CeOx/Pt Space charge limited current [Ismail2014] 
TiN/HfO2/Ti/TiN P-F [Walczyk2011] 
TiN/Ti/TiOx /HfOx /TiN Schottky emission [Lee2012] 
Ti/CuxO/Pt Space charge limited current [Wang2010] 
Ti/TiO2/Pt Schottky emission [Huang2010] 
Al/AlO/Al P–F/Schottky emission [Zhu2012] 
Ni/HfO2/Si-n+ P–F [Villena2014] 
Al/TiOx/TiO2/Al Space charge limited current [Kim2010b] 
Pt/TiO2/Pt Space charge limited current/ 

Schottky emission 
[Kim2006] 
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6.2. Circuital model for formed conductive filaments 
(Low Resistance State) 

In this kind of devices, when a fully formed conductive filament shorts the electrodes, charge 

transport mechanisms different from the previously exposed have to be considered. 

Moreover, other resistance contributions showed in the equivalent circuit in the Figure 6.2-1 

can be taken into account, where an arbitrary number of CFs are considered. Usually the CFs 

have ohmic behavior, but in some devices also the CF shows a narrowing and quantum effects 

show up due to the lateral confinement of the electrons that cross through the dielectric. In 

this latter case, the Quantum Point Contact conduction model can be included. Furthermore, 

Maxwell and setup series resistances can also be taken into consideration. 

 

 
Figure 6.2-1. The electrical equivalent circuit model that can be considered for calculation of the 
resistance of the system and so the current in the ohmic regime after one or more percolated paths are 
formed [Aldana2017]. 
 

The 𝑅𝑅𝐻𝐻𝑅𝑅𝑡𝑡𝑆𝑆𝑆𝑆 accounts for the resistance of electrodes, conductive paths and setup wires, the 

𝐶𝐶𝐹𝐹𝑂𝑂  is the 𝑁𝑁th percolation path that shorts the electrodes, 𝑅𝑅𝑅𝑅𝑡𝑡𝑂𝑂  and 𝑅𝑅𝑅𝑅𝑏𝑏𝑂𝑂  are the Maxwell 

resistances in the top and bottom electrodes respectively and 𝑄𝑄𝑃𝑃𝐶𝐶𝑂𝑂 represents the Quantum 

Point Contact conduction associated to each 𝐶𝐶𝐹𝐹𝑂𝑂 based on the following model [Villena2014, 

Miranda2001]: 

𝐼𝐼 =
2𝑒𝑒𝑁𝑁
ℎ

�𝑒𝑒𝑒𝑒𝐶𝐶𝑇𝑇𝐻𝐻 +
1
𝛼𝛼

ln �
1 + 𝑒𝑒𝑥𝑥𝑜𝑜{𝛼𝛼[∅ − 𝛽𝛽𝑒𝑒(𝑒𝑒 − 𝑒𝑒0)]}

1 + 𝑒𝑒𝑥𝑥𝑜𝑜{𝛼𝛼[∅ + (1 − 𝛽𝛽)𝑒𝑒(𝑒𝑒 − 𝑒𝑒0)]}�� (6.2.1) 
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being ∅ the potential barrier height measured with respect to the Fermi level, α a parameter 

linked to the potential barrier thickness at the Fermi level, 𝑒𝑒𝐶𝐶𝑇𝑇𝐻𝐻 the voltage which is assumed 

to drop at both ends of the CF constriction, 𝑒𝑒 is the elementary electron charge, 𝐼𝐼 is the CF 

current and 𝑁𝑁 is the number of active channels in the CF. There are numerical procedures 

developed to perform the QPC model parameter extraction process [Roldán2018]. 

Regarding the ohmic resistance of each CF, it can be calculated taking into account the 

contribution of every layer in the simulation domain of the CF, depending on the number of 

particles within. The contribution of the 𝑁𝑁𝑃𝑃ℎ layer (𝑅𝑅𝑇𝑇𝑚𝑚𝑙𝑙𝑅𝑅𝑟𝑟 𝑂𝑂) can be calculated as [Timsit1998]:  

𝑅𝑅𝑇𝑇𝑚𝑚𝑙𝑙𝑅𝑅𝑟𝑟 𝑂𝑂 =
𝐿𝐿
𝜎𝜎𝑂𝑂𝐴𝐴

=
𝐿𝐿

𝜎𝜎𝑂𝑂𝑁𝑁𝑆𝑆𝐸𝐸2
 

 

(6.2.2) 

 

Being 𝐿𝐿 the length of the layer, 𝐴𝐴 the area of the layer, 𝑁𝑁𝑆𝑆 the number of particles in the layer, 

𝐸𝐸 the size of each particle (this is, the separation between grid points) and 𝜎𝜎𝑂𝑂 is the electrical 

conductivity of the 𝑁𝑁𝑃𝑃ℎ  layer which has the following dependence on the temperature 

[Aldana2017]: 

𝜎𝜎𝑂𝑂(𝑥𝑥,𝑦𝑦, 𝑧𝑧) =
𝜎𝜎0

1 + 𝛼𝛼𝑇𝑇�𝑇𝑇𝑇𝑇𝑚𝑚𝑙𝑙𝑅𝑅𝑟𝑟 − 𝑇𝑇0�
 

 

(6.2.3) 

being 𝑇𝑇𝑇𝑇𝑚𝑚𝑙𝑙𝑅𝑅𝑟𝑟  the mean temperature of the layer, 𝑇𝑇0  the room temperature, 𝛼𝛼𝑇𝑇(𝐾𝐾−1)  the 

thermal coefficient of the CF electrical conductivity and 𝜎𝜎0  the electrical conductivity at 

room temperature 𝑇𝑇0 . It is necessary to notice that to carry out this calculation a kMC 

simulation step is needed because the 3D heat equation is required as well as a detailed 

information of every particle in the system. 

Maxwell resistances are incorporated to take into account the funneling of the current lines 

from the large electrode to the narrowing of the CFs. For the sake of generality, the Maxwell 

resistance can be divided into two contributions for each CF since usually the electrodes are 

made of different materials: 𝑅𝑅𝑅𝑅𝑡𝑡𝑂𝑂 and 𝑅𝑅𝑅𝑅𝑏𝑏𝑂𝑂, where 𝑁𝑁 stands for the number of the considered 

filament and 𝑃𝑃 and 𝑏𝑏 for the top and bottom electrode respectively. The Maxwell resistance 

is given by the following expression:  

𝑅𝑅𝑅𝑅𝑡𝑡,𝑏𝑏𝑂𝑂 =
1

4𝑍𝑍𝑚𝑚𝑂𝑂𝑛𝑛𝜎𝜎𝑡𝑡,𝑏𝑏
 

 

(6.2.4) 

being 𝑍𝑍𝑚𝑚𝑂𝑂𝑛𝑛 the radius of the narrowest part of the filament and 𝜎𝜎𝑡𝑡,𝑏𝑏 are the conductivity of the 

top or bottom electrodes. 

In this way, every filament forms a branch with Maxwell resistances and the QPC conduction 

mechanism, which are in series. And every branch is in parallel with other. This global 

equivalent resistance would be in series with the 𝑅𝑅𝐻𝐻𝑅𝑅𝑡𝑡𝑆𝑆𝑆𝑆 as shown previously in Figure 6.2-1. 
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6.3. Percolation path determination 

A basic part in the RRAM simulations is the creation and destruction of percolation paths. 

The percolation paths define the two main resistance states of the device that allows it to 

work as a memory device, the HRS and LRS. In the kMC simulations, percolation paths are 

created or ruptured depending on the formation or disaggregation of a group of clusters of 

particles of different nature that short-circuit the electrodes. In our case, we employed the 

Hoshen-Kopelman algorithm to determine possible percolation paths in our simulation 

domain [Hoshen1976]. This algorithm allows to determine fast and accurately the cluster 

distribution even in 3D simulation domains. The success of the method and its versatility in 

solving complex percolation problems is based on the application of alternate labels to sites 

belonging to the same clusters. 

The algorithm will assign to each crystal site 𝑁𝑁, occupied by a determined type of particle, a 

cluster label 𝑛𝑛𝑡𝑡
𝛼𝛼. Here α stands for the cluster. This cluster α can also have many clusters 

labels made up of a set of natural numbers: 

{𝑛𝑛1
𝛼𝛼,𝑛𝑛2

𝛼𝛼, … ,𝑛𝑛𝑅𝑅
𝛼𝛼, … ,𝑛𝑛𝑡𝑡

𝛼𝛼, … } 
 

(6.3.1) 

From this set of natural numbers, we select the smallest one as a proper cluster label and we 

will designate it as 𝑛𝑛𝑅𝑅
𝛼𝛼. The following set of integers represents the connections between the 

different labels (𝑛𝑛𝑡𝑡
𝛼𝛼) of the α cluster: 

{𝑁𝑁(𝑛𝑛1
𝛼𝛼),𝑁𝑁(𝑛𝑛2

𝛼𝛼), … ,𝑁𝑁(𝑛𝑛𝑅𝑅
𝛼𝛼), … ,𝑁𝑁(𝑛𝑛𝑡𝑡

𝛼𝛼), … } 
 

(6.3.2) 

being 𝑁𝑁(𝑛𝑛𝑅𝑅
𝛼𝛼) the only positive which represents the number of particles in the cluster. The 

rest of the set members of eq. 6.3.2 are negative integers which represent the links between 

each 𝑛𝑛𝑡𝑡
𝛼𝛼 label and the selected 𝑛𝑛𝑅𝑅

𝛼𝛼. That is, 𝑁𝑁(𝑛𝑛𝑡𝑡
𝛼𝛼) represents the connection of cluster 𝑛𝑛𝑅𝑅

𝛼𝛼 

with cluster 𝑛𝑛𝑡𝑡
𝛼𝛼. For instance, if we have two clusters labeled with 7 (with 5 particles) and 2 

(with 3 particles), but they are not in contact, 𝑁𝑁(7) = 5 and 𝑁𝑁(2) = 3. However, if these two 

former clusters are in contact, following eq. 6.3.2, they would have the following relation 

𝑁𝑁(7) = −2 and 𝑁𝑁(2) = 8. In this case, as label 2 is the smallest one, it would be the proper 

cluster 𝑛𝑛𝑅𝑅
𝛼𝛼 = 2. An illuminating example can be found in Ref. [Hoshen1976]. In this sense, 

the relation between 𝑛𝑛𝑡𝑡
𝛼𝛼 labels and 𝑛𝑛𝑅𝑅

𝛼𝛼 follows this sort of expression:  

𝑛𝑛𝑟𝑟
𝛼𝛼 = −𝑁𝑁(𝑛𝑛𝑡𝑡

𝛼𝛼); 𝑛𝑛𝑞𝑞
𝛼𝛼 = −𝑁𝑁(𝑛𝑛𝑟𝑟

𝛼𝛼); … ,𝑛𝑛𝑅𝑅
𝛼𝛼 = −𝑁𝑁�𝑛𝑛𝑆𝑆

𝛼𝛼�  
 

(6.3.3) 

Equations that must be solved from left to right. The assignation of labels to each site is 

explained in Figure 6.3-1: 
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Figure 6.3-1. Routine for assignation of labels. The routine labels the sites occupied by the molecule 
selected and readjust the N(mt

α) numbers. The notation D ← E means that E transfer the information to 
D, without losing the information of E [Hoshen1976]. 

 

The first time a molecule appears during the inspection, the label counter 𝑘𝑘 is set to an initial 

value 𝑘𝑘0 (for instance, 𝑘𝑘0 = 0) and the increment ∆𝑘𝑘 is a small positive integer like ∆𝑘𝑘 = 1. 

The routine CLASSIFY, explained in Figure 6.3-2, is used for searching previously labeled 

sites when a newly molecule is created.  
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Figure 6.3-2. CLASSIFY routine that determines the proper cluster labels for sites containing molecules. 
Sn is neighbor site n [Hoshen1976]. 

 
The neighbors of site 𝑁𝑁  are the adjacent sites to 𝑁𝑁 , taking into consideration or not the 

diagonal. The set of all the neighbors in contact can be called the neighborhood. If there are 

no neighbors in the vicinity of site 𝑁𝑁, a new label will be assigned after incrementing 𝑘𝑘. If 

there is only one neighbor (at site 𝑛𝑛), site 𝑁𝑁 gets the same label as site 𝑛𝑛. The cluster multiple 

labeling technique becomes more evident when there is a site 𝑁𝑁 with a molecule linking two 

o more previously labeled cluster fragments into a single cluster. The sites belonging to these 

cluster fragments are not relabeled and once a subcrystal site is labeled, it retains its original 

labels during the whole simulation process. The readjustments occur within the 𝑁𝑁(𝑛𝑛𝑡𝑡
𝛼𝛼) sets, 
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as clusters are newly created, grown, or coalesced in the simulation process. The number of 

readjusted 𝑁𝑁(𝑛𝑛𝑡𝑡
𝛼𝛼) numbers for site 𝑁𝑁 is equal to the number of coalescing cluster fragments 

at the site 𝑁𝑁 as it is explained in Figure 6.3-1. 

6.4. Poisson and heat equations 

For a good physical description of the device one has to deal with the problem of getting a 

reliable representation of the temperature and the electric field distributions. The problem 

to face here is getting an accurate simulation in reasonable computation time. To do this, it 

is necessary to solve numerically heat and Poisson equations without a high cost. In our case 

we employ the finite difference method [Nagel2011, Dawson1991, Recktenwald2004]. The 

simplicity of RRAM structures helps on this issue. If more complicated shapes for the 

different device regions were used, finite elements methodologies would be needed 

[Benodekar1978, Winslow1966]. 

To find a numerical solution to the problem a grid that represent the simulation domain must 

be defined as shown in Figure 6.4-1 [Nagel2011, Benodekar1978, Winslow1966, Dawson1991, 

Recktenwald2004]. The mesh that has been used in this work is a 3D structure between 5 and 

10 nanometers (although other sizes can be programmed) with a step size of 𝐸𝐸, which is the 

size of the particle considered (usually between 0.25 and 0.5 nanometers).   

 
Figure 6.4-1. Simulation domain with 3D grid for a 10 x 10 x 10 nanometers structure where the top and 
bottom electrode are shown for clarity. The boundary conditions are also pointed out [Aldana2017]. 

 
Once the grid is defined, the next step would be solving the Poisson and heat equations. The 

3D Poisson equation has the following form [Nagel2011]:  

∇2𝜑𝜑(𝑥𝑥,𝑦𝑦, 𝑧𝑧) = �
𝜕𝜕2𝜑𝜑(𝑥𝑥,𝑦𝑦, 𝑧𝑧)

𝜕𝜕𝑥𝑥2
+
𝜕𝜕2𝜑𝜑(𝑥𝑥,𝑦𝑦, 𝑧𝑧)

𝜕𝜕𝑦𝑦2
+
𝜕𝜕2𝜑𝜑(𝑥𝑥,𝑦𝑦, 𝑧𝑧)

𝜕𝜕𝑧𝑧2
� = −

𝜌𝜌𝑐𝑐(𝑥𝑥,𝑦𝑦, 𝑧𝑧)
𝜋𝜋

 

 

(6.4.1) 
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being 𝜑𝜑(𝑥𝑥,𝑦𝑦, 𝑧𝑧)  the electric potential for a given charge distribution 𝜌𝜌𝑐𝑐(𝑥𝑥,𝑦𝑦, 𝑧𝑧)  and 𝜋𝜋  the 

dielectric permittivity of the medium.  

The steady-state heat equation has the following form [Fatullayev2002]: 

𝛾𝛾∇2𝑇𝑇(𝑥𝑥, 𝑦𝑦, 𝑧𝑧) = 𝛾𝛾 �
𝜕𝜕2𝑇𝑇(𝑥𝑥,𝑦𝑦, 𝑧𝑧)

𝜕𝜕𝑥𝑥2
+
𝜕𝜕2𝑇𝑇(𝑥𝑥,𝑦𝑦, 𝑧𝑧)

𝜕𝜕𝑦𝑦2
+
𝜕𝜕2𝑇𝑇(𝑥𝑥,𝑦𝑦, 𝑧𝑧)

𝜕𝜕𝑧𝑧2
� = 𝐻𝐻(𝑥𝑥,𝑦𝑦, 𝑧𝑧) 

 

(6.4.2) 

being 𝑇𝑇(𝑥𝑥,𝑦𝑦, 𝑧𝑧) the temperature, 𝛾𝛾 = 𝐾𝐾
𝑐𝑐𝑝𝑝𝜌𝜌

 the thermal diffusivity, 𝐾𝐾 the thermal conductivity, 

𝜌𝜌 the mass density and 𝑐𝑐𝑆𝑆 the specific heat capacity. The thermal conductivity 𝐾𝐾 for HfO2, 

one of the most used dielectric materials, has different values depending on the thickness of 

the layer, as it depends strongly on the film-thickness-dependent microstructure. For 

thicknesses between 5.6-20 nm it can be found values between 0.49 and 0.95  𝑊𝑊/(𝑛𝑛 · 𝐾𝐾)  

[Panzer2009]. The 𝐻𝐻(𝑥𝑥,𝑦𝑦, 𝑧𝑧)  is the source of heat, that is, the power density dissipated at each 

grid point by means of Joule heating following this expression: 

𝐻𝐻(𝑥𝑥,𝑦𝑦, 𝑧𝑧) = |∇𝜑𝜑(𝑥𝑥,𝑦𝑦, 𝑧𝑧)|2
𝜎𝜎0

1 + 𝛼𝛼𝑇𝑇(𝑇𝑇(𝑥𝑥,𝑦𝑦, 𝑧𝑧) − 𝑇𝑇0) 

 

(6.4.3) 

 

being 𝜎𝜎0 the electrical conductivity at the reference temperature, 𝑇𝑇0 the room temperature 

and 𝛼𝛼𝑇𝑇 is the temperature coefficient of conductivity. 

As can be seen, both expressions are second order partial differential equations with 

comparable form, and so the finite difference method to solve them can have similitudes. 

The finite difference method consists in approximating the differential operator by replacing 

the derivatives in the equation using differential quotients [Dawson1991, Recktenwald2004]. 

As explained above, the space domain is divided in multiple points and approximations of 

the solution are calculated for every grid point. The error of this method will be determined 

by the substitution of the differential operator for a difference operator, i.e., the 

discretization error or truncation error [Benodekar1978, Recktenwald2004]. It is called 

truncation error because the approximation of a finite part of Taylor series is used. 

For the sake of simplicity, the problem can be formulated in one dimension, but the 

conclusions are easily generalized to a 3D domain. The starting point is the definition of the 

derivative:  

𝑟𝑟′(𝑥𝑥) = lim
𝑟𝑟→0

𝑟𝑟(𝑥𝑥 + 𝐸𝐸) − 𝑟𝑟(𝑥𝑥)
𝐸𝐸

 

 

(6.4.4) 

When 𝐸𝐸 tends to zero (without vanishing) the quotient of the right-side provides a “good” 

approximation of the derivative. It is possible to quantify this error using a Taylor series 

expansion: 
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𝑟𝑟(𝑥𝑥 + 𝐸𝐸) = 𝑟𝑟(𝑥𝑥) + 𝐸𝐸𝑟𝑟′(𝑥𝑥) +
𝐸𝐸2

2
𝑟𝑟′′(𝑥𝑥) + ⋯ 

 

(6.4.5) 

Retaining only the first two terms of the previous expression, we get the following 

expression, 

𝑟𝑟(𝑥𝑥 + 𝐸𝐸) = 𝑟𝑟(𝑥𝑥) + 𝐸𝐸𝑟𝑟′(𝑥𝑥) + 𝑍𝑍(𝐸𝐸2) 
 

(6.4.6) 

where term 𝑍𝑍(𝐸𝐸2)  indicates that the approximation error is proportional to 𝐸𝐸2 

[Benodekar1978, Recktenwald2004]. In this sense, making use of eq. 6.4.5, we can define the 

following approximation: 

𝑟𝑟(𝑥𝑥 + 𝐸𝐸) − 𝑟𝑟(𝑥𝑥)
𝐸𝐸

= 𝑟𝑟′(𝑥𝑥) +
𝐸𝐸
2
𝑟𝑟′′(𝑥𝑥) + ⋯ = 𝑟𝑟′(𝑥𝑥) + 𝑍𝑍(𝐸𝐸) 

 

(6.4.7) 

Thus, we have the error for the first derivative approximation proportional to d. 

On the other hand, the first backward difference approximation of 𝑟𝑟′  at point 𝑥𝑥  can be 

defined as: 

𝑟𝑟(𝑥𝑥 − 𝐸𝐸) = 𝑟𝑟(𝑥𝑥) − 𝐸𝐸𝑟𝑟′(𝑥𝑥) +
𝐸𝐸2

2
𝑟𝑟′′(𝑥𝑥) + ⋯ 

 

(6.4.8) 

Only with the two first terms: 

𝑟𝑟(𝑥𝑥 − 𝐸𝐸) = 𝑟𝑟(𝑥𝑥) − 𝐸𝐸𝑟𝑟′(𝑥𝑥) + 𝑍𝑍(𝐸𝐸2) 
 

(6.4.9) 

Now, defining the central difference approximation and assuming that function 𝑟𝑟 is three 

times derivable: 

⎩
⎨

⎧𝑟𝑟(𝑥𝑥 + 𝐸𝐸) = 𝑟𝑟(𝑥𝑥) + 𝐸𝐸𝑟𝑟′(𝑥𝑥) +
𝐸𝐸2

2
𝑟𝑟′′(𝑥𝑥) +

𝐸𝐸3

6
𝑟𝑟(3)(𝑥𝑥)

𝑟𝑟(𝑥𝑥 − 𝐸𝐸) = 𝑟𝑟(𝑥𝑥) − 𝐸𝐸𝑟𝑟′(𝑥𝑥) +
𝐸𝐸2

2
𝑟𝑟′′(𝑥𝑥) −

𝐸𝐸3

6
𝑟𝑟(3)(𝑥𝑥)

 

 

 
(6.4.10) 

Subtracting these two expressions we obtain 

𝑟𝑟(𝑥𝑥 + 𝐸𝐸) − 𝑟𝑟(𝑥𝑥 − 𝐸𝐸)
2𝐸𝐸

= 𝑟𝑟′(𝑥𝑥) +
𝐸𝐸2

6
𝑟𝑟(3)(𝑥𝑥) 

 

(6.4.11) 

Having in this way an approximation of the first derivative with an error proportional to 𝐸𝐸2: 

𝑟𝑟′(𝑥𝑥) ≈
𝑟𝑟(𝑥𝑥 + 𝐸𝐸) − 𝑟𝑟(𝑥𝑥 − 𝐸𝐸)

2𝐸𝐸
 

 

(6.4.12) 

For the second derivative, which is needed to solve the former expressions, it is necessary to 

expand the Taylor series until the fourth term 
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⎩
⎨

⎧𝑟𝑟(𝑥𝑥 + 𝐸𝐸) = 𝑟𝑟(𝑥𝑥) + 𝐸𝐸𝑟𝑟′(𝑥𝑥) +
𝐸𝐸2

2
𝑟𝑟′′(𝑥𝑥) +

𝐸𝐸3

6
𝑟𝑟(3)(𝑥𝑥) +

𝐸𝐸4

24
𝑟𝑟(4)(𝑥𝑥)

𝑟𝑟(𝑥𝑥 − 𝐸𝐸) = 𝑟𝑟(𝑥𝑥) − 𝐸𝐸𝑟𝑟′(𝑥𝑥) +
𝐸𝐸2

2
𝑟𝑟′′(𝑥𝑥) −

𝐸𝐸3

6
𝑟𝑟(3)(𝑥𝑥) +

𝐸𝐸4

24
𝑟𝑟(4)(𝑥𝑥)

 

 

 
(6.4.13) 

Adding these two expressions we can get 

𝑟𝑟(𝑥𝑥 + 𝐸𝐸) − 2𝑟𝑟(𝑥𝑥) + 𝑟𝑟(𝑥𝑥 − 𝐸𝐸)
𝐸𝐸2

= 𝑟𝑟′′(𝑥𝑥) +
𝐸𝐸2

12
𝑟𝑟(4)(𝑥𝑥) 

 

 
(6.4.14) 

Having in this way an approximation of the second derivative with an error proportional to 

𝐸𝐸2: 

𝑟𝑟′′(𝑥𝑥) ≈
𝑟𝑟(𝑥𝑥 + 𝐸𝐸) − 2𝑟𝑟(𝑥𝑥) + 𝑟𝑟(𝑥𝑥 − 𝐸𝐸)

𝐸𝐸2
 

 

 
(6.4.15) 

Making use of this approximation in the Poisson equation, taking into consideration a 3D 

simulation domain, the same distance between every grid point in every axis (𝐸𝐸𝑥𝑥 = 𝐸𝐸𝑙𝑙 = 𝐸𝐸𝑧𝑧 =
𝐸𝐸) and changing the notation including the coordinates of the grid point as 𝑁𝑁, 𝑗𝑗, 𝑘𝑘, we get 

∇2𝜑𝜑(𝑥𝑥,𝑦𝑦, 𝑧𝑧) =
𝜑𝜑𝑂𝑂+1,𝑗𝑗,𝑘𝑘 + 𝜑𝜑𝑂𝑂−1,𝑗𝑗,𝑘𝑘 + 𝜑𝜑𝑂𝑂,𝑗𝑗+1,𝑘𝑘 + 𝜑𝜑𝑂𝑂,𝑗𝑗−1,𝑘𝑘+𝜑𝜑𝑂𝑂,𝑗𝑗,𝑘𝑘+1 + 𝜑𝜑𝑂𝑂,𝑗𝑗,𝑘𝑘−1 − 6𝜑𝜑𝑂𝑂,𝑗𝑗,𝑘𝑘

𝐸𝐸2

= −
𝜌𝜌𝑐𝑐 𝑂𝑂,𝑗𝑗,𝑘𝑘

𝜋𝜋
 

 

 
(6.4.16) 

As we need the 𝜑𝜑𝑂𝑂,𝑗𝑗,𝑘𝑘 term [Nagel2011]: 

𝜑𝜑𝑂𝑂,𝑗𝑗,𝑘𝑘 =
1
6
�
𝜌𝜌𝑐𝑐(𝑥𝑥,𝑦𝑦, 𝑧𝑧)𝐸𝐸2

𝜋𝜋
+ 𝜑𝜑𝑂𝑂+1,𝑗𝑗,𝑘𝑘 + 𝜑𝜑𝑂𝑂−1,𝑗𝑗,𝑘𝑘 + 𝜑𝜑𝑂𝑂,𝑗𝑗+1,𝑘𝑘 + 𝜑𝜑𝑂𝑂,𝑗𝑗−1,𝑘𝑘+𝜑𝜑𝑂𝑂,𝑗𝑗,𝑘𝑘+1 + 𝜑𝜑𝑂𝑂,𝑗𝑗,𝑘𝑘−1� 

 

 
(6.4.17) 

 

Making the same assumptions about the stationary heat equation:  

𝛾𝛾∇2𝑇𝑇(𝑥𝑥,𝑦𝑦, 𝑧𝑧) = 𝛾𝛾 �
𝑇𝑇𝑂𝑂+1,𝑗𝑗,𝑘𝑘 + 𝑇𝑇𝑂𝑂−1,𝑗𝑗,𝑘𝑘 + 𝑇𝑇𝑂𝑂,𝑗𝑗+1,𝑘𝑘 + 𝑇𝑇𝑂𝑂,𝑗𝑗−1,𝑘𝑘+𝑇𝑇𝑂𝑂,𝑗𝑗,𝑘𝑘+1 + 𝑇𝑇𝑂𝑂,𝑗𝑗,𝑘𝑘−1 − 6𝑇𝑇𝑂𝑂,𝑗𝑗,𝑘𝑘

𝐸𝐸2
�

= 𝐻𝐻𝑂𝑂,𝑗𝑗,𝑘𝑘 
 

 
(6.4.18) 

As we need the 𝑇𝑇𝑂𝑂,𝑗𝑗,𝑘𝑘 term [Recktenwald2004]: 

𝑇𝑇𝑂𝑂,𝑗𝑗,𝑘𝑘 =
1
6
�𝑇𝑇𝑂𝑂+1,𝑗𝑗,𝑘𝑘 + 𝑇𝑇𝑂𝑂−1,𝑗𝑗,𝑘𝑘 + 𝑇𝑇𝑂𝑂,𝑗𝑗+1,𝑘𝑘 + 𝑇𝑇𝑂𝑂,𝑗𝑗−1,𝑘𝑘+𝑇𝑇𝑂𝑂,𝑗𝑗,𝑘𝑘+1 + 𝑇𝑇𝑂𝑂,𝑗𝑗,𝑘𝑘−1 −

𝐻𝐻𝑂𝑂,𝑗𝑗,𝑘𝑘𝐸𝐸2

𝛾𝛾
� 

 

 
(6.4.19) 

In order to solve Poisson and heat equations with realistic and physical values, a solution 

compatible with boundary conditions with the characteristics of the system has to be found. 

For the Poisson equation, Neumann and Dirichlet boundary conditions will be used, as 

shown in the Figure 6.4-1 [Nagel2011, Benodekar1978]. 
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Regarding the Poisson equations, Dirichlet conditions consist in fixing the voltage in both 

electrodes of the device, one of them to the applied voltage and the other one grounded. This 

is   

𝜑𝜑(𝑥𝑥,𝑦𝑦, 𝑧𝑧 = 𝑃𝑃𝑜𝑜𝑥𝑥) = 𝑒𝑒𝑚𝑚𝑆𝑆𝑆𝑆𝑇𝑇𝑂𝑂𝑅𝑅𝑟𝑟    ;     𝜑𝜑(𝑥𝑥,𝑦𝑦, 𝑧𝑧 = 0) = 0 
 

(6.4.20) 

Neumann conditions are used for lateral faces, that is, the value of the derivative in these 

faces is given 

𝜕𝜕𝜑𝜑
𝜕𝜕𝑛𝑛

= 𝐴𝐴 

 

(6.4.21) 

Being 𝐴𝐴 = 0 in our case. Making use of the definition of the derivative and 𝐴𝐴 = 0 we can get 

for each lateral face the following relations: 

𝜕𝜕𝜑𝜑
𝜕𝜕𝑛𝑛�(𝑥𝑥1=0,𝑙𝑙,𝑧𝑧)

= 𝜑𝜑(𝑥𝑥2,𝑦𝑦, 𝑧𝑧) − 𝜑𝜑(𝑥𝑥1,𝑦𝑦, 𝑧𝑧)
𝐸𝐸 = 0 →  𝜑𝜑(𝑥𝑥1,𝑦𝑦, 𝑧𝑧) = 𝜑𝜑(𝑥𝑥2,𝑦𝑦, 𝑧𝑧)

𝜕𝜕𝜑𝜑
𝜕𝜕𝑛𝑛�(𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚=𝐿𝐿𝑥𝑥,𝑙𝑙,𝑧𝑧)

= 𝜑𝜑(𝑥𝑥𝑚𝑚𝑚𝑚𝑥𝑥, 𝑦𝑦, 𝑧𝑧) − 𝜑𝜑(𝑥𝑥𝑚𝑚𝑚𝑚𝑥𝑥−1,𝑦𝑦, 𝑧𝑧)
𝐸𝐸 = 0 →  𝜑𝜑(𝑥𝑥𝑚𝑚𝑚𝑚𝑥𝑥,𝑦𝑦, 𝑧𝑧) = 𝜑𝜑(𝑥𝑥𝑚𝑚𝑚𝑚𝑥𝑥−1,𝑦𝑦, 𝑧𝑧)

 

𝜕𝜕𝜑𝜑
𝜕𝜕𝑛𝑛�(𝑥𝑥,𝑙𝑙1=0,𝑧𝑧)

= 𝜑𝜑(𝑥𝑥,𝑦𝑦2, 𝑧𝑧) − 𝜑𝜑(𝑥𝑥,𝑦𝑦1, 𝑧𝑧)
𝐸𝐸 = 0 →  𝜑𝜑(𝑥𝑥,𝑦𝑦1, 𝑧𝑧) = 𝜑𝜑(𝑥𝑥,𝑦𝑦2, 𝑧𝑧)

𝜕𝜕𝜑𝜑
𝜕𝜕𝑛𝑛�(𝑥𝑥,𝑙𝑙𝑚𝑚𝑚𝑚𝑚𝑚=𝐿𝐿𝑙𝑙,𝑧𝑧)

= 𝜑𝜑(𝑥𝑥,𝑦𝑦𝑚𝑚𝑚𝑚𝑥𝑥, 𝑧𝑧) − 𝜑𝜑(𝑥𝑥,𝑦𝑦𝑚𝑚𝑚𝑚𝑥𝑥−1, 𝑧𝑧)
𝐸𝐸 = 0 →  𝜑𝜑(𝑥𝑥,𝑦𝑦𝑚𝑚𝑚𝑚𝑥𝑥, 𝑧𝑧) − 𝜑𝜑(𝑥𝑥,𝑦𝑦𝑚𝑚𝑚𝑚𝑥𝑥−1, 𝑧𝑧)

 

 
 
 
(6.4.22) 

  
Where 𝐿𝐿𝑥𝑥 and 𝐿𝐿𝑦𝑦 are the maximum size of the mesh in the coordinates 𝑥𝑥 and 𝑦𝑦. 

In the Figure 6.4-2 some results obtained with this methodology for solving the Poisson 

equation are shown. For illustrating, a two particles simulation, as shown in Figure 6.4-2a, 

has been carried out. After solving the Poisson equation, the electric potential has been 

plotted in Figure 6.4-2b and the electric field in Figure 6.4-2c. It should be noted that as the 

electric field is a vector, it can be easily represented by arrows. Figure 6.4-2d shows an 

electric potential distribution for a random particle distribution in the dielectric where a 2V 

external voltage is applied. 
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Concerning the heat equation, Dirichlet conditions consist in fixing the temperature of the 

electrodes at room temperature (300K), acting like an infinite heat sink. This is 

𝑇𝑇(𝑥𝑥,𝑦𝑦, 𝑧𝑧 = 𝑃𝑃𝑜𝑜𝑥𝑥) = 𝑇𝑇𝑟𝑟𝑜𝑜𝑜𝑜𝑚𝑚    ;     𝑇𝑇(𝑥𝑥,𝑦𝑦, 𝑧𝑧 = 0) = 𝑇𝑇𝑟𝑟𝑜𝑜𝑜𝑜𝑚𝑚 
 

(6.4.23) 

Adiabatic conditions are used for lateral faces, that is, conditions under which overall heat 

transfer across the boundary between the thermodynamic system and the surroundings is 

absent. This is: 

𝑄𝑄 = − 𝐾𝐾
𝜕𝜕𝑇𝑇
𝜕𝜕𝑛𝑛

= 0 

 

(6.4.24) 

being Q proportional to the local heat flux density at surface. Operating like in the case of 

Neumann boundary condition for Poisson equation we get 

𝜕𝜕𝑇𝑇
𝜕𝜕𝑛𝑛�(𝑥𝑥1=0,𝑙𝑙,𝑧𝑧)

= 𝑇𝑇(𝑥𝑥1,𝑦𝑦, 𝑧𝑧) − 𝑇𝑇(𝑥𝑥2,𝑦𝑦, 𝑧𝑧)
𝐸𝐸 = 0 →  𝑇𝑇(𝑥𝑥1,𝑦𝑦, 𝑧𝑧) = 𝑇𝑇(𝑥𝑥2,𝑦𝑦, 𝑧𝑧)

𝜕𝜕𝑇𝑇
𝜕𝜕𝑛𝑛�(𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚=𝐿𝐿𝑥𝑥,𝑙𝑙,𝑧𝑧)

= 𝑇𝑇(𝑥𝑥𝑚𝑚𝑚𝑚𝑥𝑥,𝑦𝑦, 𝑧𝑧) − 𝑇𝑇(𝑥𝑥𝑚𝑚𝑚𝑚𝑥𝑥−1,𝑦𝑦, 𝑧𝑧)
𝐸𝐸 = 0 →  𝑇𝑇(𝑥𝑥𝑚𝑚𝑚𝑚𝑥𝑥,𝑦𝑦, 𝑧𝑧) = 𝑇𝑇(𝑥𝑥𝑚𝑚𝑚𝑚𝑥𝑥−1,𝑦𝑦, 𝑧𝑧)

 

𝜕𝜕𝑇𝑇
𝜕𝜕𝑛𝑛�(𝑥𝑥,𝑙𝑙1=0,𝑧𝑧)

= 𝑇𝑇(𝑥𝑥,𝑦𝑦1, 𝑧𝑧) − 𝑇𝑇(𝑥𝑥,𝑦𝑦2, 𝑧𝑧)
𝐸𝐸 = 0 →  𝑇𝑇(𝑥𝑥,𝑦𝑦1, 𝑧𝑧) = 𝑇𝑇(𝑥𝑥,𝑦𝑦2, 𝑧𝑧)

𝜕𝜕𝑇𝑇
𝜕𝜕𝑛𝑛�(𝑥𝑥,𝑙𝑙𝑚𝑚𝑚𝑚𝑚𝑚=𝐿𝐿𝑙𝑙,𝑧𝑧)

= 𝑇𝑇(𝑥𝑥,𝑦𝑦𝑚𝑚𝑚𝑚𝑥𝑥, 𝑧𝑧) − 𝑇𝑇(𝑥𝑥,𝑦𝑦𝑚𝑚𝑚𝑚𝑥𝑥−1, 𝑧𝑧)
𝐸𝐸 = 0 →  𝑇𝑇(𝑥𝑥,𝑦𝑦𝑚𝑚𝑚𝑚𝑥𝑥, 𝑧𝑧) − 𝑇𝑇(𝑥𝑥,𝑦𝑦𝑚𝑚𝑚𝑚𝑥𝑥−1, 𝑧𝑧)

 

 
 
 
(6.4.25) 

 
 

 

 

Figure 6.4-2. a), b) and c) correspond to the same simulation. In a) it can be seen the structure simulated 
and the particles distribution. The blue ball is the oxygen and the red ball is the oxygen vacancy. In b) is 
plotted the electric potential distribution generated for both particles. In c) the arrows are representing 
the electric field magnitude and direction. In d) an electric potential distribution in XZ plane with 𝑦𝑦 =
5 𝑛𝑛𝑛𝑛   is presented for an external applied voltage of 2V. The electric potential is due to randomly 
distributed charged particles in the dielectric besides the applied voltage.  
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After solving the heat equation, some consideration should be made about the system time 

evolution. As mentioned before, this technique gives stationary solution of the temperature, 

but this approximation may be not correct. In this sense, based on previous work about the 

thermal behavior of RRAM devices, a better approximation can be proposed. It can be 

assumed that a thermal system can be simulated making use of a discrete element of 

electrical circuit to account for the thermal “inertia” of the system considering a simplifying 

approach to avoid the computing burden linked to the time dependant solution of the heat 

equation. An RC equivalent electrical circuit can be chosen for retaining the temperature 

and thermal power [Lu2016]. These two variables would work in a conventional electrical 

equivalent of a circuit that accounts for a compact thermal model. 

In the Figure 6.4-3 the heat equation solutions is shown in the LRS of one of the devices we 

have studied. Figures 6.4-3a and 6.4-3d correspond to different voltages. The corresponding 

temperature distributions are presented in ZX plane, Figures 6.4-3b and 6.4-3e, and in XY 

plane, in Figures 6.4-3c and 6.4-3f. 

 

 
Figure 6.4-3. In a) and d) the percolation paths in the LRS of a RRAM are shown for two different voltages. 
The corresponding temperature distributions in ZX plane are shown in b) and e) and in XY plane in c) and 
f). The cross-sections for both representations are chosen where the maximum temperature is reached in the 
simulation domain.  
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6.5. Kinetic Monte Carlo (kMC) algorithm 

As the devices employed here have stochastic nature (linked to the creation and rupture of 

the conduction filament), the kMC algorithm has been selected to be the core of the 

computational tool in order to reproduce in a coherent way the random behavior of the 

system. This algorithm solves problems using random numbers and relatively simple rules 

involving the random change of states of one atom at a time. 

For the evolution of a system of atoms, the main simulation tool is based on molecular 

dynamics (MD). This approach shows a dynamical evolution that is a very accurate 

representation of the real physical system, which explains the popularity of the MD method. 

However, it presents a hurdle that is inherent to the nature of the physical description: an 

accurate integration requires time steps short enough (~10−15 𝑛𝑛)  to resolve the atomic 

vibrations. Because of that, the total simulation time is usually less than one microsecond, 

while the processes we want to study take place on much longer time scales. kMC can 

overcome this limitation because the long-time dynamics of the systems under study consist 

of transitions between equilibrium states rather than the reproduction of a trajectory 

through every vibrational period. In this way, the kMC algorithm can reach longer time 

scales, typically seconds and often much well beyond [Voter2007]. 

These sorts of infrequent-event systems are characterized by the occasional transition 

between states with long periods of relative inactivity between these transitions. The case 

discussed here, expressed in an abstract manner, is the one in which each state corresponds 

to a single energy valley. In this sense, the long time between transitions arises because the 

system must surmount an energy barrier to get from one valley to another.  

Adjacent to each state 𝑁𝑁  there are other potential valleys separated from this state by an 

energy barrier. It is important to note that even if only one or a few atoms change their states, 

the entire system will change to a new state. In this way, the atoms do not move to other 

states, the entire system move from state to state. The property on which this kind of systems 

are based is that it remains in each state for a relatively long time (in comparison with the 

vibrational period) and so it “forgets” how it got there. Then, for each pathway to an adjacent 

valley there is a rate constant 𝑘𝑘𝑂𝑂𝑗𝑗 that characterizes the probability, per time unit, to move 

from the state 𝑁𝑁 to the state 𝑗𝑗, being these rate constants independent of the beginning state 

𝑁𝑁. That is the typical behavior of Markov’s walk systems, i.e., the transition probabilities have 

nothing to do with the evolution “memory” of the system. Knowing all the transition rates 

for every state, the state-to-state trajectory would be indistinguishable from a trajectory 

generated by a molecular dynamics simulation (with a much higher computational cost) and, 

with this information, one can design a simple stochastic procedure that it is able to 

propagate the system from one state to another state and so on. 
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Taking into consideration a first-order process with exponential decay statistics, we can 

express the probability that the system has not yet changed its state from 𝑁𝑁 in the following 

way: 

𝑜𝑜𝑅𝑅𝑆𝑆𝑟𝑟𝑠𝑠𝑂𝑂𝑠𝑠𝑚𝑚𝑇𝑇(𝑃𝑃) = 𝑒𝑒𝑥𝑥𝑜𝑜(−𝑘𝑘𝑡𝑡𝑜𝑜𝑡𝑡𝑃𝑃) 
 

(6.5.1) 

being 𝑘𝑘𝑡𝑡𝑜𝑜𝑡𝑡 the total rate for state changing. Thus, the distribution function 𝑜𝑜(𝑃𝑃) for the time 

of the first change of state at time 𝑃𝑃′ (which must equate to 1 − 𝑜𝑜𝑅𝑅𝑆𝑆𝑟𝑟𝑠𝑠𝑂𝑂𝑠𝑠𝑚𝑚𝑇𝑇(𝑃𝑃′)) can be obtained 

by the negative of the time derivative of 𝑜𝑜𝑅𝑅𝑆𝑆𝑟𝑟𝑠𝑠𝑂𝑂𝑠𝑠𝑚𝑚𝑇𝑇(𝑃𝑃): 

𝑜𝑜(𝑃𝑃) = 𝑘𝑘𝑡𝑡𝑜𝑜𝑡𝑡𝑒𝑒𝑥𝑥𝑜𝑜(−𝑘𝑘𝑡𝑡𝑜𝑜𝑡𝑡𝑃𝑃) 
 

(6.5.2) 

Now we can obtain the average time for changing the state, τ, by means of the first moment 

of this distribution 

𝜏𝜏 = � 𝑃𝑃𝑜𝑜(𝑃𝑃)𝐸𝐸𝑃𝑃 =
1
𝑘𝑘𝑡𝑡𝑜𝑜𝑡𝑡

∞

0
 

 

(6.5.3) 

Each process in the system has its own rate 𝑘𝑘𝑂𝑂𝑗𝑗 and the total rate for changing the state would 

be the sum of these rates: 

𝑘𝑘𝑡𝑡𝑜𝑜𝑡𝑡 = �𝑘𝑘𝑂𝑂𝑗𝑗
𝑗𝑗

 (6.5.4) 

Moreover, for each process there is again an exponential time distribution for changing the 

state  

𝑜𝑜𝑂𝑂𝑗𝑗(𝑃𝑃) = 𝑘𝑘𝑂𝑂𝑗𝑗𝑒𝑒𝑥𝑥𝑜𝑜�−𝑘𝑘𝑂𝑂𝑗𝑗𝑃𝑃� 
 

(6.5.5) 

Although only one event can be the first to happen. 

In order to generate an exponentially distributed random number one can draw a random 

number 𝑍𝑍 between (0, 1) and then make use of (6.5.1): 

𝑃𝑃𝑟𝑟𝑟𝑟𝑚𝑚𝑑𝑑 = −(1/𝑘𝑘) ln 𝑍𝑍 (6.5.6) 
  

Which is an appropriate realization for the time of the first change of state with transition 

rates 𝑘𝑘. 

The previous elements are enough to design a stochastic algorithm that will propagate the 

system from state to state. It has to be assumed that all the rate constants are known for every 

state. The procedure for selecting which event occurs is indicated schematically in Figure 

6.5-1a. It is supposed that for each of the M events there is an object with a length equals to 

the rate constant 𝑘𝑘𝑂𝑂𝑗𝑗. Putting these objects end to end gives a total length of 𝑘𝑘𝑡𝑡𝑜𝑜𝑡𝑡 and then it 

can be chosen a random position along this stack of objects which would select the event to 

occur. In this manner, the probability of an occurring event will be proportional to the rate 

constant. Then, for the advance of the simulation time, it can be used equation 6.5.6 to get a 
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random time of the magnitude needed that at least occurs one event. It is important to note 

that the time advance has nothing to do with which event is chosen as it only depends on the 

total rate constant 𝑘𝑘𝑡𝑡𝑜𝑜𝑡𝑡. In every state change, the list of processes that can occur and each of 

the corresponding rate constants are updated to, afterwards, repeat the procedure. 

 
Figure 6.5-1. Schematic illustration of the way of selecting the occurring event to advance the system to 
the new state in the standard KMC algorithm. (a) The boxes represent the length of the objects in function 
of the rate constants kij. A random number r (0, 1), multiplied by ktot, points to one box with the chosen 
event. (b) It can be implemented computationally comparing the 𝑍𝑍ktot to the elements in an array of partial 
sums [Voter2007]. 
 

For the computational implementation of the algorithm we are considering, it can be made 

an array of partial sums, being the arrays element 𝑛𝑛(𝑗𝑗) the length of all the objects up to and 

including object 𝑗𝑗 as shown in the Figure 6.5-1b. This would be the following expression: 

𝑛𝑛(𝑗𝑗) = �𝑘𝑘𝑂𝑂𝑞𝑞

𝑗𝑗

𝑞𝑞

 
(6.5.7) 

Then, generating a random number 𝑍𝑍 between (0, 1) and multiplying it by 𝑘𝑘𝑡𝑡𝑜𝑜𝑡𝑡 allow us to 

step through the array 𝑛𝑛 until the first element for which 𝑛𝑛(𝑗𝑗) > 𝑍𝑍𝑘𝑘𝑡𝑡𝑜𝑜𝑡𝑡, which would be the 

selected event. Finally, for the estimation of 𝑘𝑘𝑂𝑂𝑗𝑗 it can be assumed that there is a thermal 

ensemble and so the rate constants would be proportional to the Boltzmann probability of 

being at the dividing surface relative to the probability of being anywhere in state 𝑁𝑁. This can 

be approximated by: 

𝑘𝑘𝑂𝑂𝑗𝑗 = 𝜈𝜈 exp (−𝐸𝐸𝑅𝑅𝑡𝑡𝑚𝑚𝑡𝑡𝑂𝑂𝑐𝑐/𝐾𝐾𝐵𝐵𝑇𝑇) 
 

(6.5.8) 
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Being 𝐸𝐸𝑅𝑅𝑡𝑡𝑚𝑚𝑡𝑡𝑂𝑂𝑐𝑐 the static barrier height (energy difference between the saddle point and the 

minimum), 𝐾𝐾𝐵𝐵 the Boltzmann constant and 𝜈𝜈 a prefactor that is often in the range of 1012 𝑛𝑛−1 

and 1013 𝑛𝑛−1. 

6.6. Device fabrication and measurement description  

Along this work, four different kinds of devices have been used in order to study the behavior 

of unipolar CBRAM (also known as thermochemical), bipolar CBRAM and VCM devices. In 

the four cases, the dielectric was hafnium oxide, but the electrodes were made of different 

materials. The unipolar CBRAM has a Ni top electrode and a Si bottom electrode. For the 

case of the bipolar CBRAM, it has a Cu top electrode and Pt bottom electrode. Concerning 

the VCM devices, the top electrodes are made TiN with an oxygen Ti storage layer. However, 

for the bottom electrode, one of them is made of W and the other one of TiN. The unipolar 

CBRAMs and one type of the VCM (the one which has the W bottom electrode) devices were 

fabricated at the Institut de Microelectrònica de Barcelona IMB-CNM (CSIC) Bellaterra, 

Spain. The bipolar CBRAM devices were made in the Laboratory of Nanofabrication and 

Novel Device Integration, Institute of Microelectronics, Chinese Academy of Sciences, 

Beijing. And finally, the VCM devices with the TiN bottom electrode were fabricated at the 

IHP-Leibniz-Institut für innovative Mikroelektronik, Frankfurt (Oder), Germany. 

In the following sections the fabrication processes and the measurement descriptions are 

exposed. 

6.6.1. 𝐍𝐍𝐍𝐍/𝐇𝐇𝐇𝐇𝐇𝐇𝟐𝟐/𝐒𝐒𝐍𝐍  devices (unipolar CBRAM) 

These devices (𝑁𝑁𝑁𝑁/𝐻𝐻𝐻𝐻𝑍𝑍2/𝑆𝑆𝑁𝑁) were fabricated at the Institut de Microelectrònica de Barcelona 

IMB-CNM (CSIC) Bellaterra, Spain. They were made on (1 0 0) n-type CZ silicon wafers with 

a resistivity of (0.007–0.013) Ω cm following a field-isolated process. The deposition of 5 nm 

thick 𝐻𝐻𝐻𝐻𝑍𝑍2  layers were made by atomic layer deposition at 225 °C with tetrakis 

(dimethylamido)-hafnium (TDMAH) and 𝐻𝐻2𝑍𝑍 as precursors. The 200 nm thickness top Ni 

electrode was deposited by magnetron sputtering [Chen2014]. 

A HP-4155B semiconductor parameter analyzer was controlled by GPIB with a PC, by means 

of MATLAB. The current-voltage (I-V) characteristics were measured at 300 K. These data 

are shown in Figure 6.6-1a, where a forming curve in black and several RS cycles in red and 

blue can be seen. Keysight B1500 semiconductor parameter analyzer, which is equipped with 

the waveform generator fast measurement unit (WGFMU) module, can be used for constant 

voltage stress measurements (CVS) for evaluating the forming time of the devices for 

instance. The Si substrate was grounded and a positive voltage was applied to the Ni 

electrode. A self-rectifying behavior can be observed in these devices as a consequence of a 

Schottky barrier between the metallic CF and the semiconductor. It can be seen in section 

3.2 for a more physical explanation of the operation of these devices. 
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Figure 6.6-1. (a) Some typical characteristic curves of the Ni/HfO2/Si devices fabricated. The data of the 
forming process and several RS cycles are plotted. b) I–V curves during the LRS. Due to the Schottky 
barrier (between the CF and the semiconductor) a self-rectifying behavior can be observed. Two decades 
of difference in the current is obtained for an external voltage of ±0.3 V [Aldana2017]. 

 

6.6.2. 𝐂𝐂𝐂𝐂/𝐇𝐇𝐇𝐇𝐇𝐇𝐇𝐇/𝐏𝐏𝐏𝐏  devices (bipolar CBRAM)  

These devices (𝐶𝐶𝑟𝑟/𝐻𝐻𝐻𝐻𝑍𝑍𝑋𝑋/𝑃𝑃𝑃𝑃 ) were made at the Laboratory of Nanofabrication and Novel 

Device Integration, Institute of Microelectronics, Chinese Academy of Sciences, Beijing. The 

RRAMs are based on a Cu/𝐻𝐻𝐻𝐻𝑍𝑍𝑋𝑋/Pt  stack that is integrated with the transistor. The 

structures consist of transistors that were fabricated using standard 0.13 𝜇𝜇𝑛𝑛 logic process. A 

Cu layer works as an electrode. Electron-beam evaporation is used for growing the 𝐻𝐻𝐻𝐻𝑍𝑍𝑋𝑋 

dielectric layer and the Pt electrode with 6 nm and 70 nm thicknesses. The pattern was made 

by lift-off process. The device size was 300 𝑛𝑛𝑛𝑛 ×  400 𝑛𝑛𝑛𝑛. Details about the fabrication and 

measurement process can be found in the literature [Liu2014, Sun2017]. 

A Keithley 4200 SCS semiconductor parameter analyzer can be used to measure the one 

transistor-one resistor (1T1R) structure. Several set/reset cycles are plotted in Figure 6.6-2. 

The curves for positive voltages correspond to SET processes and the negative voltages to 

RESET processes. Section 3.3 can be seen for a deeper explanation of the operation of these 

devices. 
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Figure 6.6-2. Some experimental curves of current versus applied voltage of Cu/HfOX/Pt devices. 
[Aldana2018]. 
 

 

6.6.3. 𝐓𝐓𝐍𝐍𝐍𝐍/𝐓𝐓𝐍𝐍/𝐇𝐇𝐇𝐇𝐇𝐇𝟐𝟐/𝐖𝐖 devices (VMC)  

These devices (𝑇𝑇𝑁𝑁𝑁𝑁/𝑇𝑇𝑁𝑁/𝐻𝐻𝐻𝐻𝑍𝑍2/𝑊𝑊 ) were fabricated at the Institut de Microelectrònica de 

Barcelona IMB-CNM (CSIC) Bellaterra, Spain. The TiN/Ti/HfO2/W devices were processed 

on silicon wafers on a thermally grown 200 nm-thick silicon dioxide [Aldana2020]. A 10 nm 

𝐻𝐻𝐻𝐻𝑍𝑍2 layer at 225 ºC is grown with the atomic layer deposition (ALD) technique by means of 

TDMAH and 𝐻𝐻2𝑍𝑍 as precursors and N2 as carrier and purge gas. Magnetron sputtering was 

used for depositing the top and bottom electrodes. The thickness of the bottom (W) and top 

electrodes (TiN) were 200 nm and the one of the oxygen storage layer (Ti) were 10 nm. The 

resulting structures are square cells of 5 ×  5 𝜇𝜇𝑛𝑛2 and 15 ×  15 𝜇𝜇𝑛𝑛2.  

A HP-4155B semiconductor parameter analyzer (SPA) and a Keysight B1500 SPA equipped 

with a Waveform Generator and a Fast Measurement unit (WGFMU) can be used for the 

measurements. In the Figure 6.6-3, some current-voltage (I-V) curves with ramped voltage 

as well as with pulsed input voltage signals are plotted. The WGFMU can be used for 

measuring I–V characteristic curves synchronized with the applied waveform. The voltage 

was applied to the TiN/Ti top electrode, while the W bottom electrode was grounded. The 

instrumentation can be controlled by a software tool implemented in Matlab. Usually, a 
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compliance current should be implemented (100 μA in this case) during the forming process 

to prevent the permanent breakdown of the dielectric. Figure 6.6-3a shows several RS cycles 

of ramped voltage measurements where voltages ranging from 0 V to 1 V for the SET process 

and from 0 V to -1.8 V for the RESET process were set. In Figure 6.6-3b and Figure 6.6-3c 

pulsed voltage signals have been employed, plotting four consecutive current versus time 

pulses with alternative positive 1.1 V and negative -1 V (-1.4 V) biases corresponding to SET 

and RESET processes. A detailed explanation for the operation of these devices can be found 

in the section 4.2. 

 
Figure 6.6-3. Typical experimental current for the TiN/Ti/HfO2/W RRAMs. (a) I–V curves for ramped 
voltage measurements, (b) current versus time for four consecutive pulses with positive (1.1 V) and 
negative (−1 V) bias corresponding to SET and RESET processes, (c) Current versus time for four 
consecutive pulses with positive (1.1 V) and negative (−1.4 V) bias corresponding to SET and RESET 
processes [Aldana2020]. 

 
 

6.6.4. 𝐓𝐓𝐍𝐍𝐍𝐍/𝐓𝐓𝐍𝐍/𝐀𝐀𝐀𝐀:𝐇𝐇𝐇𝐇𝐇𝐇𝟐𝟐/𝐓𝐓𝐍𝐍𝐍𝐍 devices (VCM) 

These devices ( 𝑇𝑇𝑁𝑁𝑁𝑁/𝑇𝑇𝑁𝑁/𝐴𝐴𝑐𝑐:𝐻𝐻𝐻𝐻𝑍𝑍2/𝑇𝑇𝑁𝑁𝑁𝑁 ) were fabricated at the IHP-Leibniz-Institut für 

innovative Mikroelektronik. Frankfurt (Oder), Germany. They are 1T1R cells integrated in 4 

kbit arrays, which are formed by a select NMOS transistor, made in 0.25 μm CMOS 

technology, in series with a metal-insulator-metal (MIM) stack [Perez2019b]. The MIM 

structure is made of TiN top and bottom electrode with a thickness of 150 nm. These two 

layers were deposited by magnetron sputtering. The oxygen storage Ti layer is 7 nm thick 
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and the Al-doped 𝐻𝐻𝐻𝐻𝑍𝑍2 dielectric is 6 nm. These former two layers were deposited by atomic 

layer deposition (ALD) at 300 ºC with an Al content of about 10%. The MIM stack was 

patterned with an area of about 0.4 𝜇𝜇𝑛𝑛2 and an additional thin 𝑆𝑆𝑁𝑁3𝑁𝑁4 layer was deposited to 

protect the RRAM cell.  

Four batches of 128 1T1R cells were fabricated [Perez2019b]. Incremental step pulse with 

verify algorithm (ISPVA) can be used to program the cells to a common initial LRS.  For the 

measuring of the experimental data, each batch was baked for 10 h at one of the following 

temperatures: 190, 210, 230, and 260 oC. Then, the evolution of the LRS conductance was 

measured every hour by using a read-out operation at 0.2 V. Making use of these data, Figure 

6.6-4 was plotted. The retention data experiments and their simulations can be found in 

section 4.3. 

  

 

 
Figure 6.6-4. A) CDFs of the readout currents measured at four different times (0, 1, 5 and 10 hours) and four 
different temperatures (190°C (𝐴𝐴. 𝑎𝑎 ), 210°C (𝐴𝐴. 𝑏𝑏 ), 230°C (𝐴𝐴. 𝑐𝑐 ) and 260°C (𝐴𝐴.𝐸𝐸 )) [Perez2019b]. B) CDFs of 
retention failure time at four different temperatures: 190°C, 210°C, 230°C and 260°C [Perez2019b]. 
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