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DEPARTMENT OF COMPUTER SCIENCE AND ARTIFICIAL INTELLIGENCE

Granada, Mayo 2020



 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

Editor: Universidad de Granada. Tesis Doctorales  
Autor: Fernández Basso, Carlos Jesús 
ISBN: 978-84-1306-634-9 
URI: http://hdl.handle.net/10481/63902 

http://hdl.handle.net/10481/63902


This doctoral thesis has been supported by the Spanish Ministries of Science, Innovation and
Universities (TIN2017-91223-EXP) and Economy and Competitiveness (TIN2015-64776-C3-1-R);
and the Energy IN TIME project from the EU 7o Framework Programme (grant agreement No.
608981) and the COPKIT project from the EU 8 Framework Programme (H2020) research and
innovation programme (grant agreement No 786687).



A mi familia.





vii

Agradecimientos

El trabajo de investigación tiende a tener momentos de frustración y dificultad. Es por ello que me gustaŕıa de
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de comida internacional ;). También me gustaŕıa agradecer a todos mis compañeros doctorandos que me han
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1 Introduction

Nowadays data analysis is one of the fastest growing fields in society [WZWD13]. In particular, Big
Data analytics aims to obtain knowledge from the behaviour of people and their environment. That
is why many companies and governments are betting on these technologies to get more information
from their data.

Companies, governments and researchers are constantly looking for interesting information that
they have not found before. From now on, this information is the only way to take that next step.
All this information comes from a variety of sources, both structured and unstructured. In addition,
companies and researchers are dealing with the new challenges of “volume”, “speed”, “accuracy”
and “value” (among many other V’s) [SS13] that characterize this new paradigm.

The main concept of Big Data is that this large amount of information will allow Data Mining
algorithms to reach better and more accurate models than ever before in an efficient way. Classic
Data Mining algorithms are not prepared to work with these new volume and speed requirements.

Data Mining is being one of the hottest issues in Information Technology Research and is one
of the most characteristic phases of KDD(Knowledge Discovery in Databases). The KDD process
can be defined as the non-trivial process of identifying valid, potentially useful and understandable
patterns in the data. The key steps of a KDD process are the following:

1. Problem specification: sets the desired target of the discovery and the kind of knowledge
the user want to extract.

2. Data extraction: analyzes the most important sources of information, and integrates all that
sources into a single piece, known as dataset.

3. Data preprocessing: reduces, cleans and fixes the data in order to obtain a quality dataset
for further stages.

4. Data mining: extracts patterns and/or models from the preprocessed data.

5. Data interpretation and evaluation: analyzes the extracted knowledge and presents the
results in a user friendly shape.

The objective of Data mining stage is to extract non-explicit knowledge that is useful for the
user, by constructing a model that is based on the collected data for describing the patterns and
relations in the data. Although Data Mining is considered the most important task of the KDD
process, it ultimately depends on the data. This requires good processing and techniques to improve
the interpretability of these data and their results. The pre-processing of data and the application of
fuzzy logic is a crucial step that allows Data Mining algorithms to find more useful patterns with
better interpretability.

Data mining covers a wide range of techniques which can be classified into two main types:
supervised techniques such as classification methods [Bre01] and non-supervised such as cluster-
ing [MBY+16] or association rule mining.

Moreover, attending to the type of the target variable, whether it is defined or not, we can
distinguish two different groups:
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• Supervised learning: the objective is to predict the value of the target variable for new
instances by defining the relationship between the input variables and the target variable.
They can be grouped into two large groups.

– Classification [DHS12]: the target variable has discrete values, and the different sets of
possible outcomes (i.e. classes or labels) are known. For example, the category type of a
product.

– Regression [Alp20]: the domain of the target variable is continuous. For example, the
forecast of the price of a house.

• Unsupervised learning: the target variable is not defined. The objective is to discover the
implicit relationships in the data. They can be grouped into two large groups.

– Clustering [Har75]: the objetive is to create groups of similar instances (intra-cluster
distance), with as much separation between the groups as possible (inter-cluster distance).
For example, grouping groups of customers.

– Association [AIS93b]: discovers hidden patterns of frequent relationships between different
characteristics of the data among variables. For instance, the relationships between the
purchases of a shopping basket.

Association rule mining (ARM) is based on two phases, the extraction of frequent itemset
by means of algorithms such as Apriori [AS+94], Eclat [Zak00] or FP-Growth [HPY00] and the
later extraction of the association rules. Additionally, frequent itemsets mining is an important
phase in ARM and can also be employed for discovering other types of patterns such as sequential
patterns [PHMA+04], gradual dependencies [H0̈2] or exception and anomalous rules [DRS11] to
discover meaningful and different patterns amongst them.

Association rules were formally first defined by Agrawal et al. [AS+94] as follows. Let I =
{i1, i2, . . . , in} a set of items and D = {t1, t2, . . . , tN} a set of N contains transactions each of which
a subset of items. In this ambient an association rule can be defined as follows:

X → Y, where X,Y ⊆ I and X ∩ Y = ∅. (I.1)

X is referred as the antecedent (or left-hand side of the rule) and Y as the consequent (or right-hand
side of the rule). The problem of uncovering association rules is usually developed in two steps:

• Step 1: Finding all the itemsets above the minimum support threshold. These itemsets are
known as frequent itemsets.

• Step 2: Using the frequent itemsets, association rules are discovered by imposing a minimum
threshold for an assessment measure such as confidence.

The most commonly used measures to extract frequent itemsets and association rules are:

• The support [BBSV01] is the measure of the frequency with which an item appears in the
database. In general, the most interesting association rules are those with a high support value.

SuppD(X) =
|ti ∈ D : X ⊆ ti|

|D| (I.2)
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• Given the itemsets X and Y , and the database D, the confidence of the rule X → Y [BBSV01],
represented as ConfD(X → Y ), is the conditional probability of Y appearing in those transac-
tions in D that contain X.

ConfD(X → Y ) =
SuppD(X ∪ Y )

SuppD(X)
(I.3)

1.1 Framework and motivation

With the increasing size of the data generated and stored, traditional Data Mining and data pre-
processing techniques are facing a great challenge to be able to process large data sets efficiently. For
this reason, the use of distributed computing has been used as a solution even before the Big Data
phenomenon. This is why it has become mandatory in the Big Data frameworks. This does not only
require adapting existing algorithms, but also proposing new ones, to handle Big Data problems.

MapReduce (MR) is one of the first distributed computing paradigms that allowed the generation
and processing of Big Data datasets in an automatic and distributed way. MR has become the
benchmark in distributed computing paradigms because of its simplicity and fault tolerance. By
implementing two functions, Map and Reduce, users can process large amounts of data without
worrying about technical issues such as data partitioning, fault recovery, or job communication.

Apache Hadoop is the most popular and widely used implementation of the MR [Whi12] paradigm.
However, despite becoming the benchmark in performance, Apache Hadoop had some limitations
such as lack of in-memory processing, or iterative under performance. Thus a novel framework has
emerged that focuses on speed and ease of use. This framework, called Apache Spark, solves the
limitations of Apache Hadoop by providing memory computing. This is achieved through a novel
data structure, called Resilient Distributed Datasets (RDD). The main functions that Spark allows
for computer distribution are:

• Map: Applies a transformation function to each element of RDD and returns transformed
RDD. For instance, a Map function applied to < key, value > pairs will give transformed
pairs. Figure 1 shows the functioning of this distributed function which is applied to each
data partition having the format < key, value > generating as result another pair of the form
< key, transformed value >.

Map(< item, valuei >)→< item, transformed valuei > (I.4)

• Reduce or ReduceByKey: Aggregates the elements of the dataset using an aggregation
function. For example, the frequency of appearance of an item is computed by applying a
Reduce function in the following way:

Reduce(< item, list(value) >)→< item, valueaggregated > (I.5)

As it is shown in Figure 3 the functioning of the ReduceByKey function is executed, to add
the values with the same key in a distributed way across the cluster.

• Filter: This function allows to filter the distributed data according to a condition (see Figure 2).
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< Key1, V alue1 >
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Processed distributed dataset

Figure 1: Functioning of Map processing in Spark

< Key1, V alue1 >

< Key2, V alue2 >

< Key3, V alue3 >

< Key4, V alue4 >

< Key5, V alue5 >

< Key6, V alue6 >

< Key7, V alue7 >

< Key8, V alue8 >

< Key9, V alue9 >

Distributed dataset

Filter(Condition) Filter(Condition)Filter(Condition)

Filtered data

< Key1, V alue1 >

< Key2, V alue2 >

Filtered data

< Key5, V alue5 >

Filtered data

< Key7, V alue7 >

< Key8, V alue8 >

Processed distributed dataset

Figure 2: Functioning of Filter processing in Spark

The new Big Data frameworks, such as Apache Spark or Apache Hadoop, include distributed ML
libraries. However, only the non-exhaustive methods for extracting frequent itemsets and association
rules are included and they do not contain any algorithm for dealing with fuzzy data as well as
fuzzy data pre-processing methods. That is why it is necessary to design and develop methods that
allow us to extract frequent patterns in large data sets as well as methods that facilitates a better
interpretability through fuzzy logic.

The present thesis deals with different topics: mining of association rules and frequent itemsets
in Big data with crisp and fuzzy data, extraction of frequent itemsets using Big data techniques in
streaming environments, improvement of association rule visualization techniques and application
of these algorithms to real data. All topics focus around a common denominator, the Big Data
techniques employed for mining interesting information from data. First, a complete study of
the most popular Big Data frames to date has been made, in order to draw the current state of
the art in terms of power of scarcity, and open and future problems. We have designed different
association rules extraction methods using the Big Data framework. Then, we have addressed the
use of fuzzy logic in these algorithms, a problem little explored so far. In addition, we have designed
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< Key1, V alue1 >

< Key2, V alue2 >

< Key3, V alue3 >

< Key4, V alue4 >

< Key2, V alue5 >

< Key3, V alue6 >

< Key2, V alue7 >

< Key1, V alue8 >

< Key4, V alue9 >

Distributed dataset(RDD) transformed by a function such as FlatMap

ReduceByKey(+) ReduceByKey(+)ReduceByKey(+)

< Key1, (V alue1 + V alue8)) >

< Key2, (V alue2 + V alue5 + V alue7) >

< Key3, (V alue3 + V alue6) >

< Key4, (V alue4 + V alue9) >

Unified processed dataset

The function aggregates by key by applying

a function to the values. For example using

”+” adds the values of the equal keys

Figure 3: Functioning of ReduceByKey processing in Spark

an algorithm to extract frequent itemsets in streaming. Finally, we have focused on the visualization
and applications of these algorithms to real data sets.

This thesis comprises two different chapters: the Ph.D. dissertation and the publications. In
the first chapter, Section 1 provides the general context of this project.The objectives of this thesis
are presented in Section 2. Afterwards, the different investigations carried out in this thesis will be
explained in Sections 3, 4, 5, 6 and 7, each one with its introduction, development and conclusions.
Finally, Section 8 provides the overall conclusions, and open future lines derived from this thesis are
in Section 9. The second chapter of the document consists of the different publications that compose
this thesis, organized according to the proposed objectives explained before.
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Introducción

Hoy en d́ıa el análisis de datos es uno de los campos de más rápido crecimiento en la sociedad. En
particular, Big Data Analytics tiene como objetivo mejorar el conocimiento del comportamiento y
los procesos de las personas y su entorno. Por ello, muchas empresas y gobiernos apuestan por estas
tecnoloǵıas para sacar más provecho de sus datos.

Las empresas, los gobiernos y los investigadores están constantemente buscando información
interesante que no hayan encontrado antes. Toda esta información proviene de diversas fuentes, tanto
estructuradas como no estructuradas. Además, las empresas y los investigadores se enfrentan a los
nuevos desaf́ıos de “volumen”, “velocidad”, “variedad” y “valor” (entre muchas otras V) [SS13] que
caracterizan este nuevo paradigma.

El concepto principal de Big Data es que esta gran cantidad de información permitirá que los
algoritmos de mineŕıa de datos alcancen mejores y más precisos modelos que antes no podŕıan
obtenerse de una manera eficiente. Los algoritmos clásicos de mineŕıa de datos no están preparados
para trabajar con estos nuevos requisitos de volumen y velocidad por ello, es necesario su desarrollo
con técnicas de Big Data.

La mineria de datos es uno de los temas más candentes en la investigación de las tecnoloǵıas
de la información y además es una de las fases más caracteŕısticas del proceso KDD (Knowledge
Discovery in Databases). Este proceso puede definirse como el proceso no trivial de identificación de
patrones válidos, potencialmente útiles y comprensibles en los datos. El aspecto clave del proceso de
KDD son los pasos en los que se divide:

1. Especificación del problema: establece el objetivo del análisis y el tipo de conocimiento
que se pretende extraer.

2. Extracción de datos: analiza las fuentes de información más importantes e integra todas
esas fuentes en una única pieza, conocida como conjunto de datos.

3. Preprocesamiento de datos: reduce, limpia y arregla los datos con el objetivo de obtener
un conjunto de datos de calidad para las etapas posteriores.

4. Mineŕıa de datos: extrae patrones y/o modelos de los datos preprocesados.

5. Interpretación y evaluación de los datos: analiza el conocimiento extráıdo y presenta los
resultados de una forma agradable para el usuario.

El objetivo de esta etapa es extraer conocimiento no expĺıcito que sea útil para el usuario, mediante
la construcción de un modelo basado en los datos recogidos y la descripción de las relaciones entre
los datos. Aunque la mineŕıa de datos se considera la tarea más importante del proceso de KDD, en
última instancia depende de los datos. Esto requiere un buen procesamiento y técnicas eficientes
para mejorar la interpretabilidad de estos datos y sus resultados. El preprocesamiento de los datos y
la aplicación de la lógica difusa es un paso crucial que permite a los algoritmos de mineŕıa de datos
encontrar patrones y mejorar la interpretabilidad.

La mineŕıa de datos abarca una amplia gama de técnicas que pueden clasificarse en dos tipos
principalmente: técnicas supervisadas, como los métodos de clasificación [Bre01], y no supervisadas,
como el de agrupamiento de datos, también conocido como clustering [MBY+16] o las reglas de
asociación.
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Además, atendiendo al tipo de la variable objetivo, definida o no, podemos distinguir dos grupos
diferentes:

• Aprendizaje supervisado: el objetivo es predecir el valor de la variable objetivo para nuevas
instancias definiendo la relación entre las variables de entrada y la variable objetivo. Se pueden
agrupar en dos grandes grupos:

– Clasificación [DHS12]: la variable objetivo es un valor discreto, y se conocen los diferentes
conjuntos de resultados posibles (es decir, clases o etiquetas). Por ejemplo, el tipo de
categoŕıa de un producto.

– Regresión [CM07]: el dominio de la variable objetivo es continuo. Por ejemplo, la previsión
del precio de una casa.

• Aprendizaje no supervisado: la variable objetivo no está definida. El objetivo es descubrir
las relaciones impĺıcitas en los datos. Se pueden agrupar en dos grandes grupos:

– Clustering [Har75]: permite crear grupos de instancias similares (distancia intra-grupal),
con la mayor separación posible entre los grupos (distancia entre grupos). Por ejemplo,
agrupar grupos de clientes.

– Asociación [AIS93b]: descubre patrones ocultos de relaciones frecuentes entre diferentes
caracteŕısticas del conjunto de datos. Por ejemplo, la búsqueda de relaciones entre las
compras de una cesta de la compra.

La mineŕıa de reglas de asociación (ARM) se basa en dos fases: la extracción de conjuntos de
elementos frecuentes mediante algoritmos como Apriori [AS+94], Eclat [Zak00] o FP-Growth [HPY00]
y posteriormente la extracción de las reglas de asociación. Además, la extracción de conjuntos de
elementos frecuentes es una fase importante en ARM y también puede emplearse para descubrir
otros tipos de patrones como los secuenciales [PHMA+04], las dependencias graduales [H0̈2] o las
reglas de excepción y anómalas [DRS11] para descubrir patrones significativos y diferentes entre
ellos.

Las reglas de asociación fueron formalmente definidas por primera vez por Agrawal et al. [AS+94]
de la siguiente manera. Siendo I = {i1, i2, . . . , in} un conjunto de ı́tems y D = {t1, t2, . . . , tN} un
conjunto de N transacciones que contiene un subconjunto de ı́tems. En este ambiente una regla de
asociación puede ser definida como sigue:

X → Y, donde X,Y ⊆ I y X ∩ Y = ∅. (I.6)

donde a X se le denomina el antecedente (o lado izquierdo de la regla) e Y el consecuente (o lado
derecho de la regla). El problema de descubrir las reglas de asociación se desarrolla generalmente en
dos pasos:

• Paso 1: Encontrar todos los ı́tems por encima del umbral mı́nimo de soporte. Estos conjuntos
de ı́tems se conocen como conjuntos de ı́tems frecuentes.

• Paso 2: Utilizando los conjuntos de ı́tems frecuentes, las reglas de asociación se descubren
imponiendo un umbral mı́nimo para una medida de evaluación como la confianza.

Las medidas más utilizadas para extraer conjuntos de ı́tems frecuentes y reglas de asociación son:
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• El soporte [BBSV01] es la medida de la frecuencia con que un ı́tem aparece en la base de
datos. En general, las reglas de asociación más interesantes son las que tienen un alto valor de
soporte.

SopD(X) =
|ti ∈ D : X ⊆ ti|

|D| (I.7)

• Dados los conjuntos de elementos X e Y , y la base de datos D, la confianza de la regla
X → Y [BBSV01], representada como ConfD(X → Y ), es la probabilidad condicional de que
Y aparezca en aquellas transacciones en D que contengan X.

ConfD(X → Y ) =
SopD(X ∪ Y )

SopD(X)
(I.8)

Marco de trabajo y motivación

Con el aumento del tamaño de los datos generados y almacenados, las técnicas tradicionales de
extracción y preprocesamiento de datos se enfrentan al gran reto de poder procesar grandes conjuntos
de datos de manera eficiente. Por esta razón, el uso de la computación distribuida se ha utilizado
como solución incluso antes del fenómeno de los grandes datos. Por eso se ha convertido en obligatorio
en el ambiente Big Data. Esto no solo requiere adaptar los algoritmos existentes, sino también
proponer nuevos, nacidos de y para manejar los problemas del tipo Big Data.

MapReduce (MR) es uno de los primeros paradigmas de computación distribuida que permitió la
generación y el procesamiento de conjuntos de datos de Big Data de forma automática y distribuida.
MR se ha convertido en el punto de referencia en los paradigmas de computación distribuida
debido a su simplicidad y tolerancia a los fallos. Al implementar dos funciones, Map y Reduce, los
usuarios pueden procesar grandes cantidades de datos sin preocuparse por cuestiones técnicas como
la partición de los datos, la recuperación de fallos o la comunicación del trabajo.

Apache Hadoop es la implementación más popular y ampliamente utilizada del paradigma
MR [Whi12]. Sin embargo, a pesar de convertirse en el punto de referencia para mejorar el rendimiento,
Apache Hadoop teńıa algunas limitaciones como la falta de procesamiento en memoria, o el bajo
rendimiento iterativo. Por lo tanto, ha surgido un marco novedoso que se centra en la velocidad y
la facilidad de uso. Este herramienta, llamada Apache Spark, resuelve las limitaciones de Apache
Hadoop proporcionando computación en memoria. Esto se logra a través de una novedosa estructura
de datos, llamada Resilient Distributed Datasets (RDD). Las principales funciones que Spark nos
permite para la computacion distribuida son:

• Map: Aplica una función de transformación a cada elemento de la RDD y devuelve la RDD
transformada. Por ejemplo, una función Map aplicada a los pares < clave, valor > dará pares
transformados. La Figura 1 muestra el funcionamiento de esta función distribuida que se aplica
a cada partición de datos que tiene el formato < clave, valor > generando como resultado otro
par de la forma < clave, valor transformado >

Map(< item, valori >)→< item, valor transformadoi > (I.9)

• Reduce o ReduceByKey: Agrega los elementos del conjunto de datos mediante una función
de agregación. Por ejemplo, la frecuencia de aparición de un elemento se calcula aplicando una
función Reduce de la siguiente manera:

Reduce(< item, list(valor) >)→< item, valoragregado > (I.10)
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Como se muestra en la Figura 3 se ejecuta el funcionamiento de la función ReduceByKey,
para sumar los valores con la misma clave de forma distribuida por el clúster.

• Filter: Esta función permite filtrar los datos distribuidos de acuerdo a una condición (ver
Figura 2).

Los nuevos framework de Big Data, como Apache Spark o Apache Hadoop, incluyen bibliotecas
ML (Machine Learning) distribuidas. Sin embargo, solo se incluye algún método no exhaustivo de
extracción de conjuntos de elementos frecuentes, y no tienen ninguno que funcione con datos difusos
ni con métodos de preprocesamiento de datos difusos. Por ello es necesario diseñar y desarrollar
métodos que nos permitan extraer patrones frecuentes en grandes conjuntos de datos, aśı como
métodos que nos permitan una mejor interpretación a través de la lógica difusa.

La presente tesis aborda diferentes temas: mineŕıa de reglas de asociación e itemsets frecuentes
en Big data con datos crisp y difusos, extracción de itemsets frecuentes utilizando técnicas Big data
en entornos streaming, mejora de las técnicas de visualización de reglas de asociación y aplicación
de estos algoritmos a datos reales. Todos los temas giran en torno a un denominador común, las
técnicas de Big Data empleadas para extraer información interesante de los datos.. En primer lugar,
se ha realizado un estudio completo de los entornos de Big Data más populares hasta la fecha, con el
fin de dibujar el estado actual de las técnicas para estudiar su poder de escalabilidad, los problemas
abiertos y futuros. Hemos diseñado varios métodos de extracción de reglas de asociación utilizando
Spark. También, hemos abordado el uso de la lógica difusa en estos algoritmos, un problema poco
explorado hasta ahora. Además hemos diseñado un algoritmo de extracción de itemsets frecuentes
en streaming. Finalmente, nos hemos centrado en la visualización y en las aplicaciones de estos
algoritmos en conjuntos de datos reales.

La segunda parte del documento consta de diferentes publicaciones que componen esta tesis,
organizadas según los objetivos propuestos.



2 Objectives 13

2 Objectives

After presenting the introduction and the framework related to this work, we present the main
objectives that have driven this thesis.

They include the study and analysis of Big Data, Association rule mining algorithms and data
fuzzification process, as well as the development of distributed algorithms for Big Data environments
(e.g. Apache Spark).

The main objective of this thesis is the analysis, design, implementation, evaluation
and visualization of scalable association and fuzzy association rule mining algorithms
for Big Data, outperforming sequential solutions.

In the following list, we describe each objective individually:

1. To provide distributed association rule mining methods capable of analysing mas-
sive data: The development and design of distributed algorithms for the extraction of frequent
itemsets and association rules.

2. To provide distributed fuzzy association rule mining methods for analysing mas-
sive data: Analysis and design of new distributed methods for extracting fuzzy association
rules from fuzzy big data volumes.

3. To provide a distributed methods for mining frequent itemsets in streaming data:
The analysis, design and development of new methods for extracting frequent itemsets in
distributed environments using the Big Data framework.

4. To propose a standardization for association rules representation that improves
visualization methods: The study and comparison of the current methods for the visualiza-
tion of association rules as well as the compatibility between them.A representation framework
will be proposed to improve the compatibility with the tools that can visualize association
rules.

5. Application in energy efficiency: As a final objective, the techniques of association rules
extraction and fuzzification in Big Data environments are tested on sensor data and energy
management in non-residential buildings. Additionally a probabilistic method will be developed
for improving energy consumption in non-residential buildings.

The first objective is primarily addressed in Section 3, where a distributed processing approach to
association rules extraction is presented. The second objective is addressed in Section 4 where a
fuzzy association rules mining approach for Big Data environments is described. The third objective
is covered in Section 5, which presents our proposal for the extraction of frequent itemsets using Big
Data in dataflow environments. The fourth objective is achieved in Section 6 where it is described
the analysis, design and development representation framework for association rules algorithms
which improves the visualization and interpretability of results. Finally the fifth objective is covered
in Section 7 where two applications using real data for improving energy efficiency in non-residential
buildings have been presented.
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3 Association Rules mining in Big Data

From previous sections, we may assert that there is an increasing gap between the storing and
processing capabilities of current systems. New tools for processing these data are emerging
nowadays. However, we need the appropriate algorithms, capable of dealing with Big Data problems,
for enabling or even improving the association rule mining task. There is an increasing need for
scalable and distributed algorithm proposals due to the enormous quantity of data that has to be
processed nowadays. Association rules have, nevertheless, received little attention within the Big
Data environment.
This section describes the development of association rules algorithms applying Big Data technologies.
Because of the need to extract association rules in large data sets such as sensors or social networks
and the lack of traditional algorithms to process these datasets, it is necessary to design new
algorithms.
The papers associated with this part can be found in Sections 1.1 and 1.2 of Chapter II.

3.1 Background

Association rules were formally defined for the first time by Agrawal et al. [AIS93a]. The problem
consists in discovering implications of the form A → B where A,B are subsets of items from
I = {i1, i2, . . . , im} fulfilling that A ∩ B = ∅ in a database formed by a set of n transactions
D = {t1, t2, . . . , tn} each of them containing subsets of items from I. A is usually referred as the
antecedent and B as the consequent of the rule.
In the literature we find different association rule extraction algorithms. Among those widely used
and known we can enumerate the following: Apriori, Apriori-TIC, ECLAT and FP-growth. The
main idea of the Apriori and Apriori-TID algorithms is to reduce the number of itemsets to be
analysed by sorting the transactions by item frequency, and removing non-frequent ones in each
step [AS+94]. The ECLAT algorithm [Zak00] uses the TD-list structure to improve the calculations
and FP-growth uses an FP-tree structure to reduce the number of queries in the dataset [HPY00].
Of the algorithms listed above, there are versions that use distributed processing techniques.
Among the proposals using the Spark framework we can enumerate some distributed versions of
Apriori [QGYH14, RKK15]. The YAFIM algorithm presented in [QGYH14] and the R-Apriori
developed in [RKK15] are Spark versions of Apriori very similar to our proposal. The main difference
is the ordering of the MapReduce phase. They make the loop to search k-itemsets inside the
distributed process using a hash tree, meanwhile we make the MapReduce for every k-itemset using
a hash table. The problem of the implementations in [QGYH14, RKK15] is that it is very difficult
to adapt it for the Apriori-TID, since in every step of the loop the YAFIM and R-Apriori algorithms
do not know if a k-itemset is frequent or not, information that is used in the TID list.
However, previous implementations for Apriori are not available. The only available implementation
within the Spark library is a distributed version of FP-Growth algorithm called PFP (Parallel
FP-Growth) [LWZ+08]. PFP Spark implementation is based on a different structure which does not
coincide with the traditional FP-Tree, because there do not exist efficient Spark implementations of
distributed trees. The PFP algorithm sorts and divides data in several groups and counts itemsets
in each group using MapReduce paradigm. This algorithm has different phases:

• Parallel counting of the number of repetitions of each item using MapReduce.

• Grouping Items: Dividing all the items into k groups. The algorithm obtains a list of groups,
where each group is identified by a unique groupID.
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• MapReduce phase: Per each transaction it extracts the groups containing the items in it.
Afterwards, they are reduced by groupID.

• Aggregation of results: It aggregates the results obtained in previous steps giving as a final
result the top k frequent itemsets.

This implementation only returns the frequent itemsets of higher level exceeding the minimum
support threshold (i.e. if ABC is a frequent itemset, A,B,C,AB,AC and BC are not retrieved).
Note that the PFP also depends on a parameter k set at the beginning of the algorithm. This may
be an inconvenient, for instance when mining association rules, since itemsets of different granularity
are necessary during the extraction process.
Therefore, the aim of this research is to compare the available PFP Spark algorithm and an
implementation developed by us of the YAFIM algorithm, with three new Spark implementations
of Apriori, Apriori-TID and ECLAT to discover not only frequent itemsets but also association
rules. To this purpose, we have proposed and developed distributed versions for Apriori (DApriori),
Apriori-TID (DATID) and ECLAT (DECLAT) for frequent itemset mining, and extended them for
Association Rule Mining (ARM), phase that all of them will have in common.

3.2 Development

In this thesis three new designs and implementations of different association rule extraction algorithms
have been developed DApriori, DATID and DECLAT. These are briefly explained below.

3.2.1 DApriori: Apriori Big Data approach

Our distributed version of Apriori to extract frequent itemsets using Spark has two main steps. In
the first stage of the algorithm we must have the appearing items in each transaction separately
in order to be processed by the Map function. To that aim a FlatMap function is employed (see
first and second rows of Figure 4). Right after, the Map function is applied returning pairs of the

Figure 4: Example of Phase 1 using the example dataset for DApriori and DATID algorithms
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form < item, 1 > when item has appeared in a transaction (third row of Figure 4). Finally the
Reduce phase is in charge of merging items with the same key filtering only those items exceeding
the MinSupp threshold.

Figure 5: Phase 2 of DApriori algorithm using Spark

During the second phase, the list of frequent items resulting from the previous stage are utilised
to form the candidate itemsets of superior length using the downward closure property of frequent
itemsets. For the new candidates the same process followed in the first stage is applied, i.e. a
FlatMap followed by a MapReduce process plus a filtering step by their support. In Figure 5 we can
see the whole process for the second stage of the algorithm. This phase is executed repeatedly until
no more candidates of higher length can be found.

3.2.2 DATID: Apriori-TID Big Data approach

The Apriori-TID Big Data approach follows a similar structure to DApriori Algorithm. We can find
two main differences. The first change before starting the second phase. In this case, the algorithm
sorts by support the frequent items obtained in the first stage and then removes the non-frequent
items from the set that will be processed in the second phase (see Figure 6). For this reason, the
second stage differs from the Apriori, since the computation of frequent itemsets is not performed
on the original data. Instead, this computation is made using the transformed data, i.e data which
only contain frequent items. Thanks to this modification, the second phase that retrieves itemsets of
length 2, and therefore subsequent k+1-itemsets, is faster and decreases memory consumption.

Figure 6: Phase 2 of DATID algorithm using Spark
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3.2.3 DECLAT: ECLAT Big Data approach

We have also proposed the DECLAT algorithm following the philosophy of the sequential ECLAT
algorithm, but using the MapReduce paradigm in the Spark framework. In this case, the principal
difference resides in the data distribution by itemsets, instead of distributing the process by set of
transactions like in DApriori.
This algorithm has a preprocessing phase, because the database has to be changed to consider items
as transactions. In Figure 7 we can see the two main distributive functions for preprocessing the
data. First step uses FlatMap, returning for each transaction a pair < TransactionID, Item >
if the item appears in the transaction. Secondly the function GroupByKey aggregates the pairs

Figure 7: Example of transformation of Data for DECLAT algorithm

and returns pairs < Item, [ListTransaction] > where the transaction list contains 1 or 0 depending
whether the item is in the transaction or not respectively (see an example in Figure 7). DECLAT

Figure 8: Example of first Phase for DECLAT algorithm

is also comprised of two phases like previous algorithms. In the first phase, the algorithm counts
the number of appearances of every item in every transaction. Firstly, it pre-processes data as
explained before to generate a pair comprised of an item and a list of transactions. After that, the
reduce function calculates frequent items and generates the itemsets candidates for the next step
(see Figure 8).

For the computation of the itemsets support, the algorithm employs the FlatMap() function and
the itemsets lists like broadcast variables to generate the pair < Itemset, support >. Therefore the
FlatMap() function returns a pair comprised of an itemset and a list containing 1 or 0 depending if
the itemset appear in the transaction or not (see Figure 9). And, finally the Reduce() function is
applied to obtain the support of the itemsets.
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Figure 9: Example of second Phase for DECLAT algorithm

3.2.4 Spark Association Rule mining

Once frequent itemsets are extracted, the final step is to uncover the association rules that assess
the predetermined thresholds for support and confidence.
The result of previous algorithms is a list of frequent itemsets that will be in RDD format used by
Spark. The idea of this algorithm is to use a Map function and afterwords a Reduce function as
follows. For each partition the Map function generates the possible rules which are determined by
the list of frequent itemsets and it also calculates the confidence of each candidate rule. This will
return, for each partition, the list of rules using the following format < key, value > where

• key: represents a rule where the antecedent is separated from the consequent by .

• value: contains the confidence of the rule.

To finish, the Reduce() function is applied to generate the final set of association rules.

Figure 10: Main procedure for Spark association rule mining

3.3 Results and discussion

The results have been obtained by carrying out different experiments with the PFP (available in
the Spark library), our implementation of the YAFIM algorithm [QGYH14], DApriori, DATID and
DECLAT algorithms in order to compare their performance. Our aim was to study the behaviour
of the different available algorithms implemented using Big Data philosophy, in particular using
the Spark technology. In order to compare these algorithms, different datasets have been selected
to be used in the experimentation to check the behaviour according to the number of items and
transactions for the different proposals (see Table I.1).
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Table I.1: Dataset and parameter description

Name Transactions Features Items MinSupport MinConfidence

Poker 1,025,010 11 78 0.05 0.7

Susy 5 000 000 18 54 0.2 0.7

Higgs 11 000 000 28 92 0.2 0.7

Otto 90000 93 4300 0.2 0.7

Figure 11: Efficiency of different algorithms for

Higgs dataset measured by percentage of improve-

ment
Figure 12: Poker

We have compared these new algorithms with YAFIM algorithm and PFP (FP-Growth algorithm
available in the Spark library) obtaining that PFP outperforms DApriori, DATID, DECLAT and
YAFIM algorithms as far as the time consumption is concerned (see Figure 11), and DATID improves
memory usage. However, the PFP results are not always convenient for their posterior processing to
extract association rules, since PFP algorithm only provides the longest frequent itemsets and their
support. Therefore when the user is interested in obtaining an exhaustive set of association rules in
massive data, the best option available so far is to use DATID algorithm.
After all the performed experiments, it can be observed that the most efficient solution is the
Spark PFP. Nevertheless, this algorithm does not provide complete data results (see Figure 12). So
depending on the users’ needs, a different algorithm should be chosen. For instance, if it is necessary
to search the whole set to explore all possible association rules we need to use DATID (Distributive
version of Apriori-TID) algorithm. On the other hand, if our search is less deep or we only need
to obtain a subset of association rules, e.g. in a recommendation system, the PFP will be faster,
although some interesting associations could be missing.
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4 Fuzzy Association Rules mining in Big Data

In the previous section, we saw that there is a growing need for improving the processing capabilities
of current association rules mining algorithms. In addition, there are some proposals that allow a
better interpretability and representation of the data that we find in the real world. One of them is
the use of fuzzy logic to improve the representation of the data and also improves the interpretability
and usefulness of the results obtained.

This section describes the development of fuzzy association rule mining algorithms using Big
Data technologies. The papers associated with this part can be found in Section 2.1 and 2.2 of
Chapter II.

4.1 Background

Association rules were formally defined for the first time by Agrawal et al. [AIS93a]. The problem
consists in discovering implications of the form A → B where A,B are subsets of items from
I = {i1, i2, . . . , im} fulfilling that A ∩ B = ∅ in a database formed by a set of n transactions
D = {t1, t2, . . . , tn} each of them containing subsets of items from I. A is usually referred as the
antecedent and B as the consequent of the rule.
However, the nature of the data can be diverse and can come described numerically, categorically,
imprecisely, etc. In the case of numerical elements, a first approximation could be to categorise them
so that, for example, the height of a person may be given by a range to which it belongs, as for
instance [1.70, 1.90]. However, depending on how these intervals are defined, the obtained results
may vary a lot. To avoid this, the use of linguistic labels such as “high” represented by a fuzzy set is
a good option to represent the height of a person having at the same time a meaningful semantic to
the user [HY07]. Beside this, we may also have a dataset with inherent imprecise knowledge where
ordinary crisp methods cannot be directly applied (see for instance [CDS+04]).
The best to our knowledge, there is only one work presenting how to discover fuzzy association rules
employing the MapReduce framework. The approach presented in [GCS16] is based on an extension
to the fuzzy case of the Count Distribution algorithm [GICC07, GCC05]. This algorithm uses similar
procedure than R-Apriori [RKK15] algorithm where in the second phase, in charge of computing
the itemset support, Hadoop is employed instead of Spark. This approach differs from our proposal
since we employ the resilient distributed dataset structure that enables across cluster computation.
To deal with this kind of data we introduce the concept of fuzzy transaction and fuzzy association
rule defined in [BDSV02, DMSV03].

Definition 1. Let I be a set of items. A fuzzy transaction, t, is a non-empty fuzzy subset of I in

which the membership degree of an item i ∈ I in t is represented by a number in the range [0, 1] and

denoted by t(i).

By this definition a crisp transaction is a special case of fuzzy transaction. We denote by D̃ a
database consisting in a set of fuzzy transactions.

Definition 2. Let A ⊆ I be an itemset, i.e. a subset of items in I. The degree of membership of A

in a fuzzy transaction t ∈ D̃ is defined as the minimum of the membership degree of all its items:

t(A) = min
i∈A

t(i). (I.11)
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Definition 3. Let A,B ⊆ I be itemsets in the fuzzy database D̃. Then, a fuzzy association rule

A→ B is satisfied in D̃ if and only if t(A) ≤ t(B) ∀t ∈ D̃, that is, the degree of satisfiability of B in

D̃ is greater than or equal to the degree of satisfiability of A for all fuzzy transactions t in D̃ .

Assessment measures for fuzzy association rules have been studied in numerous papers according
to different perspectives (see a review in [MRS16]). The approach followed here it is a cardinality
based generalization presented in [DMSV03] and extended in other works (see for instance [DRSS11a,
RSDMB16]). However, other measures arise in terms of the combination of particular inclusion and
cardinality operators. The study made in [DHP06] focuses in studying the suitable operators yielding
a fuzzy Ruspini’s partition in close relation with negated items in rules. For a deeper discussion on
the possible frameworks to assess fuzzy association rules we recommend the review made in [MRS16].

The support and confidence measures are then defined using a semantic approach based on the
evaluation of quantified sentences as proposed in [BDSV02] using the GD-method [DMSV03] and
the quantifier QM (x) = x, which represents the quantifier “the majority”.

Definition 4. The support of a fuzzy itemset A is defined as:

FSupp(A) =
∑

αi∈Λ

(αi − αi+1)
|{t ∈ D̃ : t(A) ≥ αi}|

|D̃|
(I.12)

where Λ = {α1, α2, . . . , αp} with αi > αi+1 and αp+1 = 0 is a set of α-cuts.

Definition 5. The support of a fuzzy association rule A→ B is defined as:

FSupp(A→ B) =
∑
αi∈Λ

(αi − αi+1)
|{t ∈ D̃ : t(A) ≥ αi and t(B) ≥ αi}|

|D̃| (I.13)

where Λ = {α1, α2, . . . , αp} with αi > αi+1 and αp+1 = 0 is a set of α-cuts.

Definition 6. The confidence of a fuzzy association rule A→ B is defined as:

FConf(A→ B) =
∑
αi∈Λ

(αi − αi+1)
|{t ∈ D̃ : t(A) ≥ αi and t(B) ≥ αi}|

|{t ∈ D̃ : t(A) ≥ αi}|
(I.14)

where Λ = {α1, α2, . . . , αp} with αi > αi+1 and αp+1 = 0 is a set of α-cuts.

Employing support and confidence measures and setting appropriated thresholds for them, fuzzy
association rules can be discovered by fixing a set of predefined α-cuts [DRSS11a]. Note that
considering a sufficiently dense set of α-cuts in the unit interval, the obtained measure will be a good
approximation of the real measure that should consider every α ∈ [0, 1] appearing in the dataset.
This is the main idea of our proposal for mining fuzzy association rules using MapReduce in Spark
framework.

4.2 Development

In this section, we present three new algorithms for frequent itemset extraction and the common part
of these algorithms for fuzzy association rules (from now on FAR) mining, all of them following the
Big Data paradigm for distributed-mode algorithms. These proposals are inspired by the operation
of the traditional sequential Apriori, Apriori-TID and ECLAT algorithms and are all implemented
using the Spark Framework, which has several facilities for developing Big Data algorithms based
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on MapReduce and improvements like the use of main memory or advanced DAG. Apache Spark
has implemented a data structure to abstract the concept of data partition. This structure is called
Resilient Distributed Dataset (RDD) [ZCD+12b]. The RDD concept means that data are distributed
across the clusters.

The algorithms that have been designed are three that are composed of 4 phases: the preprocessing
phase; phase 1, which processess items; phase 2, which finds k-itemsets; and finally, the association
rule mining phase.

4.2.1 BDFARE-Apriori

This section is devoted to present the new algorithm, called BDFARE-Apriori (Big Data Fuzzy
Association Rules Extraction).

Preprocessing

The different algorithms proposed in this thesis for fuzzy association rules mining algorithms
pre-process the data by transforming them into an array of BitSets. Other works like [LY00] and
[RŠ05], which use this kind of representation, have obtained very good results in terms of memory
usage and execution time. The BitSet representation has the advantage of accelerating logical
operations such as conjunction or cardinality, which is a fundamental part of our algorithm when
calculating item conjunctions and their frequencies.

Therefore, for fuzzy association rule mining, the algorithm processes the data and store them into
an array of bit-lists whose size will depend on the number of transactions contained in the chunk,
obtaining for each transaction an array of itemsets with their corresponding bit-list. Note that all
this process is made in a distributive manner, i.e. for each chunk of data, in order to accelerate
the computation. Then, for each transaction and for each item a bit-list will be created containing
1 in position j if the membership value of the item in that transaction is higher or equal than αj
and 0 otherwise. In this way, each item is represented by its bit-list depending on its value in
the transaction. For instance, if the itemset X is satisfied with degree 0.25 in a transaction ti, i.e.
µX(ti) = 0.25, and the set of α-cuts is {1, 0.75, 0.5, 0.25}, then the associated bit-list of X in that
transaction will be [0, 0, 0, 1] (see Figure 13).

Figure 13: Preprocessing data phase which transforms fuzzy items into bit-lists in BDFARE-Apriori
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Figure 14: First Phase of BDFARE-Apriori

The implementation of this type of bit-lists have been made using the numpy library available in
python, which enables concurrent management of lists without going through every list element,
enabling the distribution of computations along different clusters. Regarding the use of BitSets,
it is necessary to emphasize the low memory resources needed to manage the array of bit-lists
created during the preprocessing phase for big amounts of data (see also [DRSS11b, LY00, RŠ05]).
In addition, this structure improves the performance of the algorithm since it accelerates conjunction
and cardinality computations.

Phase 1

The first step involves loading the dataset and calculating how often each item appears in the set
of transactions using the Map and Reduce functions. Firstly, we use a FlatMap function to transform
the lists [item1 bit list], . . . , [itemm bit list] to lists of pairs of the form < itemi, bit listi >. We
perform this transformation for being able to use a ReduceByKey() function that adds all the
Bitlists of the same key (i.e. of the same item) to obtain the frequencies of each item. In Figure 14
we can see an example for the value of minimum support threshold of 0.5. In this example, the
FlatMap() function, returns the pairs < itemi, bit listi >. Afterwards, the items are grouped using
the ReduceByKey() function using the operator of numpy library explained previously, and their
support is calculated using the formula in equation (I.12). The last step is in charge of selecting
those items with support greater than threshold (MinSupp = 0.5). In the example provided in
Figure 14 only item A fulfils that condition.

Phase 2

In the second phase, the algorithm extracts the size-k frequent itemsets. For this task we
use different functions: the CandidateGen() function generates the itemsets combinations for
next k iteration of the algorithm. On the other hand, the function BitListComputation() works
in a distributed way, the AND combines the candidate itemsets stored in the global variable
Global FreqItemset through its use in a FlatMap() function. The input of this FlatMap() is a
chunk of the dataset transformed into bit-lists and the variable Global FreqItemset containing the
frequent itemsets of length k. Its output will be a list of pairs comprised of the key of the itemset
and its corresponding bit list for each transaction. The way to perform this task is to go through all
the itemsets in Global FreqItemset and search in the transaction each one of the items contained
in the itemset. This returns a list with the obtained itemsets and their corresponding bit-list (where
the AND operation has been applied to the bit-lists).
Afterwards, these pairs will be grouped by means of a ReduceByKey() function which calculates
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Figure 15: Second Phase of BDFARE-Apriori

the cardinal of the bit-lists. This function will return a list with the items and their cardinal which
will be employed to calculate the support of each item.

As mentioned in Section 4.1, we have employed a hash table as the central data structure to
accelerate the searching of itemsets. If we use instead of the hash table a linear search at each node,
it will result in an increase of time. In [SGM15] a comparison between the different data structures
was made concluding that the hash table outperformed among the three data structures (hash tree,
trie and hash table) for both real and synthetic datasets.

Fuzzy Association Rules mining

Once frequent itemsets are extracted, the final step is to uncover the fuzzy association rules that
exceed the predetermined thresholds for support and confidence.
The result of previous phases is a list of frequent itemsets that will be in RDD format used by
Spark. The idea of this last part of the algorithm is to use a FlatMap function and afterwords
a Reduce function as follows. For each partition of frequent itemsets the FlatMap function
generates the possible rules (see Figure 16). This task is performed by the GenerateRules()
function which generates rules from an itemset sequentially [AMS+96]. Therefore the distributed
execution of GenerateRules through FlatMap returns pairs of the form < Rule, Confidence >, and
finally, through a ReduceByKey operation we filter those pairs keeping only those above MinConf
threshold.

Figure 16: General fuzzy association rules mining procedure using MapReduce
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4.2.2 BDFARE-Apriori-TID

Another developed algorithm is BDFARE-Apriori-TID, designed following the philosophy of Apriori-
TID. In this case, the structure is similar to the BDFARE-Apriori algorithm explained in the previous
section.

Preprocesing

The preprocessing phase is equal to the BDFARE-Apriori algorithm, because the structure of
data for distributive processing across the cluster is the same.

Phase 1

The first phase of BDFARE-Apriori-TID algorithm is similar to BDFARE-Apriori. The main
difference is that those items with support value lower than the MinSupp threshold are removed
from the bit-list vector storage in the Bit-Array and sorted after the counting. The ordering followed
is from the highest to the lowest according to the number of occurrences of the item in the database.

Phase 2

The principal difference with BDFARE-Apriori is that in each iteration of the frequent itemsets
searching process all infrequent items are removed.

Fuzzy Association Rules mining

The extraction rules phase is equal to the BDFARE-Apriori algorithm explained in Section 4.2.1.
We use the hash table obtained with the frequent itemsets for extracting the association rules and
calculate the measures like the confidence, lift or certainty factor of each rule.

4.2.3 BDFARE-ECLAT

We have also proposed the BDFARE algorithm following the philosophy of the sequential ECLAT
algorithm, but using the MapReduce paradigm in the Spark framework. In this case, the principal
difference resides in the data distribution by itemset, instead of process distribution by set of
transactions like in Apriori.

Preprocesing

The preprocessing in BDFARE-ECLAT algorithm is different from the previous explained
algorithms. In this way, BDFARE-ECLAT needs the data to be grouped by item joint with their
membership degree (in the format of bit-list). Therefore the main difference is the aggregation by
item in the MapReduce phase depicted in Figure 17, where there is an example of the aggregation
function and output data of BDFARE-ECLAT preprocessing.

Firstly, the algorithm transforms each transaction into pairs < itemi, bit listi > as explained in
the preprocesing phase of BDFARE-Apriori algorithm. Then, the algorithm aggregates the different
lists by items using a GroupByKey function, generating pairs with an item and a large list of lists
containing a bit-list per transaction.
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Figure 17: Preprocessing data phase which transforms fuzzy items into bit-lists in BDFARE-ECLAT

Figure 18: First Phase of BDFARE-ECLAT version

Phase 1

In the first phase, the algorithm counts the number of appearances of every item in every
transaction depending on the established set of α-cuts. After that, the algorithm calculates frequent
items and generates the itemsets for the next step.
The main difference with BDFARE-Apriori resides in how to compute the frequency of items using
the list data format. In this case the FlatMap() function (see Figure 18) returns pairs comprised
of items and their corresponding bit-lists per transaction. Then, the ReduceByKey() function
calculates the cardinal per item with these data, and afterwards the support is computed.

Phase 2

For the calculation of itemsets support, the algorithm uses the FlatMap() function in the same
way as in the Apriori case. The main difference is how the pair lists are computed. In this case,
the FlatMap() function returns a pair comprised of an itemset and a list for each transaction with
the bit-list using the numpy array format (see Figure 19). Therefore, the algorithm calculates all
the cardinalities needed for the computation of the cardinality of the obtained itemsets using the
ReduceByKey() function, and afterwards computes their support. This step will be repeated until
no new k-itemsets can be found.
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Figure 19: Example of second phase of BDFARE-ECLAT

Fuzzy Association Rules mining

The extraction rules phase is equal to BDFARE-Apriori and BDFARE-Apriori-TID previously
explained.

4.3 Results and discussion

As we have seen, this research has focused on the proposal of fuzzy association rule mining algorithms
in the ambit of Big Data, which allows to extract co-occurrence patterns from fuzzy datasets. The
traditional algorithms proposed for mining fuzzy association rules can fail when analysing massive
datasets due to the memory overflow errors and the very high computational costs, decreasing their
efficiency when the dataset grows.
To this end, we have presented and developed new algorithms for mining fuzzy association rules
using the Spark framework which enables MapReduce implementations. The different algorithms
have been compared and analysed showing improvements not only in the execution time but also in
terms of memory, improving the processing capacity, since some of the experiments were not able
to end the process in the non-distributed cases. An additional advantage is that our algorithms
and their performance can be easily improved even further just by expanding our processing system
with more clusters (computation nodes). This allows to scale our approach in external data centers
or in cloud systems such as AWS (Amazon Web Services), another great advantage of Big Data
technology.

Fuzzy Database Transactions Fuzzy Items

Bank 1446752(45211) 112

Higgs 11000000 86

Forest-equidepth 581012 37

Energy ICPE 3649678 1121

Table I.2: Datasets

The results have been obtained by carrying out different experiments with the different algorithms
in order to compare their performance (see Table I.2 for a summary of datasets employed). Figure 20
shows the behaviour of the algorithms when the quantity of resources (1 core means sequential and
24, 48, 72, 102 is equivalent to 1, 2, 3, 4 nodes where each node have 100 Gb of RAM) increases in
each of the datasets. It can be observed that the BDFARE-Apriori algorithm performed better than
the BDFARE-ECLAT algorithm. Moreover the BDFARE-Apriori-TID is more efficient than the
BDFARE-Apriori, as expected.
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Figure 20: Time for different number of clusters

for Energy ICPE dataset

Figure 21: Performance in logarithmic scale of

BDFARE-Apriori-TID algorithm with 10 and

100 α-cuts when the quantity of cores increases

(from 1 core=sequential to 32 cores) in Bank

dataset

And the BDFARE-ECLAT has some memory problems in Energy ICPE dataset, because this
dataset has a lot of transactions and items and the lists that BDFARE-ECLAT has to create are
very big. For this reason it needs to use a big amount of memory. By contrast, BDFARE-Apriori
and BDFARE-Apriori-TID algorithms completed the execution.

In Figures 22 and 23 it can be seen that as the numbers of cores increases, the efficiency and
speed up are improved, even they are not optimal. This factor is based on the cores workloads and
the network congestion employed for the communication among the cores.

Regarding the performance of BDFARE algorithms with respect to the set of α-cuts we have
performed different experiments. Figure 21 describes how BDFARE-Apriori-TID algorithm performs
when it uses lists to represent α-cuts and the number of α-cuts is increased, using from 1 to 72 cores.

Additionally, our proposal is based on a decomposition of interestingness measures in terms of
α-cuts which facilitates their implementation to other interestingness measures different to that of
support and confidence using the formal model developed in [DRSS11b], and we have experimentally
demonstrated that it is sufficient to consider only 10 equidistributed α-cuts in order to mine all
significant fuzzy association rules.
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Figure 22: Speed up of BDFARE-Apriori-TID

algorithm for Higgs dataset

Figure 23: Efficiency of BDFARE-Apriori-

TID algorithm for Higgs dataset measured

by percentage of improvement
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5 Big Data frequent itemset mining in streaming

In the previous sections we have studied and developed algorithms to improve the processing of
association rules and frequent itemsets using distributed algorithms. But nowadays a lot of data is
continuously generated and it is necessary to be able to analyse them in real time.

Recently, the analysis of tendencies is a must due to the necessity of being constantly informed
about the economic fluctuations, the social media trends, etc. In this ambit the extraction of frequent
items has proved its utility, but the continuous change of data and its enormous volume complicate
their extraction with the classic techniques. This section describes the development of a frequent
itemsets mining algorithm for streaming environments using Big Data technologies.

The paper associated with this part can be found in Section 3.1 of Chapter II.

5.1 Background

In the literature, we can find several approaches to obtain the set of frequent itemsets exceeding a
predefined support threshold in sequential and distributive computing, these have been commented
on in Section 3.1.

In order to delimit the study of related works we focus on proposals using the sliding window
model, because they enable a higher flexibility to define which transactions belongs to the window
and it facilitates the windows updating along the time. Among the approaches following this
model we distinguish between sliding windows with variable and non-variable length (the amount of
transactions in the window does not change).

Among the proposals using sliding windows with non-variable length, the CPS-Tree and the
GC-Tree algorithms proposed in [TAJL09] and [CL07] resp. store the identified itemsets in a tree
structure. The latter employs this structure to extract closed itemsets. On the contrary, in the
algorithm developed in [LHL09] the occurrences of each item are stored in a binary vector of bits
to accelerate the support updating. The algorithms developed in [LZ11, LZC12] extract maximal
itemsets, i.e. all the supersets containing the itemset are infrequent. Despite the time saved by
mining maximal itemsets, the main problem is that the entire set of frequent items cannot be
recovered from the maximal itemsets.

On the other hand, the approaches using sliding windows with variable length are capable to
adapt the window in every instant because they enable the computations with a different quantity of
transactions. This feature makes them more flexible towards non-periodic systems like transactions
from social media. However, non-variable windows are appropriate for sensored ambients where the
periodicity of transactions remains almost constant. . The algorithm proposed in [LL09] makes an
incremental scanning to update a prefix tree structure where it stores not only the frequency of
items, but also some “potential future frequent” items that are infrequent. The algorithm in [KD07]
uses also this kind of tree structure and also improves it by applying a greedy approach. However,
it presents some drawbacks because its precision is reduced in exchange of memory consumption
decreasing. This is due to the fact that items not considered potential items cannot be frequent,
although taking into account the transactions in the new coming windows they would be frequent.
The proposal developed in [CSXD12] also uses a prefix tree with the itemsets counts and it defines a
factor index to express the relevancy of recent transactions. According to this, they make a pruning
strategy for the tree which accelerates the memory consumption but decreases the computation
efficiency because sometimes the counts of emerging items must be recalculated if they were discarded
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during the pruning phase.

The FIMoTS (Frequent Itemset Mining over Time-sensitive Streams) algorithm developed
in [LZZ+14] has several features that makes it attractive for mining frequent itemsets using variable
length sliding windows. We analyse it in more detail paying attention to those aspects of the
algorithm that will be used for our proposal using Big Data techniques. One of the optimization
techniques that it employs is to classify the itemsets in different categories according to their support,
so for every window the membership of the itemsets is revised depending on their frequency in the
window. For that aim, the authors define the upper and lower bounds called Type Transforming
Upper/lower Bound, which are different bounds associated to each itemset to represent the number
of transactions that are necessary to change their classification, in particular to be frequent or
infrequent. When these bounds reach the zero the support of the itemset is recalculated. Another
peculiarity, is that these bounds are expressed as the quotient of two integers in order to facilitate
the further computations. The main phases of the FIMoTS algorithm are:

• The initialisation of the enumeration tree which contains the supports and the transforming
bounds for each item. When the itemset is frequent all its descendants are calculated taking
into account the nodes at the same level and when it is not, it is kept but its descendants are
not computed.

• The aggregation and elimination of transactions to the sliding window. When this happens,
the enumeration tree must be recalculated in order to consider the new transactions of the
window or the dropped transactions from it. This process consists on the computation of the
transforming bounds and in the case that an itemset change its condition from frequent to
infrequent or viceversa, the descendants should be prune or recalculated respectively.

5.2 Development

Previous revised algorithms cannot be directly applied in distributed clusters. Moreover, the tree
structures used in all of them make more complicated their direct extension using the MapReduce
framework due to the complexity and low efficiency of operating with distributed trees in different
clusters.

The decision of implementing a distributed version of the FIMoTS algorithm is founded on the
comparison made in [LZZ+14] where this approach outperforms the reminder approaches using
sliding windows. The original FIMoTS algorithm is mainly iterative and performs recurrent updates
over the tree structure, but in distributive platforms it is advisable to keep the communication
among clusters the lower as possible. However, the maintenance of the tree structure needs direct
communication with all the clusters. For these reasons our proposal pays an important attention on
this data structure and how the interchange of information is made making it the most efficient as
possible. In figure 24 we can see the whole picture of our proposal. In it, we distinguish among the
following processes:

• Initialisation of structures: The vocabulary (set of different items) is identified and repli-
cated in each slave machine. The transactions coming in the first window are analysed to
accomplish the tree initialisation.

• Data partition: This is performed using the Spark Streaming which allows the distribution of
upcoming transactions till the time interval (window) ends. Once it is closed, we can continue
processing the data within it. In the meanwhile the new coming transactions are processed and
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Figure 24: Overall schema of FIMoTS

stored in an intermediate state in a RDD (Resilient Distributed Dataset) [ZCD+12a] which is
stored in memory for being afterword distributed and processed using the Map and Reduce
functions. The main advantage of using RDDs is that we can assure a fault-tolerant system
towards fails and delays due to the internal management of RDDs in Spark [ZDLH13].

• Updates of transforming bounds: Once the window has moved (some transactions are
dropped and new coming transactions are considered), the upper and lower transforming
bounds are modified without distributing the process. Since this is a numerical computation
process, that does not require a big effort, it is not distributed along the clusters. Hence, it
is directly computed over a list where each element is comprised of the upper transforming
bound, the lower transforming bound, and all the itemsets with that pair of bounds.

• Recalculation of supports: for those itemsets whose transforming bounds have in-
creased/decreased to zero or low, their support is computed considering the transactions
in the actual window. This computation is distributed using the MapReduce functions and
is recursively applied when the descendants of the itemset must be computed, i.e. when the
itemset turns from infrequent to frequent.

• Frequent itemset tree updating: Each cluster node returns the obtained information from
the distributed process in order to update the support of every itemset. This information
is also used to expand or prune the frequent itemset tree. The tree structure is modelled
in a global variable which is a dictionary consisting on key-value pairs, where the key is an
identifier for the itemset and the value is comprised of all the information about the itemset: its
relative support, the quotient of transactions used for the computation of the relative support
(numerator, denominator), the identifier of its father node, how many children nodes it has,
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and a stamp indicating its last modification. This representation of the tree enables a very
rapid access from the clusters by indicating the key of the itemset, and also the removal of
itemsets when the tree has to be pruned.

5.3 Results and discussion

The experiments carried out have been designed to analyse two different aspects:

• To compare our proposal with the non-distributive version of FIMoTS taking into account the
execution time and the memory consumption.

• To study the behaviour of our proposal towards different configurations and datasets.

Among the chosen datasets we have selected those used in [LZZ+14] in order to recreate the results
of FIMoTS. These datasets present different features: wide/limited number of transactions and
itemsets, low/high correlation of transactions with respect to the vocabulary (items), different
length of transactions, synthetic/real data, etc. Datasets T10I4D100K and T40I10D100K have been
artificially generated by the IBM tool, KOSARAK comprises data about the clicks made in a news
portal from Hungry, and RETAIL contains information about the purchased products in a Belgian
commerce.

Figure 25 shows the time spent by original FIMoTS and our distributive proposal for the different
datasets using different window lengths (x-axis). It is worth to mention that for the KOSARAK and
RETAIL datasets the process did not conclude, in the non-distributed case, for the larger windows
(number of transactions) due to a memory overflow. This is mainly due to the large number of items
in these datasets. It is important to note that in all cases the distributed version outperformed the
original FIMoTS, as expected.

Regarding the memory consumption, Figure 26 shows the memory usage for the synthetic datasets
(since for KOSARAK and RETAIL some experiments were not concluded). In the left graph, the
behaviour of our approach is worst when increasing the window length. This is due to the replication
phase where, the memory consumed by each node is higher than the quantity employed in the
non-distributed FIMoTS. On the contrary, in the right graph we can observe that the memory
consumed by the distributed version improves the memory consumption in all cases, although the
improvement is lower and it decreases as the window size increases.

Concerning the performance of our proposal we have carried out several experiments for different
configurations of the minsupp threshold and analysed the time taken and the memory consumed in
the initialisation phase and for the updating of the results in average for all the windows. For being
able to compare the results we have fixed the window length to 10000 transactions. In tables I.3
-I.4 we can observe the results obtained in each of the datasets. From these results we can see that
for the initialisation tree process the spent time is higher than its updating when a new window is
considered. This is because the algorithm must compute all the transforming bounds and supports
of itemsets, while during the updating phase only part of the tree is recalculated. Moreover, the
execution time spent during the updating process remains more or less constant in each incoming
package even when the quantity of itemsets is very high (see the cases for the minimum support of
0.01). Finally, the memory employed in each case remains proportional to the quantity of itemsets
processed.

The developed proposal is intended to enable the analysis of tendencies in massive amounts of
data coming from data streams. This is extremely useful in areas where the amount of generated
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T40I10D100K T10I4D100K

KOSARAK RETAIL

Figure 25: Average time in seconds (y-axis) for different window lengths (x-axis). Red line represents

our proposal and blue line the non-distributed FIMoTS

T40I10D100K T10I4D100K

Figure 26: Memory consumed in MB (y-axis) for different window lengths (x-axis). Red colour

represents our proposal and blue colour the non-distributed FIMoTS

minsupp initialisation

/updating

packages

frequent/

infrequent

itemsets

initialisation/

average updat-

ing time

initialisation/ aver-

age updating mem-

ory

0.01 10 / 90 780 / 126098 931 / 853.66 s 25.39 MB/ 2.53 GB

0.05 10 / 90 20 / 938 22 / 6 s 128.4 KB/12.84 MB

0.1 10 / 90 1 / 866 12 / 2.7 s 40.11 KB/ 4.01 MB

Table I.3: Dataset T10I4D100K with 10000 transactions
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minsupp initialisation

/updating

packages

frequent/

infrequent

itemsets

initialisation/

average up-

dating

time

initialisation/ aver-

age updating mem-

ory

0.01 10 / 79 443 / 18261 92 / 253 s 8.96 MB/797.44 MB

0.05 10 / 79 37 / 8609 30/ 33.3 s 4.04 MB/359.56 MB

0.1 10 / 79 21 / 8612 31/ 30.8 s 3.97 MB/354.09 MB

Table I.4: Dataset RETAIL with 10000 transactions

information exceeds the usual bounds of static databases and is in continuous movement. These are
the cases of social media (twitter, linkedin, instagram, etc.) or economical/business analysis. In this
work we focus in frequent itemset mining for finding the most relevant tendencies in data taking
into account their appearance. We have revised the existent algorithms in frequent itemset mining
taking into account both perspectives: massive data and data coming from streams. The best to our
knowledge there does not exist an approach for frequent itemset mining taking into account both
premises.

We therefore have developed an algorithm capable of extracting frequent itemsets in continuous
flows of data by using the MapReduce framework and the Spark Streaming platform. The experiments
carried out show that, as it was expected, our proposal outperforms the non-distributed version of
the algorithm, and moreover, some experiments which could not be finished by the original FIMoTS
can now be executed.
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6 Association rules visualization

Data mining techniques are nowadays highly useful and widely used in industry, business and
government. However, their broad adoption is sometimes limited because non-expert users are not
able to rightly interpret and deal with the complex results obtained. One of the fundamental parts
of the KDD process is that of decision making and knowledge exploration. Therefore the algorithms
have to obtain interpretable results that are understandable to the end user.

For these reasons, in this section we present a methodology for visualizing association rules
using an intermediate form to improve the interoperability. Moreover, with this methodology we
also enable a faster processing of rules that better adapts to our necessities before choosing the
visualization technique. The papers associated with this part can be found in Section 4.1 and 4.2 of
Chapter II.

6.1 Background

In the literature, we can find several display applications [DC19, GBOZ18, KMCG17], in particularly
for association rules [Li15, KT03]. However, all of them have a lack of interoperability due to a missing
formal representation of association rules. For this reason, in this thesis we present a methodology
for visualizing association rules using an intermediate form to improve the interoperability. Moreover,
with this methodology we also enable a faster processing of rules that better adapts to our necessities
before choosing the visualization technique.

This section is devoted to present basic concepts and terminology from visualization and data
structure models, and review previous works and applications for visualizing association rules. We
also explain the principal advantages and drawbacks of these tools and analyse their interoperability
and interpretability. To this end, the different tools found in the literature have been classified in two
different ways: 1) according to the type of visualization they enable to perform, and 2) depending
on their functionalities (i.e. if the tool enables only visualization or if it also includes the frequent
itemset or association rule discovery process).

6.1.1 Classification by type of display

Visualization of association rules can be used in different ways depending on the capabilities
implemented by the tool, or by the type of visualization they implement. However, we must also
take into account the structure of the results obtained and what the user wants to observe in the
graphical representation in order to facilitate the results interpretation and to discover hidden
information. These techniques can be classified in different subgroups according to the different
ways and structures used to represent association rules. Consequently, we analyzed the tools for
visualizing association rules attending to different categories, such as the data structure or the
kind of visualization. We then classify the available visualization tools into several groups: tabular
representation, parallel coordinates, visualization using matrices, trees, and graph-based methods (see
Table I.5).
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6.1.2 Classification by type of capacities of the technology

In order to visualize association rules, different types of tools can be found, depending on whether
these only enable the rules visualization or to carry out the extraction process of association rules.
According to this, we can classify them into two groups. On one hand, there are tools that work
as libraries that allow the extraction of frequent itemsets, association rules and the visualization
of the results (this process flow can be observed in Figure 27). On the other hand, there are tools
that allow loading the results obtained from other tools and visualize them (this process flow can be
observed in Figure 28).

Data Input

Association Rules Extractor

Rules

GenerateVisualizations()

Visualization VisualizationVisualization

Figure 27: Pipeline with rule extraction included

Result Data Input

GenerateVisualizations()

Visualization VisualizationVisualization

Figure 28: Pipeline using only visualization

Within the first group we find different methods that allow us to load the results obtained
with association rules extraction tools. These must be loaded using a different standard structure
depending on the tool for being able to visualize them. Among them we can highlight several
tools [HSW00, BD08, Yan08, WWT99, SG08] that, from the stored results as association rules, allow
to visualize the rules in different ways.

In the second group we find methods that enable complete analytical procedures from the same
tool. For example in the Arules package [HC11] we can extract frequent itemsets and association
rules to later visualize them making use of this library. PEAR works in a similar way, it follows
the methodology developed in [JPA08] allowing to perform the whole process, from the loading of
data to the visualization. Its main difference is the use of a set of rules, where through the use of
operators, we can to unify these rules by grouping them into sets. This new set of rules is displayed
with the available methods.

6.2 Development

All the tools reviewed in work of Section 4.1 Chapter II have different advantages and disadvantages.
As we can see from them, there are many tools that allow to visualize association rules. However, all
these techniques are independent of each other using different formats for the rules extraction and
for the use of results to display them. In addition, the methods that enable the complete process
from the rules extraction to the visualization have some problems because they do not allow to
use other methods for visualization or extraction. That is why we propose a methodology using an
intermediate form with the purpose of improving the interoperability, being able to use different
visualization methods by transforming the rules into an intermediate form that can be used in a
wider range of visualization tools.

On the other hand the intermediate form proposed gives us a format to store the results of the
rules that allows to consult and efficiently filter by means of the elements and measures associated
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to the rules. For example, it is possible to store it natively in NoSQL databases, from which we can
then display them by using visualization libraries such as bokeh, arules or 3D.js.

Finally, this methodology is generic because it is applicable in tools such as those that use a
workflow like the one shown in Figure 27, performing the extraction of the rules and then the
visualization. This improves the use not only of the visualizations that a tool implements, but
also being able to employ the intermediate form to use visualizations of other tools. On the other
hand, in the case of the tools following the pipeline of Figure 28, this enables a generalization of a
visualization technique for any association rules extraction algorithm

Our proposed methodology is based on a transformation of the rules into a graph, adding different
capabilities to improve their display. The procedure we followed to make a visual representation of
the association rule (depicted in Figure 29) can be divided into three phases. The first one is in
charge of obtaining the rules by means of association rules mining algorithms. Next, we transform
and process these results into a graph representation. The final step is the visualization of rules
using different tools by means of this representation.

Data Input

Association Rules Extractor

Rules

RuleToGraph()

Graph

Visualization Tool Visualization ToolVisualization Tool

Store the results

Figure 29: Pipeline proposed for association rules visualization

6.2.1 Association rules transformation into a graph

The first step before visualizing the rules is to transform them into a graph. There are different
options to do so. In our case, we make a transformation to a graph comprised of two types of nodes:
items and rules. The nodes will be connected according to the results that have been obtained.
Figure 30 shows an example of rule transformed into a node which connects the item-type nodes.

The transformation is performed for each rule of the database, and carried out taking into
account the corresponding associated characteristics according to the type of node: rule or item.
For example, for a rule type, the node will contain information about the measures of interest (e.g.
support, confidence, lift). Then, the edges of the graph are added, taking into account the type
of link (whether it is the consequent or the antecedent). When this process ends, the rules are
represented by a graph through which we can make different types of display.

Figure 31 exemplifies the structure followed for representing an item node. In this case, the
name indicates the pair ‘atribute value’ that represents the item; the group and kind represent the
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Rule

Item1 Item2Item3

Item4

Rules

Items

Rule: <Item1, Item2, Item3> → <Item4>

Figure 30: Example of transformation from rule to graph structure

Figure 31: Example of Json for item type nodes

attribute name of the item or whether it is a node of rule type (see Figure 31). The group number is
used to improve the efficiency in some types of visualization such as graphs. Finally, node id is
used for univocally identify the node.

On the other hand, in Figure 32 we can see the structure for nodes representing a rule in the
graph. In this case, this type of element also stores the measures related to the rule such as the
support, confidence, etc. This generated structure allows a later visualization of the obtained rules
in a way that improves the interpretability and comprehension of the results.
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Figure 32: Example of Json for rule type nodes

6.2.2 Visualization tools

Having transformed the rules to a graph structure following the methodology described in Figure 29,
we can make use of the intermediate form to employ different visualization tools. Taking into
account the above mentioned structure, we can use different graph visualization libraries such
as Gephi [BHJ09], D3JS [BOH11], Bokeh [Bok14], ggnet2 [TBH17], NetworkX [HSSC08], NOE-
SIS [MBGCT16], etc. These tools return a graphical display of the transformed rules. Thanks to
the use of our methodology we can visualize rules with more than one consequent (for instance, the
rule extraction algorithm of the Arules package only allows rules of only one consequent) using an
external algorithm [FBRMB16] and using the intermediate form previously explained.

Moreover, we can use libraries and visualization tools to customize exiting visualizations tools
to adjust according to user preferences. A powerful visualization package enabling this kind of
modifications is 3DJS [BOH11]. For example, in Figure 33 we have adapted a graph-based display
called Force directed graph, where a different color is used for each rule, and every node of type
‘Rule’ shows the associated support and confidence of the rule. Additionally, the directionality of the
arrows to the rule node indicates whether an item node is part of the antecedent (arrows pointing
to the rule node) or part of the consequent (arrows pointing to the item node). A variation of the
previous visualization is also made in Figure 34 where we have customized some properties of the
graph, like for instance to indicate the item support in the edge. Another example is the chord
diagram shown in Figure 35, also customized from making use of the 3DJS library. This visualization
is interactive: when you are positioned in the items the edges are emphasized and colored according
to the relationship they have with other items (antecedent or consequent). With respect to the
efficiency and scalability of the visualizations on graphs, the developed tool is able to generate the
graphs in SVG format (Scalable Vector Graphics) being able to be distributed by means of the
Tuoris library [MFMSG20].

6.3 Results and discussion

In this research we have reviewed the most common and used methods to visualize association rules.
From the different tools examined we have seen that each one comes with strengths and weaknesses.
As part of this analysis, we have been able to see how there is no one display tool that works well
for all cases. This is because based on the problem, the data set and the objective, we need to
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Figure 33: Example developed using D3JS through the intermediate form

Figure 34: Example developed using D3JS through the intermediate form

choose the better visualization solution according to our requirements. In addition, some of the tools
allow to export data from our own algorithms and others do not, therefore it is necessary to have a
standard format with which to exchange our results among the different tools in order to exploit the
strengths of each tool, adding interoperability to the process. Thus, in this way we can have more
resources and not depend on a single tool to get a better visualization and understanding by the end
user. Therefore our proposal allows us to extract the association rules from any algorithm or from a
library and then export it to be displayed employing the different available libraries: 3D.js, Arules,
Bokeh... Furthermore, this standard and widely known format can be stored natively in databases
that allow to efficiently filter, search and store large sets of results.

In summary, we have carried out an extensive analysis of the different visualization tools available
in the literature, as well as classifying them according to the type of visualization and the capabilities
they offer. After this analysis we have seen that most of the tools only allow to visualize rules from
a predefined structure, or the library containing the visualization only allows the generation and
display of rules through their own algorithms. Therefore, in these cases, the user cannot combine
their own or other available association rules mining algorithms with available techniques to present
association rules in a graphical way.

Because of it, in this research we put forward an intermediate form which allows to use a great
variety of the tools for association rules, and in addition, it allows to combine them with the different
available visualization techniques.
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Figure 35: Example of visualization by means of a chord diagram
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7 Applications

In the previous sections we have studied and developed algorithms for knowledge extraction using
different techniques such as fuzzification, fuzzy association rules, frequent itemsets and visualization
in Big Data environments. In order to validate and demonstrate these techniques in real environments,
two applications have been carried out in two different sceanrios. On the one hand the application of
a method to improve energy efficiency by means of a novel control algorithm that uses a simulation
model to optimize the operation of heating, ventilation and air conditioning in non-residential
buildings. On the other hand, a complete application has been developed for the extraction of fuzzy
association rules from sensor data, meteorology and occupation of non-residential buildings. This
section describes both applications.

The papers associated with this part can be found in Section 5 of Chapter II.

7.1 Background

Companies in the energy sector are increasingly aware of the great opportunity that the analysis
and exploitation of these data can bring (see for instance [KÖGP12, NÖW19]). To this end, there
is a tendency to store and process this type of data in order to obtain a meaningful insight into
consumption patterns and the operation of equipment.
However, the enormous amount of data generated by sensors and other data sources, such as
meteorological and occupancy data, require new infrastructures and algorithms capable of storing,
processing and analysing them. Big Data presents great opportunities for implementing new solutions
to manage these massive data sets. Moreover, the nature of these data can be diverse and can be
described in numerical, categorical or imprecise forms. To improve the interpretability of the data
we can modify knowledge extraction algorithms through the use of fuzzy logic to create, for example,
linguistic labels for sensors with numerical values that also provide meaningful semantics for the
user.
The main challenge when processing large energy data is therefore to provide adequate methods
and techniques capable of improving the quality of the data generated by the sensor metering of
buildings. In this regard, different methods can be applied during the pre-processing phase in order
to detect outliers [YAW16] or by applying other cleaning data procedures. In general, these data are
massive because they are generated with low frequencies by a large number of sensors. This massive
quantity gives grounds to use Big Data techniques to process the data in a distributed way, thus
improving the efficiency of the processes.
Sensor metering data are very often collected by means of numerical measurements taking values
within a continuous range. This increases the difficulty of analysing them on a larger scale due to
their fine granularity. A primary approach is to divide the range of possible values into intervals in
order to help the algorithms to process the data. But this division suffers from some drawbacks:
firstly, the results can vary a lot depending on the applied division, and secondly, this division may
not be very intuitive for its later analysis of results. Fuzzy sets have been proven to adequately
represent data with soft borders, increasing the interpretability of results by associating meaningful
linguistic labels to the generated fuzzy sets. Other approaches use interval programming methods to
tackle the uncertainty that the data may contain [MR17].
On the other hand, besides using the information about of the behavior of the buildings, another
possibility is to assist in the decision making process employing the extracted knowledge joint with
expert knowledge for the saving of energy.
In the last decade, several proposals for automating the generation of operational plans based on
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Model Predictive Control (MPC) have been presented [AJS14, MD16]. MPC uses a simulation model
of the building to capture its dynamic characteristics and predict its response to alternative control
scenarios. It pursues a (conflicting) dual target: reducing energy consumption thanks to pre-emptive
control and anticipation of the building state while keeping users’ comfort. By establishing a complete
sequence of instructions for the building equipment i.e. the (daily) operational plan–, it overcomes
the limitations of homeostatic controllers, which cannot guarantee long-term optimal operation: the
ahead time and the timespan of the control instructions can expand to several hours, leading to
plans entailing more uncertainty because of the use of forecasted building conditions (e.g. weather,
occupancy) and more complexity because of the exponential increase of possible plans, but also more
efficient because of the exploitation of the inertial effects of HVAC equipment.

In this thesis we propose two applications, on the one hand a fuzzification algorithm to adequately
pre-process the data in order to apply, in a later step, fuzzy data mining techniques to discover
potentially useful information that may be hidden in the data. And on the other hand a control
system capable of parameterizing a building management system to improve its energy efficiency.

7.2 Development

7.2.1 Probabilistic Algorithm for Predictive Control

The core of the system is the intelligent operational plan generator (OPG) module, an MPC-like
control scheduler supported by a cloud-based extension of the IESVE2 [IES] simulation software.
The OPG algorithm calculates an operational plan (OP) for a future period (typically the next
day) after simulating hundreds of candidate plans under the forecasted state of the building (i.e.
considering weather and occupancy estimations) in order to minimize energy consumption while
guaranteeing occupants’ comfort. Eventually, the OP setpoints are automatically applied to the
equipment without direct involvement of the operator. To the best of our knowledge, this is the
first proposal using an off-the-shell full-complexity model for predictive control. In particular, we
have applied association-rule discovery, an unsupervised technique able to find existing relationships
between variables and their values. In addition, these results allow the operators to carry out
procedures and the use of the equipment in the building with a better performance, thus improving
its energy efficiency. On the other hand, the use of weather and occupation patterns for the energy
use of the building would allow the optimization of the needs of the building in specific situations.
The Operational Plan Generation module is the core of the control system in the Energy IN TIME
project. It encompasses three main stages (see Figure 36):

1. Collection of forecasted building data: The OPG retrieves the weather forecast and the
occupancy prediction for the operation period, usually the next day. Within our project, the
weather forecast was obtained from the Weather Analytics, and occupancy predictions were
obtained by using an agenda, which identified working days and average room occupancy per
hour.

2. Generation, simulation and evaluation of candidate plans: The OPG runs several simulations
to reproduce the expected building behavior, in terms of energy consumption and comfort,
under different operation plans and according to the forecasted conditions retrieved in the
previous stage. The best plan in terms of energy efficiency and comfort satisfaction is selected.

3. Storage and execution of best plan: The best plan is stored in a database and made it available
to the setpoint writing component, which eventually sends the OP control instructions to the
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BEMS. This database also stores the context associated to each selected OP, i.e. the forecasted
building data used by the OPG algorithm and the simulation results. This information is
useful to explain the rationale of an OP to the building managers, who can revise and modify
the setpoint values in real time as well.

Figure 36: Overall functioning of the OPG algorithm, including main stages

7.2.2 A fuzzy mining approach for energy efficiency

The discovery and exploitation of information collected from buildings has attracted attention in the
last decade due to its economic and environmental impact. Big Data offers a suitable framework
for the efficient implementation of analysis techniques capable of handling large amounts of data,
especially those produced in building management systems. In addition, the use of fuzzy logic can
improve the interpretability of collected sensor data, offering improved results and interpretation to
end users.
In this study, a data mining methodology has been implemented using the Big Data framework
and applied to different data sets collected from an office building in Romania. In particular, we
have applied a fuzzification algorithm to improve the application of data mining techniques such
as association rules. The whole system has been deployed using the Spark platform to enable
the analysis of such an amount of data generated by the sensors in the building. This technique
has allowed the exploitation of different kinds of data collected in the diverse pilot areas of the
building. The proposed solution has been applied to the static data collected from the building,
obtaining different relationships that show the energy behaviour of the building and make evident
some patterns that can be used to improve the energy efficiency of the building.
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Figure 37 depicts the complete system of our proposal. It can be divided into three big blocks.
In the first step, the data collection is carried out. Depending on the building, different types of
data are generated with more or less reliability. For example, in the case of non-residential buildings
(the example of our case study) the agenda containing the occupation of the building will be more
reliable than that of a hotel, where the guests do not have fixed schedules.
The second step comprises the core of the computation with different phases: pre-processing,
fuzzification and application of data mining techniques. In our approach, distributed processing
tools are used to improve efficiency and computational capacity.
Once we have obtained the results of our analytical techniques, the last step is the interpretation of
results by experts or operators of the system in order to obtain knowledge that may be useful for
improving the maintenance processes and the energy efficiency of the building.
This whole process has been applied in the field of the Energy IN TIME project to non-residential
buildings: a hotel, an airport and two office buildings, although we just present here the results
obtained from one of the office buildings. Nevertheless, the proposed system is general and can be
applied to other types of buildings.
To this end, we have deployed the whole system following the Map-Reduce paradigm which allows the
distributed computation of large volumes of data. Specifically, we used the Spark platform [KKWZ15]
together with an unstructured storage following NoSQL specifications, which enables an efficient
storage of sensor data collected in buildings.

Figure 37: General process of our proposal

In our proposal, before applying fuzzy association-rule mining, we have to pre-process the data
collected from the building. We can observe the workflow of the proposal in Figure 38, where we
have distinguished several phases.

The first phase comprises the collection and storage of building data which are data from sensors
and building equipment, weather and occupation.
Subsequently, the pre-processing phase of the data is carried out. The collected data from sensors
may contain lost values, outliers and so on and therefore some transformation before to be used by
the algorithms is needed.
After this, the continuous numerical values are transformed following a fuzzification method. By
means of this process the range of values are divided into meaningful fuzzy sets where some linguistic
labels can be associated to each fuzzy set. This step improves the interpretability of the data and
the obtained results will adjust better to the nature of the variables. Depending on the type of
variable, the fuzzification procedure can either be carried out automatically or by the help of expert
knowledge.
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Figure 38: General workflow of the proposed data mining framework

Finally, when we have pre-processed and transformed the data, we proceed to apply data mining
techniques. In this case study, extraction of fuzzy association rules has been applied in order to
extract hidden relationships from the sensors, occupation and the environment of the building. Once
the results have been obtained, the discovered patterns are interpreted with the help of end users to
improve the energy efficiency of the building.

7.3 Results and discussion

7.3.1 Probabilistic Algorithm for Predictive Control

This research has presented the design and the implementation of an MPC-based control system
aimed at reducing energy consumption in non-residential buildings while guaranteeing occupants’
comfort. The main difference of our proposal with respect to other approaches is that we use
a full-complexity simulation model, which runs in parallel in the cloud. This allows using more
accurate models and facilitates communication between computer scientists, building operators and
simulation developers, exploiting synergies of their joint work. Comprehensive quantitative and
qualitative comparison with MPC approaches using reduced-complexity simulation models would be
useful to support decision-making between different alternative approaches. Figure 39 and 40 show
the comparison of the values of daily energy consumption in the pilot area obtained from the BEMS
with the values estimated by the prediction models for the test period in the real building. Figure 41
shows the energy savings achieved in % of the (estimated) consumption before optimization.

As summarized in Table I.6, the average savings per day are, respectively, around 40% for
the thermal subsystem and around 20% for the electrical subsystem. Weekends and holidays offer
opportunities for higher energy savings, since the OPG adjust the operation to the building occupancy
better than the manual operation. Savings have been achieved without compromising users’ comfort.
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Figure 39: heating Figure 40: VAV fans

Figure 41: Savings

Comparison of daily energy consumption (kWh) during the test period vs estimated by the baseline

models (Days in red italic font are weekend or holiday days)

Our system reduced the temperature setpoints given by the normal operation of the building
between 0.5 and 2 oC. During the on-site test, this meant savings in heating above 40% (Table I.6)
while keeping comfort. The algorithm adapted well to workdays and weekends, showing slightly
better results in the former ones Figure 41. A possible explanation for this is that operators
have lower availability in weekends and holiday days, and therefore it is not possible for them to
create customized plans. The airflow consumption was also reduced in a 20% (Table I.6) without
compromising the CO2 concentration comfort.

Experimentation in the Sanomatalo building, located in Helsinki, both in the simulation environ-
ment and in the real building, has shown that important energy savings (up to 40% at the end of
the winter season) can be achieved, particularly by optimizing the control of the heating equipment.

7.3.2 A fuzzy mining approach for energy efficiency

Figure 42 shows some of the association rules found in an office building in Bucarest, taking into
account their support and confidence. Figure 43 shows a sub-set of the discovered rules in the form
of matrix, with the consequent (LHS) and the antecedent (RHS) of the rules.



7 Applications 53

Overall Workdays Weekends & Holidays

Heat Fan Heat Fan Heat Fan

Estimated

(daily avg)
156.47 5.47 164.70 5.62 132.79 5.06

OPG

(daily avg)
91.12 4.37 101.77 4.78 60.50 3.20

Savings (daily avg %) 41.76 20.12 38.21 14.91 54.44 36.73

Table I.6: Energy savings (kWh) achieved in the on-site test with the OPG control vs estimated by

the baseline models

Figure 42: Graph visualization of some association rules discovered for the office building in Bucharest

The obtained set of rules has allowed us to discover hidden patterns in the operation of the
building, which experts can then use to improve its efficiency and maintenance.
Having a look at the discovered patterns we can highlight different rules. For example, in Figure 43
the rule at the top left of the graph (position column 3, row 1) is:

{9098 = on, 9039 = cold} → {9061 = comfort, 9096 = cold}

which changing the identifiers of the sensors to a more descriptive name results in:

{Setup PAN = on,Output temperature = cold} →
{PAN temperature = comfort, PAS temperature = cold}

In this rule we can observe how the general operation of the building is described, i.e. outside the
temperature is cold, the heating setup is ON and for that section of the building (PAN represents
north area) the comfort temperature is achieved. In addition we can see that other sections of the
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building such as PAS (representing the south area) is cold at the same time, so we could determine
that there are two rooms or sections that are not usually occupied at the same time.

Figure 43: Some association rules discovered for the office building in Bucharest. LHS stands for

Left Hand Side of the rule or Antecedent and RHS for Right Hand Side or consequent.
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8 Concluding remarks

In this thesis, we have addressed several problems, focusing on a common goal: the analysis,
design, development and evaluation of scalable fuzzy association rule extraction algorithms and the
visualization of these results. In addition, these algorithms have been applied to real-world problems
such as energy efficiency and streaming data.

to achieve the first objective of our research line, different innovative methods of association rules
extraction in Big Data problems have been proposed. The experimental results have demonstrated
the exceptional stability and efficiency, with respect to other classical methods.

The second objective proposed in this thesis was achieved by proposing several innovative
methods for extracting fuzzy association rules from Big Data problems. The experimental results
have demonstrated the exceptional stability and efficiency, with respect to other sequential methods.

In the third objective we focused on the extraction of frequent itemsets in data flow environments.
The problem with streaming is the need to use very efficient algorithms for being able to analyse
the data in real time analysing their trend over time. For this purpose, a frequent itemset mining
algorithm has been developed which, through the use of sliding windows, is capable of updating
frequent itemsets in a distributed way in data flows.

In the fourth objective we focus on the last phase of the KDD process, to improve the visualization
of the results obtained by the association rules techniques. For this objective we have carried out
a revision of the visualization techniques in the literature. In addition, we have proposed a
visualization through an intermediate form that allows us to visualize the results by employing a
variety of visualization techniques and tools.

In the fifth objective we wanted to address on one hand the pre-processing of data. For that a
fuzzification method was proposed to improve data interpretability for end users, and we applied
these techniques in a real use case with data from sensors of a non-residential building. On the other
hand, the development of an application in a non-residential building to reduce consumption. A real
case of use of this control method in a building in Finland has been presented with a result of great
energy savings during its application.
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Conclusiones

En esta tesis, hemos abordado varios problemas, centrándonos en un objetivo común: el análisis,
diseño, desarrollo y evaluación de algoritmos de extracción de reglas de asociación escalables y la
visualización de estos resultados. Además, estos algoritmos se han aplicado a problemas del mundo
real como la eficiencia energética y el análisis datos en streaming.

En el primer objetivo de nuestra ĺınea de investigación, se han propuesto diferentes métodos inno-
vadores de extracción de reglas de asociación en entornos de Big Data. Los resultados experimentales
han demostrado la excepcional estabilidad y eficiencia, con respecto a otros métodos clásicos.

El segundo objetivo propuesto en esta tesis se logró proponiendo varios métodos innovadores
para extraer reglas de asociación difusas en entornos de Big Data. Los resultados experimentales
han demostrado la excepcional estabilidad y eficiencia, con respecto a otros métodos secuenciales.

El tercer objetivo se centra en la extracción de itemsets frecuentes en entornos de flujos de datos.
El problema del streaming reside en la necesidad de usar algoritmos muy eficientes para poder
analizar los datos en tiempo real y aśı poder analizar su tendencia en el tiempo. Para ello se ha
desarrollado un algoritmo de extración de itemsets frecuentes que mediante el uso de ventanas es
capaz de actualizar los itemsets frecuentes de forma distribuida en flujos continuos de datos.

El cuarto objetivo se centra en la última fase del proceso KDD, para mejorar la visualización de
los resultados obtenidos por las técnicas de reglas de asociación. Para este objetivo se ha llevado
a cabo una revisión de las técnicas de visualización en la literatura. Además se ha propuesto una
visualización mediante una forma intermedia que nos permite representar las reglas de asociación
para poder utilizar una gran variedad de técnicas de visualización.

En el quinto objetivos se ha querido abordar por un lado el preprocesameinto de datos para
fuzzificarlos y mejorar su interpretabilidad para los usuarios finales y la aplicación de estas técnicas
en un caso de uso real. Se ha presentado una aplicación de estas técnicas de fuzzificacion y extracción
de reglas de asociación en Big Data con un conjunto de datos reales, en particular el de un edificio no
residencial sensorizado. Por otra parte, el desarrollo de una aplicación en un edificio no residencial
para reducir el consumo. Se ha presentado un caso real de utilización de este método de control en
un edificio de Finlandia con el resultado de un gran ahorro energético durante su aplicación.
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9 Future work

Based on the conclusions drawn from this thesis, new and promising lines of research can be proposed.
They aim to improve existing models, and address new problems that are emerging from the Big
Data evolutionary scenario.

• Association rules mining in Big Data. Our intention is to implement more efficient
association rules mining algorithms by conveniently changing the PFP to extract all frequent
itemsets. Additionally, we plan to apply the developed algorithms to extract patterns in
sensored buildings to improve their efficiency behaviour.

• Fuzzy Association rules mining in Big Data. We also intend to generalise these Big
Data procedures to other data mining techniques that use fuzzy association rules such as
gradual dependencies [H0̈2], [BCSV07], exception and anomalous rules [DRS11], etc.

• Big Data Frequent itemsets mining in streaming. In future works, we plan to apply the
developed algorithm for social media analysis in real time and extend it to consider association
rules mining in order to study the co-occurrences of frequent items in data streams.

• Visualization of Association Rules. Regarding future research, we aim to implement a
complete open-source library for the extraction of association rules and their transformation
to the intermediate form. In addition, our purpose is to implement it in a modular way to
have APIs between modules and to enable the use of different association rules extraction
algorithms with the intermediate form, facilitating therefore the connection with available
visualization libraries.

• Application of fuzzy association rules mining. In [MRS14], decision support systems are
used to improve the operation of building elements or equipment maintenance. Furthermore,
some of them use rules obtained from the behaviour of the users [JGW10] to improve the
building functioning. Therefore, using the results provided by our proposal a decision system
could be implemented incorporating the real functioning of the building. The barrier that
arises to automatically analyse continuously generated data needs to be dealt with. This leads
us to propose a future improvement of the proposed system for handling such a continuous
flow and to process it in real time conveniently. To do so, there are recently developed
utilities within the Spark framework that enables the processing of stream data called Spark
Streaming [Pra18, FBFAMBR19]. This extension will enable live data streams to be processed
by dividing them into batches which can be then processed by the Spark mining algorithms.

• Probabilistic method for improving energy consumption. The OPG algorithm opens
several opportunities for further research. The current design relies on a variant of heuristic
search, which can be hard to scale up if several variables are to be optimized at the same
time. In this regard, other search and optimization techniques could be applied. Specifically,
genetic algorithms allow balancing diversification and intensification of solution search by
adjusting their parameters. Moreover, self-configuration could be supported by machine
learning techniques able to identify successful operation patterns from historical data, and to
apply reinforcement learning to reward and reuse particularly efficient OPG plans.
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ABSTRACT
The large amount of information stored by companies and the rise of social networks and the Internet of Things 
are producing exponential growth in the amount of data being produced. Data analysis techniques must there-
fore be improved to enable all this information to be processed. One of the most commonly used techniques for 
extracting information in the data mining field is that of association rules, which accurately represent the fre-
quent co-occurrence of items in a dataset. Although several methods have been proposed for mining  association 
rules, these methods do not perform well in very large databases due to high computational costs and lack of 
memory problems.
In this article, we address these problems by studying the current technologies for processing Big Data to pro-
pose a parallelization of the association rule mining process using Big Data technologies which implements 
an efficient algorithm that can handle massive amounts of data. This new algorithm is then compared with 
traditional association rule mining algorithms.
Keywords: Apriori, association rules, big data algorithms, data mining.

1 INTRODUCTION
The vast amounts of data generated, stored and analyzed by organizations and companies, and by 
extension by private users, has given rise to a new phenomenon known as Big Data. Imagine any 
particular day and think about the millions of tweets that are published on Twitter, the countless mes-
sages sent via Whatsapp and the multitudes of users who visit Facebook and interact by uploading 
photographs. If these huge volumes of information were not enough, in the world today there are 
also vast numbers of sensors everywhere that collect information in real-time, such as for example 
GPS signals and the information generated by smartphones.

Big Data is a phenomenon in a constant state of growth. It is of great interest to companies and to 
users to be able to analyze this information and extract useful conclusions that will be beneficial in 
economic terms or to society as a whole.

In this paper, we will be looking at how best to perform this analysis. There are various methods 
for mining data which enable us to analyze and extract interesting information from datasets. These 
methods run into problems however when they are used to analyze vast amounts of data, becoming 
less efficient at processing and analysis.

To this end, we will be studying the association rules technique as a method for data mining [1]. 
We will be implementing these methods using specific Big Data techniques, that is, Hadoop [2] and 
Spark [3]. The results of our experiments will show that this method improves the efficiency of the 
algorithm in terms of time and memory when the number of transactions increases. However, when 
the number of items increases, the algorithm does not offer significant efficiency improvements in 
terms of execution time compared to traditional methods. Nonetheless, thanks to the fact that the Big 
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Data techniques offer greater memory capacity, substantial improvements can be achieved when it 
comes to managing the memory problems that arise when generating the item combinations to be 
analyzed in massive datasets.

2 PREVIOUS RESEARCH AND RELATED WORK
The aim of the Knowledge Discovery in Databases (KDD) process is automated extraction of non-
trivial, implicit, previously unknown and potentially useful knowledge from large volumes of data 
[4]. This process is made up of a series of stages namely selection, preprocessing, transformation, 
data mining and interpretation.

Data mining is the most characteristic phase of KDD, which is why this term is often used as a 
name for the whole process. The objective of this stage is to produce new knowledge that is useful 
for the user, by constructing a model that is based on the data collected and describes the patterns 
and relations between the data. With this new knowledge, users can make forecasts, understand data 
better and explain past situations.

Data mining covers a wide range of techniques which can be classified into two main types: 
 supervised techniques such as the randomForest [5] or boosting [6] classification methods and non-
supervised techniques such as clustering.

In the literature, there are already various examples of the implementation of these methods 
with Big Data techniques. These algorithms are palpable examples of big datasets distributed in 
large groups of servers using Big Data frameworks such as Hadoop or Spark. Some of the meth-
ods implemented include RandomForest and K-means (clustering) within the official Spark MLlib 
library [3]. These methods have achieved substantial improvements compared to traditional forms 
of implementation in that we can now make full use of our cluster, so obtaining substantial 
improvements compared to traditional techniques. They also have the advantage of being scalable.

3 ASSOCIATION RULES
In the data mining and machine learning field, association rules are used to discover facts that often 
occur together within a particular data set. A typical example of this type of problem is to find out 
which products in a supermarket are normally purchased together. Different methods for the extrac-
tion of association rules have been widely researched and have proved very interesting for discovering 
relations between the variables in datasets.

Association rules were formally defined for the first time by Agrawal et al. [7] as follows.
Let I = {i1, i2, ..., im} be a set of items and D = {t1, t2, ..., tn} a set of n transactions in which  

tj contains a subset of items. This means that a rule can be defined as follows:

X Y where X Y I and X Y→ ⊆ =∩, , ∆

where X is referred to as the antecedent (or left-hand side of the rule) and Y is the consequent (or 
right-hand side of the rule).

The problem of discovering association rules is divided into two sub-tasks:

• Finding all the sets above the minimum support threshold, where support is provided by the 
percentage of transactions in the set.

• These sets are known as frequent sets.

• On the basis of the frequent sets that are found, generate rules which exceed the minimum thresh-
old for confidence or another measurement of interestingness generally given by the user.
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We are now going to discuss the most frequently used methods for measuring the importance of 
the itemsets and the quality of the rules.

3.1 Support

Support [8] is a measure of the frequency at which the items of an association rule are found in the 
data, i.e. the number of transactions in which the items in a rule occur together as a proportion of the 
total number of transactions. It is normally represented as SupD (X) in which X is an itemset and D 
a database. In general, the most interesting association rules are those with a high-support value.

Sup X
N appearances in of itemset X

Total N of transaD ( ) =
o

o

D

cctions in D

And the support of a rule will be:

Sup X Y
No appearances in of itemset X Y

Total N of tD ( )→ = ∪D

o rransactions in D

3.2 Confidence

Given the itemsets X and Y, and the database D, the confidence value [8], represented as ConfD(X → Y), 
is the conditional probability of Y appearing in those transactions in D that contain X. In other words, 
confidence refers to cases in which a rule makes a correct prediction and is calculated as follows:

Conf X Y
Sup X Y

Sup XD
D

D

→( ) = ∪( )

( )

3.3 Apriori algorithm

In data mining, the Apriori algorithm is used to determine the association rules in a dataset using 
measures of support and of interestingness, such as confidence. This algorithm is based on previous 
knowledge (a priori) of the sets of frequent data items. An item is considered frequent if its fre-
quency of appearance in the database is higher than the minimum support threshold.

Agrawal and Srikant [9] identified a fundamental property when they proposed the Apriori algo-
rithm, namely that any subset of a set of frequent items must also be a set of frequent items. With this 
in mind, the Apriori algorithm obtains the size-1 frequent itemsets and then the size-2, the size-3 and 
so on until no more frequent itemsets can be found. It then uses the measure of interestingness, e.g. 
confidence, to determine the set of association rules, using the frequent sets found in the first phase.

4 BDARE ALGORITHM
The Apriori algorithm has big problems with large amounts of Big Data as it does multiple scans of 
the whole database. This means that the execution time increases in line with the number of transac-
tions. In our research, we used Spark to try to improve the Apriori algorithm.

The data were stored in a Big Data architecture, for which we used Hadoop (which allows for rep-
lication through its HDFS – Hadoop Distributed File System) and distributed processing using Spark.



 Carlos Fernandez-Basso, et al, Int. J. of Design & Nature and Ecodynamics. Vol. 11, No. 3 (2016) 181

This new algorithm, which we call the BDARE (Big Data Association Rules Extraction) algo-
rithm, is based on two steps. The first involves loading the dataset and calculating how often each 
item appears in the transactions using the Map and Reduce functions. The number of times each item 
appears is counted in two phases. In the Flatmap() phase each transaction is transformed into <key, 
value> pairs with the name of the item as the key and a value of 1, which represents the presence of 
this item in the transaction <NameItem,1>. A Reduce() function then counts the number of appear-
ances of each item.

Figure 1 describes this process, showing the first phase in which the Flatmap() function generates 
the pairs from these transactions and the second, in which the Reduce() function returns the number 
of occurrences of each item in the transactions.

This is followed by step two, in which we consult the size-k-itemsets. For this task, we use a 
 function that returns the candidate k-itemsets from the frequent items. We save these candidates in a 
dictionary (Python hash table), which we use as a global variable.

After obtaining the size-k candidates we then count these itemsets in the transactions using a 
process in Spark. The various steps in this process can be seen in Fig. 2. In the top part, you can see 
the function that calculates the dictionary with the candidate itemsets and at the bottom the process 
for counting the itemsets.

The algorithm’s counting process consists of the following phases:

• Itemset extraction phase: In this phase, we use the dictionary of candidate itemsets to extract 
all the itemsets from each transaction. We use the FlatMap() function which when it receives one 
input returns various outputs, rather than the Map() function which for one <key, value> input 
returns another <returned_key, returned _value> pair.

• Transformation phase: In this phase, we have all the itemsets and using the Map() function we 
move from <itemset> to <itemset, 1>.

• Aggregation phase: Using a Reduce() function, we group each itemset with the sum of the val-
ues for each pair.

These phases will be repeated for the calculation of each of the k-itemsets until no new k-itemsets 
can be calculated.

Figure 1: Phase 1 BDARE.
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5 EXPERIMENTS AND ANALYSIS OF RESULTS
We will now move on to the different experiments. We carried out with the traditional and BDARE 
algorithms. Our aim was to study the behavior of the algorithm with and without Big Data 
 techniques. To this end, we obtained different datasets with which we could study the behavior of 
the algorithms with regard to different parameters such as the number of items and the number of 
transactions. We also studied the execution time and the use of memory in the two algorithms and 
the results obtained.

In our experiments with algorithms, we used two datasets to assess how well the algorithm 
 functions when the number of transactions or the number of items increases. We can see the different 
features of dataset in the table 1.

In our experiments, we used as minimum thresholds a support value of 0.2 and a confidence value 
of 0.8.

The architecture used for the execution of the BDARE algorithm consisted of three machines with 
Intel Xeon processors with 4 cores at 2.2 GHz, while the traditional algorithm was executed on one 
of these machines.

5.1 Results

We will now look at the performance of the algorithm when the number of transactions or items 
increases. To this end, we studied the changes in two aspects of the execution of the two 
algorithms:

• Execution time

• Memory

Figure 2: Phase 2 BDARE.

Table 1: Datasets.

Name Transactions Items

Otto 63,570 1,600

Abalone 5,000,000 88
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We began by studying the behavior of the algorithms when the number of transactions increases. 
To this end, both algorithms were run as subsets of the dataset to observe the behavior with regard 
to the number of transactions. Figure 3 shows the behavior of the algorithm with the Abalone dataset 
(the number of transactions has doubled to five million).

In this experiment, we observed that with 1,000 data items the traditional algorithm performed in 
a similar way to the BDARE algorithm with insignificant differences in execution time. With a small 
number of data items BDARE does not achieve more efficient times due to the planning of the jobs. 
However, when the number of transactions increases, the performance of the BDARE algorithm 
improves. This is because with increasing amounts of data, the planning times become increasingly 
negligible with respect to the execution time for the algorithm and also because with larger datasets 
the HDFS makes more partitions, so making better use of the processing capacity. To be exact with 
the last three datasets (1 million, 2 million and 3 million transactions), we achieved time savings of 
8%, 13% and 18%, respectively, compared to the traditional algorithm.

In the graph in Fig. 3, we can also see that with 5 million data items the traditional algorithm did 
not complete the execution.

Figure 4 shows that when the number of items increases, the algorithm time in BDARE does not 
offer substantial improvements compared to the traditional algorithm. This is because the Apriori 
algorithm explores all possible item combinations and in each of these explorations consults the 
dataset in each transaction.

As can be seen in Fig. 4, the traditional algorithm does not complete its execution due to a fault 
resulting from lack of memory. This is due to the fact that the Apriori algorithm has to generate all 
the combinations of items and if these increase, as happens in this experiment, vast memory 

Figure 3: Abalone experiment.
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 capacities are required. Figure 4 also shows that BDARE by contrast does complete the execution 
with more items thanks to the use of Big Data techniques, which allow us to use the memory of the 
three nodes, thereby obtaining greater capacity.

6 CONCLUSIONS AND FUTURE RESEARCH
As we have seen, this paper has focused on the study of one of the most commonly used techniques 
in data mining today, association rules, which allow us to extract information from datasets.

The algorithms studied in the bibliography (such as the Apriori algorithm studied here) are not 
intended for large datasets, as this would involve very high computational costs and decreasing 
 efficiency as the dataset grows.

To this end, we have presented an implementation of this algorithm using Spark, one of the most 
frequently used Big Data technologies today.

The results we obtained show an improvement in the performance of the algorithm using Spark as 
compared to the traditional Apriori algorithm. This improvement was not only important in terms of 
time and processing capacity in memory. An additional advantage is that as our algorithm uses 
 technology such as Hadoop and Spark, performance can easily be improved even further just by 
expanding our processing system with more nodes. This allows us to scale our algorithms in our own 
large data centers or in cloud systems such as AWS (Amazon Web Services), another great  advantage 
of Big Data technology.

As regards future research on the results we have obtained, we propose to solve the problems 
encountered during this project. We will begin by studying algorithms that are more efficient in 

Figure 4: Otto experiment.
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terms of the number of items such as for example the FP-Grow algorithm [10]. This algorithm out-
performs Apriori in that it does not need to make successive consultations of the same transactions.

Association rules are commonly used in a large number of applications. Our BDARE algorithm 
can be used in some of these applications in which the use of traditional algorithms is not viable due 
to the vast amount of data that needs to be processed. It could be very useful for example in sensor 
networks that generate enormous amounts of data in short spaces of time or in social networks in 
which there are millions of users.

Lastly, we should mention that these procedures can be generalized to other data mining  techniques 
that use association rules such as exceptions and anomalies [4], gradual dependencies [11, 12] etc.
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Abstract. Discovering new trends and co-occurrences in massive data
is a key step when analysing social media, data coming from sensors,
etc. Traditional Data Mining techniques are not able, in many occasions,
to handle such amount of data. For this reason, some approaches have
arisen in the last decade to develop parallel and distributed versions of
previously known techniques. Frequent itemset mining is not an excep-
tion and in the literature there exist several proposals using not only
parallel approximations but also Spark and Hadoop developments fol-
lowing the MapReduce philosophy of Big Data.

When processing fuzzy data sets or extracting fuzzy associations from
crisp data the implementation of such Big Data solutions becomes cru-
cial, since available algorithms increase their execution time and memory
consumption due to the problem of not having Boolean items. In this
paper, we first review existing parallel and distributed algorithms for
frequent itemset and association rule mining in the crisp and fuzzy case,
and afterwards we develop a preliminary proposal for mining not only
frequent fuzzy itemsets but also fuzzy association rules. We also study
the performance of the proposed algorithm in several datasets that have
been conveniently fuzzyfied obtaining promising results.

Keywords: Big data algorithms · Fuzzy frequent itemset
Fuzzy association rules · Data Mining · Apriori

1 Introduction

The vast amounts of data generated, stored and analysed by companies, and by
extension by private users, has given rise to a new phenomenon known as Big
Data. Every day millions of tweets are published on Twitter, countless messages
are sent via messaging apps and multitudes of comments are generated in online
shops. In addition to this, every year more buildings are summed to the “smart
sensored” fashion to collect data and use it in their daily performance to be more
efficient. The necessity of constantly extracting information from all the gathered

c© Springer International Publishing AG, part of Springer Nature 2018
J. Medina et al. (Eds.): IPMU 2018, CCIS 854, pp. 15–25, 2018.
https://doi.org/10.1007/978-3-319-91476-3_2
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data is a fact, and the Big Data philosophy using MapReduce framework enables
it. In particular, Data Mining techniques are currently under development to
benefit from this new framework [3,5,11,12].

One important technique, often employed for exploratory analysis, is that of
association rules. They have the form of implications A → B, which represent
the joint co-occurrence of A and B. However, many of the data to be analysed
have a nature that is difficult to represent, such as natural language texts. Beside
this, when discovering associations between numerical variables we have to take
care when data is discretized since final results can vary a lot depending on how
the ranges are defined [17]. To better represent this kind of data, Fuzzy Sets
theory [26] has proved to be a good option, having as a result fuzzy databases
where we can search for fuzzy association rules [6].

In this paper we propose a solution to perform this analysis. There are vari-
ous methods for mining fuzzy association rules which enable us to analyse and
extract interesting information from datasets. These methods run into problems
when they are used to analyse vast amounts of data, becoming less efficient at
processing and analysis. To this end, we propose a new technique for mining
fuzzy association rules that enables the processing of big amounts of data. We
have implemented it using Spark [8] which enable faster memory operations than
Hadoop [25] since it allows in-memory computations. The results of our exper-
iments show that this method improves the efficiency of the algorithm, with
respect to traditional techniques, in terms of time and memory when the num-
ber of transactions increases. However when the number of items increases, the
algorithm does not offer in all cases significant efficiency improvements in terms
of execution time compared to traditional methods. Nonetheless, thanks to the
fact that the Big Data techniques offer greater memory capacity, substantial
improvements can be achieved when memory problems arise in the generation
of the item combinations to be analysed in massive datasets.

The paper is organized as follows: Sect. 2 reviews the literature to show how
Big Data technologies can improve existent Data Mining algorithms. Section 3
introduces the measures and methods employed to mine fuzzy association rules.
Next section presents the BDFARE algorithm developed for mining fuzzy asso-
ciation rules employing Big Data technologies. Section 5 shows the experiments
and results obtained, prior to concluding the paper in Sect. 6.

2 Preliminary Concepts and Related Work

In the literature there are several approaches for mining frequent itemsets
using Big Data techniques. The most famous framework, called MapReduce was
designed by Google in 2003. Since then, there have been proposed several ways
to perform association rule analysis with some minor changes. The MapReduce
framework bases in two different functions to distribute the computation. On
one hand, the Map() function transforms data into (key, value) pairs according
to some criteria, and on the other hand, the Reduce() function aggregates the
lists of key-value pairs sharing the same key to obtain a piece of processed data.
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There are two different frameworks for distributed processing of data: Hadoop
and Spark. Some of the methods that are already implemented in these platforms
include RandomForest and K-means (clustering) within the official Spark MLlib
library [8]. These methods have achieved substantial improvements compared to
traditional forms of implementation in the sense that we can now make full use
of our cluster, obtaining thus substantial improvements compared to traditional
techniques and more scalable algorithms. In particular, in Spark it is included
the PFP (Parallel FP-Growth) which is a distributed version of FP-Growth to
obtain the frequent itemsets of higher level exceeding the minimum support
threshold [18].

In addition to this, we can find in the literature other proposals for mining fre-
quent itemsets using MapReduce techniques for the non-fuzzy case. We can high-
light some approaches implementing Apriori extensions using hadoop: [9,10,19].
As mentioned, Spark accelerates the performance versus Hadoop implementa-
tions since it makes computations in memory. In addition to this, the algorithms
proposed in [9,10,19] search directly in the data the itemsets instead of using
other data structures, e.g. trees, hash tries or hash tables, which can decrease
time execution as concluded in a study made in [24]. Spark frameworks for Apri-
ori extensions can be found in [21,22]. The R-Apriori and YAFIM algorithms
proposed in [21,22] respectively, are very similar to the non-fuzzy phase for each
α-cut of our approach but they make a loop to search k-itemsets inside the
distributed process using a hash tree while we make the MapReduce for every
k-itemset using a hash table.

To the best of our knowledge there is only one work presenting how to discover
fuzzy association rules employing the MapReduce framework. This work [14] is
based on an extension to the fuzzy case of the Count Distribution algorithm
[13,15].

3 Fuzzy Association Rules

Association rules were formally defined for the first time by Agrawal et al. [1].
The problem consists in discovering implications of the form X → Y where X,Y
are subsets of items from I = i1, i2, ..., im fulfilling that X ∩Y = ∅ in a database
formed by a set of n transactions D = t1, t2, ..., tn each of them containing
subsets of items from I. X is usually referred as the antecedent and Y as the
consequent of the rule.

The problem of discovering association rules is divided into two sub-tasks:

– Finding all the sets above the minimum support threshold, where support is
provided by the percentage of transactions in the set. These sets are known
as frequent sets.

– On the basis of the frequent sets are found, rules are discovered as those
exceeding the minimum threshold for confidence or another measurement of
interestingness generally given by the user.
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However, the nature of the data can be diverse and can come described in
numerical, categorical, imprecisely, etc. In the case of numerical elements, a first
approximation could be to categorise them so that, for example, the height of a
person may be given by a range to which it belongs, as for instance [1.70, 1.90].
However, depending on how these intervals are defined, the obtained results may
vary a lot. To avoid this, the use of linguistic labels such as “high” represented
by a fuzzy set is a good option to represent the height of a person having at
the same time a meaningful semantic to the user. Beside this, we may also have
a dataset with imprecise knowledge where ordinary crisp methods cannot be
directly applied.

To deal with this kind of data we introduce the concept of fuzzy transaction
and fuzzy association rule defined in [4,6].

Definition 1. Let I be a set of items. A fuzzy transaction, t, is a non-empty
fuzzy subset of I in which the membership degree of an item i ∈ I in t is repre-
sented by a number in the range [0, 1] and denoted by t(i).

By this definition a crisp transaction is a special case of fuzzy transaction.
We denote by D̃ a database consisting in a set of fuzzy transactions. For an
itemset, A ⊆ I, the degree of membership in a fuzzy transaction t is calculated
as the minimum of the membership degree of all its items:

t(A) = min
i∈A

t(i). (1)

Then, a fuzzy association rule A → C is satisfied in D̃ if and only if t(A) ≤
t(C) ∀t ∈ D̃, that is, the degree of satisfiability of C in D̃ is greater than or
equal to the degree of satisfiability of A for all fuzzy transactions t in in D̃.

Using this model the support and confidence measures are defined using a
semantic approach based on the evaluation of quantified sentences as proposed
in [4,6]. Using the GD-method [6] and the quantifier QM (x) = x the support of
a fuzzy rule A → B results:

FSupp(A → B) =
∑

αi∈Λ(A∩B)

(αi − αi−1)
|(A ∩ B)αi

|
|D̃|

(2)

where Λ(A ∩ B) = {α1, α2, . . . , αp} with αi > αi+1 and αp+1 = 0 is a set of
α-cuts. In the previous formula, by abuse of notation, we consider the associated
fuzzy set to a set of items, i.e. Xαi

represents the α-cut of the fuzzy set derived
from the itemset X, which is the fuzzy set with membership degree μX(t) =
t(X) = mini∈X t(i) where X ⊂ I. Note that the elements of the fuzzy set derived
from X are the transactions.

Analogously the confidence is computed as follows:

FConf(A → B) =
∑

αi∈Λ(A∩B)

(αi − αi−1)
|(A ∩ B)αi

|
|Aαi

| (3)

Employing support and confidence measures and setting appropriated thresh-
olds for them fuzzy association rules can be discovered. In [7] it is proposed a
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parallelization of the computation of FSupp and FConf using a set of prede-
fined α-cuts. Note that considering a sufficiently dense set of α-cuts in the unit
interval, the obtained measure will be a good approximation of the real measure
that should consider every α ∈ [0, 1] appearing in the dataset. This is the main
idea of our proposal for mining fuzzy association rules using MapReduce. Firstly,
the algorithm developed using MapReduce is applied repeatedly for every α-cut.
The final step consists in applying a MapReduce phase which aggregates the
results using the previous formulas for support and confidence.

4 BDFARE Algorithm

Traditional algorithms have some problems when dealing with large amounts of
data as they make multiple scans of the whole database. This means that the
execution time increases with the number of transactions. In our research we
have used Spark to improve Apriori algorithm for mining fuzzy association rules
as follows.

The data is stored in a Big Data architecture, for which we used Hadoop
(which allows for replication through its HDFS - Hadoop Distributed File Sys-
tem) and enables distributed processing using Spark.

This new algorithm, called BDFARE (Big Data Fuzzy Association Rules
Extraction) algorithm, is based on two phases. The first one involves loading the
dataset and calculating how often each item appears in the set of transactions
using the Map and Reduce functions. In Fig. 1 we can see an example of first
phase with the value of α = 0.5. In this example, the Map() function, in par-
ticular it is used the FlatMap() function, returns only the items with support
higher than 0.5 (column in the middle only contains items with membership
values ≥ 0.5). After that, a re-counting of the obtained items is done using the
Reduce() function.

Fig. 1. First phase of BDFARE
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This is followed by the second phase, in which we extract the size-k item-
sets (see Fig. 2). For this task we used a function that returns the candidate
k-itemsets from the frequent items. As a result, a list of pairs of the type
<itemset, degree of membership> is saved in a global variable representing
the candidate list. This enables a faster access to the list. After this, the map()
function returns, as in the previous phase, the counts of the candidates, having a
pair <itemset, 1> when the membership value of the itemset is higher than the
value of the α considered in that iteration. In this way, the algorithm calculates
in each step all the cardinalities necessary for the computation of the final sup-
port and confidence measures. These two phases will be repeated until no new
k-itemsets can be found.

Fig. 2. Second phase of BDFARE

As mentioned in Sect. 2, we have employed a hash table as the central data
structure to accelerate the searching of itemsets. If we use instead of the hash
table a linear search at each node it will result in an increase of time. In [24] a
comparison between the different data structures was made concluding that the
hash table outperformed among the three data structures (hash tree, trie and
hash table) for both real-life and synthetic datasets.

5 Experiments and Results

In order to check the performance of our proposal we have carried out several
experiments to compare running time using the non-distributed version of Apri-
ori for discovering fuzzy association rules with the distributed proposal using
BDFARE algorithm. Our aim is to study the behaviour of the algorithm with
and without Big Data techniques. To this end, we applied the algorithms in
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several fuzzy transactional datasets and we study their running time according
to different parameters: the number of items and the number of transactions of
the datasets.

Three different datasets have been considered from the UCI machine learning
repository1 where some attributes have been conveniently fuzzyfied as described
in [23]. The German dataset consists of transactions about credits offered by a
german bank. Three variables were fuzzyfied: amount of the credit, its duration
and the age of the person who owns the credit. The Autompg dataset consists
of several attributes about cars. In this case, the continuous attributes were
fuzzified using the following linguistic labels: low, medium and high. The Bank

dataset contains data about marketing campaigns of a Portuguese banking insti-
tution. In this dataset we have fuzzified their continuous attributes by defining a
suitable fuzzy partition according to the semantics of the attribute (description
of the fuzzy sets employed can be found in [23]).

The final datasets used in the experiments have been replicated in order to
obtain larger datasets to prove the performance of the algorithm in extreme
situations. Their original size can be found in Table 1. Actually, there is not any
large fuzzy dataset available in open data repositories, but we plan to apply
the algorithm to data collected during a time period from sensored buildings.
These sensors give numerical values from a continuous scale that are very close
among them (e.g. 25◦ and 25.2◦). In this case, the building operators are more
interested in obtaining patterns relating temperatures such as “warm”, “cold”,
“very cold”, etc. that can be represented by convenient fuzzy sets instead of
using intervals that may divide very close data in two different intervals.

Table 1. Datasets

Fuzzy database Transactions Items

German 1000 79

Autompg 398 39

Bank 45211 112

5.1 Results

The experimental evaluation have been made in an computer architecture con-
sisting of a cluster comprised of three processing units with Intel Xeon pro-
cessors with 4 cores at 2.2 GHz, while the traditional algorithm was executed
on one of these clusters. We have performed several experiments with different
thresholds values, but we show here the results for minimum support equal to
0.2 and minimum confidence equal to 0.8. The important thing here is to set
the same thresholds for distributed and non-distributed approaches since we are

1 http://archive.ics.uci.edu/ml/.
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Fig. 3. Performance of BDFARE vs non-distributed algorithm when the quantity of
transactions increases

more interested here in observing the performance (time and memory) of both
approaches depending on the number of transactions and the number of items.

We began by studying the behaviour of the algorithms (distributed and non-
distributed) when the number of transactions increases. To this end, they were
run as subsets of the whole datasets in order to observe the behaviour with regard
to the number of transactions. Figure 3 shows the behaviour of the algorithm
when the quantity of transactions increases in each of the datasets (the number of
transactions has been replicated till obtaining four millions). It can be observed
that the traditional algorithm performed worst than the BDFARE algorithm, as
expected.

To be exhaustive, with the datasets consisted of 0.5 million and 1 million
transactions, we achieved time savings in average of 12% and 18% respectively
compared to the non-distributed version. We can also see in this graph that the
traditional algorithm did not complete its execution for the dataset containing
4 million transactions due to an error resulting from the lack of memory. By
contrast, BDFARE completed the execution thanks to the use of Big Data tech-
niques, which allow us to use the memory of the three nodes, thereby obtaining
a higher capacity.
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Fig. 4. Performance of BDFARE vs non-distributed algorithm when the quantity of
items increases

Figure 4 shows the running time when the number of items increases in the
three datasets. In this graph we observe that the execution time using BDFARE
does not offer substantial improvements in some cases compared to the tradi-
tional algorithm. This is because the Apriori algorithm explores all possible item
combinations and in each of these explorations it consults the dataset. Addition-
ally, with a small number of items BDFARE does not achieve always more effi-
cient executions due to the time consumed in the planning of the jobs, necessary
when distributing data. However when the number of transactions increases, the
performance of the BDFARE algorithm tends to improve the non-distributed
approach.

6 Conclusions and Future Research

As we have seen, this paper has focused on the study of one of the most commonly
used techniques in data mining, association rules, which allows to extract co-
occurrence patterns from datasets. The algorithms proposed traditionally for
mining association rules fail when analysing massive datasets because the process
results in very high computational costs and its efficiency decreases when the
dataset grows.
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To this end we have presented an extension to Apriori algorithm for mining
fuzzy association rules using Spark, a Big Data framework which enables MapRe-
duce implementations. The algorithm has been compared with non-distributed
version of the algorithm showing improvements not only in terms of execution
time and but also in terms of memory, improving the processing capacity, since
some of the experiments were not able to process with the non-distributed ver-
sion. An additional advantage is that our algorithm and its performance can be
easily improved even further just by expanding our processing system with more
clusters (computation nodes). This allows to scale our approach in external data
centers or in cloud systems such as AWS (Amazon Web Services), another great
advantage of Big Data technology.

As regards future research, we want to implement more efficient approaches
[16] that have been proved that performs quite well in the non-distributed case
such as the Apriori-TID [2], FP-Growth [20] or ECLAT [27] algorithms. Addi-
tionally, we plan to apply the presented approach and the new implementations
to sensor data collected from several buildings in order to study the efficiency
patterns relating indoor and outdoor temperatures, HVAC (Heating, ventila-
tion, air-conditioning) set points and energy consumptions. In this case, fuzzy
sets are suitable to represent understandable value ranges for the users, building
operators, etc.
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Abstract. Discovering new trends and co-occurrences in massive data
is a key step when analysing social media, data coming from sensors, etc.
Traditional Data Mining techniques are not able, in many occasions, to
handle such amount of data. For this reason, some approaches have arisen
in the last decade to develop parallel and distributed versions of previ-
ously known techniques. Frequent itemset mining is not an exception
and in the literature there exist several proposals using not only parallel
approximations but also Spark and Hadoop developments following the
MapReduce philosophy of Big Data.
When processing fuzzy data sets or extracting fuzzy associations from
crisp data the implementation of such Big Data solutions becomes cru-
cial, since available algorithms increase their execution time and memory
consumption due to the problem of not having Boolean items. In this
paper, we first review existing parallel and distributed algorithms for
frequent itemset and association rule mining in the crisp and fuzzy case,
and afterwards we develop a preliminary proposal for mining not only
frequent fuzzy itemsets but also fuzzy association rules. We also study
the performance of the proposed algorithm in several datasets that have
been conveniently fuzzyfied obtaining promising results.

Keywords: Big Data algorithms, Fuzzy frequent itemset, Fuzzy Asso-
ciation Rules, Data Mining, Apriori

1 Introduction

The vast amounts of data generated, stored and analysed by companies, and by
extension by private users, has given rise to a new phenomenon known as Big
Data. Every day millions of tweets are published on Twitter, countless messages
are sent via messaging apps and multitudes of comments are generated in on-
line shops. In addition to this, every year more buildings are summed to the
“smart sensored” fashion to collect data and use it in their daily performance
to be more efficient. The necessity of constantly extracting information from
all the gathered data is a fact, and the Big Data philosophy using MapReduce
framework enables it. In particular, Data Mining techniques are currently under
development to benefit from this new framework [5, 3, 11, 12].
One important technique, often employed for exploratory analysis, is that of as-
sociation rules. They have the form of implications A→ B, which represent the
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joint co-occurrence of A and B. However, many of the data to be analysed have a
nature that is difficult to represent, such as natural language texts. Beside this,
when discovering associations between numerical variables we have to take care
when data is discretized since final results can vary a lot depending on how the
ranges are defined [17]. To better represent this kind of data, Fuzzy Sets theory
[26] has proved to be a good option, having as a result fuzzy databases where
we can search for fuzzy association rules [6].
In this paper we propose a solution to perform this analysis. There are various
methods for mining fuzzy association rules which enable us to analyse and ex-
tract interesting information from datasets. These methods run into problems
when they are used to analyse vast amounts of data, becoming less efficient at
processing and analysis. To this end, we propose a new technique for mining
fuzzy association rules that enables the processing of big amounts of data. We
have implemented it using Spark [8] which enable faster memory operations than
Hadoop [25] since it allows in-memory computations. The results of our exper-
iments show that this method improves the efficiency of the algorithm, with
respect to traditional techniques, in terms of time and memory when the num-
ber of transactions increases. However when the number of items increases, the
algorithm does not offer in all cases significant efficiency improvements in terms
of execution time compared to traditional methods. Nonetheless, thanks to the
fact that the Big Data techniques offer greater memory capacity, substantial
improvements can be achieved when memory problems arise in the generation
of the item combinations to be analysed in massive datasets.
The paper is organized as follows: Section 2 reviews the literature to show how
Big Data technologies can improve existent Data Mining algorithms. Section 3
introduces the measures and methods employed to mine fuzzy association rules.
Next section presents the BDFARE algorithm developed for mining fuzzy asso-
ciation rules employing Big Data technologies. Section 5 shows the experiments
and results obtained, prior to concluding the paper in Section 6.

2 Preliminary concepts and related work

In the literature there are several approaches for mining frequent itemsets us-
ing Big Data techniques. The most famous framework, called MapReduce was
designed by Google in 2003. Since then, there have been proposed several ways
to perform association rule analysis with some minor changes. The MapReduce
framework bases in two different functions to distribute the computation. On
one hand, the Map() function transforms data into (key, value) pairs according
to some criteria, and on the other hand, the Reduce() function aggregates the
lists of key-value pairs sharing the same key to obtain a piece of processed data.

There are two different frameworks for distributed processing of data: Hadoop
and Spark. Some of the methods that are already implemented in these platforms
include RandomForest and K-means (clustering) within the official Spark MLlib
library [8]. These methods have achieved substantial improvements compared to
traditional forms of implementation in the sense that we can now make full use
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of our cluster, obtaining thus substantial improvements compared to traditional
techniques and more scalable algorithms. In particular, in Spark it is included
the PFP (Parallel FP-Growth) which is a distributed version of FP-Growth to
obtain the frequent itemsets of higher level exceeding the minimum support
threshold [18].

In addition to this, we can find in the literature other proposals for min-
ing frequent itemsets using MapReduce techniques for the non-fuzzy case. We
can highlight some approaches implementing Apriori extensions using hadoop:
[19, 10, 9]. As mentioned, Spark accelerates the performance versus Hadoop im-
plementations since it makes computations in memory. In addition to this, the
algorithms proposed in [19, 10, 9] search directly in the data the itemsets instead
of using other data structures, e.g. trees, hash tries or hash tables, which can de-
crease time execution as concluded in a study made in [24]. Spark frameworks for
Apriori extensions can be found in [22] and [21]. The R-Apriori and YAFIM al-
gorithms proposed in [22] and [21] respectively, are very similar to the non-fuzzy
phase for each α-cut of our approach but they make a loop to search k-itemsets
inside the distributed process using a hash tree while we make the MapReduce
for every k-itemset using a hash table.

To the best of our knowledge there is only one work presenting how to discover
fuzzy association rules employing the MapReduce framework. This work [14] is
based on an extension to the fuzzy case of the Count Distribution algorithm [15,
13].

3 Fuzzy Association Rules

Association rules were formally defined for the first time by Agrawal et al. [1].
The problem consists in discovering implications of the form X → Y where X,Y
are subsets of items from I = i1, i2, ..., im fulfilling that X ∩Y = ∅ in a database
formed by a set of n transactions D = t1, t2, ..., tn each of them containing
subsets of items from I. X is usually referred as the antecedent and Y as the
consequent of the rule.

The problem of discovering association rules is divided into two sub-tasks:

– Finding all the sets above the minimum support threshold, where support is
provided by the percentage of transactions in the set. These sets are known
as frequent sets.

– On the basis of the frequent sets are found, rules are discovered as those
exceeding the minimum threshold for confidence or another measurement of
interestingness generally given by the user.

However, the nature of the data can be diverse and can come described in
numerical, categorical, imprecisely, etc. In the case of numerical elements, a first
approximation could be to categorise them so that, for example, the height of a
person may be given by a range to which it belongs, as for instance [1.70, 1.90].
However, depending on how these intervals are defined, the obtained results may
vary a lot. To avoid this, the use of linguistic labels such as “high” represented
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by a fuzzy set is a good option to represent the height of a person having at
the same time a meaningful semantic to the user. Beside this, we may also have
a dataset with imprecise knowledge where ordinary crisp methods cannot be
directly applied.

To deal with this kind of data we introduce the concept of fuzzy transaction
and fuzzy association rule defined in [4, 6].

Definition 1 Let I be a set of items. A fuzzy transaction, t, is a non-empty fuzzy
subset of I in which the membership degree of an item i ∈ I in t is represented
by a number in the range [0, 1] and denoted by t(i).

By this definition a crisp transaction is a special case of fuzzy transaction.
We denote by D̃ a database consisting in a set of fuzzy transactions. For an
itemset, A ⊆ I, the degree of membership in a fuzzy transaction t is calculated
as the minimum of the membership degree of all its items:

t(A) = min
i∈A

t(i). (1)

Then, a fuzzy association rule A → C is satisfied in D̃ if and only if t(A) ≤
t(C) ∀t ∈ D̃, that is, the degree of satisfiability of C in D̃ is greater than or
equal to the degree of satisfiability of A for all fuzzy transactions t in in D̃ .

Using this model the support and confidence measures are defined using a
semantic approach based on the evaluation of quantified sentences as proposed
in [4],[6]. Using the GD-method [6] and the quantifier QM (x) = x the support
of a fuzzy rule A→ B results:

FSupp(A→ B) =
∑

αi∈Λ(A∩B)

(αi − αi−1)
|(A ∩B)αi |
|D̃|

(2)

where Λ(A ∩ B) = {α1, α2, . . . , αp} with αi > αi+1 and αp+1 = 0 is a set of
α-cuts. In the previous formula, by abuse of notation, we consider the associated
fuzzy set to a set of items, i.e. Xαi

represents the α-cut of the fuzzy set derived
from the itemset X, which is the fuzzy set with membership degree µX(t) =
t(X) = mini∈X t(i) where X ⊂ I. Note that the elements of the fuzzy set derived
from X are the transactions.

Analogously the confidence is computed as follows:

FConf(A→ B) =
∑

αi∈Λ(A∩B)

(αi − αi−1)
|(A ∩B)αi |
|Aαi
| (3)

Employing support and confidence measures and setting appropriated thresh-
olds for them fuzzy association rules can be discovered. In [7] it is proposed a
parallelization of the computation of FSupp and FConf using a set of prede-
fined α-cuts. Note that considering a sufficiently dense set of α-cuts in the unit
interval, the obtained measure will be a good approximation of the real measure
that should consider every α ∈ [0, 1] appearing in the dataset. This is the main
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idea of our proposal for mining fuzzy association rules using MapReduce. Firstly,
the algorithm developed using MapReduce is applied repeatedly for every α-cut.
The final step consists in applying a MapReduce phase which aggregates the
results using the previous formulas for support and confidence.

4 BDFARE Algorithm

Traditional algorithms have some problems when dealing with large amounts of
data as they make multiple scans of the whole database. This means that the
execution time increases with the number of transactions. In our research we
have used Spark to improve Apriori algorithm for mining fuzzy association rules
as follows.
The data is stored in a Big Data architecture, for which we used Hadoop (which
allows for replication through its HDFS - Hadoop Distributed File System) and
enables distributed processing using Spark.
This new algorithm, called BDFARE (Big Data Fuzzy Association Rules Ex-
traction) algorithm, is based on two phases. The first one involves loading the
dataset and calculating how often each item appears in the set of transactions
using the Map and Reduce functions. In Figure 1 we can see an example of first
phase with the value of α = 0.5. In this example, the Map() function, in par-
ticular it is used the FlatMap() function, returns only the items with support
higher than 0.5 (column in the middle only contains items with membership
values ≥ 0.5). After that, a re-counting of the obtained items is done using the
Reduce() function.

Fig. 1. First Phase of BDFARE
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This is followed by the second phase, in which we extract the size-k itemsets
(see Figure 2). For this task we used a function that returns the candidate
k-itemsets from the frequent items. As a result, a list of pairs of the type <
itemset, degree of membership > is saved in a global variable representing the
candidate list. This enables a faster access to the list. After this, the map()
function returns, as in the previous phase, the counts of the candidates, having a
pair < itemset, 1 > when the membership value of the itemset is higher than the
value of the α considered in that iteration. In this way, the algorithm calculates in
each step all the cardinalities necessary for the computation of the final support
and confidence measures. These two phases will be repeated until no new k-
itemsets can be found.

Fig. 2. Second Phase of BDFARE

As mentioned in Section 2, we have employed a hash table as the central data
structure to accelerate the searching of itemsets. If we use instead of the hash
table a linear search at each node it will result in an increase of time. In [24] a
comparison between the different data structures was made concluding that the
hash table outperformed among the three data structures (hash tree, trie and
hash table ) for both real-life and synthetic datasets.
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5 Experiments and results

In order to check the performance of our proposal we have carried out several
experiments to compare running time using the non-distributed version of Apri-
ori for discovering fuzzy association rules with the distributed proposal using
BDFARE algorithm. Our aim is to study the behaviour of the algorithm with
and without Big Data techniques. To this end, we applied the algorithms in
several fuzzy transactional datasets and we study their running time according
to different parameters: the number of items and the number of transactions of
the datasets.
Three different datasets have been considered from the UCI machine learning
repository 1 where some attributes have been conveniently fuzzyfied as described
in [23]. The German dataset consists of transactions about credits offered by a
german bank. Three variables were fuzzyfied: amount of the credit, its duration
and the age of the person who owns the credit. The Autompg dataset consists
of several attributes about cars. In this case, the continuous attributes were
fuzzified using the following linguistic labels: low, medium and high. The Bank

dataset contains data about marketing campaigns of a Portuguese banking insti-
tution. In this dataset we have fuzzified their continuous attributes by defining a
suitable fuzzy partition according to the semantics of the attribute (description
of the fuzzy sets employed can be found in [23]).

The final datasets used in the experiments have been replicated in order to
obtain larger datasets to prove the performance of the algorithm in extreme
situations. Their original size can be found in Table 1. Actually, there is not
any large fuzzy dataset available in open data repositories, but we plan to apply
the algorithm to data collected during a time period from sensored buildings.
These sensors give numerical values from a continuous scale that are very close
among them (e.g. 25 degrees and 25,2 degrees). In this case, the building op-
erators are more interested in obtaining patterns relating temperatures such as
“warm”, “cold”, “very cold”, etc. that can be represented by convenient fuzzy
sets instead of using intervals that may divide very close data in two different
intervals.

Fuzzy Database Transactions Items

German 1000 79
Autompg 398 39
Bank 45211 112

Table 1. Datasets

1 http://archive.ics.uci.edu/ml/
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5.1 Results

The experimental evaluation have been made in an computer architecture con-
sisting of a cluster comprised of three processing units with Intel Xeon processors
with 4 cores at 2.2 Ghz, while the traditional algorithm was executed on one
of these clusters. We have performed several experiments with different thresh-
olds values, but we show here the results for minimum support equal to 0.2
and minimum confidence equal to 0.8. The important thing here is to set the
same thresholds for distributed and non-distributed approaches since we are
more interested here in observing the performance (time and memory) of both
approaches depending on the number of transactions and the number of items.

We began by studying the behaviour of the algorithms (distributed and non-
distributed) when the number of transactions increases. To this end, they were
run as subsets of the whole datasets in order to observe the behaviour with regard
to the number of transactions. Figure 3 shows the behaviour of the algorithm
when the quantity of transactions increases in each of the datasets (the number of
transactions has been replicated till obtaining four millions). It can be observed
that the traditional algorithm performed worst than the BDFARE algorithm, as
expected.

To be exhaustive, with the datasets consisted of 0,5 million and 1 million
transactions, we achieved time savings in average of 12% and 18% respectively
compared to the non-distributed version. We can also see in this graph that the
traditional algorithm did not complete its execution for the dataset containing
4 million transactions due to an error resulting from the lack of memory. By
contrast, BDFARE completed the execution thanks to the use of Big Data tech-
niques, which allow us to use the memory of the three nodes, thereby obtaining
a higher capacity.

Figure 4 shows the running time when the number of items increases in the
three datasets. In this graph we observe that the execution time using BDFARE
does not offer substantial improvements in some cases compared to the tradi-
tional algorithm. This is because the Apriori algorithm explores all possible item
combinations and in each of these explorations it consults the dataset. Addition-
ally, with a small number of items BDFARE does not achieve always more effi-
cient executions due to the time consumed in the planning of the jobs, necessary
when distributing data. However when the number of transactions increases, the
performance of the BDFARE algorithm tends to improve the non-distributed
approach.

6 Conclusions and future research

As we have seen, this paper has focused on the study of one of the most com-
monly used techniques in data mining, association rules, which allows to extract
co-occurrence patterns from datasets. The algorithms proposed traditionally for
mining association rules fail when analysing massive datasets because the pro-
cess results in very high computational costs and its efficiency decreases when
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Fig. 3. Performance of BDFARE vs non-distributed algorithm when the quantity of
transactions increases

the dataset grows.
To this end we have presented an extension to Apriori algorithm for mining fuzzy
association rules using Spark, a Big Data framework which enables MapReduce
implementations. The algorithm has been compared with non-distributed ver-
sion of the algorithm showing improvements not only in terms of execution time
and but also in terms of memory, improving the processing capacity, since some
of the experiments were not able to process with the non-distributed version.
An additional advantage is that our algorithm and its performance can be eas-
ily improved even further just by expanding our processing system with more
clusters (computation nodes). This allows to scale our approach in external data
centers or in cloud systems such as AWS (Amazon Web Services), another great
advantage of Big Data technology.
As regards future research, we want to implement more efficient approaches [16]
that have been proved that performs quite well in the non-distributed case such
as the Apriori-TID [2], FP-Growth [20] or ECLAT [27] algorithms. Addition-
ally, we plan to apply the presented approach and the new implementations
to sensor data collected from several buildings in order to study the efficiency
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Fig. 4. Performance of BDFARE vs non-distributed algorithm when the quantity of
items increases

patterns relating indoor and outdoor temperatures, HVAC (Heating, ventila-
tion, air-conditioning) set points and energy consumptions. In this case, fuzzy
sets are suitable to represent understandable value ranges for the users, building
operators, etc.
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Abstract

The high computational impact when mining fuzzy association rules grows sig-

nificantly when managing very large data sets, triggering in many cases a mem-

ory overflow error and leading to the experiment failure without its conclusion.

It is in these cases when the application of Big Data techniques can help to

achieve the experiment completion.

Therefore, in this paper several Spark algorithms are proposed to handle

with massive fuzzy data and discover interesting association rules. For that, we

based on a decomposition of interestingness measures in terms of α-cuts, and

we experimentally demonstrate that it is sufficient to consider only 10 equidis-

tributed α-cuts in order to mine all significant fuzzy association rules.

Additionally, all the proposals are compared and analysed in terms of effi-

ciency and speed up, in several datasets, including a real dataset comprised of

sensor measurements from an office building.

Keywords: Big Data, Fuzzy frequent itemset, Fuzzy Association Rules, Spark

Nowadays, the increasing data generation in the majority of companies, so-

cial media, etc. has given rise to the Big Data phenomenon. Moreover, every

daty more buildings sum to the “smart sensored” fashion by incorporating sen-

sor devices to collect data in order to use it for improving their energy usage

and therefore save not only energy but also money and natural resources. The5
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constantly necessity of information discovery from these huge amounts of data is

the key in this competitive world. In this regard, Big Data philosophy, based on

the MapReduce framework, helps in that task. In particular, many Data Mining

techniques had been developed using the Big Data techniques [1, 2, 3, 4].

Association rules can be helpful in this ambit to uncover hidden relationships in10

gathered data without supervising. Association rules are often represented by

implications of the type A → B, representing the joint co-occurrence of A and

B in a high percentage of transactions. However, numerical data coming e.g.

from sensors may contain very granulated values that difficult their analysis.

At this respect, some works have employed discretization of these numerical15

values. But this may biassed the obtained results since final results can vary

a lot depending on how the attribute values are divided. This problematic has

been pointed out by several authors like in [5]. Fuzzy Sets theory [6] has been

proven to be a good option to discretized numerical values in a soften way and

representing in a understandable way to users. As a result of this fuzzy dis-20

cretization process, fuzzy databases are created where fuzzy association rules

can be extracted [7]. Additionally, there are ambits where data can be affected

by some kind of uncertainty or imprecision, and they are gathered following a

fuzzy description of attributes [8].

25

In this paper, we study which can be the best procedure to analyse Big

Data by means of fuzzy association rules. In the literature, some proposals

can be found to perform such analysis, but they run into problems when the

volume of data increases, becoming less efficient and leading, in many cases, to

memory overflow errors. To this end, we have proposed different Spark proposals30

for mining fuzzy association rules, enabling the distributed processing of big

data amounts. Spark implementations [9] enables faster memory operations

than other framework like Hadoop [10] because in-memory computations are

allowed. In [11] there is a very complete comparison between Hadoop and

Spark frameworks in several Machine Learning algorithms, obtaining that Spark35

outperforms Hadoop in the majority of cases.
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Fuzzy association rule in the Big Data environment has not attracted yet

many attention, and to the best of our knowledge, there does not exist any

implementation. Therefore, the main contribution of this work is then the

proposal, implementation and comparison of different algorithms for fuzzy as-40

sociation rule mining in Spark, improving the existing implementations of crisp

association rule algorithms, by enabling the uncovering of fuzzy association rules

with no restrictions in either the number of items present in the antecedent or

the consequent. The results of our experiments show that Big Data approach

improves the efficiency of algorithms, with respect to traditional non-distributed45

techniques. For that we have compared their performance in terms of execution

time and also in memory consumption, attending to the number of transactions

and the number of items to be analysed. However, the growth in the number of

items, due to the exponential combination among them, the different proposals

may not achieve a significant improvement in time, but thanks to the distribu-50

tion capability of Big Data, substantial improvements are achieved in terms of

memory problems, enabling to finish the analysis, in contrast to the memory

overflow problems that sometimes appear in traditional approaches.

Additionally, our proposals are based on a decomposition of interestingness

measures in terms of α-cuts which facilitates their implementation to other in-55

terestingness measures different to that of support and confidence using the

formal model developed in [12]. In order to facilitate the decision of what set of

α-cuts it is necessary to employ when mining fuzzy association rules, we exper-

imentally demonstrate that it is sufficient to consider only 10 equidistributed

α-cuts in order to uncover all significant fuzzy association rules.60

The paper organization is the following: Section 1 makes a literature revision

in the ambit of Big Data technologies and association rule mining algorithms.

Section 2 introduces the definitions and concepts related to Big Data and fuzzy

association rule mining necessary for the comprehension of the paper. Section 3

presents the different algorithms proposed and developed for fuzzy association65

rules mining using Spark. Section 4 describes the experiments performed and

results obtained, before concluding the paper in Section 5.
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1. Related work

Data mining techniques can be classified into two main types: supervised

techniques such as classification methods and non-supervised techniques such as70

clustering or association rules. This work is focused in association rule mining,

but there are also many works which restrict to frequent itemset mining, the

first step in the process of discovering association rules.

1.1. Algorithms review for frequent itemset mining

In this section we review the existent algorithms in the literature for frequent75

itemset extraction. Once frequent itemsets are discovered, association rules

can be extracted by assessing the strength of the relation (e.g. by means of

confidence).

Apriori based algorithms

Apriori algorithm was proposed in the mid-nineties [13]. It consists on find-80

ing the set of frequent itemsets L, in a given databaseD. This algorithm searches

the items in the transactions structure, which is consulted in each iteration to

check if larger itemsets are satisfied. In this first work [13], the authors identified

a fundamental property: the downward closure property. This property assures

that any subset of a frequent itemset must be also frequent. This gave rise to di-85

vide the process in two main steps that are repeated to find frequent itemsets of

length k: first one is known as the candidate generation step, in which the sup-

port of the corresponding k-itemsets is calculated by scanning the transactional

database, and second one is known as the large itemset generation, in which

frequent k + 1-itemsets are generated by pruning the candidate itemsets that90

do not exceed the minimum support threshold. These steps are then repeated

until no more frequent itemsets can be found. Afterwards, an interestingness

measure like the confidence is employed to discover the association rules, using

the frequent itemsets extracted in the first step.

There are two limitations of this algorithm: one limitation comes from the com-95

plex itemset generation process which is very costly in time and memory, and
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the second limitation comes from the excessive number of scans necessary in the

candidate generation step.

An improvement of Apriori is the algorithm called Apriori-TID[13]. This ver-

sion of Apriori algorithm improves the performance of traditional Apriori al-100

gorithm with large databases. This approach is based on an itemset reduction

by removing non-frequent itemsets in the database in each step, and has some

changes with respect to the Apriori algorithm. The first change consists of sort-

ing the transactions by item frequency, and removing the non-frequent items.

The second change is that it uses the previous k candidate itemsets which were105

calculated in the previous phase to generate the itemsets of k + 1 size.

This version improves the Apriori algorithm in small datasets, but for large

datasets the performance of Apriori-TID is similar to Apriori although the use

of memory is improved [14].

ECLAT TID-list based algorithm110

Another way to improve the frequent itemset mining is by means of interme-

diate storage of data. In this case, a TID-list1 is employed [15], where a binary

list is created for each itemset, containing 1 in position j, if the item is satisfied

in the transaction j and 0 otherwise2. This structure allows the computation

of item and itemset support using the boolean operators. The use of these op-115

erations improves the performance of the algorithm because boolean operations

are performed very efficiently. One of the most known algorithms using this

approach is the ECLAT [14][16] algorithm.

The main problem of this algorithm is that for a large number of items it would

be necessary to store very large lists and the memory consumption would grow a120

lot. Additionally, the extension of this process in the distributed environment is

not straightforward because each TID-List has a lot of dependencies with other

TID-lists. However, the performance of ECLAT is faster in comparison with

1TID stands for Transaction IDentifier.
2Another variant of TID-list consists on a list for each item containing the ids of the

transactions where the item is satisfied.
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Apriori in the classical framework [17].

Frequent Pattern FP-Growth algorithm125

Another kind of algorithm for frequent itemset extraction is that using the

FP-tree structure [18]. This algorithm called FP-Growth [19] uses the divide-

and-conquer technique. The FP-Growth decomposes the search space based on

length-1 suffixes and reduces the number of searches in the database by using

the representation of the data in a FP-tree structure.130

This algorithm was originally designed for query recommendation where only

top-k frequent itemsets are extracted. This issue is a drawback for association

rule mining, because frequent itemsets of every length are needed to extract

the association rules, unless we are interested in only the association rules with

higher support. This means that FP-Growth is not exhaustive.135

Algorithm comparison

In the literature different comparative studies of frequent itemset algorithms

can be found [20]. Amongst them we can emphasize works comparing the Apri-

ori algorithm most widely used and known, to the rest of approaches. In [17] the

Apriori algorithm is compared with ECLAT and it was appreciated how the use140

of the TID-lists improves the performance of the Apriori, although the use of

memory is greater. Regarding the FP-Growth algorithm it scans the database of

transactions only once, having thus a faster algorithm than Apriori [20]. How-

ever, one of the problems of FP-Growth is that, for very large datasets, the

FP-tree may not fit in memory. Another feature to take into account, is that,145

FP-Growth is not exhaustive, that is, it does not obtain all the possible associ-

ation rules since it does not generate all the possible frequent itemsets.

Moreover, in [21] there is a study comparing the most employed approaches,

namely Apriori, ECLAT and FP-Growth. The experimental evaluation con-

cludes that FP-Growth is more scalable and outperforms the others. In [22], a150

comparative study in the Big Data paradigm in a crisp framework is presented.

As a conclusion, it shows that the distributed adaptation of FP-Growth is not
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always convenient to extract association rules, since it only provides the most

frequent itemsets and their support. In our case, the algorithms of our proposal

are exhaustive, finding all possible frequent itemsets. Hence, we propose the155

implementation and comparison of the Apriori, AprioriTID and ECLAT based

algorithms in Spark to extract both frequent itemsets and fuzzy association

rules in an exhaustive way.

1.2. Big Data algorithms for frequent itemset mining

The most famous framework employed in Big Data was designed by Google160

in 2003, called MapReduce. The MapReduce framework foundation lies on two

different functions, as its name indicates, to distribute the computation. On

one hand, the Map() function is in charge of transforming data into pairs of the

type (key, value) attending to some criteria that should be specified. And the

Reduce() function is employed to aggregate those key-value pairs sharing the165

same key to finally obtain a piece of processed data according to the specified

criteria.

When implementing MapReduce algorithms, two different frameworks arise as

the most employed: Hadoop and Spark. These platforms have been improved in

the last few years by incorporating diverse functions to fully take advantage of170

the capacity processing of a cluster, enabling to obtain thus more scalable algo-

rithms and improving substantially traditional ways of cluster programming. In

particular, for the case or association rules, within the Spark library, the PFP

(Parallel FP-Growth) is included. This is a distributed adaptation of known

FP-Growth algorithm that can be employed to extract higher level itemsets ex-175

ceeding the minimum support threshold [23].

Other proposals for mining frequent itemsets using MapReduce techniques can

be found in the literature for the non-fuzzy case. We can highlight some ap-

proaches which present Apriori-base algorithms using Hadoop: [24, 25, 26].

Note that these implementations are made in Hadoop, and according to the180

analysis made in [11], Spark accelerates executions since it enables in memory

computations. Moreover, algorithms proposed in [24, 25, 26] do not employ data
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structures like tree, hash tree or hash table that can help to decrease execution

times (see the study made in [27]).

In [28] and [29] the authors proposed the R-Apriori and YAFIM algorithms185

respectively, which are Apriori-based algorithms using Spark. These proposals

can be compared to the non-fuzzy phase of our approach (made for each α-

cut), but their proposal bases on a vectorial processing to obtain the itemsets

of length k in the distributed process using a hash tree, while our proposal ap-

plies MapReduce for every k-itemset using a hash table. In addition, posterior190

analysis made in [27] which compares MapReduce implementations for different

data structures concluded that using the hash table accelerates the algorithm

performance versus using hash trees and tries (prefix trees).

Beside this, parallel adaptations of most used algorithms have been also devel-

oped for frequent itemset mining [30] such as: ParEclat (Parallel Eclat) [31], Par-195

FP (Parallel FP-Growth with Sampling) [32], HPA (Hash Partitioned Apriori)[33].

All these algorithms use different data structures to improve the performance

and take advantage of the potential of multiprocessors. But the problem is that

the multiprocessor it is not enough for all cases. When data exponentially in-

crease, algorithms need more processing capability. For this reason distributed200

algorithms arise as a new option for frequent itemset extraction.

1.3. Distributed algorithms for association rule mining

As described previously, most of the reviewed algorithms focus only on fre-

quent itemset data extraction. Besides, in the literature as far as we know,

no significant improvements have been described in the association rule cre-205

ation phase, since the most time/memory consuming part is that of obtaining

frequent itemsets. We can highlight the work of [34] where PEAR (Parallel

Efficient Association Rules) algorithm is developed to improve the association

rule mining step, but the global complexity is not decreased because the cost

of extracting the frequent itemsets is much higher than in other algorithms. In210

[23] it is developed a distributed algorithm which extracts association rules but

enabling only one item in the consequent part of the rule.
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Conversely, in our approach, described in Section 3, it is presented an improve-

ment of this part that enables the uncovering of association rules with no re-

strictions in either the number of items in the antecedent or the consequent.215

1.4. Distributed algorithms for fuzzy association rule mining

The best to our knowledge, the only one work using the MapReduce frame-

work for mining fuzzy association rules can be found in [35]. This proposal

is based on an extension of the Count Distribution algorithm [36, 37] to the

fuzzy case. This algorithm uses similar procedure than R-Apriori [28] algorithm220

where in the second phase, in charge of computing the itemset support, Hadoop

is employed instead of Spark. This approach differs from our proposal since

we employ the resilient distributed dataset structure that enables across cluster

computation.

2. Preliminaries225

2.1. Fuzzy association rules

Agrawal et al. [38] formally defined association rules for the first time, al-

though in Observational Calculi [39, 40] it was also investigated the analysis of

associations.

In general, the Association Rule discovery problem consists in uncovering230

implications of the form A → B where A,B are subsets of items from I =

{i1, i2, . . . , im} fulfilling that A ∩ B = ∅ in a database formed by a set of n

transactions D = {t1, t2, . . . , tn} each of them containing subsets of items from

I. A is usually referred as the antecedent and B as the consequent of the rule.

The problem of association rules discovery has two differentiated sub-tasks235

consisting on

� finding all the itemsets exceeding the imposed threshold for the support,

where support is defined as the percentage of transactions containing or

satisfying an itemset. These are known as frequent itemsets.
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� Once frequent itemsets are obtained, association rules are those exceeding240

the minimum confidence or another established assessment measurement

(e.g. Lift).

However, as it was mentioned in the introduction, the data can be diverse and

can come described numerically, categorically, imprecisely, etc. For continuous

numerical attributes, it is often applied a categorization process, for example,245

the price of an object may be given by a range to which it belongs, as for

instance [100, 200]. However, depending on the definition of the intervals, the

obtained associations can vary a lot. To avoid this, fuzzy linguistic labels appear

as a solution to overcome this problem. In the previous example, a label like

“expensive”, that can be represented by a fuzzy set, is a good option to represent250

the price of an object having at the same time a meaningful and understandable

semantic to the user [5]. Moreover, there can be occassions where ordinary crisp

methods for describing data cannot be directly applied (see for instance [41]).

In all these cases, the data has to be represented by a gradual value, leading

to the concept of fuzzy transaction and fuzzy association rule. Definitions of255

these concepts are taken from [42, 7].

Definition 1. A fuzzy transaction, t, is a non-empty fuzzy subset of I, where

I is a set of items. That is, the membership degree of an item i ∈ I in t is

represented by a number in the range [0, 1] and denoted by t(i).

Note that this definition generalizes the idea of crisp transaction to the spe-260

cial case of fuzzy transaction. From now on, D̃ will denote a fuzzy transactional

database (see for instance Table 1).

Definition 2. Let A denote an itemset, i.e. a subset of items in I. The degree

of membership of A in a fuzzy transaction t ∈ D̃ is defined as follows:

t(A) = min
i∈A

t(i). (1)

This means that t(A) is the minimum of the membership degree of all its items.
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Definition 3. Let A,B be itemsets (⊂ I) in a fuzzy database D̃. Then, a fuzzy

association rule A→ B is satisfied in D̃ if and only if t(A) ≤ t(B) ∀t ∈ D̃, that265

is, the degree of satisfiability of B in D̃ is greater than or equal to the degree of

satisfiability of A for all fuzzy transactions t in D̃ .

Assessment measures for fuzzy association rules have been studied and anal-

ysed from different perspectives (a good review can be found in [43]). The

cardinality based generalization proposed in [7] and also generalized in works270

like [44, 45], is a good option due to their good properties (see [7] and [? ]).

However, other measures arise using of the combination of particular inclusion

and cardinality operators. The study made in [46] focuses in studying the suit-

able operators yielding a fuzzy Ruspini’s partition in close relation with negated

items in rules. For a deeper discussion on the possible frameworks to assess fuzzy275

association rules we recommend the review made in [43].

The support and confidence measures employed in this work are based on

a semantic approach for the evaluation of quantified sentences [42] using the

GD-method [7] and the quantifier QM (x) = x, which represents the quantifier

“the majority”. The following definitions can be found in [42, 7].280

Definition 4. The support of a fuzzy itemset A is defined as:

FSupp(A) =
∑

αi∈Λ

(αi − αi+1)
|{t ∈ D̃ : t(A) ≥ αi}|

|D̃|
(2)

where Λ = {α1, α2, . . . , αp} with αi > αi+1 and αp+1 = 0 is a set of α-cuts.

Definition 5. The support of a fuzzy association rule A→ B is defined as:

FSupp(A→ B) =
∑

αi∈Λ

(αi − αi+1)
|{t ∈ D̃ : t(A) ≥ αi and t(B) ≥ αi}|

|D̃| (3)

where Λ = {α1, α2, . . . , αp} with αi > αi+1 and αp+1 = 0 is a set of α-cuts.

Definition 6. The confidence of a fuzzy association rule A→ B is defined as:

FConf(A→ B) =
∑

αi∈Λ

(αi − αi+1)
|{t ∈ D̃ : t(A) ≥ αi and t(B) ≥ αi}|

|{t ∈ D̃ : t(A) ≥ αi}|
(4)

where Λ = {α1, α2, . . . , αp} with αi > αi+1 and αp+1 = 0 is a set of α-cuts.
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Fuzzy association rules can be discovered by fixing a set of predefined α-

cuts [44] to compute the support and confidence measures. Note that with a285

sufficiently dense set of α-cuts in the unit interval the computed measures will

be closer to the real measure obtained by considering every α ∈ [0, 1] appearing

in the dataset. This idea is behind of our proposal using MapReduce for mining

fuzzy association rules. And we will see in the experiments that it is enough

to consider 10 equidistributed α-cuts in order to obtain the whole set of fuzzy290

association rules.

3. Fuzzy Association Rule Mining Algorithms using Spark

In this section, we present three new algorithms for frequent itemset ex-

traction and the common part of these algorithms for fuzzy association rules

(from now on FAR) mining, all of them following the Big Data paradigm for295

distributed-mode algorithms. These proposals are inspired by the operation

of the traditional sequential Apriori, Apriori-TID and ECLAT algorithms and

are all implemented using the Spark Framework, which has several facilities for

developing Big Data algorithms based on MapReduce and improvements like

the use of main memory or advanced DAG. In this regard, the implemented300

data structure in Apache Spark, called Resilient Distributed Dataset (RDD),

abstracts the concept of data partition and will be employed through all our

proposals, meaning that data are distributed across the clusters [47].

Before presenting the algorithms it is necessary to describe the following prim-

itive Spark functions:305

� Map: Applies a transformation function to each RDD and returns a trans-

formed RDD. For instance, a Map function applied to < key, value > pairs

will give transformed pairs:

Map(< item, valuei >)→< item, transformed valuei > (5)

� FlatMap: Similar to Map, but each input item can be mapped to 0

(Equation 6 A), or to a pair (Equation 6 B) or different output items by
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means of auxiliary functions (Equation 6 C).

FlatMap(< item, valuei >)→ ∅ (6)

FlatMap(< item, valuei >)→< itemset, valuej > (7)

FlatMap(< item, valuei >)→ set(< itemset, valuej >) (8)

� Reduce: Aggregates the elements of the dataset using an aggregation

function. For example, the frequency of appearance of an item is computed

by applying a Reduce function in the following way:

Reduce(< item, list(value) >)→< item, valueaggregated > (9)

� Filter: This function allows to filter the distributed data according to a

condition.

Additionally, the algorithms use broadcast variables to enable access to

global variables in every node of the cluster, i.e. broadcast variables are available

in every partition performed by the Map functions.310

In the following, we explain the different approaches proposed to extract

frequent itemsets and fuzzy association rules using Big Data technologies.

Traditional algorithms problems when dealing with large amounts of data are

mainly due to the multiple scans made of the whole database. This often raise

in an increasing of the execution time along with the number of transactions. In315

our proposals, Spark is employed to improve the Apriori and ECLAT algorithms

for mining fuzzy association rules. In both cases the data is stored using the

HDFS (Hadoop Distributed File System), which permits replication and enables

distributed processing.

In the following sections we present the different algorithms designed for ex-320

tracting fuzzy association rules using Spark.
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3.1. BDFARE-Apriori

This section is devoted to present the new algorithm, BDFARE-Apriori

(Big Data Fuzzy Association Rules Extraction), which is comprised of different

phases: preprocessing, phase 1, phase 2 and fuzzy association rule extraction.325

The overall process is depicted in Algorithm 1. In that, we have employed the

acronym DCS (Distribute Computing using Spark) to representing each chunk

of data automatically created be Spark when distributing the data among the

clusters. Each chunk is noted by Si. This notation is also used in the subsequent

algorithms.330

For a better understanding of the running algorithms we will use the example

of database in Table 1.

ID A B C D

1 0.75 0.15 0.35 0.1

2 0 0.5 0.2 0

3 0.8 0.4 0 0.45

4 1 0.25 0.85 1

5 0.5 1 0 0.8

6 0.3 0 0.75 0

Table 1: Fuzzy database example

3.1.1. Preprocessing

The different algorithms proposed for fuzzy association rule mining algorithms335

pre-process the data transforming them into an array of BitSets. Other works

like [48] and [49], which use this kind of representation, have obtained very good

results in terms of memory usage and execution time. The BitSet representa-

tion has the advantage of accelerating logical operations such as conjunction or

cardinality, which is a fundamental part of our algorithm when calculating item340

conjunctions and their frequencies.

Therefore, for fuzzy association rule mining, the algorithm processes the data

and store them into an array of bit-lists whose size will depend on the number
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Algorithm 1 Main Spark procedure for BDFARE-Apriori algorithm
1: Input: Data: Fuzzy RDD transactions: {t1, . . . , tn}
2: Input: AlphaCuts: List of alpha cuts: {α1, . . . , αp}
3: Input: MinSupp: minimum support threshold.

4: Output: Frequent itemsets exceeding MinSupp (FreqItemset)

Preprocessing

5: DCS in q chunks of Data: {S1, . . . , Sq}
6: BitArraySi

← Si.Map (FuzzyToArray(tk ∈ Si)) # Map function computes indepen-

dently each transaction in Si

Phase 1: FreqItems()

7: DCS in q chunks of BitArray: {BA1, . . . , BAq}
8: {< it1, bit list1 >, . . . , < itm, bit listm >} ← BAj .FlatMap()

9: {< it1, card1 >, . . . , < itm, cardm >} ← ReduceByKey(
∣∣bit listitk

∣∣)
10: ItemSupport ← Support(itk)

11: DicFreqItemset ← Filter(ItemSupport ≥MinSupp)

Phase 2: Candidate generation

12: Candidate← DicFreqItemset #Candidates of Length = 1

13: Length = 2

14: Global FreqItemset← Candidate

15: broadcast(Global FreqItemset) #Creates a broadcast variable for its use across the cluster

16: do

17: DCS in q chunks of BitArray: {BA1, . . . , BAq}
18: {< itemset1, bit list1 >, . . . , < itemsetm, bit listm >} ←

BAj .FlatMap(BitListComputation(Global FreqItemset))

#see Alg. 3

19: {< itemset1, card1 >, . . . , < itemsett, cardt >} ←
ReduceByKey(

∣∣bit listitemsetk

∣∣)
20: ItemsetSupport ← Support(itemsetk)

21: DicFreqItemset = Filter(ItemsetSupport ≥MinSupp)

22: end DCS computation

23: Length+ +

24: Candidate← CandidateGen(DicFreqItemset, Length)

25: Global FreqItemset.append(Candidate)

26: while |DicFreqItemset| > 1

27: return Candidate
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of transactions contained in the chunk, obtaining for each transaction an array

of itemsets with their corresponding bit-list. This is described in lines 6-10 of345

Algorithm 1. Note that all this process is made in a distributive manner, i.e.

for each chunk of data, in order to accelerate the computation. Then, for each

transaction and for each item a bit-list will be created containing 1 in position

j if the membership value of the item in that transaction is higher or equal

than αj and 0 otherwise. In this way, each item is represented by its bit-list350

depending on its value in the transaction. For that, we implement a procedure

called FuzzyToArray, whose pseudocode is in Algorithm 2. For instance, if the

itemset X is satisfied with degree 0.25 in a transaction ti, i.e. µX(ti) = 0.25,

and the set of α-cuts is {1, 0.75, 0.5, 0.25}, then the associated bit-list of X in

that transaction will be [0, 0, 0, 1]355

Algorithm 2 Pseudocode of FuzzyToArray function
1: Input: Data: a fuzzy transaction tk.

2: Input: AlphaCuts: List of alpha cuts: {α1, . . . , αp}
3: Output: An array of Bit-lists for each item

FuzzyToArray()

4: For every item it ∈ tk
5: j = 0

6: Array = [ ]

7: Do

8: If(µit(tk) ≥ αj)

9: Array.append(1)

10: Else

11: Array.append(0)

12: j + +

13: While j ≤ p
14: end for

15: return {Array} # For each tk the Array contains lists of the type <item,bit list>

The implementation of this type of bit-lists have been made using the numpy

library available in python, which enables concurrent management of lists with-

out going through every list element, enabling the distribution of computations

along different clusters. Regarding the use of BitSets, it is necessary to empha-

size the low memory resources needed to manage the array of bit-lists created360

16



during the preprocessing phase for big amounts of data (see also [12, 48, 49]).

In addition, this structure improves the performance of the algorithm since it

accelerates conjunction and cardinality computations.

3.1.2. Phase 1

365

The first step involves the dataset load and computation of each item appearance

in the set of transactions using the Map and Reduce functions. In lines 7-

11 of Algorithm 1 we can see how is the process of counting the items using

the MapReduce paradigm. Firstly, we use a FlatMap function (see line 8) to

transform the lists [item1 bit list], . . . , [itemm bit list] to lists of pairs of the370

form < itemi, bit listi >. We perform this transformation for being able to use

a ReduceByKey function that adds all the Bitlists of the same key (i.e. of the

same item) to obtain the frequencies of each item. In Figure 1 we can see an

example for the value of minimum support threshold of 0.5. In this example,

the FlatMap() function, returns the pairs < itemi, bit listi >. Afterwards,375

the items are grouped using the ReduceByKey function using the operator of

numpy library explained previously, and their support is calculated using the

formula in equation (2). The last step is in charge of selecting those items with

support greater than threshold (MinSupp = 0.5). In the example provided in

Figure 1 only item A fulfils that condition.380

3.1.3. Phase 2

This is followed by the second phase, in which the algorithm extracts the size-k

frequent itemsets (lines 12-26 of Algorithm 1). For this task we use different

functions, for example the CandidateGen() function generates the itemsets com-385

binations for next k iteration of the algorithm. On the other hand, the function

BitListComputation() (see Algorithm 3) performs in a distributed way, the

AND combination in each transaction of the candidate itemsets stored in the

global variable Global FreqItemset through its use in a FlatMap() function (see
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Figure 1: Example of first phase of BDFARE algorithms applied to the fuzzy items in Table 1

line 18 of Algorithm 1). The input of this FlatMap() is a chunk of the dataset390

transformed into bit-lists and the variable Global FreqItemset containing the

frequent itemsets of length k. Its output will be a list of pairs comprised of the

key of the itemset and its corresponding bit list for each transaction. The way

to perform this task is to go through all the itemsets in Global FreqItemset

and search in the transaction each one of the items contained in the itemset395

(see lines 5-7 Algorithm 3). This returns a list with the obtained itemsets and

their corresponding bit-list (where the AND operation has been applied to the

bit-lists (see lines 8-10 Algorithm 3).

Afterwards, these pairs will be grouped by means of a function ReduceByKey

which calculates the cardinal of the bit-lists. This function will return a list400

with the items and their cardinal with which we will calculate the support of

each one (see lines 19-21 of Algorithm 1). Then in line 21 the DicFreqItemset

variable is overwritten with the new candidates and the new frequent itemsets

are added to the Candidate variable and if there is more than one new candi-

date a new iteration is made. These tasks are repeated until no new itemsets of405

length k can be found (see line 26).

As mentioned in Section 1, one of the main differences with other crisp ap-

proaches developed in Spark is the use of a hash table to accelerate the searching
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Algorithm 3 Pseudocode of BitListComputation function
1: Input: Data: a fuzzy transaction tr.

2: Input: Global FreqItemset: List of k-Itemsets

3: Output: ItemsetList: List of pairs < itemset, bit list >.

BitListComputation()

4: ItemsetList=[ ]

5: For every k-itemset A ∈ Global FreqItemset

6: {it1, . . . , itm} = Split(A)

7: ArrayOfBitList: {bit list1, . . . , bit listm} =SeekItems({it1, . . . , itm}, tr)

8: bit listA ← bit list1 ∧ · · · ∧ · · · ∧ bit listm

9: ItemsetList.append(< A, bit listA >)

10: end for

11: return ItemsetList

of itemsets. When other structures, like a linear search at each node, are em-

ployed, it results in an increase of time. A comparative study among these410

structures can be found in [27] where the experiments confirmed that the hash

table outperformed among the other data structures considered (hash tree, trie

and hash table) for real and synthetic datasets.

3.1.4. Fuzzy Association Rule mining

415

Once frequent itemsets are extracted, the final step is to uncover the fuzzy

association rules that exceed the predetermined thresholds for support and con-

fidence. This function is described in Algorithm 4.

Algorithm 4 Main Spark procedure for extracting fuzzy association rules in

BDFARE type algorithms
1: Input: Candidate: Candidate list of frequent itemsets.

2: Input: MinConf minimum threshold for confidence.

3: Output: Fuzzy Association Rules exceeding MinConf

4: DCS in r chunks of Candidate: {C1, . . . , Cr}
5: {< Rule1, Conf1 >, . . . , < Rules, Confs >} ←

Cj .FlatMap(GenerateRules(), Conf()) # The FlatMap generate the

rules using the list of candidates and computes their confidence using

the frequency information in Global FreqItemset variable

6: Rules← ReduceByKey(RuleConf ≥MinConf)

7: return Rules

8: end DCS computation
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The result of previous phases is a list of frequent itemsets that will be in RDD

format used by Spark. The idea of this last part of the algorithm is to use a420

FlatMap function and afterwords a Reduce function as follows. For each par-

tition of frequent itemsets the FlatMap function generates the possible rules

(see Figure 2 and lines 4-5 of pseudocode of Algorithm 4). This task is per-

formed by the GenerateRules() function which generates rules from an item-

set sequentially [50]. Therefore the distributed execution of GenerateRules425

through FlatMap returns pairs of the form < Rule, Confidence >, and finally,

through a ReduceByKey operation we filter those pairs keeping only those

above MinConf threshold (see lines 6-7 of Algorithm 4).

Figure 2: General association rules mining procedure using MapReduce

3.2. BDFARE-Apriori-TID

Another developed algorithm is BDFARE-Apriori-TID, design following the430

philosophy of Apriori-TID. In this case, the structure similar to the BDFARE-

Apriori algorithm explained in the previous section.

3.2.1. Preprocesing

The preprocessing phase is equal to the BDFARE-Apriori algorithm, because435

the structure of data for distributive processing across the cluster is the same.
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Algorithm 5 Main Spark procedure for BDFARE-Apriori-TID algorithm
1: Input: Data: Fuzzy RDD transactions: {t1, . . . , tn}
2: Input: AlphaCuts: List of alpha cuts: {α1, . . . , αp}
3: Input: MinSupp: minimum support threshold.

4: Output: Frequent itemsets exceeding MinSupp (FreqItemset)

Preprocessing

5: \\ Equal to preprocessing in Algorithm 1

Phase 1: FreqItems()

6: DCS in q chunks of BitArray: {BA1, . . . , BAq}
7: {< it1, bit list1 >, . . . , < itm, bit listm >} ← BAj .FlatMap()

8: {< it1, card1 >, . . . , < itm, cardm >} ← ReduceByKey(
∣∣bit listitk

∣∣)
9: ItemSupport ← Support(itk)

10: DicFreqItemset ← Filter(ItemSupport ≥MinSupp)

11: BitArray ← BAj .Map(Remove(DicFreqItemset)).

.Map(Sort(DicFreqItemset)).collect()

Phase 2: Candidate generation

12: \\ Equal to lines 12-16 of Algorithm 1

13: do

14: DCS in q chunks of BitArray: {BA1, . . . , BAq}
15: {< itemset1, bit list1 >, . . . , < itemsetm, bit listm >} ←

BAj .FlatMap(BitListComputation(Global FreqItemset))

# see Algorithm 3

16: {< itemset1, card1 >, . . . , < itemsett, cardt >} ←
ReduceByKey(

∣∣bit listitemsetk

∣∣)
17: ItemsetSupport ← Support(itemsetk)

18: DicFreqItemset = Filter(ItemsetSupport ≥MinSupp)

19: BitArray ← BAj .Map(Remove(DicFreqItemset))

20: end DCS computation

21: Length+ +

22: Candidate← CandidateGen(DicFreqItemset, Length)

23: Global FreqItemset.append(Candidate)

24: while |DicFreqItemset| > 1

25: return Candidate
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3.2.2. Phase 1

The first phase of Algorithm 5 is similar to Algorithm 1. The main difference

is that those items with support value lower than the MinSupp threshold are440

removed from the bit-list vector storage in the Bit-Array and sorted after the

counting (see line 11). The ordering followed is from the highest to the lowest

according to the number of occurrences of the item in the database.

3.2.3. Phase 2

445

The principal difference with BDFARE-Apriori is that in each iteration of the

frequent itemsets searching process all infrequent items are removed (see line 22

Algorithm 5).

3.2.4. Fuzzy Association Rule mining

450

The extraction rules phase is equal to the BDFARE-Apriori algorithm explained

in Section 3.1.4. We use the hash table obtained with the frequent itemsets for

extracting the association rules and calculate the measures like the confidence,

lift or certainty factor of each rule.

3.3. BDFARE-ECLAT455

We have also implemented the BDFARE algorithm following the philosophy

of the sequential ECLAT algorithm, but using the MapReduce paradigm in

the Spark framework. In this case, the principal difference resides in the data

distribution by itemset, instead of process distribution by set of transactions

like in Apriori.460

3.3.1. Preprocesing

The preprocessing in BDFARE-ECLAT algorithm is different from the previous

explained algorithms. In this way, BDFARE-ECLAT needs the data grouped
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Algorithm 6 Main Spark procedure for BDFARE-ECLAT algorithm
1: Input: Data: Fuzzy RDD transactions: {t1, . . . , tn}
2: Input: AlphaCuts: List of alpha cuts: {α1, . . . , αp}
3: Input: MinSupp: Minimum support threshold.

4: Output: Frequent itemsets exceeding MinSupp

Preprocessing

5: DCS in q chunks of Data: {S1, . . . , Sq}
6: BitArraySi

← Si.Map(FuzzyToArray(tk ∈ Si)).GroupByKey()

# Map function computes independently each transaction in Si

# BitArraySi
contains lists of the form < item,

[bit list1, . . . , bit listn] >, in this way, they can be distributed in the

cluster by item (see Figure 3)

Phase 1: FreqItems()

7: DCS in q chunks of BitArray: {BA1, . . . , BAq}
8: {<it1, [bit list1, . . . , bit listn] >, . . . , < itm, [bit list1, . . . , bit listn] >} ←

BAj .FlatMap()

9: {< it1, card1 >, . . . , < itm, cardm >} ← ReduceByKey(
∣∣bit listitk

∣∣)
10: ItemSupport ← Support(itk)

11: DicFreqItemset ← Filter(ItemSupport ≥MinSupp)

Phase 2: Candidate generation

12: Candidate← DicFreqItemset #Candidates of Length = 1

13: Length = 2

14: Global FreqItemset← Candidate

15: broadcast(Global FreqItemset) #Creates a broadcast variable for using across the cluster

16: do

17: DCS in q chunks of items list of BitArray: {IBA1, . . . , IBAq}
18: {< itemset1, bit list1 >, . . . , < itemsetm, bit listm >} ←

IBAj .FlatMap(BitListComputation(Global FreqItemset))

# see Algorithm 3

19: {< itemset1, card1 >, . . . , < itemsett, cardt >} ←
ReduceByKey(

∣∣bit listitemsetk

∣∣)
20: ItemsetSupport ← Support(itemsetk)

21: DicFreqItemset = Filter(ItemsetSupport ≥MinSupp)

22: end DCS computation

23: Length+ +

24: Candidate← CandidateGen(DicFreqItemset, Length)

25: Global FreqItemset.append(Candidate)

26: while |DicFreqItemset| > 1

27: return Candidate
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by item joint with their membership degree (in the format of bit-list) (see Al-465

gorithm 6). Therefore the main difference is the aggregation by item in the

MapReduce phase depicted in Figure 3, where there is an example of the aggre-

gation function and output data of BDFARE-ECLAT preprocessing.

Figure 3: Preprocessing data phase which transforms fuzzy items into bit-lists in BDFARE-

ECLAT

Firstly, the algorithm transforms each transaction into pairs< itemi, bit listi >

as explained in the preprocesing phase of BDFARE-Apriori algorithm. Then,470

the algorithm aggregates the different lists by items using a GroupByKey func-

tion (see line 6 of Algorithm 6), generating pairs with an item and a large list

of lists containing a bit-list per transaction.

3.3.2. Phase 1

475

In the first phase, the algorithm counts the number of appearances of every item

in every transaction depending on the established set of α-cuts. After that, the

algorithm calculates frequent items and generates the itemsets for the next step.

The main difference with BDFARE-Apriori resides in how to compute the fre-
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Figure 4: Example of second phase of BDFARE-ECLAT applied to the fuzzy items in Table 2

quency of items using the list data format. In this case the FlatMap function480

(see line 8 of Algorithm 6) return pairs comprised of items and their correspond-

ing bit-lists per transaction. Then, the ReduceByKey function calculates the

cardinal per item with this data, and afterwards the support is computed (see

lines 9-11 of Algorithm 6).

3.3.3. Phase 2485

For the calculation of itemsets support, the algorithm uses the FlatMap() func-

tion in the same way as in the Apriori case. The main difference is how the

pair lists are computed. In this case, the FlatMap() function returns a pair

comprised of an itemset and a list for each transaction with the bit-list using490

the numpy array format (see Figure 4 and lines 18-19 of Algorithm 6). There-

fore, the algorithm calculates all the cardinalities needed for the computation

of the cardinality of the obtained itemsets using the ReduceByKey() function,

and afterwards computes their support. This step will be repeated until no new

k-itemsets can be found.495

3.3.4. Fuzzy Association Rule mining

The extraction rules phase is equal to BDFARE-Apriori and BDFARE-Apriori-
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TID previously explained.

4. Experiments and results500

Our aim is to study the behaviour of the new algorithms designed for dis-

tributed computation using Spark framework. The experiments carried out have

been designed to analyze the following different aspects:

� Compare proposed algorithms among them taking into account the execu-

tion time along different configurations for the experiments, and towards505

different datasets.

� Compare the proposed algorithms for the calculation of measures like sup-

port and confidence when the algorithms use numpy vector or traditional

method.

� Analyse proposed algorithms measuring the speed up and the efficiency510

achieved by increasing the number of cores in the procedure.

� Study the performance of proposed algorithms with respect to different

sets of α-cuts.

To this end, the algorithms have been tested in several fuzzy transactional

datasets to analyse their running time attending to different parameters: the515

number of items, the length of datasets, the number of transactions, and the

number of α-cuts.

Five different datasets have been considered. Three of them from the UCI

machine learning repository3 where some continuous attributes have been con-

veniently fuzzyfied as described in [45]. The Bank4 dataset contains marketing520

data from different campaigns of a Portuguese banking institution. The con-

tinuous attributes of this dataset have been fuzzified by defining suitable fuzzy

partitions according to the semantics of the attributes. The Higgs [51] dataset

3http://archive.ics.uci.edu/ml/
4http://ugritlab.ugr.es:82/cjferba/datasets

26



is comprised of several attributes about Higgs Boson produced during several

Monte Carlo simulations. It is contains 28 continuous attributes plus the class525

attribute. The continuous attributes have been fuzzified using the following

linguistic labels: low, medium and high as it can be seen in Figure 7, and the

class attribute remains the same containing the values 1 or 0.

The Forest-equidepth database is originated from the database used in [52]

where binary attributes were excluded and we have fuzzified the remaining at-530

tributes using equi-depth intervals explained in [53]. The Energy ICPE dataset,

comprises data collected from an office building in Romania located in Bucharest.

It comprises 273 sensors containing different metering data collected from Septem-

ber 2016 to September 2017 with a total of 3,649,678 transactions. Continuous

attributes in this dataset have been fuzzified by the process described in [54].535

Some of the datasets used in the experiments are replicated to prove the perfor-

mance of the algorithm in extreme situations. In Table 2 it can be also found

their original size between parentheses.

Fuzzy Database Transactions Fuzzy Items

Bank 1446752(45211) 112

Higgs 11000000 86

Forest-equidepth 581012 37

Energy ICPE 3649678 1121

Table 2: Datasets

The experimental evaluation has been made in a cluster consisting of 4 servers540

with 102 cores and 420 Gb of RAM where intel’s hyperthreading functionality

was disabled for testing. The Spark version employed was 2.2 which uses a fully

distributed mode with Ambari Server.

We have made several experiments with different threshold valuesMinsupp ∈
{0.2, 0.4} and Minconf ∈ {0.8}. The high values fixed for the minimum sup-545

port have been chosen to reduce the number of obtained rules, because some of

the fuzzy items are very frequent in the databases, leading to a huge amount of
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discovered rules.

Figure 5: Performance in logarithmic scale

of BDFARE algorithms for Energy ICPE

dataset when the quantity of items increases

Figure 6: Number of rules extracted for each

dataset with MinSupp = 0.2 for all datasets

except Energy ICPE (MinSupp = 0.4) and

MinConf = 0.8

Figure 6 shows the number of rules obtained for a minimum support equal

to 0.2 for all datasets except for the case of Energy ICPE (MinSupp = 0.4) and550

minimum confidence values were set to 0.8. We are interested in observing the

performance (time) of all approaches depending on the number of transactions

and the number of items and the set of α-cuts. In addition to this, note that

the proposed algorithms extract rules without restricting the number of items

appearing in the consequent or the antecedent of the rules.555

We began by analysing the behaviour of the algorithms when the number of

Figure 7: Fuzzyfication of Higgs features using quartiles
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resources (cores and memory) increases. Figures 8, 9, 10 and 11 shows the

behaviour of the algorithms when the resources (1 core means sequential and 24,

48, 72, 102 is equivalent to 1,2,3,4 nodes where each node have 100 Gb of RAM)

increases in each of the datasets. It can be observed that BDFARE-Apriori560

performed better than BDFARE-ECLAT. Moreover, BDFARE-Apriori-TID is

more efficient than the BDFARE-Apriori, as expected.

And BDFARE-ECLAT has some memory problems in Higgs and Energy

ICPE dataset, because these datasets have a lot of transactions and items and

the lists that BDFARE-ECLAT has to create are very big. For this reason it565

needs to use a big amount of memory. To be exhaustive, in those datasets with

1 million and 11 million transactions, the algorithms achieved in average time

savings of 40% and 60% respectively if they are compared to the non-distributed

case (1 core). This graph also shows that BDFARE-ECLAT did not complete

its execution for Higgs dataset, which contains 11 million of transactions, and570

Energy ICPE dataset, containing 1000 items, due to a memory overflow error,

i.e due to the lack of memory. By contrast, BDFARE-Apriori and BDFARE-

Apriori-TID algorithms completed the execution.

Figure 8: Time for different number of clus-

ters for Energy ICPE dataset

Figure 9: Time for different number of

clusters for Forest-equidepth dataset

Figure 5 shows the time spent by the algorithms when the number of items
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Figure 10: Time for different number of

clusters for Bank dataset

Figure 11: Time for different number of

clusters for Higgs dataset

Figure 12: Performance in logarithmic

scale of BDFARE-Apriori-TID algorithm

when the quantity of α-cuts increases in

forest-equidepth dataset

Figure 13: Performance in logarithmic scale

of BDFARE-Apriori-TID algorithm with 10

and 100 α-cuts when the quantity of cores

increases (from 1 core=sequential to 32 cores)

in Bank dataset

increases for Energy ICPE dataset. In this graph it can be observed that BD-575

FARE does not offer substantial improvements in terms of time, because the

increment of time is exponential by the number of items. This is due to the

items combinatorial explosion of Apriori-based algorithms. Additionally, BD-

FARE does not achieve always more efficient executions, because during the
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jobs planning, necessary when distributing data, there is also a waste of time.580

However the performance of the BDFARE algorithm tends to improve when the

number of transactions increases. This is because the distribution of data across

the clusters is made by transaction. Moreover we can see that the BDFARE-

ECLAT algorithm, although it uses a list of items, the performance is similar

to BDFARE-Apriori. This is because the use of long lists of elements in each585

node does not work efficiently.

For the analysis of the speed up and the efficiency [55, 56, 57] according to

the number of cores, the known measure of speed up has been employed, defined

as [57, 58]

Sn = T1/Tn (10)

where T1 represents the time of the sequential algorithm and Tn the time of the

distributed algorithm with several cores. The efficiency measure [55, 56, 57] is

defined as

En = Sn/n = T1/(n · Tn) (11)

In Figures 14 and 15 it can be seen that as the numbers of cores increases, the

efficiency and speed up are improved, even they are not optimal. This factor is

influenced by the cores workloads and the network congestion employed for the590

communication among the cores.

In addition, Figure 14 shows the evolution of the execution times (speed up)

for the different proposals. In this figure, it can be observed that the greatest

reduction in time execution is achieved when the number of processors is higher.

Although the speed up obtained increased along the number of processors used,595

we can see that it moves away from proportional speed up as resources expand.

This is because increased resources may not be used as efficiently with respect to

the same amount of data using fewer resources. Note also that there are parts of

the algorithm that are iterative (e.g. calculation of the itemset of size k+1 needs

to execute those of length k), so certain parts are not totally distributed and600

this actually affects efficiency. As far as we can see in Figure 15 the efficiency
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does not increase proportionally. This same behavior of efficiency and speed up

has been observed in other studies of distributed algorithms where the efficiency

does not increase proportionality with more processors [59, 57].

Regarding the performance of BDFARE algorithms with respect to the set605

of α-cuts we have performed different experiments. Figure 12 describes how

BDFARE-Apriori-TID algorithm performs when it uses lists to represent α-

cuts and the number of α-cuts is increased, using from 1 to 16 cores (1, 4, 8, 16

cores). The difference of the performance when the algorithm uses lists or not

for different number of α-cuts is noticeable, concluding that using lists improves610

the efficiency.

Moreover, we have observed that the number of rules found considering 100,

50 α-cuts and 10 α-cuts is the same (in all the experiments). Then, it seems

that using only 10 α-cuts it is sufficient to achieve the precision of computations

to retrieve all the fuzzy association rules, which will decrease the number of615

computations and therefore, the efficiency of the BDFARE algorithms.

Figure 14: Speed up of BDFARE-Apriori-

TID algorithm for Higgs dataset

Figure 15: Efficiency of BDFARE-Apriori-

TID algorithm for Higgs dataset measured

by percentage of improvement
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5. Conclusions and future research

This paper has proposed different fuzzy association rule mining algorithms

in the ambit of Big Data, which allows to extract co-occurrence patterns from

fuzzy datasets. It has been shown, that non-distributed algorithms proposed620

for mining fuzzy association rules can fail when analysing massive datasets due

to the memory overflow errors and their efficiency is affected when the dataset

grows.

To this end, the proposals presented for mining fuzzy association rules using the

Spark framework are capable of analysing massive data. For that, the different625

proposals have been compared and analysed obtaining improvements not only

in the execution time, but also in their memory, improving their processing

capacity (note that some of the experiments could not finish their execution in

the non-distributed cases). An additional advantage of Big Data proposals is

that their performance can be easily improved even further just by expanding630

the system by adding more clusters (computation nodes). This makes easier to

scale our proposals to be executed in external data centers or in cloud systems

such as AWS (Amazon Web Services).

Additionally, our proposal is based on a decomposition of interestingness

measures in terms of α-cuts which facilitates their implementation to other in-635

terestingness measures different to that of support and confidence using the

formal model developed in [12], and we have experimentally demonstrated that

it is sufficient to consider only 10 equidistributed α-cuts in order to mine all

significant fuzzy association rules.

As regards future research, we plan the application of these proposals to real640

world problems such as in the analysis of social media or in the energy field,

by the combination of other Data Mining and Machine Learning techniques in

order to obtain more valuable knowledge from the data, utilising association

rules as a first exploratory step in the knowledge discovery process.

645

Lastly, we also intend to generalise these Big Data procedures to other tech-
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niques that are formulated in terms of association rules such as gradual depen-

dencies [60], [61], exception and anomalous rules [62], etc.
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Abstract

The amount of information generated in social media channels or economi-
cal/business transactions exceeds the usual bounds of static databases and is
in continuous growing. In this work, we propose a frequent itemset mining
method using sliding windows capable of extracting tendencies from continuous
data flows. For that aim, we develop this method using Big Data technolo-
gies, in particular, using the Spark Streaming framework enabling distributing
the computation along several clusters and thus improving the algorithm speed.
The experimentation carried out shows the capability of our proposal and its
scalability when massive amounts of data coming from streams are taken into
account.

Keywords: Streaming data, Big Data, frequent itemset mining, tendencies

1. Introduction

Nowadays, there are many techniques to obtain information from data and
they are related to Data Mining. Two important factors distinguish the type of
technique we have to use: the type of data we have and the kind of information
we want to obtain. Recently, tendency analysis is a must due to the need of5

constant updated information on economic fluctuations, social media tendencies,
etc. In this area, the extraction of frequent items has proved useful, as shown
in [1], but the continuous change of data and their enormous volume complicate
their extraction with classic techniques.

Big Data has arisen as a new framework to store and process large amounts10

of data enabling the distribution of computations among several clusters. New
techniques appear in order to store and process data such as non-structured
storage frameworks as NoSQL databases [2], which allow the programmer to
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abstract the complexity of data management in large clusters. An example of
this is the HDFS platform [3]. The main paradigm behind the Big Data used15

for distributed programming is known as Map-Reduce [4] and is available in
platforms such as Hadoop [5] or Spark [6]. The libraries in these two platforms
are getting larger in recent years thanks to the fast deployment of suitable ex-
tensions of existent algorithms within the Data Mining and Machine Learning
communities. However, some of these implementations are not direct exten-20

sions, since we have to deal with the peculiarity of the algorithms and the data
structures they employ. This is for instance the case of structures like trees
which perform very efficiently in the non-distributive case and not so well along
several clusters (we recommend reading the analysis made in [7]).

In frequent itemset mining, several sequential approaches have been tradi-25

tionally used such as the Apriori (or some of its advanced versions like Apriori-
TID), ECLAT, or FP-growth algorithms [8] to extract frequent co-occurrence
of items in a database. But these algorithms cannot be used for continuous
data flows, where time plays an essential role. The sub-field in charge of this
is known as Streaming analysis. Several approaches have been developed for30

frequent itemset extraction in data streams, but sometimes their processing
capacity is exceeded when data comes from social media or marketing fluctua-
tions. Existent algorithms for stream mining sometimes fail when the volume
of data contained in a temporal window cannot be processed due to a memory-
overflow. At this respect, distributed algorithms are capable of processing the35

data by mapping them into different clusters of computation. In particular, Big
Data implementations enable to handle with these types of problems, allowing
not only their processing but also providing redundancy mechanisms to prevent
the data loss without having data inconsistency. However, as far as we are con-
cerned, there are no available Big Data implementations for frequent itemset40

stream mining till the moment.
In the light of these observations, this paper presents a new proposal to dis-

cover tendencies using frequent itemset mining in continuous stream data. For
that, we have reviewed and analyzed existent algorithms, and we propose an
improved Big Data version using the Spark Streaming library of the FIMoTS45

(Frequent Itemset Mining over Time-sensitive Streams) algorithm developed
in [9]. It is worthwhile to stress that the proposed algorithm is not a straight-
forward extension of the existent FIMoTS. This is because it lays on a tree
structure which increments complexity if we handle it in a distributed way. In-
stead, we have considered a different configuration in order to manage with50

the necessary information. The conducted experiments show that the new dis-
tributive proposal solves the limitations of sequential FIMoTS approach when
massive streaming data are considered, outperforming the original one in all the
cases analyzed and scaling very well in very large data streams.

The paper is structured as follows. Next section introduces the problem un-55

der study and reviews the existent approaches in frequent itemset mining from
different perspectives. Section 3 presents our proposal for mining frequent item-
sets in data streams using Big Data techniques. Section 4 shows a comparison
between our proposal and its non-distributive version and we also analyze the

2



performance of our proposal. The paper ends with the conclusions and future60

plans.

2. Preliminaries and Related Works

Since its appearance, Frequent Pattern Mining (FPM) has been extensively
applied in Association rule mining as a sub-phase to obtain the frequent items
occurring together in a set of transactions [10]. Formally, let I = {i1, i2, . . . , im}65

be a set of items and D = {t1, t2, . . . , tN} be a set of N transactions where each
tj contains a subset of items.

The problem of uncovering frequent itemsets is usually developed by finding
all the itemsets above a minimum specified threshold for the support measure
defined as the frequency with which an itemset appears in the database:70

SuppD(X) =
|ti ∈ D : X ⊆ ti|

|D|

where X ⊆ I is an itemset.
In Data Streaming, the dataset varies along the time, and due to this, its

size cannot be defined in advance. Thus, the problem of obtaining frequent
itemsets does not only depend on the most recent transactions, but also on past
transactions whose importance will depend on the time instant when they were75

received. Formally, the objective of FPM in stream data is to find all frequent
patterns belonging to a fragment of the dataset called time window, noted by W
in the powerset of D. The support should be updated then along with the time,
since the number of transactions in a certain window is different in each period;
as a consequence, the support of an itemset will change throughout time.80

Formally, a time window, W , is the portion of transactions of D comprised
between two time instants:

Wi,j = (ti, ti+1, . . . , tj), i < j.

Due to the different nature of data and their heterogeneity when managing
data flows, in the literature we can find different kinds of time windows. The
landmark data model considers every data in the data stream from the beginning85

until the current time instant. On the other hand, the sliding window model
considers a range of data from a fixed instant (near present) up to a certain
instant in the past. The damped window model associates weights to the data
in the stream giving higher weights to recent data than those in the past. The
time tilted window model varies the window length and its granularity depending90

of its proximity to current time.

2.1. FPM in Static Data

In the literature, we can find several approaches to obtain the set of frequent
itemsets exceeding a predefined support threshold. Some of the most popular
ones are the Apriori [10], AprioriTID [10], ECLAT [11], TreeProjection [12], and95
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FP-Growth approaches. There are several works comparing the performance of
these algorithms [13, 14, 8]. In general, we can assume that FP-Growth is faster
than the rest of algorithms.

Regarding the parallel versions, there are parallel and distributed proposals
using the MapReduce paradigm. In [15, 1, 16], there are Apriori extensions for100

distributed environments using the Hadoop platform. The main difference of
Hadoop versus using Spark is that the latter enables computations in memory,
which accelerates the performance.

Among the developed proposals extending Apriori which uses the Spark
platform, we find [17, 18]. These proposals are not available within the Spark105

libraries and the only available extension is the PFP (Parallel FP-Growth) [19].
In this case, the implementation of the tree structure employed in the FP-
Growth does not scale very well within the MapReduce framework because the
FP-tree may not fit in memory for very large datasets. For this reason, the
parallel version available in Spark for FP-Growth is not exhaustive, because it110

only extracts the top-k itemsets and hence, it does not find all itemsets exceeding
the support threshold.

2.2. FPM in Streaming Data

In order to define the study of related works, we focused on proposals us-
ing the sliding window model, because they enable a higher flexibility to define115

which transactions belong to the window and facilitates the windows updat-
ing along time. Among the approaches following this model, we distinguish
between sliding windows with variable and non-variable length (the amount of
transactions in the window does not change).

Among the proposals using sliding windows with non-variable length, the120

CPS-Tree and the GC-Tree algorithms proposed in [20] and [21] resp. store
the identified itemsets in a tree structure. The latter employs this structure to
extract closed itemsets. On the contrary, in the algorithm developed in [22],
the occurrences of each item are stored in a binary vector of bits to accelerate
the support updating. The algorithms developed in [23, 24] extract maximal125

itemsets, i.e. all the supersets containing the itemset are infrequent. Despite
the time saved by mining maximal itemsets, the main problem is that the entire
set of frequent items cannot be recovered from the maximal itemsets.

On the other hand, the approaches using sliding windows with variable length
are capable of adapting the window in every instant because they enable the130

computations with different amounts of transactions. This feature makes them
more flexible towards non-period systems like transactions from social media.
However, non-variable windows are appropriate for sensored systems where the
periodicity of transactions remains almost constant. The algorithm proposed
in [25] makes an incremental scanning to update a prefix tree structure where135

it stores not only the frequency of items, but also some “potential future fre-
quent” items that are infrequent. The algorithm in [26] also uses this kind of
tree structure and improves it as well by applying a greedy approach. However,
it presents some drawbacks because its precision is reduced in exchange for a

4



decreased memory consumption. This is due to the fact that items not consid-140

ered potential cannot be frequent, although taking into account the transactions
in the new coming windows, they would be frequent. The proposal developed
in [27] also uses a prefix tree with the itemsets counts and it defines a factor
index to express the relevancy of recent transactions. According to this, they
make a pruning strategy for the tree which accelerates the memory consump-145

tion but decrease the computation efficiency because sometimes the counts of
emerging items must be recalculated if they were discarded during the pruning
phase. The approach presented in [28] introduces two tree-based data struc-
tures to add the new transactions to the original database (called a base-tree),
without restructuring the base-tree for extracting frequent itemsets. However,150

in this work there is a lack of experimentation to know the performance of the
proposed approach.

There also exist other works extracting specific types of itemsets, which is be-
yond the scope of this paper. Particularly, in [29] the proposed algorithm mines
weighted erasable patterns from stream data proposing some prune strategies155

taking into account the items’ weight. In [30] the work focuses on mining high
utility itemsets over stream data employing for that an utility measurement.

The FIMoTS (Frequent Itemset Mining over Time-sensitive Streams) algo-
rithm developed in [9] has several features that make it attractive for mining
frequent itemsets using variable length sliding windows. We analyze it in more160

detail paying attention to those aspects of the algorithm that will be used for
our proposal using Big Data techniques. One of the optimization techniques
used is to classify the itemsets in different categories according to their support,
so for every window the membership of the itemsets is revised depending on
their frequency in the window. For that aim, the authors define the upper and165

lower bounds called Type Transforming Upper/lower Bound, which are differ-
ent bounds associated to each itemset to represent the number of transactions
that are necessary to change their classification, in particular to be frequent or
infrequent. When these bounds reach zero, the support of the itemset is recal-
culated. Another peculiarity is that these bounds are expressed as the quotient170

of two integers in order to facilitate further computations. The main phases of
the FIMoTS algorithm are:

• The initialization of the enumeration tree which contains the supports and
the transforming bounds for each item. When the itemset is frequent, all
its descendants are calculated taking into account the nodes at the same175

level and when it is not, it is kept but its descendants are not computed.

• The aggregation and elimination of transactions to the sliding window.
When this happens, the enumeration tree must be recalculated in order
to consider the new transactions of the window or the dropped transac-
tions from it. This process consists on the computation of the transform-180

ing bounds and in the case that an itemset changes its condition from
frequent to infrequent or viceversa, the descendants should be pruned or
recalculated respectively.
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3. Distributed method for frequent itemset mining in data streams

No previous revised algorithms can be directly applied in distributed clusters.185

Moreover, the tree structures used in all of them make their direct extension
using the MapReduce framework more complicated due to the complexity and
low efficiency of operating with distributed trees in different clusters.

The decision of implementing a distributed version of the FIMoTS algorithm
is founded on the comparison made in [9], where this approach outperforms the190

rest of approaches using sliding windows. The original FIMoTS algorithm is
mainly iterative and performs recurrent updates over the tree structure, but in
distributive platforms, it is advisable to keep the communication among clusters
as low as possible. However, the maintenance of the tree structure needs direct
communication with all the clusters. For these reasons, our proposal pays much195

attention on this data structure and on how the exchange of information is
made, making it as efficient as possible.

Taking this into account, the structures employed for our distributed ap-
proach are:

• I denotes the set of items coming from the stream.200

• Ti represents the i-th window from the beginning of the process. The
transactions collected in each window are transformed using the RDD
(Resilient distributed dataset) available in Apache Spark which partitions
data in order to distribute them across the clusters.

• The Frequent Itemset Tree (FIT ), badly called tree, is a list of elements,205

called nodes, containing information about the frequent items found till
the moment. In Figure 1 an example of node is illustrated.

• The Transforming Bounds Lists (TBLF and TBLI). We define two TBLs:
TBLF contains the upper and lower bounds of frequent itemsets, and
TBLI the bounds for infrequent itemsets. The TBL also contains the210

itemsets FIT-identifiers in order to optimize their access in the FIT when
the support has to be updated, i.e. when the bounds turn to 0 or less (see
Figure 2).

One of the main features of FIMoTS is that it speeds up the mining process
by only considering those itemsets that can change their status from frequent to215

infrequent and vice versa. For that aim it defines the upper and lower bounds
which determines the number of transactions needed to change the itemset sta-
tus:

(a) Upper bound: Given an itemset i ∈ I, if adding ub− 1 new transactions
to the window it is impossible to change its status (frequent/infrequent) but220

adding ub transactions it could change it, then ub is called the upper bound, ubi,
associated to the itemset.

(b) Lower Bound: Analogously, given an itemset i ∈ I, if removing lb − 1
transactions to the window it cannot change its status (frequent/infrequent) but
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removing lb transactions it could change it, then lb is called the lower bound,225

lbi, associated to the itemset.
For the computation of upper and lower bounds it is only needed the actual

support of the itemset (contained in the FIT) and the number of transactions
added and removed from the actual window (knowing the minimum support
threshold) (see Algorithm 3). Remark that when the bounds turn to 0 or less,230

then the status of the itemset is changed and it has to be changed in the FIT
by computing (infrequent to frequent) or removing (frequent to infrequent) its
descendants.

Figure 1: Example of a node in the Frequent Itemset Tree

Figure 2: Example of an element in the list of transforming bounds (LTB)

In Figure 3, we can see the whole picture of our proposal. In it, we distinguish
the following processes:235

• Initialization of structures: The vocabulary (set of different items) is
identified and replicated in each slave machine. The transactions coming
in the first window are analyzed to accomplish the tree initialization (see
also Figure 4).
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• Data partition: This is performed using Spark Streaming, which allows240

the distribution of upcoming transactions until the time interval (window)
ends. Once it is closed, we can continue processing the data within it. In
the meanwhile, the new coming transactions are processed and stored in an
intermediate state in an RDD (Resilient Distributed Dataset) [31] which
is stored in memory to be distributed and processed afterwards using the245

Map and Reduce functions. The main advantage of using RDDs is that
we can assure a fault-tolerant system regarding fails and delays due to the
internal management of RDDs in Spark [32].

• Updates of transforming bounds: Once the window has moved (some
transactions are dropped and new coming transactions are considered), the250

upper and lower transforming bounds are modified without distributing
the process. Since this is a numerical computation process, which does not
require a big effort, it is not distributed along the clusters. Hence, it is
directly computed over a list where each element is comprised of the upper
transforming bound, the lower transforming bound, and all the itemsets255

with that pair of bounds (see Figure 2).

• Recalculation of supports: For those itemsets whose transforming
bounds have increased/decreased to zero or low, their support is computed
considering the transactions in the actual window. This computation is
distributed using the MapReduce functions and is recursively applied when260

the descendants of the itemset must be computed, i.e. when the itemset
turns from infrequent to frequent (see Algorithm 2 for a detailed descrip-
tion of the distributed computation of supports). In Figure 6, the process
to spread out the descendants of a node that has changed to be frequent
is shown.265

• Frequent itemset tree updating: Each cluster node returns the ob-
tained information from the distributed process in order to update the
support of every itemset. This information is also used to expand or
prune the frequent itemset tree. The tree structure is modeled in a global
variable which is a dictionary consisting on key-value pairs, where the key270

is an identifier for the itemset and the value is comprised of all the informa-
tion about the itemset (see Figure 1): its relative support, the quotient of
transactions used for the computation of the relative support (numerator,
denominator), the identifier of its father node, how many children nodes
it has, and a stamp indicating its last modification. This representation275

of the tree enables a very rapid access from the clusters by indicating the
key of the itemset, and also the removal of itemsets when the tree has to
be pruned.

Figures 4 to 6 depicts some steps of the algorithm. Figure 4 corresponds to
Phase 1 of Algorithm 1 where the Frequent Itemset Tree is initialized taking280

the information of transactions in the initial window T1. First, the vocabulary
is identified (lines 1-4), afterwards the transforming bounds are computed (lines
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Figure 3: Overall scheme of our proposal
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5-7) using the procedure of Algorithm 3. For those items in LTBF (see Figure 2)
it is first computed their support and stored as a node in the Frequent Itemset
Tree (lines 8-11). Then, the FIT is spread out with the rest of descendant nodes285

following procedure described in lines 12-22. This part is depicted in Figure 6.
In Phase 2 of Algorithm 1 is executed when a new window arrives with new
transactions. It encompasses mainly 3 steps: MinSupp recomputation, with
that we can update the list of transforming bounds with the information of
transactions in the new window, and finally we compute the itemsets support290

and update the Frequent Itemset Tree. Phase 3 is executed when we want to
obtain the frequent itemsets found till the moment by checking the Frequent
Itemset Tree. Algorithm 2 details how it is computed the itemsets support using
Spark (see also Figure 5).

Figure 4: Overall scheme of the Frequent Itemset Tree initialization

4. Experimental evaluation295

The experiments carried out have been designed to analyze two different
aspects:

• To compare our proposal with the non-distributive version of FIMoTS
taking into account the execution time and the memory consumption.
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Figure 5: Distributed computation of itemsets support using Spark

Figure 6: Spread out of Frequent Itemset Tree by items descendants generation
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Algorithm 1 : Main procedure for Distributed FIMoTS

Input: Data: an RDD of transactions.
Input: MinSupp: Minimum support threshold as a fraction a/|Ti|.
Output: Frequent itemsets exceeding MinSupp

Phase 1: Initialization of structures
1: for all t ∈ T1 do // vocabulary identification
2: if i ∈ t and i /∈ I then I ← i
3: end if
4: end for

LTBs and FIT initialization
5: for all item ∈ I do
6: LTBF , LTBI ← LTB computation(item, 0, |T1|,MinSupp)
7: end for
8: for all item ∈ LTBF do
9: Result← Distributed Support computation (T1,{i ∈ I : i ∈ LTBF })

// FIT node computation
10: FIT ←< item, frequency/|T1|, {frequency, |T1|}, 0, 0, 1 >

//no father node, no children nodes, Identifier of Window=1
11: end for

Descendant FIT nodes generation
12: while LTBF has itemsets do
13: for all item ∈ I : item ≥MinSupp do

//Candidates generation
14: I ← Ck = item ∪ itemset s.t. item ∩ itemset = ∅
15: LTBF , LTBI ← Compute LTBs for the new candidate (Step 6)
16: end for
17: end while

//Optimization
18: Result ← Distributed Support computation (Ti,{Ck ∈ LTBF })
19: for all itemset ∈ Result do // FIT node descendants computation
20: FIT ←< itemset, frequency/|T1|, {frequency, |T1|}, f, 0, 1 >

// updating father nodes: adding its children
21: FIT ←< itemset, frequency/|T1|, {frequency, |T1|}, f, c, 1 >
22: end for

Phase 2: Structures Updating
23: MinSupp recalculation (as a fraction) using new and removed transactions

in Tk

24: LTB Updating for all itemsets (similar to step 9 or 15)
//Supports computation of those itemsets changing from frequent to infre-
quent and vice versa

25: if LTBF (itemset).upperBound ≤ 0 or LTBF (itemset).lowerBound ≤ 0
then

26: Result ← Distributed Support computation (Tk,{i ∈ LTBF })
//FIT Updating and Spread out

27: Repeat steps 19-22 to update FIT taking into account Result
28: end if

Phase 3: Results visualization
29: Frequent itemsets ← FIT 12



Algorithm 2 : Distributed Support Computation

Input: Ti : Window containing the transactions in RDD.
Input: I: Candidate itemsets.
Output: Pairs of items/itemsets with their frequency in Ti

1: data map← map( t ∈ Ti)
2: l← Split(t)
3: end map
4: data map← flatmap l ∈ data map
5: l← getItemsets(l)

//Returns a list with pairs of the form < itemset, 1 >
6: end flatmap
7: Result← reduce l ∈ data map
8: Result←< itemset, frequency >← ReduceByKey(itemset)
9: end reduce

10: Result← SortBykey(Result)

Algorithm 3 : LTB computation

Input: itemset.
Input: rt : Number of transactions removed from the Window.
Input: at: Number of transactions added to the Window.
Input: MinSupp: Minimum support threshold as a fraction (a/|Ti|).
Output: Updated Lists of Transforming Bounds

1: if itemset is frequent then

2: LTBF (itemset).upperBound← itemset.upperBound− at− |Ti|−a
a rt

3: LTBF (itemset).lowerBound← itemset.lowerBound− rt− a
|Ti|−aat

4: else // itemset infrequent
5: LTBI(itemset).upperBound← itemset.upperBound− at− a

|Ti|−art

6: LTBI(itemset).lowerBound← itemset.lowerBound− rt− |Ti|−a
a at

7: end if
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• To study the behavior of our proposal towards different configurations and300

datasets.

The experiments performed are aimed not only to compare a sequential vs a
distributive version, which in theory should be better, but also to highlight that
using a distributed version outperforms existent approaches for mining frequent
itemsets in stream data (without needing the data storage during the process305

since only the Frequent Itemset Tree is preserved). This is very useful in many
real applications where the quantity of data to be analyzed is huge and is being
continuously generated (e.g. social media, economy, sensors, etc.).

As far as we know, there are no available Big Data implementations for fre-
quent itemset stream mining. Additionally, it is also worth to stress that in [9]310

the reader can find an extensive comparison among the non-distributed algo-
rithms for stream frequent itemset mining, obtaining that FIMoTS outperforms
the rest of approaches using sliding windows. For this reason, we compare our
proposal with the sequential version of FIMoTS, trying to solve the limitations
(memory and time) that the FIMoTS presents when massive streaming data315

sets are considered.
Among the chosen datasets we have selected those used in [9] in order

to recreate the results of FIMoTS. These datasets present different features:
wide/limited number of transactions and itemsets, low/high correlation of trans-
actions with respect to the vocabulary (items), different length of transactions,320

synthetic/real data, etc. Datasets T10I4D100K and T40I10D100K have been
artificially generated by the IBM tool, KOSARAK comprises data about the
clicks made in a news site from Hungary, and RETAIL contains information
about the purchased products in a Belgian outlet.

We have conducted all the experiments on a 64-bits architecture with 32325

cores (although only 16 of them were used) on 2 Intel Xeon E5 and with 30
GB of RAM functioning over an operative system with CentOS 6.8. The Spark
version was 1.5 using a fully distributed mode with Cloudera Manager.

Table 1 shows the details about the datasets used in the experiments. The
second and third columns respectively contain the total number of transactions330

and items analyzed. The following three columns represent the average length
of items in the transaction, the minimum number of items, and the maximum
number of items in a transaction, respectively. The last column represents the
proportion computed as the quotient v/l, being v the total number of items
(vocabulary) and l, the average length of items in a transaction.335

Dataset Total
trans.

Total
items

Average Min Max Proportion
(v/l)

KOSARAK 990002 36 841 7.1 1 2497 5188.8
T10I4D100K 100000 870 10.1 1 29 86.1
T40I10D100K 100000 942 39.6 4 77 23.8
RETAIL 88162 16470 10.3 1 76 1598.1

Table 1: Dataset description
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T40I10D100K T10I4D100K

KOSARAK RETAIL

Figure 7: Average time in seconds (y-axis) for different window lengths (x-axis). Red line
represents our proposal and blue line, the non-distributed FIMoTS

T40I10D100K T10I4D100K

Figure 8: Memory consumed in MB (y-axis) for different window lengths (x-axis). Red
represents our proposal and blue, the non-distributed FIMoTS
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Figure 7 shows the time spent by original FIMoTS and our distributive
proposal for the different datasets using different window lengths (x-axis). It
is worth mentioning that for the KOSARAK and the RETAIL datasets the
experimentation could not be finalized, in the non-distributed case, when larger
windows (number of transactions) were considered due to memory overflow in340

both cases. This is mainly due to the large number of items in these datasets
which cannot be handled at the same time in main memory. It is important
to note that, in all cases, the distributed version outperformed the original
FIMoTS, as expected.

Regarding memory consumption, Figure 8 shows the resulting memory usage345

for the synthetic datasets (since for KOSARAK and RETAIL, some experiments
were not concluded). In the left graph, the behavior of our approach is worse
when increasing the window lengths. This is due to the high quantity of infre-
quent itemsets that have to be maintained in the FIT in case they turn to be
frequent in a posterior moment. On the contrary, in the right graph, we can350

see that the memory consumed by the distributed version improves the memory
consumption in all cases, although the improvement is lower and it decreases as
the window size increases.

Concerning the performance of our proposal, we have carried out several
experiments for different configurations of the minsupp threshold and analyzed355

the time taken and the memory consumed in the initialization phase and for
the updating of the results in average for all the windows. For being able to
compare the results, we have fixed the window length to 10000 transactions.
In Tables 2 -5, we can see the results obtained in each of the datasets. From
these results, we can see that for the initialization tree process, the spent time360

is higher than its updating when a new window is considered. This is due to the
fact that the algorithm must compute all the transforming bounds and supports
of itemsets, while during the updating phase only part of the tree is recalculated.
Moreover, the execution time spent during the updating process remains more
or less constant in each incoming package even when the amount of itemsets is365

very high (see the cases for the minimum support of 0.01). Finally, the memory
employed in each case remains proportional to the quantity of itemsets processed
(last column in the tables).

minsupp initialization
/updating
packages

frequent/
infrequent
itemsets

initialization/
average up-
dating time

initialization/ aver-
age updating mem-
ory

0.01 10 / 90 780 / 126098 931 / 853.66 s 25.39 MB/ 2.53 GB
0.05 10 / 90 20 / 938 22 / 6 s 128.4 KB/12.84 MB
0.1 10 / 90 1 / 866 12 / 2.7 s 40.11 KB/ 4.01 MB

Table 2: Some analytics for several misupp thresholds with 10000 transactions windows length
in T10I4D100K
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minsupp initialization
/updating
packages

frequent/
infrequent
itemsets

initialization/
average up-
dating time

initialization/ aver-
age updating mem-
ory

0.01 10 / 90 1654/135467 1576/1254 s 28.76 MB/ 2.87 GB
0.05 10 / 90 628 / 89906 687 / 804.9 s 17.08 MB/ 1.7 GB
0.1 10 / 90 160 / 6987 118 / 74.7 s 1.31 MB/131.4 MB

Table 3: Some analytics for several misupp thresholds with 10000 transactions windows length
in T40I10D100K

minsupp initialization
/updating
packages

frequent/
infrequent
itemsets

initialization/
average up-
dating time

initialization/ average
updating memory

0.01 10 / 981 127 / 13585 78 / 65.4 s 361.3 KB/361.3 MB
0.05 10 / 981 33 / 10128 41/ 38.1 s 283.88 KB/283.88 MB
0.1 10 / 981 9 / 10092 40/ 30.8 s 254.37 KB/254.37 MB

Table 4: Some analytics for several misupp thresholds with 10000 transactions windows length
in KOSARAK

minsupp initialization
/updating
packages

frequent/
infrequent
itemsets

initialization/
average up-
dating time

initialization/ average
updating memory

0.01 10 / 79 443 / 18261 92 / 253 s 8.96 MB/797.44 MB
0.05 10 / 79 37 / 8609 30/ 33.3 s 4.04 MB/359.56 MB
0.1 10 / 79 21 / 8612 31/ 30.8 s 3.97 MB/354.09 MB

Table 5: Some analytics for several misupp thresholds with 10000 transactions windows length
in RETAIL

5. Conclusions

The developed proposal is intended to enable the tendency analysis in mas-370

sive amounts of data coming from data streams. This is extremely useful in
areas where the amount of generated information exceeds the usual bounds of
static databases and is in continuous movement. These are the cases of social
media (Twitter, Linkedin, Instagram, etc.) or economical/business analysis.

In this work, we focus in frequent itemset mining for finding the most rele-375

vant tendencies in data taking into account their appearance. We have revised
the existent algorithms in frequent itemset mining taking into account both
perspectives: massive data and data coming from streams. The best to our
knowledge, there is no approach for frequent itemset mining taking into account
both premises.380

We have therefore developed an algorithm capable of extracting frequent
itemsets in continuous flows of data by using the MapReduce framework and
the Spark Streaming platform. The experiments carried out show that, as it was
expected, our proposal outperforms the non-distributed version of the algorithm,
and moreover, some experiments which could not be finished by the original385
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FIMoTS can now be executed. It is worth to note that our approach can
be executed over variable windows length and support thresholds that change
during the algorithm execution without initializing the Frequent Itemset Tree
nor the Bounds lists LTBs. This is extremely useful in real streaming data
where it is not known apriori the quantity of new data coming in each moment.390

In future works, we plan to apply the developed algorithm for social media
analysis in real time and extend it to consider association rule mining in order
to study the co-occurrences of frequent items in data streams.
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Abstract

Data mining techniques are nowadays highly useful and widely used in industry,
business and government. However, their broad adoption is sometimes limited
because non-expert users are not able to rightly interpret and deal with the
complex results obtained. In this paper, we put forward a methodology for the
display of association rules using an intermediate form. This technique enables
an efficient processing of the rules by generating a standard format through a
graph structure that allows us to adapt the rules to different display tools. We
also show some illustrative examples of the usefulness of this intermediate form.

Keywords: Association Rules, Visualization, Frequent itemsets mining, Data
Mining

1. Introduction

Many large companies, sensorized buildings and social networks generate
large amounts of data on a daily basis. All these types of data (tweets about a
particular topic, temperature measures in different rooms, or sales in an online
shop) can be analyzed using Data Mining techniques. Among them, the extrac-5

tion of association rules [1] enables the identification of relevant patterns (and
thus, useful information) in a non-supervised way, from huge data sets such as
sensors [2], recommendation systems [3], social networks [4] or purchases and
events in web systems [5].

Within these data science applications, frequent itemset and association10

rule mining are specially interesting to search for relationships between events,
courses or opinions [6]. On one hand, frequent itemset algorithms can be used
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to discover other types of patterns such as sequential patterns [7], gradual de-
pendencies [8] or exception and anomalous rules [9] to discover meaningful and
different types of relationships among them. On the other hand, association rule15

algorithms allow us to discover relationships between items in the database. In
both cases, the understandability and interpretation of the extracted informa-
tion for experts or end-users is crucial to maximize the usefulness of the knowl-
edge extracted in the set of discovered rules, especially when we have large data
sets, since these algorithms may generate results with a huge number of rules.20

Moreover, the storage of this type of results is often inefficient and in most cases
does not allow its use by different display tools because there is no standard for-
mat. To solve these problems, visualization techniques are tremendously helpful
to observe the relationships between the items through the rules in a simple and
interpretative way.25

In the literature, we can find several display applications [10, 11, 12], in
particularly for the rules of association [13, 14]. However, all of them have a
the lack of interoperability due to a missing formal representation of association
rules. For these reasons, in this paper we present a methodology for visualizing
association rules using an intermediate form to improve the interoperability.30

Moreover, with this methodology we also enable a faster processing of rules that
better adapts to our necessities before choosing the visualization technique.

This paper is structured as follows: Section 2 explains the basic concepts
about association rules and frequent itemsets. In Section 3, we study the differ-
ent tools in the literature to visualize association rules. To do this, we analyze35

the workflow used to extract and visualize association rules. In Section 4, we
propose a new methodology to visualize association rules through an interme-
diate representation, and provide some examples of visualization employing the
intermediate representation. Finally, we present some conclusions and future
works.40

2. Preliminary concepts

This section introduces all the major foundational concepts required to un-
derstand the notions related to association rules presented in this paper.

2.1. Association rules

Association rules were formally defined for the first time by Agrawal et45

al. [15]. Let D = t1, t2, t3..., tn be a transactional database where each trans-
action is a subset of items from I = i1, ..., im. Then, the problem consists in
discovering implications of the form X → Y where X,Y are subsets of items
from I = i1, i2, ..., im fulfilling that X ∩ Y = ∅, where each transaction contains
subsets of items from I. X is usually referred as the antecedent (or left hand50

side of the rule) and Y as the consequent (or right hand side) of the rule.
The most commonly used measures to extract frequent itemsets and associ-

ation rules are:
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• The support [16] which is the measure of the frequency with which an item
appears in the database. In general, the most interesting association rules
are those with a high support value. The support of an item is defined as
follow:

SuppD(X) =
|ti ∈ D : X ⊆ ti|

|D| (1)

The support of a rule X → Y is computed as SuppD(X ∪ Y ).

• The confidence. Given the itemsets X and Y , and the database D, the
confidence of an association rule X → Y [16], represented as ConfD(X →
Y ), is the conditional probability of Y appearing in those transactions in
D that contain X.

ConfD(X → Y ) =
SuppD(X ∪ Y )

SuppD(X)
(2)

The problem of uncovering association rules is usually developed in two steps:55

• Step 1: Finding all the itemsets above the minimum support threshold.
These itemsets are known as frequent itemsets.

• Step 2: Using these frequent itemsets, association rules are discovered by
imposing a minimum threshold for an assessment measure such as the
confidence measure.60

3. Association rules visualization. Previous works and comparison

This section is devoted to present basic concepts and terminology from visu-
alization and data structure models, and review previous works and applications
for visualizing association rules. We also explain the principal advantages and
drawbacks of these tools and analyze their interoperability and interpretabil-65

ity. To this end, the different tools found in the literature have been classified
in two different ways: 1) according to the type of visualization they enable to
perform, and 2) depending on their functionalities (i.e. if the tool enables only
visualization or it also includes the frequent itemset or association rule discovery
process).70

3.1. Classification by type of display

Visualization of association rules can be used in different ways, as we have
seen above, depending on the capabilities implemented by the tool, or by the
type of visualization they implement. However, we must also take into account
the structure of the results obtained and what the user wants to observe in75

the graphical representation in order to facilitate the results interpretation and
to discover hidden information. These techniques can be classified in different
subgroups according to the different ways and structures used to represent as-
sociation rules. Consequently, we analyzed the tools for visualizing association
rules attending to different categories, such as the data structure or the kind80
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of visualization. In the following sections, we divide the available visualization
tools into several groups: tabular representation, parallel coordinates, visual-
ization using matrices, trees, and graph-based methods.

3.1.1. Tabular and grid visualization

One method for visualizing association rules is to use a tabular representa-85

tion. Although it is a simple representation, it is useful for small sets of rules
that may have been selected using other display or search methods. In addition,
this type of method allows the end-user to observe the rule sets sorted according
to different criteria, e.g. taking into account their assessment measures, such as
support, confidence or lift for example.90

Different proposals for tabular representation can be seen in Figure 1. In
particular, in Figure 1a we can find a table representation through the ArulesViz
library [17]. With this representation, it is easy to see the rules, and their mea-
sures and is very simple to rank them according to the value of these measures,
e.g. support, confidence, etc. However, if the number of rules is large or if we95

want to explore the relationship of items or itemsets, the tabular representation
is not ideal.

(a) Table representation of ArulesViz library [17]

(b) Crystal clear example 1 [18]

(c) Example of WiFIsViz [19]

(d) Crystal clear example 2 [18]

Figure 1: Tabular-based examples
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Another tabular way of representation is by means of a grid where we can
see the rules represented textually or using some edges to connect them. It is
possible to observe these two different methods in Figures 1b, 1c, 1d. The first100

of them (1b) is called Cristal clear [18], which allows to represent the rules in
an orderly manner according to their measures. However, its main drawback
is that you need to position yourself in the cell to discover the rule and its
measures, a process that makes it quite difficult and complex to explore the
rules. Additionally, if the number of rules is large we may find that the cells are105

too small.
In the second option (Figure 1c), the tool used is WiFIsViz [19]. In this

method, the rules are represented by some kind of tabular tree where items
are placed in the axes. In this case the relationship between consequent and
antecedent is more intuitive. Besides, the thickness of the nodes represents the110

measured strength of the selected rule (trust, support, lift...). This characteristic
allows a better observation of higher value measures easily. In this case the
main drawback is that when the number of rules increases the representation
becomes very difficult to interpret and understand because the trees overlap in
some nodes and edges.

(a) Example of 2D Mosaic plot

(b) Examples of mosaic plots for a set of rules

Figure 2: Mosaic plots examples [20]
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Another proposal can be found in [20], where rules are represented in the115

form of mosaic plots. In this case, the way of visualizaing the rules and their
measure of interest is transformed through contingency tables. It can be ob-
served in Figure 2, that this visualization method displays items in a clearer
and more intuitive way than the previous tabular-based visualization methods.
Although its way of visualization works well for rules with few items, for many120

elements it quickly loses interpretability.
The main advantages of these types of tabular display techniques are their

simplicity, ease of use and the elimination of new evaluation measures. This
allows us to classify the results by their evaluation values. Because tables are a
very common representation, they are generally very intuitive for any end user125

who wants to explore the results. Therefore, it is a convenient complementary
option. They are also a good solution if we have the possibility to filter, order
and select rules from the results and use this kind of representations to explore
them in more detail.

However, the major disadvantage of tabular representations is that they are130

not suitable for interpreting and understanding a large set of rules, as it is very
difficult to observe all the rules and relationships between sets of items at the
same time. Additionally, it is complex to see from a more general point of view
the relationship between items through the rules or, for example, if there are
groups of independent rules. So for this kind of observations we would need to135

use another kind of representations.

3.1.2. Parallel Coordinates visualization

Another common representation for representing rules is by means of parallel
coordinates [21, 22, 23]. These were originally used to display relational records
with an equal number of attributes. However, it can be also used to display140

data with variable lengths, such as frequent item sets and association rules.
Some examples of such tools are found in [24, 25, 26] and can be seen in

Figure 3. It can be observed in Figures 3a and 3d, the tool developed in [27, 24,
17]; it uses parallel coordinates to represent rules. The representation is based on
axes (horizontal) with the items and a line (vertical) for each association rule.145

This line crosses the axes by the items/itemsets contained in the association
rule. As we can see, it is a very descriptive and intuitive technique but when the
number of rules increases it becomes complex to understand. Also if the number
of items increases it is quite difficult to distinguish rules that contain many items
due to the amount of edges and connections generated (see Figure 3c). On the150

other hand, for smaller sets this kind of visualization works with very good
results as we can see in Figures 3d and 3e. We can conclude as in the previous
group, that they are a good option to combine with other methods and visualize
a specific set of rules.

Hence, the main advantage of this type of methods is the simplicity and the155

ease of observing the relationship between the items. It is also very intuitive to
understand how it works for small size sets of rules by a person without previous
knowledge about the visualization tool.
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(a) Parallel Coordinates tool [26]

(b) Parallel Coordinates [27]

(c) Parallel Coordinates example of [25]

(d) Paracoord plot [17]

(e) WiFIsViz tool [26]

Figure 3: Parallel Coordinates

However these visualization methods become difficult to understand and
interpret as the number of rules or itemsets grows. This is due to the fact that160

the representation of some rules is overwritten with others which complicates
to determine which rule is each one and which item belongs to the rule. In
addition, we can also encounter problems when trying to visualize itemsets or
rules with many items. In such cases, the problem is with following in the graph
the long lines connecting items to determine which of them belong to the rule.165
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On the other hand, when there are rules with many items a great amount of
lines have to be be drawn what makes the comprehension and representation of
the rule quite difficult.

3.1.3. Matrix-based visualization

In the literature we can find different tools that allow to make the visual-170

ization through the use of matrices (2 or 3-dimensional). In Figure 4 we can
see different different matrix-based visualizations using a scatter plot [28], a
2D-matrix [20] or a 3D [17, 29].

In these techniques the information to be visualized can be organized in two
ways. Firstly, the rules can be displayed by antecedent and consequent in one175

of the axis (Figures 4a, 4c, 4d) and the measure of interest can be shown at
the intersection of the antecedent and the consequent of rules. At this point
there are different ways to represent it: using a third dimension and visualize
the measurement with, for example, a bar graph (Figures 4c, 4d) or by color
intensity (Figures 4a, 4b). Some of these tools (e.g. matrix plot in [20]) have180

an interactive component and by positioning the mouse in the intersection that
represents a rule the user can see the different measures related to that rule.

Another way is to display only the measures (e.g. support and confidence)
in the axes and to use an interactive box [30] to know which rules corresponds
to that pair of values. An example is shown in Figure 4b. In this case, if our185

interest is to explore the obtained rules by different assessment measures, this
type of visualization can be a good option.

When matrix-based visualizations use 3 dimensions, it allows a more general
visualization of the set of results, helping to know what are the strongest rules.
These tools represent the rules in the following way: in the axes of the matrix190

the items belonging to the consequent and to the antecedent are represented.
In the intersection, a bar is drawn representing the measures of interest.

One of the main advantages is that we can easily know which sets of items
are more frequent, or which sets of items appear in more rules. In addition,
these methods show this information along with the measures of interest to195

improve the understanding of the results. These techniques can be customized
in different ways using different colors, shapes or lengths. Also, if we want to
see the whole set of rules in a general way it is a suitable method because it
allows to see the related rules through the items and joint with the value of
their measures of interest. For this, the best option is the 3D representation200

to observe easily and intuitively where the rules with the best measures are
grouped.

However, this type of display has some disadvantages. First of all, it is very
difficult to see the relationships between elements and rules when the set of
rules/items is large. Because when the set of items is very large, the axes of the205

matrix are heavily subdivided in such a way that it is impossible to differentiate
which itemset corresponds to each rule. Similarly, if the number of rules is very
large the cells become very small and it is very complex to distinguish them.
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(a) 2D Matrix plot [17]

(b) Scatter plot [17]

(c) 3D Matrix plot [29]

(d) 3D Matrix plot [17]

Figure 4: Matrix-based examples
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3.1.4. Grouped Matrix-based visualization

In this section, we explain a mixed technique named the grouped matrix-210

based visualization. In the previous case, matrix-based visualization tools were
limited to the number of rules since they present difficulties when the number
of items or rules increases [31]. Using the grouped version the relation between
rules and itemsets can be better represented under these circumstances. In
Figure 5 we can see an example of this type of visualization using the ArulesViz215

package [32].
Using this technique the representation of rule sets with many items in ma-

trices is improved because the tool groups the items. This technique is based
on a representation in matrices where in one axis we have itemsets of the an-
tecedents and in the other, consequent items; but the represented rules can220

only have consequents with only one item. In this representation, the rules are
grouped depending on the items of its antecedent, so for the same antecedent
it can be shown several circles aligned with their respective consequents.

Figure 5: Grouped matrix-based visualization by ArulesViz [32]

Its main advantage is that it allows the visualization of large sets of rules. It
is a good technique for analyzing rules by antecedent, since rules that have the225
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same antecedent can be grouped together. It is also an optimal representation
to relate itemsets with the different classes, since it enables to see the itemsets
related with the same consequent.

Although it is a useful technique, its main weakness is that it cannot be
easily adapted to display rules with more than one consequent. In addition to230

that, this technique has problems when visualizing very frequent itemsets due
to the size of the circles. In this situation this kind of tools are not very useful
since very frequent rules filled almost all the available space.

3.1.5. Graph-based visualization

The graph-based displays consist of a transformation of the object to a struc-235

ture of nodes and edges that connect the nodes. In addition, these elements can
be associated with features to help the representation of more information within
the network structure. In the literature we can find different ways to transform
rules into graphs [33, 34]. One way is to represent each item as a node and for
each rule adding an edge connecting the items belonging to the rule. Additional240

features can be added, such as the color of the nodes, shapes, etc.
In the literature there are different tools that make use of graphs to represent

rules. Tools like [35, 36, 37, 38] allow a visual representation of the rules through
some transformation into a graph. It can be observed in Figure 6, that with
these tools it is difficult to observe and intuitively understand the rules. But245

it is a good way to observe the general set of results. Also, as can be seen in
Figures 6b and 6c, it is possible to represent large sets of rules. These tools can
be enhanced with interactive capabilities, e.g. [37] (depicted in Figure 6c) where
a subset can be selected or zoomed in.

There are other tools oriented to graphs that use directed graphs [17, 39].250

These tools improve the interpretability and compression of the visualization
because through the use of directed edges we can know which node is the conse-
quent or the antecedent (these tools are depicted in Figure 7). In them we can
observe that we can also represent measures of interest of the rules by means of
the forms of the nodes and edges. For example, in Figure 7a the thickens of the255

edges and the size of the nodes are used, and in Figure 7b the color intensity
and the size of the nodes are employed to represent the confidence and the lift
assessment measures.

As a result of the use of a graph structure, the visualization of the asso-
ciation rules can be improved by customizing the available design. Increasing260

thus the interoperability for visualizing large sets of rules. In addition, the
graphical representation is suitable for visualizing rules with various items in
the antecedent and the consequent. On the other hand it allows a more general
vision of the set of rules by means of the size, color and form of the nodes and
edges, as it happened for the matrix-based tools, for a better inspection of the265

rules, including assessment measures and the itemsets of the rules.
Nevertheless, graph-based visualizations have some drawbacks when working

with large sets because, depending on the layout used, some rules are lost behind
other rules. In addition, this type of visualization is not prepared to handle
different measures at the same time, since using more than two layouts (e.g.270
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(a) Example of the tool [35]

(b) Example of the tool [36]

(c) Example of the tool [37]

(d) Example of the tool [38]

Figure 6: Graph-based examples
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(a) Example of a network using the
SYNSETS tool [39]

(b) Example of a graph using the ArulesViz library [32]

Figure 7: Directed Graph-based examples

size and color intensity) to represent them may cause some confusion to the
user. Besides, these methods usually do not organize the items in a correct way
so it is more complex for the user to see the whole set of rules and interpret
them. The use of interactive tools allowing the management of the graph, as well
as, filters application can greatly improve the inspection of rules represented by275

graphs.

3.1.6. Hybrid approach

In this last group we can distinguish different approaches to visualize rules
using hybrid methods. They base their functioning on the use of different vi-
sualization methods in the same tool trying to strengthen their advantages and280

reduce their drawbacks.
The proposal made in [29] (depicted in Figure 8a), uses a matrix to represent

the rules and a bar diagram representing the support and confidence of each rule.
The objective of this visualization is to solve some disadvantages of matrix-
based and grid-based tools. To do this, they combine a two-dimensional matrix285

and a grid to create a summarized view for a quick identification of the rules
according to their levels of confidence and support. The main ability of the grid
is to summarize the characteristics of a set of rules in a two-dimensional plane.
Combining this with a bar visualization of assessment measures in Figure 8a,
it allows an analysis of rules based on the similarity of their antecedents and290

consequent characteristics. In this case this visualization is more like a control
panel where one can select different aspects to inspect the most interesting
rules. Figure 8a demonstrates the tool, specifically a 3D matrix representation
for text mining. The rules are represented by a 3D box at the intersection, and

13



depending on its color it will represent the antecedent (blue) or the consequent295

(red) of the rule.
Other tools, such as the ones described in [35, 40] (Figures 8b and 8c respec-

tively), employ a dashboard to visualize, filter and select the rules to facilitate
end-users the search and extraction of information. In Figure 8c we see the
main interface divided in several parts: In (a) we observe a matrix with the300

rules and measures. In (b) we see the matrices associated to the distribution of
the items contained in the rule that gives contextual information of the rule. (c)
enumerates the items of interest generated in each intermediate stage. In (d)
we can see the imposed thresholds. (e) contains the items selection panel. (f)
enables, by means of a zoom, an interactive selection function, and (g) contains305

the history view which allows the user to keep the sets of interesting elements
and rules from the previous step.

Another tool that combines different methods is [41], in this case, the authors
make use of a chord diagram. We can see different examples in Figure 9. In
the first of them, we can see an example with a lot of relationships, creating310

different chord diagrams depending on the attributes. The other two (b and c)
represent sets of rules with less quantity of rules. This type of representation
is very useful for appreciating the most frequent items appearing as consequent
or antecedent. However, it does not have a good representation for large rule
sets, although combining it with filters and other methods can be very useful,315

like for example its combination with a matrix or graph-based representation to
select groups of rules that are displayed afterwords in the chord diagram.

3.2. Classification by type of capacities of the technology

In order to visualize association rules, different types of tools can be found,
depending on whether these only enable the rules visualization or to carry out320

the extraction process of association rules. According to this, we can classify
them into two groups. On one hand, there are tools that work as libraries that
allow the extraction of frequent itemsets, association rules and the visualization
of the results (this process flow can be observed in Figure 10a). On the other
hand, there are tools that allow loading the results obtained from other tools325

and visualize them (this process flow can be observed in Figure 10b).
Within the first group we find different methods that allow us to load the

results obtained with association rules extraction tools. These must be loaded
using a different standard structure depending on the tool for being able to
visualize them. Among them we can highlight several tools [20, 25, 26, 29, 41,330

42, 43] that, from the stored results as association rules, allow to visualize the
rules in different ways (which are described in more detail in Section 3.1).

In the second group we find methods that enable complete analytical pro-
cedures from the same tool. For example in the Arules package [17] we can
extract frequent itemsets and association rules to later visualize them making335

use of this library. PEAR works in a similar way, it follows the methodology
developed in [44] allowing to perform the whole process, from the loading of
data to the visualization. Its main difference is the use of a set of rules where
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(a) Example of the tool [29]

(b) Example of the tool [35]

(c) Example of the tool [40]

Figure 8: Hybrid-based examples
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(a) Example of chord diagram described in [41] which displays relationships
between IP address and countries

(b) Zoom of the chord diagram in subfigure (a)

(c) Zoom of the chord diagram in subfigure (b)

Figure 9: Hybrid-based examples
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Data Input

Association Rules Extractor

Rules

GenerateVisualizations()

Visualization VisualizationVisualization

(a) Pipeline with rule extraction included

Result Data Input

GenerateVisualizations()

Visualization VisualizationVisualization

(b) Pipeline using only visualization

Figure 10: Types of pipelines employed in tools for displaying association rules

through the use of operators that allow us to unify these rules by grouping them
into sets. This new set of rules is displayed with the available methods.340

3.2.1. Comparison of tools and discussion

All the tools reviewed in the previous sections have different advantages and
disadvantages. We have summarized this information as well as their different
types of functionalities in Table 1.
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As we can see from them, there are many tools that allow to visualize asso-345

ciation rules. However, all these techniques are independent of each other using
different formats for the rules extraction and for the use of results to display
them. In addition, the methods that enable the complete process from the rules
extraction to the visualization have some problems because they do not allow
to use other methods for visualization or extraction. That is why we propose350

a methodology using an intermediate form with the purpose of improving the
interoperability, being able to use different visualization methods by transform-
ing the rules into an intermediate form that can be used in a wider range of
visualization tools.

On the other hand the intermediate form presented in this article allows us a355

format to store the results of the rules that allows to consult and efficiently filter
efficiently by means of the elements and measures associated to the rules. For
example, it is possible to store it natively in NoSQL databases, from which we
can then display it using visualization libraries such as bokeh, arules or 3D.js.

Finally, this methodology is generic because it is applicable in tools such360

as those that use a workflow like the one shown in Figure 10a, performing the
extraction of the rules and then the visualization. Improving in this case the
use not only of the visualizations that a tool implements but also being able to
employ the intermediate form to use visualizations of other tools. On the other
hand, in the case of the tools following the pipeline the pipeline of Figure 10b,365

this enables a generalization of a visualization technique for any association rule
extraction algorithm

4. Our proposal: A new methodology using an intermediate form

We present in this work a novel methodology with the purpose of facilitating
and improving the process of extraction, standardization and exploitation of370

the results of the existing libraries in the literature. This methodology consists
in representing the rules through an intermediate form that allows the use of
different tools to visualize the results as well as a more efficient structure to
store them and perform searches or transformations on them.

Our proposed methodology is based on a transformation of the rules into375

a graph, adding different capabilities to improve their display. The procedure
we followed to make a visual representation of the association (depicted in Fig-
ure 11) can be divided into three phases. The first one is in charge of obtaining
the rules by means of association rules mining algorithms. Next, we transform
and process these results into a graph representation. The final step is the visu-380

alization of this structure that enables the visualization of rules using different
tools.

4.1. Association rules transformation into a graph

The first step before visualizing the rules is to transform them into a graph;
there are different options to do so. In our case, we make a transformation to385

a graph comprised of two types of nodes: items and rules. The nodes will be
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Antecedent Consequent Supp Conf
(Other installment plans-None)
(Credits at this bank-1)
(Other debtors-none)

(Credit history-duly till now) 0.37 0.7822

(# persons maintained-1)
(Job-skilled)
(Other installment plans-None)

(Other debtors-none) 0.427 0.9085

(Housing-own)
(# persons maintained-1)
(Credits at this bank-1)
(Credit amount-0-3000)

(Credit history-duly till now) 0.31 0.7944

(Housing-own)
(Other installment plans-None)
(Credit history-duly till now)

(# persons maintained-1)
(Other debtors-none)
(Credits at this bank-1)

0.22 0.7229

(Housing-own)
(Credit amount-0-3000)
(Credit history-duly till now)

(Credits at this bank-1)
(# persons maintained-1)

0.21 0.8104

(Savings account-less100DM)
(Job-skilled)
(Foreign worker-yes)

(Other installment plans-None) 0.206 0.8512

(Credit amount-0-3000)
(Credits at this bank-1)

(Other debtors-none)
(Other installment plans-None)

0.29 0.7430

Table 2: Set of association rules obtained for German-statlog database
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Data Input

Association Rules Extractor

Rules

RuleToGraph()

Graph

Visualization Tool Visualization ToolVisualization Tool

Store the results

With this structure we can use different types of visualization

Figure 11: Pipeline proposed for association rules visualization

connected according to the results that have been obtained. To better explain
the functioning of the graph transformation, we have made an example by ex-
tracting association rules from the German Credit Data (excluding continuous
attributes) from the UCI Machine Learning repository [46]. We can see in Ta-390

ble 2 the set of selected rules that will be used in the different examples below.
Figure 12 shows an example of rule transformed into a node which connects the
item-type nodes.

Algorithm 1 describes the procedure for transforming a set of rules into a
graph. The transformation is performed for each rule of the database, and395

carried out taking into account the corresponding associated characteristics ac-
cording to the type of node rule of item. For example, for a rule type, the
node will contain information about the measures of interest (e.g. support, con-
fidence, lift). Then, in line 14 the edges of the graph are added, taking into
account the type of link (whether it is the consequent or an antecedent). When400

this process ends, the rules are represented by a graph through which we can
make different types of display.

Figure 13 exemplifies the structure followed for representing an item node.
In this case, the name indicates the pair ‘atribute value’ that represents the
item; the group and kind represent the attribute name of the item or whether405

it is a node of rule type (see Figure 13). The group number is used to improve
the efficiency in some types of visualization such as graphs. Finally, node id is
used for univocally identify the node.

On the other hand, in Figure 14 we can see the structure for nodes repre-
senting a rule in the graph. In this case, this type of element also stores the410

measures related to the rule such as the support, confidence, etc. This gener-
ated structure allows a later visualization of the obtained rules in a way that
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Rule

OIP-none

CB-1

OD-none

CHD-till now

Rules

Items

Rule: <OIP-none (Other installment plans-none), CB-1 (Credits at this bank-1), OD-none
(Other debtors-none)> → <CHD-till now (Credit history-duly till now)>

Figure 12: Example of transformation from rule to graph structure
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Figure 13: Example of Json for item type nodes

Figure 14: Example of Json for rule type nodes

improves the interpretability and comprehension of the results.

4.2. Intermediate form storage

Generally, rules do not have a predefined structure for storing them that415

enables a fast retrieval or efficient navigation. Using the intermediate form
we can store our results in different databases formats like MongoDB or Neo4j.
This type of databases are specially designed for a rapid filter and sort-by order,
allowing flexible and dynamic schemas.

Thanks to this structure, the rules stored following this type of JSON repre-420

sentation can be efficiently searched and retrieved by their measures of interest
(in MongoDB by indexing the rules or in Neo4j by looking only for the type of
node rule). Besides this being a standard format, exporting into databases is
direct and very efficient (in MongoDB the native format is BSON a derivative
format of JSON). On the other hand, if we use Neo4j we will also have the425

capability of querying graphs using its Cypher query language.
Finally, the intermediate form also makes it simple to query the results of
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Algorithm 1 Main transformation procedure for Rules to Graph

1: Input: Data: a csv/RDD containing the rules.
2: Output: Graph for association rules exceeding MinSupp
3: Rules = ReadData()
4: Graph = {}
5: for n = 1; Number of Rules; n = n + 1 do
6: Antecedent, Consequent← SplitRule(Rules[n])
7: if not(Antecedent in Graph) then
8: Graph.AddNode(ConvertToNode(Antecedent))
9: end if

10: if not(Consequent in Graph) then
11: Graph.AddNode(ConvertToNode(Consequent))
12: end if
13: Graph.AddNode(ConvertToNode(RuleN))
14: Graph.AddEdge(RuleN,Antecedent, Consequent)
15: end for
16: Return← Graph

association rules using standard query APIs such as GraphQL. This natively
allows querying of stored results using the intermediate form in a database.

4.3. Visualization tools430

Having transformed the rules to a graph structure following the methodology
described in Figure 11, we can make use of the intermediate form to employ
different visualization tools, some of which we have already described on in
Section 3.

Taking into account the above mentioned structure, we can use different435

graph visualization libraries such as Gephi [47], D3JS [48], Bokeh [49], ggnet2 [50],
NetworkX [51], NOESIS [52], etc. These tools return a graphical display of the
transformed rules. In addition to these graphical visualization tools we can use
other libraries such as Arules as we can see in Figure 15, where we have em-
ployed the set of rules from Table 2. Thanks to the use of our methodology440

we can visualize rules with more than one consequent (the rule extraction algo-
rithm of the Arules package only allows rules of only one consequent) using an
external algorithm [53] and using the intermediate form previously explained.

Moreover, we can use libraries and visualization tools to customize exiting
visualizations tools to adjust according to user preferences. A powerful visual-445

ization package enabling this kind of modifications is 3DJS [48]. For example, in
Figure 16a we have adapted a graph-based display called Force directed graph,
where a different color is used for each rule, and every node of type ‘Rule’ shows
the associated support and confidence of the rule. Additionally, the directional-
ity of the arrows to the rule node indicates whether an item node is part of the450

antecedent (arrows pointing to the rule node) or part of the consequent (arrows
pointing to the item node). A variation of the previous visualization is also
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Figure 15: Association rules representation using the matrix-based visualization of [32] avail-
able in Arules library

made in Figure 16b where we have customized some properties of the graph,
like for instance to indicate the item support in the edge. Another example is
the chord diagram shown in Figure 17, also customized from making use of the455

3DJS library. This visualization is interactive: when you are positioned in the
items the edges are emphasized and colored according to the relationship they
have with other items (antecedent or consequent).

With respect to the efficiency and scalability of the visualizations on graphs,
the developed tool is able to generate the graphs in SVG format (Scalable Vector460

Graphics) being able to be distributed by means of the Tuoris library [54].

5. Lessons learned

In this paper we have reviewed the most common and used methods to
visualize association rules. From the different tools examined we have seen that
each one comes with strengths and weaknesses. As part of this analysis, we have465

been able to see how there is no one display tool that works well for all cases.
This is because based on the problem, the data set and the objective, we need
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(a) Example developed using D3JS through the intermediate form

(b) Example developed using D3JS through the intermediate form

Figure 16: Some display examples using the intermediate form

to choose the better visualization solution according to our requirements. In
addition, some of the tools allow to export data from our own algorithms and
others do not, therefore it is necessary to have a standard format with which to470

exchange our results among the different tools in order to exploit the strengths
of each tool, adding interoperability to the process. Thus, in this way we can
have more resources and not depend on a single tool to get a better visualization
and understanding by the end user. Therefore our proposal allows us to extract
the association rules from any algorithm or from a library and then export it to475

be displayed employing the different available libraries: 3D.js, Arules, Bokeh...
Furthermore, this standard and widely known format can be stored natively in
databases that allow to efficiently filter, search and store large sets of results.

6. Conclusions and future research

In summary, we have carried out an extensive analysis of the different visual-480

ization tools available in the literature, as well as classifying them according to
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Figure 17: Example of visualization by means of a chord diagram

the type of visualization and the capabilities they offer. After this analysis we
have seen that most of the tools only allow to visualize rules from a predefined
structure, or the library containing the visualization only allows the generation
and display of rules through their own algorithms. Therefore, in these cases,485

the user cannot combine their own or other available association rule mining
algorithms with available techniques to present association rules in a graphical
way.

Because of it, in this paper we put forward an intermediate form which allows
to use a great variety of the tools for association rules, and in addition, it allows490

to combine them with the different available visualization techniques.
Regarding future research, we aim to implement a complete open-source

29



library for the extraction of the rules and the transformation to the intermediate
form. In addition, our purpose is to implement it in a modular way to have APIs
between modules and to enable the use of different association rule extraction495

algorithms with the intermediate form, and facilitating the connection with
available visualization libraries.
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Abstract

Discovering new trends and co-occurrences in
massive data is a key step when analysing
social media, data coming from sensors, etc.
Although, nowadays Data Mining is very use-
ful and widely used for the industry, busi-
ness and government, the main problem of
application of machine learning or data min-
ing in other fields is the interpretability and
complexity of obtained results for non-expert
users in computer or data science. For this
reason in the KDD process one of the most
important phases is the interpretation and
evaluation.
In the case of association rules is essential
that results are interpretable for experts.
One of the most useful tools for this goal is
the visualization, because it clarifies the in-
terpretation of results, being easier to under-
stand in order to take a decision or explaining
the behaviour of data.
Keywords: Association Rules, Fuzzy Asso-
ciation Rules, Visualization, Frequent item-
sets mining, Data Mining

1 Introduction

Many organizations, buildings or social networks gen-
erate a large amount of data on a daily basis, such as
the tweets about a particular topic, sales in Amazon,
or sensors in large buildings such as for instance an
airport. All of these kinds of data can be analysed
by means of Data Mining techniques. Association rule
mining [2] is one of the major techniques to detect and
extract useful information from huge datasets such as
sensors [8], recommendation systems [19] or social net-
works [14].
In this kind of algorithms, frequent itemset and asso-
ciation rule mining, are specially interesting to search

relationships between events, courses and students, as
for instance in MOOC courses [5]. Additionally, fre-
quent itemsets can then be employed for discovering
other types of patterns such as sequential patterns[20],
gradual dependencies [17] or exception and anomalous
rules[12] to discover meaningful and different patterns
amongst them.
However, the nature of the data can be diverse and
can be described in numerical, categorical, etc. In case
of numerical variables a first approximation could be
to categorise them so that, for example the value of a
temperature sensor may be given by a range to which it
belongs as for instance [18 C, 24 C]. However, based on
how the interval is defined, the result can change. To
avoid this, the use of linguistic labels such as “Warm”
represented by a fuzzy set is a good option to represent
the temperature of a room, having at the same time a
meaningful semantic to the user.
As a consequence of the above, fuzzy association rules
are an useful and important technique for extracting
knowledge. Nevertheless the results obtained when ap-
plying association rule mining are, sometimes, very dif-
ficult to understand due to the large amount of rules
and itemsets generated. In the literature we can find
studies on revisions on tools to visualize association
rule [9]. Besides, these kinds of visualizations do not
allow the use of fuzzy association rules.
In this paper, we first review existing visualizations
tools for frequent itemsets and association rules in the
crisp and the fuzzy case, and afterwards we present
several proposals to improve the visualization tech-
niques presented when displaying fuzzy association
rules.
This paper is structured as follows: in Section 2 we
explain the basic concepts about association rules and
fuzzy association rules. In Section 3, we study the dif-
ferent tools in the literature to visualize association
rules. In Section 4, we propose a new way to visual-
ize fuzzy association rules. Finally, we present some
conclusions and future works.



2 Preliminary concepts

This section introduces all the major foundational con-
cepts required to understand the concepts around crisp
and fuzzy association rules presented in this paper.

2.1 Association rules

Association rules were formally defined for the first
time by Agrawal et al. [1].

The problem consists in discovering implications of the
form A→ B where A,B are subsets of items from I =
{i1, i2, ..., im} fulfilling that A ∩ B = ∅ in a database
formed by a set of n transactions D = {t1, t2, ..., tn}
each of them containing subsets of items from I. A is
usually referred as the antecedent and B as the conse-
quent of the rule.
The most commonly used measures to extract frequent
itemsets and association rules are:

• The support [6] is the measure of the frequency
with which an item appears in the database. In
general, the most interesting association rules are
those with a high support value.

SuppD(X) =
|ti ∈ D : X ⊆ ti|

|D| (1)

• Given the itemsets X and Y , and the database D,
the confidence of the rule X → Y [6], represented
as ConfD(X → Y ), is the conditional probability
of Y appearing in those transactions in D that
contain X.

ConfD(X → Y ) =
SuppD(X ∪ Y )

SuppD(X)
(2)

The problem of uncovering association rules is usually
developed in two steps:

• Step 1: Finding all the itemsets above the min-
imum support threshold. These itemsets are
known as frequent itemsets.

• Step 2: Using the frequent itemsets, associa-
tion rules are discovered by imposing a minimum
threshold for an assessment measure such as con-
fidence.

2.2 Fuzzy Association rules

To deal with uncertain and imprecise data we intro-
duce the concept of fuzzy transaction and fuzzy asso-
ciation rule defined in [7, 11].

Definition 1 Let I be a set of items. A fuzzy trans-
action, t, is a non-empty fuzzy subset of I in which the
membership degree of an item i ∈ I in t is represented
by a number in the range [0, 1] and denoted by t(i).

By this definition a crisp transaction is a special case
of fuzzy transaction. We denote by D̃ a database con-
sisting in a set of fuzzy transactions.

Definition 2 Let A ⊆ I be an itemset, i.e. a subset
of items in I, the degree of membership of A in a fuzzy
transaction t ∈ D̃ is defined as the minimum of the
membership degree of all its items:

t(A) = min
i∈A

t(i). (3)

Definition 3 Let A,B ⊆ I be itemsets in the fuzzy
database D̃. Then, a fuzzy association rule A → B is
satisfied in D̃ if and only if t(A) ≤ t(B) ∀t ∈ D̃, that
is, the degree of satisfiability of B in D̃ is greater than
or equal to the degree of satisfiability of A for all fuzzy
transactions t in in D̃ .

The support and confidence measures are then defined
using a semantic approach based on the evaluation of
quantified sentences as proposed in [7, 11] using the
GD-method [11] and the quantifier QM (x) = x,which
represents the quantifier “the majority”.

Definition 4 The support of a fuzzy rule A → B is
defined as:

FSupp(A→ B) =

∑

αi∈Λ

(αi − αi+1)
|{t ∈ D̃ : t(A) ≥ αi and t(B) ≥ αi}|

|D̃|
(4)

where Λ = {α1, α2, . . . , αp} with αi > αi+1 and
αp+1 = 0 is a set of α-cuts.

Definition 5 The confidence of a fuzzy rule A → B
is defined as:

FConf(A→ B) =

∑

αi∈Λ

(αi − αi+1)
|{t ∈ D̃ : t(A) ≥ αi and t(B) ≥ αi}|

|{t ∈ D̃ : t(A) ≥ αi}|
(5)

where Λ = {α1, α2, . . . , αp} with αi > αi+1 and
αp+1 = 0 is a set of α-cuts.

3 Association rules visualization.
Previous works and comparison

In its first subsection, basic concepts and terminol-
ogy from visualization and data structure models, and
its second subsection is devoted to the previous works
and applications developed till the date for visualiz-
ing association rules. Afterwards, we also explain the
principal advantages and drawback of these tools and



we analyse the interpretability of each of them.
For visualizing association rules it can be used differ-
ent ways. However we have to take into account the
structure of obtained results and what we want to see
in the graphic representation in order to help help the
user to discover hidden insights or interpreting the re-
sults. These techniques can be classified in different
subgroups so that it is clarified the different ways and
structures used to represent association rules.
Consequently, we analysed the tools for visualizing as-
sociation rules attending to different categories, such
as data structure or kind of visualization. To sum up,
in the next sections, we divide the available visualiza-
tion tools in three big groups: table representation,
visualization via charts like a matrix or scatter plots
and graph-based methods.

3.1 Table visualization

Firstly, one simple method for visualizing association
rules is to use a table. Although it is a simple
representation, it is useful for small sets of rules since
it enables the expert to observed the sets of rules
ordered by antecedent, consequent take into account
their measurements, such as support, confidence or
lift for example. In Figure 1, we can see an example

Figure 1: Table

of table visualization for association rules, using the
ArulesViz package. In this case, the method used
allows to display the rules and rank them according
to their antecedent and consequent values.

Advantages

The main advantage of this visualization is its simplic-
ity, it is very easy to add and remove new assessment
measures and it is very intuitive for ranking by their
value. In addition, it is easily adaptable for fuzzy as-
sociation rules.

Disadvantages

The greatest disadvantage of table representation is
that it is not suitable for interpreting and understand-

ing big set of rules, because it is very difficult to ob-
serve all rules and relationships between itemsets at
the same time.

3.2 Matrix-based visualization

In a second place, we have grouped some techniques
similar to charts. In these cases the visualization ap-
proaches use different charts for representing the asso-
ciation rules. In Figure 2 we can see the different ways
for visualizing rules using scatter plot [4] or a Matrix
in 2D [16] or 3D.
In these techniques the information to be visualized
can be organized in two ways. Firstly, the rules can
be displayed by antecedent and consequent in one of
the axis (Figure 2a, 2c). The interest measure can
be shown at the intersection of the antecedent and the
consequent of rules. Another way is to display only the
measures (e.g. support and confidence) in the axis and
to use an interactive box [21] to know which rules cor-
responds to that pair of values. An example is shown
in Figure 2b.
In Figure 2a we can see an example of the matrix tech-
nique where we distribute the antecedents and conse-
quents in the axes of the graph. This tool has an
interactive component and by positioning ourselves in
the intersection that represents a rule we can see the
different measures stored for that rule.
Finally, Scatter plot allows us to visualize the rules by
two measures of the rule that are represented in the
axes. In this case we can determine which rules have
similar values and study the set of general rules.

Advantages

One of the main advantages is that we can easily know
which itemsets are more frequent, or which itemsets
appear in more rules. In addition, these methods dis-
play this information joint with the interest measures
for improving the comprehension of results. These
techniques can be turned in different ways using dif-
ferent colours, shapes or lengths.

Disadvantages

However, this kind of displaying have some drawbacks.
Firstly, it is very difficult to see the relationships be-
tween items and rules. In addition, we can not display
results obtained from large datasets because it is dif-
ficult to display a high number of items or rules with
this type of charts.

3.3 Grouped Matrix-based visualization

In this section, we explain a mixed technique named
the grouped matrix-based visualization. In the previ-
ous case, Matrix-based, were limited to the number of



(a) 2D Matrix plot

(b) Scatter plot

(c) 3D Matrix plot

Figure 2: Matrix-based examples

rules it can be visualized effectively and it presented a
difficult understanding of relationships between items
and rules [22]. Using the grouped version we can ex-
plain better the relation between rules and itemsets.
In Figure 3 we can see an example of this type of vi-
sualization using the ArulesViz package [15].
The representation in three dimensions is similar to
the one explained for two dimensions for figure 2a,
but the third axis is used to visualize a measure of the
rule. With this, it gains inperpretability but it is even
more complex to determine which itemsets belong to
a visualized rule.

Advantages

Its principal advantage is that it enables the display of
large sets of rules. It is a good technique for analysing
rule by antecedent, since rules having the same an-

tecedent can be grouped together.

Disadvantages

However although it is a useful technique, its main
weakness is that it cannot be easily adaptable to dis-
play rules with more than one consequent. In addition
to that, this technique has some problems when visu-
alizing very frequent itemsets. In this situation this
kind of tools are not very useful since very frequent
rules filled almost all the available space.

3.4 Graph-based visualizations

Finally, the last type of techniques are those based
in a graph representation. In this way, we need to
transform association rules into a graph. In the liter-
ature we can find different ways to transform rules in
to graphs [24, 13]. One way is to represent each item



Figure 3: Grouped matrix-based visualization by ArulesViz

as a node and for each rule adding an edge connecting
the items belonging to the rule.
We can observe different kinds of graphs in Fig-
ure 4. They can be divided into two groups attend-
ing to the type of layout. Within the first group we
can distinguish the paracoord (parallel coordinates)[3]
the WiFIsViz [10] and VisAR [23] (see the Fig-
ures 4c, 4b, 4d respectively).
In the case of WiFIsViz, we can see that this tool is
very complex to understand because the representa-
tion divides the rule into antecedent and consequent
difficulting to visualize the rule together. VisAR and
Paracoord are very similar and they allow to under-
stand very good the relation between itemsets in the
rules, but the drawback is when we have a large set
of rules or items. In these cases the tools do not have
mechanisms to show all rules.
The second group contains graph without layouts re-
strictions (see Figure 4a and 4b). Different layout can
be used and customized like the nodes colour, shapes,
etc.

Advantages

As a result of using a graph structure, we can im-
prove the visualization of association rules customizing
the available layout. This can improve the representa-
tion and increase the interoperability when visualizing
large sets of rules. Besides, the graph representation is
suitable for visualizing rules with several consequents
and antecedents.

Disadvantages

Nevertheless, the graph-based visualizations have
some drawbacks when working with large sets because
depending on the layout used, some rules are lost be-
hind other rules. In addition, this type of visualization
is not prepared to handle with different measures at
the same time, since using more than two layouts (e.g.
size and colour intensity) to represent them may cause
some confussion to the user. Additionally, they are not
prepared to represent fuzzy association rules.

3.5 Comparison of tools

In this section, we compare and analyse some charac-
teristics of the reviewed visualization techniques. In
table 1 the reader can find a summary of such charac-
teristics.
Firstly, the basic representation as a table, is useful to

observe a fragment of the complete set of rules, com-
ing, for instance, from a query but not for a complete
view for all of the discovered rules. For a broader ob-
servation of the complete set of rules it can be used the
Scatter or the Matrix plot. These two methods allow,
in a second step, to focus on determined rules for a
detailed inspection. These visualizations are very use-
ful to know the overall result of the mining process.
In addition, it is very easy to inspect what are the
main itemsets and rules together with their measures.
Besides that, it can be used the grouped matrix visual-
ization for grouping the rules by itemsets and knowing
the number of rules found for each consequent and an-
tecedent.
Lastly, it can be used the graph-based visualizations



(a) Graph SYNSETS

(b) Graph plot

(c) WiFIsViz tool

(d) RdViz tool

(e) Paracoord plot

Figure 4: Graph-based examples

Library Method Type Focus # of measures that can be displayed # rules
arulesViz [15] Table 2D Measures and rule * 1000
arulesViz [15] Scatter plot 2D Measures and set of rules 3(interactive information) 1000
arulesViz [15] Tow-key plot 2D Rule length 2+order < 1000
arulesViz [15] Matrix 2D and 3D Antecedent and Consequent 1(interactive information) and 1 100000
arulesViz [15] Grouped Matrix 2D Antecedent and Consequent 2 1000
arulesViz [15] Graph 2D Items 2 100
FpVAT [18] RDViz(Raw data visualization module) 2D Rules relationship 3 1000

WiFIsViz [10] Orthogonal Graph 2D Rules and frequent itemsets 3 1000
VisAR [23] Orthogonal Graph 2D Rules and frequent itemsets 3 1000

Table 1: Comparative table of tools for visualizing association rules.

for more complex and complete displaying of rules. In
this way, they can be used for more complex set of
rules, enabling the visualization of different groups of
rules related by itemsets. Besides, they enable to use
more than two measures due to the use of different
layouts configuration.
As a summary, we have found different tools for visu-

alizing association rules, but not all of them are easily
adaptable for visualizing fuzzy association rules. For
this reason in next section we propose a new way for
displaying fuzzy association rules.



4 A Proposal for Fuzzy Association
Rules visualization

After the state of the art about the visualization tools
for association rule made, we found that not all of the
tools are suitable for displaying fuzzy association rules.
For this reason we propose a new way to display this
kind of rules.

Figure 5: Pipeline proposed for fuzzy association rules
visualization

The procedure (that can be seen in Figure 5) is de-
scribe in more attention to the transformation of item-
sets and rules into nodes and edges respectively. Con-
sequently, we fit the transformation by adding a new
layer representing the same type of fuzzy-label as it
can be seen in blue and green areas in Figure 6 like a
new kind of node. Then, by means of these layers in
the graph structure we can visualize the rules group-
ing them attending to the same type of label. For
instance, if we represent the temperature, the labels
”cold”, ”warm”, and ”hot” belong to the same group.
We can see an example of this proposal in Figure 6,
where the nodes coloured in the same cluster belong
to the same type of attribute.

5 Conclusions and future works

To sum up we have reviewed different kinds of
techniques to visualize association rules. Some of
these techniques can be adapted for fuzzy association
rules visualization.
The new proposal uses a Graph-Based visualization
with some improvements to adapt the graph structure
to represent fuzzy association rules. In this way,
fuzzy association rules can be visualized by a graph,
representing in addition some interesting features like
the type of attributes.
As regards future research, we want to make some

Figure 6: An example of graph visualization for fuzzy
association rules.

experimentations with large sets of fuzzy association
rules. Additionally, we plan to improve the proposal
made in this paper for fuzzy association rules combin-
ing different layers and/or layouts.
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Abstract 

The increasing computational capabilities for information acquisition and storage have led to a 
massive increase of available data in different areas of interest to Energy Management; e.g. smart 
grid monitoring, equipment consumption measurement, user activity identification, supply and 
demand estimation, and building operation logging. Exploiting such big data offers a great opportunity 
to gain insights into many aspects of buildings energy performance, and therefore, to support the 
implementation of solid data-based policies for improving energy efficiency. Data Science comprises a 
set of techniques and technologies for building system models from large data volumes, with the aim 
of discovering and predicting trends, groups, parameter correlations, anomalies, exceptions, and 
other relevant patterns. Data Science has been identified as essential to address several energy 
efficiency challenges, such as demand prediction, operation optimization and network maintenance, 
to name some of them. This paper provides an introduction to the fundamentals of Data Science 
methods and their application to these problems. To illustrate the role Data Science in Building 
Energy Management, we present an illustrative example in the context of efficient building operation 
and maintenance.  

Introduction 

The building sector is the largest energy-consuming sector, accounting for over one-third of final 
energy consumption globally, and an equally important source of CO2 emissions, according to the 
International Energy Agency [1]. Around 90% of the building emissions are produced during the 
operational stage, primarily through the use of fossil fuels to operate the HVAC (heat, ventilation and 
air-conditioning) and lighting systems [2]. These figures have soared in the last decades, and they are 
expected to steadily increase in the near future because of the inefficiency of aging infrastructures. 
Therefore, the implementation of building energy saving measures has a major impact on the 
reduction of the contaminant emissions, as well as the most potential for delivering significant 
economic savings. This is the objective of the Directive 2012/27/UE of the European Parliament and 
of the Council [3], which establishes energy efficiency as one of the headline targets of the EU 
policies. 

There are several complementary strategies to reduce buildings energy consumption, particularly in 
non-residential buildings. Sustainable architectural designs and affordable energy sources are 
essential in that regard, but they must be accompanied by suitable protocols to optimize energy 
management in order to be effective. A critical task is to adapt HVAC and lighting operation to users’ 
needs, minimizing the equipment utilization while maintaining the occupants comfort. Usually, the 
actuations to reduce the energy consumption are based solely on the manager experience and 
informal estimations of the expected energy requirements, thus leading to inefficiencies. 
Nevertheless, the development and the decrease of the cost of sensor technologies in the last decade 
have changed this scenario. Operators have increased their awareness on their own buildings, since 
they are capable of monitoring them in real time and remotely applying control commands.   

Now, it is time for shifting more human-based control to computer-assisted control. The large amount 
of data generated by the Building Management System (BMS) can be collected and exploited to 
obtain much more insights about the building energy behavior. Data Science –a set of techniques to 
discover knowledge, detect patterns, and generate predictions from large-scale data– has emerged 
as a suitable toolkit to this end. It offers a unique opportunity to the actors in the energy efficiency 
industry (including constructors, building operators and consultants) to strengthen their 
competitiveness and industrial leadership. So far, Data Science has been applied to address 
problems such as the following: (i) the prediction of energy demand in order to adapt production and 
distribution; (ii) the analysis of building operations as well as of equipment status and failures to 
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optimize operation and maintenance costs; (iii) the detection of energy consumption patterns to create 
customized commercial offers and to detect fraud.  

This paper presents an overview of different Data Science techniques, and explains how they have 
been employed to address these issues. Thus, in Section 2 we provide an introduction to the typical 
Data Science process and the most relevant techniques. In Section 3, we summarize some recent 
advances in the areas mentioned before. Section 4 describes an application of Data Science to a real 
problem in building management. Specifically, we use association rules to detect frequent situations 
in a test building not well solved by the current practices that may help to increase energy efficiency, 
both at the local and the global level. This work has been carried out in the context of the FP7 project 
Energy IN TIME, which aims at the development of simulation-based techniques for implementing 
better building automatic operation procedures. Last but not least, we finish the paper with a summary 
of the conclusions obtained in our research work, and some reflections about the new approaches 
that are expected to be predominant in the field in the next years. 

Data Science 

Data Science comprises different numerical techniques aimed to automatically identify non-trivial, 
new, valid, potentially useful and understandable knowledge from raw data. It mostly involves 
mathematical and statistical data analysis supported by information technology tools. Despite this fact, 
the role of the human user is very important in Data Science: she is who provides expert and 
common-sense knowledge to guide the analysis, sets the parameter of the algorithms, and interprets 
the obtained results to make them actionable.  

Figure 1: Data Science process 

The typical Data Science process encompasses four steps (Figure 1): data collection and cleaning 
(pre-processing), filtering (selection), exploration and model building (analysis), and visualization (for 
data description and prediction). Here we focus on the analysis stage; for more information on pre-
processing and visualization, references [4] and [5] provide, respectively, comprehensive reviews on 
these topics. Among the most commonly used techniques, we can find the following: 

Classification 

In classification, we start from a set of objects, each defined by a collection of attributes. Attributes are 
represented with computable values, typically numbers. Classifying an object consists in calculating 
the class to which it belongs on the basis of its attributes [6]. Decision trees are a common way of 
performing classification: they define a kind of flowchart based on attribute values that leads us to a 
class. Decision trees can be automatically built (i.e. learnt) from a set of already classified samples 
according to the amount of information conveyed by an attribute; e.g. how effective is to create object 
partitions based on the attribute values. In general, building a data model (particularly, a decision tree) 
from an already classified dataset is called supervised learning. Other widely used classification 
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technique is Support Vector Machines (SVM) [7], which consider objects as points in a multi-
dimensional space, and calculates an optimal set of hyper-planes to separate them. 

Clustering 

Clustering is the separation of objects into groups (clusters) based on an estimation of their similarity 
[9]. It is an unsupervised method, since there is no previous knowledge of the classes to which the 
objects can be assigned, or even how many of them we have. The simplest clustering methods are 
those based on assigning an object to the nearest cluster. The proximity is calculated by using a 
distance measure; e.g., the Euclidean distance of the values of their attributes. An example of 
distance-based clustering algorithms is k-means, which forms clusters by minimizing the mean 
distance between the objects inside them. A more sophisticated technique is hierarchical clustering, 
where clusters do not have a plain organization but rather they are arranged in cluster groups at 
different degrees of granularity. Clustering is often used as a first step in a classification problem 
when there is no training dataset with information about the classes.  

Regression 

Regression analysis is the estimation of the relationship between variables [10]. Firstly, regression 
methods calculate if the variables are statistically correlated by means of the standard deviation, 
Pearson correlation, and other correlation coefficients. Secondly, a numerical model of the 
dependency, if any, is created. This model can be used to predict how the values of the dependent 
variables would change when the others do.  Regression methods can be linear, which assume that a 
variable can be modeled as a linear combination of other variables, or non-linear, which use more 
complex aggregation operators. Regression is particularly useful to predict the behavior of dynamic 
systems that evolve in time, since it can be applied to forecast the values of a time series based on 
past values. Neural Networks (NN) are also capable of building regression models. In contrast to 
numerical regression methods, they create black box models that are not directly interpretable, but 
can estimate the values of an output variable from input values. The NN models are tuned by using a 
backpropagation algorithm [8], which reconfigures the network links to minimize the error produced to 
interpolate the points of the training dataset. 

Association 

The concept of association is similar to that of regression, because it also aims at discovering 
relationships between variables. However, association methods do not rely on strong numerical 
models, but in quantifying value co-occurrences: the more co-occurrences appear, the stronger the 
association between the variables is. One of the most used tools for modeling and estimating 
associations are association rules. Association rules have the form A → B, which means that A and B 
appear frequently and with high reliability together. The Apriori algorithm is the most widely used 
technique for extracting association rules [11]. It is based on the computation of two statistical 
measures: the support, which measures how many times A and B appear together in the database; 
and the confidence, which measures how probable is having B provided a transaction that includes A. 

Most of the previously mentioned techniques have a fuzzy extension that allows them to manage 
imprecise and uncertain data [12]. Fuzzy logic allows a non-strict representation of object membership 
to a set, thus avoiding the problem of hard boundaries that are often present in basic techniques. For 
example, fuzzy k-means can assign an object to one or more clusters with a strength degree. Fuzzy 
approaches also produce more user-friendly representations of the extracted knowledge, since it can 
be expressed in linguistic terms closer to human understanding. 

Applications 

Building operation 

Data Science techniques can be applied to exploit the tremendous amount of data generated by 
BMS. One evident problem is to support the building operators to make optimal decisions in their daily 
work. In this regard, decision trees have been used to generate IF-THEN rules from datasets of 
recorded successful strategies [16]. Association rules can be also employed to extract hidden 
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correlations in control variables [17]. Building operators can interpret this not so evident knowledge to 
improve their management practices. The influences of equipment operation variables energy into 
consumption measures can be as well studied by using NN. Specifically, a prediction model can be 
built to forecast the functioning of the system under different hypothesis [18]. 

A second aspect of building operation is medium-term planning in relation to the architectural 
elements of the building and the equipment. Detecting and correcting energy loss imply considerable 
savings, but the reasons are not always easy to identify. Clustering techniques have shown effective 
in that aim, helping managers to find outliers and overall malfunctioning [19]. Similarly, decision trees 
have been used for classifying basic architectural elements, such as walls and ceilings, according to 
their energy performance in order to provide support to building designers [20]. 

Prediction of building energy loads 

Energy load, or energy demand, is the amount of energy needed by the building in a certain period of 
time to operate. One important challenge in building management is to predict the energy load due to 
the HVAC sub-system. The energy required to operate the HVAC strongly depends on two factors: 
the internal loads, which refer to the heat produced by the building elements (equipment, people, 
lightning), and the external loads, which are influenced by external factors such as sun radiation and 
air temperature. Demand may not be uniform, and peak demands may happen when the building 
requires to be supplied with more electrical power than the average. These events are difficult to 
forecast, and produce several inconveniences, from inhabitant dissatisfaction to power outages. 

Clustering and classification methods have been applied in the literature to characterize and group 
buildings according to their load profiles [13]. They have proved useful to make an initial estimation of 
the building behavior. Regression methods, in turn, have been commonly used to predict peak 
demands, usually in combination with other methods due to the high number of variables involved and 
the difficulty to build a regression model [14]. Recently, the role of the occupants’ activities has been 
acknowledged as an important factor impacting the energy demand. This suggests that activity 
recognition methods could be exploited to incorporate this information into the energy load prediction 
methods [15]. 

Analysis of electricity consumption 

A pillar of any energy saving initiative is to understand how and when people use energy in the 
building. Therefore, there have been several proposals aimed at analyzing energy consumption data 
to characterize energy user profiles, and to distinguish behaviors with the highest potential for 
implementing new energy saving policies. Not surprisingly, classification and clustering methods have 
been applied in this regard, in particular to identify consumption patterns in domestic setups [22, 23]. 

It is particularly interesting to find among electricity consumption patterns those that correspond to 
non-technical losses (NTL), i.e. failures in the measurement equipment, either accidental or product of 
fraudulent manipulation. Traditionally, classification, regression and association discovery methods 
have been used to identify these scenarios [24]. In several approaches, the focus is not particularly 
centered on modeling frequent behaviors, but on detecting anomalous inconsistent consumption 
patterns [25].  

Use case: extracting association rules from buildings’ big data 

In the introduction, we have mentioned that energy management systems generate nowadays large 
datasets. The Data Science techniques presented in Section 2 need sufficient data to be effective, yet 
small enough to be manageable –being ‘sufficient and ‘small enough’ quite imprecise and problem-
specific terms. Big Data technologies have recently emerged to address the issues that appear when 
analyzing large datasets: volume, variety and velocity [26]. They allow us to reliably run Data Science 
algorithms in a distributed computing platform, which may even be virtual and transparent to the 
developers (in the cloud). 

In a previous work, we proposed an algorithm that extracts association rules from very big datasets 
[21]. For illustration purposes, we have applied this algorithm to a database of sensor data collected 
from an intelligent building located in the center of Spain. The database contains more than 160.000 
measurements (transactions) of more than 1.000 variables. The set of variables include temperature, 
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humidity, power supplied by different electrical systems, status of cooling and heating systems, and 
energy consumption logs. Our objective with this analysis is to study the dependencies between the 
variables, and their impact to the overall energy consumption of the building. 

Generally speaking, in data mining processes it is very important to engage the participation of the 
expert in order to elicit the most interesting relations, and particularly which of them were previously 
unknown, in order to implement new building operation policies. In this example we have followed a 
quite straightforward approach, but it is worth to mention that the expert building manager would have 
a more active participation in the process to provide support for tuning the algorithm, and more 
importantly, to interpret the discovered associations.  

Before applying the rule extraction algorithm, the dataset was conveniently cleaned and pre-
processed, following the workflow depicted in Figure 1. In this way, we prevent the problems that may 
arise in the first steps of the process, such as the management of missing values (time periods for 
which we do not have sensor data), or the configuration of the filtering process (to avoid losing 
information). Afterwards, the association rule mining algorithm was executed in a computing cluster 
with several combinations of parameters, thus obtaining in some cases thousands of rules.  

Many of the extracted association rules corresponded to the expected correlations among variables, 
such as the intensity and the tension of an appliance. Even though these associations do not typically 
entail new information, they are useful to verify the normal functioning of the system, and to make 
explicit common-sense knowledge. Other correlations found between variables worth to notice are 
those corresponding to (sometimes unintentionally) redundant sensors.  

Moreover, we found correlations between different equipment actuators; i.e., the configuration 
setpoints of a machine are directly dependent of those applied to another one. These dependencies 
helped us to identify fixed operation procedures. They can be helpful to identify inefficient routines, or 
conversely, to simplify the operation protocols by learning undocumented usual procedures. Other 
potentially relevant associations that appeared in the rule set may imply equipment faults; for 
example, we identified a relation between a specific smoke detector and the amperage demanded in 
one room. Cross-data analysis, enriched with information from the building information model (BIM), 
can be also very relevant to improve the whole data mining process. For example, location data can 
be used to know which devices are close, and therefore to study in more detail the interactions 
between them. Furthermore, incorporating architectural and materials data would remarkably extend 
the scope of our initial approach. 

Conclusions 

This paper has reviewed the field of Data Science and how Data Science techniques can be applied 
to building energy management. Specifically, we have focused on building operation, energy load 
prediction, and identification of consumption patterns. Our experiments show that Big Data 
technologies can solve the computational problems that appear when processing of large amounts of 
data, which are likely to have an increasing relevance with the advent of the Internet of Things –with 
smart meters and appliances fully connected to the Internet. However, the applications to real-world 
scenarios are still scarce. In our experience, one of the most important aspects to improve is 
achieving a greater involvement of the building managers in the data analysis process. To do this, 
future research work should explore two complementary directions, namely, showing the potential of 
Data Science to building managers, and developing more user-friendly algorithms and tools. In this 
way, we expect that new approaches will be less opaque, easier to use, more customizable, and 
above all other features, more engaging. 
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ABSTRACT Despite the increasing capabilities of information technologies for data acquisition and pro-
cessing, building energy management systems still require manual configuration and supervision to achieve
optimal performance. Model predictive control (MPC) aims to leverage equipment control–particularly
heating, ventilation, and air conditioning (HVAC)–by using a model of the building to capture its dynamic
characteristics and to predict its response to alternative control scenarios. Usually,MPC approaches are based
on simplified linear models, which support faster computation but also present some limitations regarding
interpretability, solution diversification, and longer-term optimization. In this paper, we propose a novel
MPC algorithm that uses a full-complexity grey-box simulation model to optimize HVAC operation in
non-residential buildings. Our system generates hundreds of candidate operation plans, typically for the next
day, and evaluates them in terms of consumption and comfort by means of a parallel simulator configured
according to the expected building conditions (weather and occupancy). The system has been implemented
and tested in an office building in Helsinki, both in a simulated environment and in the real building, yielding
energy savings around 35% during the intermediate winter season and 20% in the whole winter season with
respect to the current operation of the heating equipment.

INDEX TERMS Model predictive control, simulation, control, building energy management system.

I. INTRODUCTION
Buildings account for more than one third of the worldwide
primary energy consumption [1] and they are an equally
important source of CO2 emissions [2]. In western countries,
non-residential buildings consume between 30-40% of the
energy, mostly during the operational stage and by the HVAC
(heating, ventilation, and air conditioning) systems [3]. These
figures are expected to increase in the future due to ineffi-
ciency of aging infrastructures, impact of climate change in
weather, and economic growth in China and India [4]. At the
same time, technological advances offer great opportunities
to achieve energy savings in new and old buildings. For the
latter, the European Union issued in 2016 an update of the

The associate editor coordinating the review of this manuscript and
approving it for publication was Mengchu Zhou.

Directive on the Energy Performance of Buildings addressing
the target of a 30% increase of energy efficiency by 2030 [5].

There are several complementary strategies to reduce
energy consumption in existing buildings. Renovation works
and retrofitting, making the most of affordable and clean
sources, are essential, and to be effective, they must be
accompanied by suitable operation protocols to optimize
energy management [6]. As a matter of fact, selecting daily
optimal setpoints for the HVAC equipment is estimated to
lead to savings up to 35%, depending on the climate [7].

New approaches to building energy management
systems (BEMS) offer interactive and real-time building
monitoring and remote control, and provide support for
simulation and optimization [8]–[10]. Still, a great deal of
the decision-making is left to the operators, whomust analyze
available data, estimate energy demand, and propose control
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rules to be implemented in the BEMS. Common a priori
control strategies include optimized start/stop of equipment,
chiller and boiler optimization, adaptive control, and optimal
energy sourcing [11].

In the last decade, several proposals for automating the
generation of operational plans based on Model Predictive
Control (MPC) have been presented [12], [13]. MPC uses
a simulation model of the building to capture its dynamic
characteristics and predict its response to alternative con-
trol scenarios. It pursues a (conflicting) dual target: reduc-
ing energy consumption thanks to pre-emptive control and
anticipation of the building state while keeping users’ com-
fort. By establishing a complete sequence of instructions for
the building equipment –i.e. the (daily) operational plan–,
it overcomes the limitations of homeostatic controllers, which
cannot guarantee long-term optimal operation: the ahead time
and the timespan of the control instructions can expand to
several hours, leading to plans entailing more uncertainty –
because of the use of forecasted building conditions (e.g.
weather, occupancy)– and more complexity –because of the
exponential increase of possible plans–, but also more effi-
cient –because of the exploitation of the inertial effects of
HVAC equipment.

MPC is formulated as a combinatorial optimization prob-
lem, in which a search algorithm must find the best actua-
tion plan, in terms of thermal comfort and overall building
consumption, in a solution space including all the possi-
ble setpoint combinations for a given future period [14].
Nevertheless, most works tend to simplify the models (e.g.
by reducing the model differential equations to linear com-
binations) or to reduce the search space (e.g. by limit-
ing the control to a small part of the building equipment,
and by incorporating manually-extracted expert knowledge).
This results in short-scope, limited-extensibility and low-
performance solutions involving a great deal of manual work

The departing hypothesis of our research work is that
we can exploit the increasing capabilities of massive and
parallel data processing technologies to run a large amount
of simulations with full-complexity physical models and to
assess multiple hypothetical control scenarios to obtain the
appropriate setpoints in terms of efficiency and comfort.
Availability of sensor data allows us to develop more accurate
models, since data can be used for calibration, calculation of
better predictions of relevant contextual factors (e.g. occu-
pancy), and detection of control performance decline. At the
same time, physical models are more interpretable and easier
to extend; actually, we can use physical models and model
development tools out of the box, such as TRNSYS, Energy-
Plus or IESVE [15].

In the Energy IN TIME project,1 we developed an
advanced BEMS for optimized HVAC operation in non-
residential buildings. This BEMS is powered by Big Data

1The Energy IN TIME project (Simulation-based control for energy effi-
ciency building operation and maintenance) was funded by the European
Commission within the 7th Framework Programme in 2013-2017. See [66]
for a brief description of the overall project results.

technologies, which provide support for massive data man-
agement for continuous model calibration, distributed execu-
tion of simulation software, accurate prediction of building
conditions, and remote operation.

The core of the system is the intelligent operational plan
generator (OPG) module, an MPC-like control scheduler
supported by a cloud-based extension of the IESVE2 simula-
tion software. The OPG algorithm calculates an operational
plan (OP) for a future period (typically the next day) after
simulating hundreds of candidate plans under the forecasted
state of the building (i.e. considering weather and occu-
pancy estimations) in order to minimize energy consumption
while guaranteeing occupants’ comfort. Eventually, the OP
setpoints are automatically applied to the equipment with-
out direct involvement of the operator. To the best of our
knowledge, this is the first proposal using an off-the-shell
full-complexity model for predictive control.

In this paper, we describe the OPG algorithm design,
implementation, and evaluation in the Sanomatalo commer-
cial building located in Helsinki (Finland). The control strate-
gies for this building focus on optimizing the air supply
temperature setpoint and the airflow volume setpoints. The
main contributions of this research work are the following:
• The OPG algorithm, based on probabilistic search,
directly provides operational plans for HVAC equipment
including on/off and numerical setpoint values that are
directly applied through the BEMS –no additional trans-
lation from demand estimations into actions is needed.

• We extend the control horizon compared to usual MPC
approaches. The OPG considers setpoints up to a 1-day
period, which fits better to the usual building operation
(e.g. the operator can validate control for the whole day)
and offers more opportunities for longer-term energy
saving policies.

• We use a full-complexity simulation model out of the
box, decoupled from the optimization algorithm and
directly interpretable by experts and operators. The sim-
ulation model self-recalibrates by using data directly
measured from the building and runs on a cloud-based
distributed version of IESVE.

• We carry out an evaluation of the system in the simula-
tion environment and in the real building; in the latter
case, over a longer period of time than related works
(30 days), in line with the recommendations in [16].

Comparison with the base control, performed according to
the International Performance Measurement and Verification
Protocol (IPMVP) [17], yielded energy savings above 20%,
with peaks above 40% at the end of the winter season.

The remainder of the paper is organized as follows. Next,
we describe several related works, most of them centered
in the use of simplified simulation models. In Section III,
we describe the pilot building, the simulation model, and the
evaluation methodology. In Section IV, we detail the design
of the OPG algorithm and its features. Section V presents the

2https://www.iesve.com/VE2018
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experimental setup and the results obtained in the simulation
environment and in the real building compared to the baseline
operation. In Section VI we discuss the contributions of our
proposal in terms of energy savings and comfort achievement,
as well as possible improvements to the system. Finally,
we summarize the conclusions of the work and introduce
prospective directions for future research.

II. RELATED WORK
MPC was introduced by Mahdavi in 2001 [18], and was
initially used offline to derive an optimized control law from
sensor measurements and simulations, and to validate pre-
defined control strategies [19], [20]. Associated small-scale
experiments, most of them carried out in the simulation envi-
ronment, showed that the application of MPC can effectively
accomplish a reduction in energy consumption [21]. Further
studies characterized and performed a preliminary evaluation
of HVAC-related energy management actions that can be
exploited in MPC [22]: outside air economizer cycle, pro-
grammed start and stop lead time, load reset, and occupied
time adaptive control strategy. Additionally, other authors
emphasized the need for considering subjective comfort mea-
sures beyond indoor temperatures and humidity thresholds,
such as predicted mean vote (PMV) [23].

In contrast, current MPC-powered BEMS are not limited
to only apply a plan elicited from expert knowledge and
confirmed suitable after simulation. They can dynamically
generate control instructions by searching an operational plan
that, according to the simulation model, satisfies the expected
energy demand while minimizes consumption. Nevertheless,
the calculation of the fitness of a plan by simulation is com-
putationally expensive [24].

Bianchini et al. [25] addressed this issue by replacing the
full model of the building by a simplified linear model. The
linear model is afterwards solved by using different heuris-
tics that reduce the search to a computable mixed integer
linear programming (MILP) problem. Although this solution
considerably reduces the capability of the algorithm to find
unknown solutions, it proved to yield good results in a sim-
ulation environment when tested for a delimited section of
the building. Different proposals using linear and non-linear
programming, having different degree of complexity, appli-
cation scope, evaluation comprehensiveness and achieved
energy savings, can be found in the literature, in particular
for non-residential buildings [26]–[34].

Similarly,MPC solutions have been successfully applied to
optimize the use of different energy sources in buildings with
mixed supply systems [35]–[37] and to achieve distributed
control [38], [39] –enabling extensions to minimize com-
munication between network components [40]. To increase
the capabilities for solution diversification, other search tech-
niques have been applied to optimization in MPC, such as
genetic algorithms [41]–[43] and particle swarm optimiza-
tion [44]. To address the stabilization of the control process,
nonlinear MPC solutions with varying horizon have been
proposed [45].

As an alternative to MILP and related techniques,
Katsigarakis et al. [46] created a surrogate building model
by applying Machine Learning techniques. This surrogate
model is automatically learnt from pre-computed outcomes
of the real model by using a regression technique (e.g. support
vector machines), and optimization with it is significantly
faster than in MILP. Unfortunately, it can be inaccurate or
unfeasible if the building state is difficult to model; i.e. when
the control scope is too broad, there are too many outputs
to estimate, or the variables have complex interdependen-
cies. Analogously, Casals et al. used Bayesian networks to
simplify the simulation model of a subway station, obtaining
good prediction accuracy [47]. Their system does not provide
long-term operation plans –and consequently, it does not opti-
mize HVAC operation–, yet it achieves considerable energy
savings in ventilation and lighting systems –thanks to the use
of sophisticated Computer Vision techniques for real-time
occupancy estimation. Manjarres et al. trained a predictive
black-box model using Random Forests that reproduces the
daily behavior of the building and replaces the physical
model of the building; however, the control strategies are
limited to switching on and off the HVAC systems [48].
Kontes et al. created a surrogate model with support vector
machines (SVM) to optimize radiator operation with similar
promising results [49].

A subsequent problem of MPC is the accuracy of the
simulation model, particularly if a simplified version is
required [50]–[52], or if there is uncertainty in the expected
building conditions; e.g., weather forecast and occupancy
estimations [53]–[55]. In this regard, Kwak et al. proposed
exploiting parallel co-simulation, which is the execution
of several simulation models under different conditions to
minimize the errors due to uncertainty in input data and
unexpected occupancy variations. The authors implemented
a general-purpose enthalpy controller that generated control
signals starting 15 and 30 minutes later [56], and a daily
controller [57]. For the combination of the simulation mod-
els –in EnergyPlus and MATLAB–, they used the Building
Controls Virtual Test Bed (BCVTB) suite. The system was
tested during one day in severe weather conditions in a real
building, showing energy savings around 2% in the best case.

III. MATERIALS AND METHODS
A. SANOMATALO BUILDING AND PILOT AREA
Sanomatalo3 (Sanoma house, ‘house of the press’) is a
multi-purpose building situated in Helsinki and inaugurated
in 1999. It was designed by Jan Söderlund and Antti-Matti
Siikala, featuring a double glass façade with a steel frame
structure to reduce the need for heating. In its 9 floors and
8227,56 m2, it houses the offices of the Sanoma media group
and offers 2 floors of covered public space. The building is
managed by Caverion,4 a Finnish construction and mainte-
nance company.

3https://sanoma.fi/en/sanoma-house/
4https://www.caverion.com/
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FIGURE 1. Sanomatalo building: (a) general view; (b) detail of the façade
(source: FUNIBER for the Energy IN TIME project).

The building is connected to the district heating network
and rooms are heated by waterborne radiators and fan coil
units. There are four heat exchangers, one of them dedicated
to the AHU heating network (power = 550 kW). All areas
in the building have mechanical ventilation, which adjusts
airflow based on room temperature and CO2 concentration.
The BEMS is provided by Schneider Electric and allows con-
trolling ventilation, heating, and cooling sub-systems from a
centralized console. It enables about 2.000 inspection points,
as well as an OPC (OLE for Process Control) module that
allows remote setpoint writing.

The main challenge in Sanomatalo is minimizing energy
consumption (and costs) while guaranteeing comfort (indoor
temperature and CO2 concentration) during the heating sea-
son –usually between September and May, being the period
from January to March the coldest one. Indoor temperatures
can be retrieved in real-time through the BEMS,whereas CO2
sensors cannot be remotely accessed –data must be down-
loaded offline. Heating consumption is monitored every hour
by a separated sub-system. District heating prices are fixed
for each season, amounting to approximately 50e/MWh
in the harsh winter period (Jan-Feb), and 45e/MWh in
the remainder of the winter period (Mar-May, Nov-Dec).
Electricity price is about 77 and 79e/MWh, respectively.
No detailed historical records of sensor measurements were

available at the beginning of the project in 2013, but theywere
acquired in 2015-2017.

For demo purposes, we identified a pilot area of
2,748.60 m2 encompassing floors 6th to 8th, which
include small-size offices, meeting rooms, and open poly-
valent spaces. The use of the pilot area is the expected
one for an office building, with flexible working hours
between 6am–18pm and an overall floor space factor of
26.2m2/person. Total electricity consumption in the pilot area
in 2017 from January to April was about 60 MWh, while
district heating consumption was about 35 MWh in the same
area and period. These floors are served by a single not-shared
air handling unit (AHU), which is configured by means of a
temperature setpoint. This piece of equipment was the main
parameter of the energy optimization strategies (see section
III.C). In addition, we adjusted the air volume setpoint of
three variable air volume (VAV) units serving 8th floor.

B. SIMULATION MODEL AND CALIBRATION
The accuracy of the simulation model is a crucial aspect
of MPC approaches to avoid the generation of control
instructions under wrong assumptions [58]–[60]. To this aim,
control-oriented models must effectively catch all the inter-
actions between HVAC equipment (radiators, heat pumps,
etc.) [61]. This is however a difficult and costly process [62].

Grey-box models have showed good performance and
cost-benefit ratio [63], [64], even with relatively simple for-
mulations and few input variables [65]. This kind of models
rely on the existing corpus of expert knowledge tomodel ther-
mal behaviour by using differential equations encoding the
physical principles of mass, energy and momentum transfer;
and they apply statistical models to tune model outputs based
on historical and live data.

A canonical grey-box model –namely, the operational
model– was created at system design time with the IESVE
software by IES energy experts with the support of Caverion’s
building operators. IESVE comprises a series of individual
components including climate, geometric modelling, solar
shading, energy and carbon, lighting, airflow, thermal mass,
value/cost and egress modules that are linked by a single
Integrated Data Model (IDM) through a Common User Inter-
face (CUI). By combining these modules, we can model and
simulate all aspects of a building’s construction, location,
geometry, climate, usage, sub-systems and thermal perfor-
mance.

The simulation model developed for Sanomatalo included:
(a) the passive components of the building (façade, claddings,
solar irradiation, etc.), created with the ModelIT and the Sun-
Cast modules; (b) the active components (anything producing
or consuming electricity, especially in relation to the HVAC
system), created with the ApacheHVAC, MacroFlo and Vista
modules; (c) the expected building conditions (predicted
occupancy and weather forecast). Simulation was performed
by the ApacheSim module, which dynamically simulates the
interaction between all of the active and passive elements over
a selected period of time, taking into account the external
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influences (i.e. weather and occupancy) and the internal ther-
mal behavior. The results of the simulation were viewed in
the VistaPromodule for analysis of heating and cooling loads,
energy consumption, internal temperatures, thermal comfort,
etc.

The details of the Sanomatalo model are not public and
fall out of the scope of this paper. Nevertheless, this should
not be seen as a limitation of our proposal. On the contrary,
our approach is agnostic to the underlying simulation model,
as far as it allows setting operational profiles as input.

The parameters of the operational model were con-
tinuously adjusted to fit live data measurements with
the simulation output. Calibration was implemented as a
semi-automatic procedure encompassing two iterative steps:
(1) measuring the model accuracy by comparing simulation
outputs with measured building data; (2) modifying model
parameters to reduce model errors. In addition, IES carried
out an entropy analysis to detect which parameters have
the greatest influence in the model output, and therefore
should be firstly modified. Overall, the calibration procedure
resulted in a simulation model yielding errors below 5% [66].

C. ENERGY OPTIMIZATION STRATEGIES
Following the Energy IN TIME terminology, control strate-
gies specify the setpoint values allowed for each piece of
actionable equipment. Strategies can denote single setpoint
restrictions (e.g. setpoint variable range, frequency of change)
or cross-parameter restrictions (e.g. two setpoints cannot have
specific values at the same time). Besides, strategies can
vary depending on the season. Energy optimization strategies
are strategies enriched with heuristic information aimed at
improving the energy efficiency and maintaining comfort.
That is, energy optimization strategies define additional set-
point constraints that can help to reduce energy consumption
(e.g. reasonable length of the pre-heating period). Energy
optimization strategies can be seen as the instantiation of the
Energy Management Control functions proposed in [22] for
a particular building.

During the plan generation process, the operational model
is cloned and reconfigured according to the forecasted occu-
pancy and weather conditions –namely, the independent pro-
file variables. As introduced in Section IV.A, the occupancy
was measured as the room occupancy % from the building
agenda, and the weather was a set of variables including
outdoor air temperature (OAT), solar irradiance, etc.

Therefore, to run a simulation, we specify the operational
input profiles –i.e. the equipment setpoint sequences to be
tested in the simulation– and the independent profiles –i.e.
the occupancy and the weather time series–, in order to get
the predicted profiles –i.e. the value sequences for indoor
temperatures, CO2 concentration, and energy consumption.

Energy optimization strategies for the Sanomatalo experi-
ments with the OPG solution encompassed:

(1) The supply temperature of the AHU in the pilot area
(Tsupply), in the range [17, 23] ◦C;

(2) The airflow of 3 VAV devices (VAVairflowi) in floor
8th, in the range [50, 200] l/s. The choice of selecting these
3 VAVs was the limited availability of CO2 sensors at the
beginning of the project: only the area affected by these
3 VAVs was monitored.

In pre-OPG operation, Tsupply values were manually set
by the operators and VAVairflow values were automatically
set by using presence sensors.

The comfort requirements for the new system in the heating
period were the following:

• Indoor air temperature (IAT) must be in the range [20.5,
21.5] ◦C during office hours 6:00–18:00. A flexible
margin in [20, 22] ◦C is considered acceptable. This
temperature was represented by 25 output simulation
variables, corresponding to 25 sensors spread across the
3 floors directly accessible through the BEMS.

• CO2 concentration (Con) upper limit is 850 ppm dur-
ing office hours. This concentration was represented by
4 output simulation variables, corresponding to 4 sensors
for which there were no live measurements through the
BEMS.

The target variables to optimize were the heat and the fan
power consumption meters of the pilot area –one of each for
the whole pilot area–, which we will call Heat and Fan. They
were represented by two output variables in the simulation
model. There were no corresponding physical sensors for
these variables, but their values can be directly derived from
the BEMS temperature and air flow measurements.

D. EVALUATION METHODOLOGY
Following the International Performance Measurement and
Verification Protocol (IPMVP), our evaluation methodology
compared energy savings achieved by the OPG with respect
to a base case in which it is not used. This process was
carried out both in the simulation environment and in the real
building:

• Evaluation in the simulation environment: We selected
3 days in the 2016-2017 period, respectively corre-
sponding to a prototypical average (12-Jan-2016), cold
(21-Jan-2016), and warm day (30-Jan-2017) of the win-
ter season. The baseline was the real operation of the
building for the same days. These data were collected
at the beginning of the project. More details of this
procedure are described in Section V.A.

• Evaluation in the real building: The OPG was activated
in the building during a 30-day period in the late winter
season, from April 19th to May 19th 2017. The reason of
this choice is that we identified in the simulation envi-
ronment that the OPG can achieve better results in the
transitions between seasons –usually, the heating season
in Sanomatalo ends in the second week of May. For the
baseline, we built a regressionmodel from historical data
which estimates the energy consumption of the HVAC
system without the OPG from the weather and the occu-
pancy values, following the recommendations in [67].
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With this model, we obtained a reliable approximation
of the consumption that would have beenmeasured if the
system without the OPG had been used during the real
test period. More details of this procedure are described
in Section V.B.

We also studied comfort in terms of the indoor tempera-
tures (IAT) and CO2 concentration (Con) mentioned above,
checking that the simulated and measured values were within
the acceptable ranges.

IV. PREDICTIVE CONTROL ALGORITHM
A. CONTROL SYSTEM ARCHITECTURE
The Operational Plan Generation module is the core of the
control system in Energy IN TIME. It encompasses three
main stages:

1) Collection of forecasted building data: The OPG
retrieves the weather forecast and the occupancy pre-
diction for the operation period, usually the next day.
Within our project, the weather forecast was obtained
from the Weather Analytics API,5 and occupancy pre-
dictions were obtained by using an agenda, which iden-
tified working days and average room occupancy per
hour.

2) Generation, simulation and evaluation of candidate
plans: The OPG runs several simulations to reproduce
the expected building behavior, in terms of energy con-
sumption and comfort, under different operation plans
and according to the forecasted conditions retrieved in
the previous stage. The best plan in terms of energy effi-
ciency and comfort satisfaction is selected. We explain
in Section IV.B how these candidates to best plan are
generated and assessed.

3) Storage and execution of best plan: The best plan is
stored in a database and made available to the setpoint
writing component, which eventually sends the OP
control instructions to the BEMS. This database also
stores the context associated to each selected OP, i.e.
the forecasted building data used by the OPG algorithm
and the simulation results. This information is useful to
explain the rationale of an OP to the building managers,
who can revise and modify the setpoint values in real
time as well.

B. OPERATIONAL PLAN GENERATION
Creation of alternative plans is performed by an iterative
algorithm based on a greedy heuristic and extended to balance
diversity and local optimization. In this section, we explain
the main steps of this stage: (1) identification of situations of
interest for energy savings or comfort improvement; (2) gen-
eration of candidate plans to address these situations; (3) can-
didate plans simulation and selection of the best one.

To illustrate the processing in the OPG, we will assume
a case with only one Tsupplysetpoint, in which decrementing

5http://dev.weatheranalytics.com

the setpoint means reducing the IAT and the energy consump-
tion. We will also center the explanation in type A situa-
tions (see below). Nevertheless, the same principle applies
to problems involving multiple variables and situations B
and C. The explanation can be easily extended to more than
one (independent) variable.

The overall functioning of the algorithm is depicted
in Fig. 2, and its details are covered in the following
subsections.

1) IDENTIFICATION OF SITUATIONS OF INTEREST
In Fig. 3, we show an optimization scenario in which the IAT
is controlled by a single Tsupply setpoint, as in our building.
Given an initial plan for Tsupply values, we can simulate it
and identify opportunities for energy optimization:

1) 8:00 – 12:00: Heating control results in an IAT above
the upper comfort threshold. The previous Tsupply set-
points must be reduced to guarantee comfort.

2) 7:00 – 13:00: Heating control results in an IAT within
the comfort range, but it may be possible to reduce the
previous Tsupply setpoints while keeping the tempera-
ture above the lower bound of the comfort threshold.

Note that in both situations setpoint decrement may not be
possible if it is already at the minimum value allowed by the
equipment.

Analogously, we can identify one situation in which more
energy is required, since the comfort requirements are not
satisfied:

1) 15:00 – 18:00: Heating control results in an IAT below
the upper comfort threshold. The Tsupply setpoint must
be increased

Note that in this case setpoint increment may not be pos-
sible if it is already at the maximum value allowed by the
equipment.

2) GENERATION OF CANDIDATE PLANS
Let us consider a time instant t , and the corresponding set-
point value at this time st . For example, in Fig. 3, let us
suppose t = 9:00; hence, st = 23 for Tsupply setpoint. We
notate setpoint values at time t −1t as st−1t ; e.g. if1t = 4,
then st−4 = 20, considering 1-hour intervals for simplicity’s
sake.

Let us notate the modification of a setpoint value s as
ŝ = s ± 1s; e.g. decrementing st in 1s = 0.5 give us
ŝt = 23 − 0.5 = 22.5. The sets {1t} and {1s} are discrete
and ordered. We define a time horizon 1tmax = max {1t} to
limit the temporal window of the modifications, as well as a
maximum setpoint change value 1smax = max {1s} .

The candidate plan generation process starts from the
current best plan, which at the beginning can be prede-
fined or roughly estimated from outdoors temperatures. Next,
it detects a situation of interest by analyzing the simulation
of the current best plan; e.g. in our example, situation A
at t = 9:00. For this t , the algorithm will propose a few
candidate plans by decrementing previous setpoint values.
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FIGURE 2. Overall functioning of the OPG algorithm, including main stages: (1) identification of situations of
interest (Section IV.B.1); (2) generation of candidate plans (Section IV.B.2); (3) plan simulation (IAT outside the
comfort range during office hours is marked with ) and assessment (Section IV.B.3). The second candidate
plan is selected, because it has the best comfort ranking.

To model all possible combinations of setpoint modifica-
tions in situation A, we define a lattice graph like the one
in Fig. 4. Each vertex of this graph represents a setpoint
modification at a given previous instant: ŝt−1t = st−1t −
1st−1t . Each directed edge connects a setpoint change with
the following setpoint change in reverse time order.

From this graph, the setpoint modifications that form a
candidate plan are modeled as the result of a random walk6

through this graph w = 〈ŝt , ŝt−1, ŝt−2, . . . , st−1tmax 〉, with
the following properties:

1) The walk starts at (0, 0) node, representing the current
setpoint at starting time t (i.e. the current setpoint is not
modified)

2) Each step goes from t ′ to t
′

−1 for any t ′ in the sequence
(i.e. always moving from right to left in the graph)

3) The length of each path is |{1t}| (i.e. each path is a
sequence of setpoint changes from t to t −1tmax)

6A random walk is a path consisting of a sequence of random steps on
a mathematical space. Formally, it can be defined as a sum of a sequence
of independent, identically distributed random variables representing move
directions, or as a Markov chain over the subjacent state space [68].

4) The transition probability at each step from ŝt ′ to ŝt ′−1
is given by the following function (Eq. 1):

p(ŝt ′ → ŝt ′−1) =

{
δ if 1st ′ = 1st ′−1

1−δ
|{1s}|−1 otherwise

(1)

with the diversification parameter δ ∈ [0, 1]. This function
balances two choices: maintaining the same previous setpoint
change (δ) and selecting any setpoint change (1−δ). If δ = 0,
the transition probabilities at each step are the same for each
allowed direction. If δ � 0, the setpoints will tend to decrease
in the same amount.

An identical graph is built in situation B. An analogous
graph and a corresponding probability function are defined
in situation C to represent setpoint increments.

In Fig. 5, we depict two examples of random walks and the
resulting setpoint modification sequences w1,w2.

To reduce the number of possible alternatives, we can
introduce an additional restriction to the walks:

1) Only moves to closest nodes in horizontal, vertical
and diagonal directions are allowed (i.e. differences
between time instants of changes of 1s, if any, are
small)
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FIGURE 3. Identification of savings opportunities and discomfort in a simulated plan: indoor temperature vs
Tsupply setpoint values . The comfort range in [20, 22] ◦C is also shown (dashed line).

FIGURE 4. Lattice graph representing possible setpoint modifications
(situation A, Tsupply). Time intervals are set to 1 hour, setpoint
modifications are multiples of 0.5 ◦C.

This assumption considerably reduces the number of pos-
sible walks, as shown in Fig. 6. Note that this restriction
may prevent the algorithm to explore the complete range of
allowed {1s}modifications. Moreover, other heuristics could
be incorporated to the process by means of additional walk
restrictions encoded in the transition probability function; e.g.
to limit how many different1s can be used in the same walk.

Our implementation of the OPG considers two particu-
lar situations: pre-conditioning and post-conditioning. Pre-
conditioning is performed to achieve comfort at the beginning
of the working day, while post-conditioning is performed
to save energy by relaxing the comfort requirements at the
end of the working day and later. We apply predefined
setpoint change strategies for each variable during these
intervals, which allow us to reduce the number of required
simulations.

3) CANDIDATE PLANS SIMULATION AND SELECTION
Each w ∈ W produces a candidate OP, which is built by
replacing the appropriate setpoints of the current best plan by{
ŝt−1, ŝt−2, . . . , ŝt−1tmax

}
. The remaining setpoints outside

the [t−1tmax , t−1] interval are not modified. The algorithm
only selects a small random subset of candidate OPs C ⊆
W to be simulated. In the best case, all the OPs in C will
be simulated in parallel; therefore, the selection of C may
depend on the simulator capabilities (see the experimental
setup in Section V).

Finally, the algorithm picks the most efficient OP satis-
fying comfort requirements. Efficiency is calculated as the
total energy consumption of the plan, while comfort can
be measured in different ways; for example, by using the
root-mean-square deviation (RMSD) or the % of time with
comfort-related values (e.g. IAT, Con) inside the comfort
range, maybe limited to a period of interest (e.g. office hours).
If there is no such plan, the OPG selects the closest one to
meet the requirements. To do so, OPs are firstly sorted by
comfort satisfaction, and secondly by energy consumption.

The procedure is restarted to identify the next interesting
situation (Section IV.B.1), now using the simulation of the
new plan as a reference. The algorithm iterates while there are
remaining situations to process or when a maximum number
of situations have been processed.

4) TRIGGERING THE OPG ALGORITHM
The OPG algorithm is usually launched before midnight to
calculate the setpoints for the next day, allocating enough
time to let the process finish before setpoints are due –
a few hours in most cases. The algorithm can run again
several times during the day, in order to create a new plan
for the remainder of the day using updated weather and
occupancy predictions and to recover from control deviations
and failures.
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FIGURE 5. Samples of setpoint modification sequences obtained by using
random walks, restrictions (A)–(D) apply.

FIGURE 6. Simplified setpoint modification graph and random walk
sample, restrictions (A)-(E) apply.

This formulation slightly diverges from the receding
horizon control typically implemented in canonical MPC,
because the prediction horizon is not shifted. However,

note that such a receding horizon could be implemented
just by generating control instructions for a whole period
(e.g. 24 hours) each time the OPG algorithm is triggered,
instead of generating control instructions until the end of the
current day.

At the moment, the implemented recalculation process
only generates a baseline plan using predefined operation
curves when an updated weather forecast significantly differs
from the initially used one. Enabling a faster and maybe
simplified version of the OPG for quick recovery during the
day, triggered by different events –e.g. comfort degradation
is detected with live BEMS data–, remains as future work.

C. COMPUTATIONAL PROPERTIES
The OPG algorithm cannot guarantee a global optimum in
terms of energy consumption for two reasons: (a) only a
limited number of setpoint modifications are explored; (b) the
global plan is built from locally pseudo-optimal choices
focused on situations of interest A, B, C. Conversely, it yields
good solutions in a reasonable time, and allows easy incorpo-
ration of heuristics in the setpoint modification process.

Regarding (a), in the general formulation (Fig. 4 and 5),
the number of possible setpoint change sequences |W | for
each situation and independent variable is bounded by |W | ≤
|{1s} + 1||{1t}|. In the restricted formulation (Fig. 6), the
number of possible random walks is bounded by |W | <
3|{1t}|. The |W | for multiple-dimension random walks grows
exponentially [68]. In any case, only |C| � |W | candidate
OPs will be simulated at each iteration. Therefore, the overall
efficiency of the algorithm is bounded by the number of sit-
uations of interest processed multiplied by the time required
to run each batch of simulations of size |C|. Note that the
execution time of the OP generation process is insignificant
compared to the simulation time.

The parallel cloud version of IESVE allows running a fixed
number p of parallel simulations without performance degra-
dation. To increase solution diversity, we can set |C| < p,
and our implementation will fill the remaining simulation
slots with other plans, namely: (a) random variations of the
current best OP at any time before t; (b) combinations of
previously discarded good OPs; (c) baseline OPs –e.g. for
Sanomatalo, OPs based on outdoors temperature. These plans
are compared against the plans obtained with the random
walks, and can be selected as best current plan for the next
iteration in the same conditions.

Regarding (b), under some realistic assumptions, the OPG
algorithm finds a good approximation to the optimal solu-
tion. Specifically, for Tsupply control in Sanomatalo we can
assume that external temperatures and internal occupancy
values follow a bell-shaped curve. To guarantee comfort in
the winter season, the optimal OP would entail increasing the
temperature setpoints in the early morning, then decreasing
them around noon, and maybe incrementing them again in
the afternoon. Moreover, the low external temperatures favor
heat losses, which would in turn require supplying hot air
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frequently. Therefore, it is safe to limit the search to local
setpoint increments and decrements.

V. EXPERIMENTS AND RESULTS
The OPG algorithm has been implemented in the Python
and R programming languages. For the experiments in this
section, it ran on a Supermicro SuperServer 6027R-TRF,
configured with 2 processors Intel Xeon E-2600 2.4GHz
(2 × 8 cores), 128 GB RAM, 2 × 600 GB magnetic storage.
The details of the cloud-based version of the IESVE simulator
are not disclosed by IES by confidentiality reasons.

Experimentation based only in the simulation environment
was performed in advance to test and tune the deployment
of the OPG used in the real building. After some prelimi-
nary tests and following the building requirements, the OPG
parameters were set to the following values:
• Simulation batch size: p = 50, resulting in simulation
times below 20 minutes

• Ahead period of the OPG: 1 day, no receding horizon
• OPG starting time: > 2 hours before the first setpoint is
due

• Maximum setpoint change frequency: 15 minutes
• Simulation output resolution: 15 minutes
• Only minor setpoint changes are allowed in random
walks

• {1t}Tsupply, VAVairflow = {30, 60, 90, 120} minutes
• {1s}Tsupply = {0, 0.5, 1.0, 1.5, 2.0, 2.5, 3.0} ◦C
• {1s}VAVairflow = {0, 25, 50} l/s
• δ = 0.3 (random setpoint modifications are preferred)
• Tsupply and VAV setpoints are optimized independently
(first Tsupply and then VAVairflow)

• Comfort satisfaction is measured by using the RSMD
from the comfort interval

Additionally, the maximum number of simulation batches
was restricted in order to establish an upper limit to the execu-
tion time. Since an average simulation batch took 20 minutes
(with p = 50), we set the maximum number of batches
per plan to 6 in order to keep the execution time under
2 hours. This means that 6 A-B-C situations (Figure 3) can
be analysed in each run of the OPG. Excluding pre- and post-
conditioning, 4 out of 6 were reserved for Tsupply changes,
and 2 for VAVairflow changes. Situations are sorted by rele-
vance at each iteration of the OPG algorithm; e.g. for Tsupply,
situations A and C are more important than B.

A. SIMULATION ENVIRONMENT
As described in Section II.D, we selected three prototypical
days of the winter season: average (Standard), cold (Harsh)
and warm (Intermediate). Then, we simulated the behaviour
of the pilot area of the building according to the setpoints orig-
inally applied (i.e. the base plan) and the setpoints calculated
by our algorithm (i.e. the OPG plan), in order to check how
they compare in terms of comfort and consumption.

Fig. 7 depicts the simulation results for a Standard day,
corresponding to the most common conditions during the
winter season. In the top of the figure, we show the setpoints

FIGURE 7. Comparison of baseline and OPG plans in terms of setpoints
and comfort values (with comfort thresholds) for a Standard winter day,
simulation environment: (a) Tsupply operation; (b) VAVairflowi operation.

of the base and the OPG plans for the Tsupply and the
VAVairflowi operation –themainworking hours are delimited.
In both cases, the largest operation differences correspond to
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FIGURE 8. Comparison of power (kW) of baseline and OPG plans for a
STANDARD winter day, simulated environment: (a) heat meter; (b) VAV fan
power meter.

the less crowded periods. Note that the Tsupply setpoints of
the base plan before 5:00 and after 21:00 are registered but not
applied; control is managed by a human-operated switch. In
the bottom of the figure, we show the mean comfort values
obtained in simulation in terms of IAT and Con; these values
lay within the comfort intervals (also included in the figure).

Fig. 8 shows the power consumption calculated by the sim-
ulation model; respectively, the Heat and Fan power meters
values. We can observe that most savings are achieved at the
borderline hours, that is, at the beginning and at the end of the
working day. This is consistent with the pre-conditioning and
post-conditioning provisions made by the OPG algorithm.

TABLE 1. Energy consumption (kWh) for the experiments in the
simulation environment.

Table 1 includes the detailed numbers for the three refer-
ence days. To obtain the overall energy consumption, we have
approximated the integral of the power functions with the
area under the curve (AUC). AUC has been computed by: (1)
interpolation of data points with a spline; and (2) calculation
of the adaptive quadrature of the interpolated function [69].

It can be seen that the OPG reduces the power consumption
of the base operation of both the heating and the ventila-
tion subsystems. As expected, in the experiments the highest
heating savings are achieved in the warmer intermediate day,
when there is still room for adjustments. Broadly speaking,
the OPG dynamically adapts the operation to the particular
conditions of a specific day without requiring the operator
attention, which is convenient in less cold days in the winter
season or before transitioning to the spring season. Con-
versely, the HVAC system is already operating at (almost) full
power during the harsh days to achieve comfort, and therefore
there is little room for improvement during working hours.
A more detailed discussion on these features is included
in Section VI. On the other hand, fan power savings have
similar values in different working days. The bad results in the
intermediate day were the consequence of the misestimation
of the occupancy used by the algorithm.

B. ON-SITE TEST AND EVALUATION
The evaluation in the pilot area of the real building was
performed from April 19th to May 19th 2017. These days
mostly fit into the Intermediate category studied in the previ-
ous section, the one which yielded the highest energy savings.

The baseline for daily energy consumption was calcu-
lated by a generalized linear regression model (glmnet) [70],
a method based on lasso analysis (least absolute shrinkage
and selection operator). Other prediction techniques, such
as linear regression or autoregression, could have also been
explored. Source data for the model was obtained from build-
ing sensors (energy, OAT and occupancy) logged in the period
February-May 2016.

More specifically, we developed two baseline models for
prediction of daily consumption of heating equipment and
VAV fans, based on the expected heating demand and occu-
pancy. Expected daily energy demand (hdd, in heating degree
days) was calculated by using integration with base temper-
ature set to 18 ◦C and the BEMS OAT [71]. Estimated daily
occupancy (occ, in %) was the maximum occupancy value of
the office agenda. To build the prediction models, we firstly
pre-processed the data, discarding outliers and measurement
errors.

Fig. 9 compares the energy consumption in February-
May 2016 and the values calculated by the heating and the
fan consumption prediction models. The parameters of the
regression models are given in Eq. 2 and Eq. 3 respectively,
yielding correlation coefficient values of R2

= 0.632 and
R2
= 0.234. Note that: (1) the heating baselinemodel slightly

overestimates consumption from mid-April to June, which
means that energy savings calculated in the next section are
slightly overestimated as well; (2) the fan power model has
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FIGURE 9. Comparison of daily energy consumption (kWh) estimated by
the baseline models vs historical data in Feb-May 2016: (a) heating;
(b) VAV fans.

a low R2 value, which means that energy savings calculated
with this model should be considered with caution.

Heat∗ (hdd, occ)=−9.122×hdd+0.703×occ+20.71 (2)

Fan∗ (hdd, occ)=−0.038×hdd+0.012×occ+5.015 (3)

Fig. 10(a) and 10(b) show the comparison of the values of
daily energy consumption in the pilot area obtained from the
BEMS (+) with the values estimated by the predictionmodels
(o) for the test period in the real building. Fig. 10(c) shows the
energy savings achieved in % of the (estimated) consumption
before optimization.

TABLE 2. Energy savings (kWh) achieved in the on-site test with the OPG
control vs estimated by the baseline models.

As summarized in Table 2, the average savings per day
are, respectively, around 40% for the thermal subsystem

FIGURE 10. Comparison of daily energy consumption (kWh) during the
test period vs estimated by the baseline models: (a) heating; (b) VAV fans;
(c) savings. Days in red italic font are weekend or holiday days.

and around 20% for the electrical subsystem. Weekends and
holidays offer opportunities for higher energy savings, since
the OPG adjust the operation to the building occupancy better
than the manual operation.

Savings have been achieved without compromising users’
comfort. Figure 11 shows the IAT and CO2 concentration
values in the pilot area in the evaluation period. The IAT
values were calculated as follows: (1) sensor measurements,
obtained from the BEMS temperature sensors (25), were
resampled and interpolated to match the setpoint change
frequency parameter (15 minutes); (2) sensor temperatures
were averaged at each timestamp; (3) maximum and mini-
mum values of timestamps within the working hours were
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FIGURE 11. Daily comfort values achieved in the on-site test with the
OPG control, maximum and minimum sensor average values: (a) indoor
air temperature (IAT, ◦C), with comfort interval; (b) CO2 concentration
(Con, ppm), with comfort threshold. CO2 measurements were only
available from April 19th to 14th May. Days in italic red font are weekend
or holiday days.

obtained. Con values were retrieved from 4 offline sensors;
the remainder of the procedure is the same as for IAT.
IATmin values lie within the comfort range during the test

period. Actually, it would have been possible to configure the
OPG to reduce Tsupply even more. However, as explained
at the beginning of this section, we prioritized optimizing
discomfort situations. IAT max values are over the comfort
upper threshold by 1 ◦C. A more detailed analysis of these
values identified that discomfort was not sustained and only
happened for short time periods (less than 1 hour).

Similarly, CO2 concentration values are mostly below the
comfort threshold, although with some exceptions. After
more detailed analysis, we identified that the highest values
were measured by a single sensor, which in some cases
exceeded 950 ppm. However, the levels calculated by the
simulation environment were considerably smaller. This is a
clear example of the importance of having all the sensor data
available through the BEMS. With the CO2 sensors offline,
our system was not able to recalibrate the simulation model
–which would have led to better plans–, nor to detect in real
time that some plans were not guaranteeing comfort –which
would have triggered a correction action.

VI. DISCUSSION
The results presented in Section V show that the use of
MPC in the offices of the Sanomatalo building significantly

reduces energy consumption; particularly heating consump-
tion. Automatic control allows for more effective plans since
it enables a finer-grained and more frequent scheduling of
setpoint changes without the supervision of the building oper-
ators. The OPG algorithm and software offer a flexible and
configurable framework to generate more efficient operation
plans, predicting the building state and adapting energy usage
to more realistic demand estimations without compromising
users’ comfort. As expected, it has proved to be particularly
successful in optimizing temperature setpoints, in which a
longer control horizon, accounting for the inertia of the equip-
ment, is crucial. The building operators were satisfied by the
use of the system during the test period. One highlighted
system’s feature was the capabilities to validate the plans
in advance (and even to modify them) and to provide jus-
tifications of the algorithm decisions –by means of graphi-
cal depictions of the simulation results, in a similar way to
Fig. 11.

As already anticipated by the experiments in the simulation
environment (Section V.A), the highest energy savings can
be obtained for heating in the mid-season, when it is not
necessary to use the heating equipment at full, and particu-
larly, in the warmer days (Table 1, Intermediate). At the same
time, the system can react to isolated cold days. The on-site
evaluation in the Sanomatalo building, which was carried
out at the end of the 2017 heating season, confirmed these
assumptions. Energy usage in colder days could be evenmore
optimized by relaxing the comfort temperature restrictions to
permit OPs with some minor discomfort for a short period of
time. The advantage of our system is that it allows operators
to characterize and quantify this discomfort in advance, thus
supporting them to make more informed decisions. (Note that
this feature was not exploited in the experiments.)

Our system reduced the temperature setpoints given by
the normal operation of the building between 0.5 and 2 ◦C.
During the on-site test, this meant savings in heating above
40% (Table 2) while keeping comfort (see Fig. 11(a)). The
algorithm adapted well to workdays and weekends, show-
ing slightly better results in the former ones (Fig. 10(c)).
A possible explanation for this is that operators have lower
availability in weekends and holiday days, and therefore it is
not possible for them to create customized plans. The airflow
consumption was also reduced in a 20% (Table 2) without
compromising the CO2 concentration comfort (Fig. 11(b)),
despite the lack of a proper model calibration and the smaller
number of simulations involving VAVs. Nevertheless, due to
the lower accuracy of the baseline model, these results are
less precise and should be further analyzed; e.g. by using
autoregression to build the baseline [72].

In summary, although the Sanomatalo buildingwas already
efficiently operated, and considering the limitations of the
baseline estimations, the overall savings figures in the inter-
mediate winter are in line with the 30% target of EU energy
directive [5] and the 35% savings estimations provided in [7].
The experiments also revealed more opportunities for sav-
ings in the future, e.g. by improving the simulation model
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with online CO2 data (for calibration) and more detailed
occupancy predictions (actual agenda data were not very
fine-grained).

TABLE 3. Energy savings (heating, MWh) in the pilot area projected for
the whole year.

In Table 3, we show a rough projection of energy savings in
the pilot area for the whole year using: (1) savings calculated
in Section V.A (only heating); (2) historical monthly con-
sumption values provided by the building operators; (3) esti-
mated distribution of day types. We assume that the heating
system is not used during the summer, and therefore it does
not make sense to quantify savings in this period. It can be
seen that the overall energy consumption reduction during the
whole winter season is around 20%, larger than the consump-
tion of a standard winter month. We can also estimate savings
of CO2 emissions: assuming a carbon factor of 206 kgCO2/
MWh for district heating energy in Finland [73], the new
system applied in the pilot area can save more than 1.60 Tons
of CO2 per year. These figures could be directly adapted to
other estimation of day types (e.g. including savings in the
summer) and extended to other sections of the building with
similar configuration.

The implementation of the system in other buildings
entails: (a) developing a specific simulation model, if not
available; (b) parametrizing the OPG algorithm, including
the definition of energy optimization strategies; (c) find-
ing appropriate sources for weather and occupancy fore-
casts; (d) adapting the setpoint writing component, if
fully-automatic control is enabled; (e) deploying the compu-
tational infrastructure to run these components. As a matter
of fact, in the context of the Energy IN TIME project we
applied modified versions of the OPG to other scenarios,
such as an airport and a hotel – achieving similar results,
as briefly described in [66]. Among the tasks required to
extend the system to other buildings, developing and tuning
the simulation model is the most time-consuming one.

The collaboration with the Sanomatalo building operators
revealed some prospective improvements to the system.
First, it would be convenient to offer a better interface
for configuration of the OPG and interaction with the
generated plans, as in [74]. Second, users’ comfort should
be measured beyond thermal and CO2 concentration inter-
vals, probably by using PMV, adaptive comfort models and
comfort standards [75], [76]. Third, occupancy estimations

in our experiments were mostly static, while occupancy
monitoring and reconfiguration have shown effective in the
past [77], [78]. In this regard, the capabilities and limitations
for OP recalculation during the day should also be further
explored. Four, a more comprehensive study of energy sav-
ings with additional baseline models should be carried out in
order to quantify more precisely the return of investing in our
solution [79], in particular if only ventilation is addressed.
Last but not least, the building setup was relatively simple,
with district heating and almost fixed energy costs. It would
be interesting to study the applicability and the scalability
of the OPG approach to smart grids, including more control
variables –some of them affecting the production side– and
energy storage equipment; see for example [80], [81].

VII. CONCLUSIONS AND FUTURE WORK
This paper has presented the design and the implementation
of an MPC-based control system aimed at reducing energy
consumption in non-residential buildings while guaranteeing
occupants’ comfort. The main difference of our proposal with
respect to other approaches is that we use a full-complexity
simulation model, which runs in parallel in the cloud. This
allows using more accurate models and facilitates commu-
nication between computer scientists, building operators and
simulation developers, exploiting synergies of their joint
work. Comprehensive quantitative and qualitative compari-
son with MPC approaches using reduced-complexity simu-
lation models would be useful to support decision-making
between different alternative approaches.

Experimentation in the Sanomatalo building, located in
Helsinki, both in the simulation environment and in the real
building, has shown that important energy savings –up to 40%
at the end of the winter season– can be achieved, particularly
by optimizing the control of the heating equipment. Note
that our approach can be adapted to other scenarios, and
specifically, to cooling equipment. In our experiments we
did not consider the energy costs of running our system,
which should be deducted from the HVAC savings [82].
These promising figures can give rise to disruptive models
for energy service provision, as we explore in [83].

The OPG algorithm opens several opportunities for further
research. The current design relies on a variant of heuristic
search, which can be hard to scale up if several variables
are to be optimized at the same time. In this regard, other
search and optimization techniques could be applied. Specif-
ically, genetic algorithms allow balancing diversification and
intensification of solution search by adjusting their param-
eters. Another possible extension of the OPG would be to
incorporate means to define imprecise comfort ranges, thus
formalizing the notion of relaxed comfort into the proce-
dure. It would also be interesting to study how to repre-
sent energy optimization strategies in a machine-processable
language, in such a way that the system could use them
for self-configuration. Moreover, self-configuration could be
supported by machine learning techniques able to identify
successful operation patterns from historical data, and to
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apply reinforcement learning to reward and reuse particularly
efficient OPG plans.

Finally, we believe that combining interpretable white/
grey-box models, like the one used in this work, and efficient
black-box models, learnt from historical data, is one of the
most prospective directions for future work. Faster simulation
of such hybrid model would allow for the implementation
of more sophisticated optimization and planning techniques.
Recent approaches to data-driven black-box models have
showed good accuracy, but only for short time periods [84].
Learning more general and precise models would require
larger datasets, more computational power, and techniques
able to exploit them. Recent advances in the Deep Learning
area suggest that this is a feasible goal.

NOMENCLATURE

AHU Air Handling Unit
AUC Area under the curve
BCVTB Building Controls Virtual Test Bed
BEMS Building Energy Management System
C Set of candidate plans considered in an

iteration of the OPG
Con CO2 concentration (parts per million, ppm)
δ diversification parameter
1t Time increment / decrement
{1t} Set of time increment / decrement values
1tmax Maximum time increment / decrement
1s Setpoint increment / decrement
{1s} Set of setpoint increment / decrement values
1smax Maximum setpoint value increment

/ decrement
Fan Energy consumption due to electrical

subsystem (kWh)
Fan∗ Estimated daily fan energy consumption with

the baseline model (kWh)
HDD Heating Degree Days
hdd Estimated daily demand measured in HDD

(integrated)
Heat Energy consumption due to thermal subsystem

(kWh)

Heat∗ Estimated daily heating energy consumption
with the baseline model (kWh)

HVAC Heating, Ventilation, and Air Conditioning
IAT Indoor Air Temperature (◦C)
IPMVP International Performance Measurement and

Verification Protocol
MILP Mixed Integer Linear Programming
MPC Model Predictive Control
OAT Outdoor Air Temperature (◦C)
occ Estimated daily occupancy (maximum) (%)
PMV Predicted mean value
RSMD Root mean square deviation
st Setpoint value at time t
ŝt Setpoint value at time t modified

t Time instant
Tsupply AHU supply temperature setpoint value

(◦C)
VAV Variable air volume unit
VAVairflowi Airflow setpoint value for VAV number

i (liters per second, l/s)
w Ordered sequence of setpoint changes

from t to t –1tmax

W Set of all w
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A fuzzy mining approach for energy efficiency in a
Big Data framework

Carlos Fernandez-Basso, M. Dolores Ruiz and Maria J. Martin-Bautista, Member, IEEE

Abstract—The discovery and exploitation of hidden informa-
tion in collected data has gained attention in many areas, particu-
larly in the energy field due to their economic and environmental
impact. Data mining techniques have then emerged as a suitable
toolbox for analysing the data collected in modern network
management systems in order to obtain a meaningful insight into
consumption patterns and equipment operation. However, the
enormous amount of data generated by sensors, occupational and
meteorological data involve the use of new management systems
and data processing. Big Data presents great opportunities for
implementing new solutions to manage these massive data sets.
In addition, these data present values whose nature complicates
and hides the understanding and interpretation of the data
and results. Therefore the use of fuzzy methods to adequately
transform the data can improve their interpretability. This paper
presents an automatic fuzzification method implemented using
the Big Data paradigm, which enables, in a later step, the
detection of interrelations and patterns among different sensors
and weather data recovered from an office building.

Index Terms—Data mining, big data, fuzzy association rules,
energy building, operational research.

I. INTRODUCTION

NOWADAYS, modern management systems can generate
thousands of measurements every minute from the dif-

ferent detection devices that record their operation. Companies
in the energy sector are increasingly aware of the great
opportunity that the analysis and exploitation of these data
can bring (see for instance [1], [2]). To this end, there is a
tendency to store and process this type of data in order to
obtain a meaningful insight into consumption patterns and the
operation of equipment.
However, the enormous amount of data generated by sensors
and other data sources, such as meteorological and occupancy
data, require new infrastructures and algorithms capable of
storing, processing and analysing them. Big Data presents
great opportunities for implementing new solutions to manage
these massive data sets. Moreover, the nature of these data
can be diverse and can be described in numerical, categorical,
imprecise forms. To improve the interpretability of the data
we can modify the knowledge extraction algorithm through
the use of fuzzy logic to create, for example, linguistic labels
for sensors with numerical values that also provide meaningful
semantics for the user.
The main challenge when processing large energy data is
therefore to provide adequate methods and techniques capable
of improving the quality of the data generated by the sensor

C. Fernandez-Basso and M.J. Martin-Bautista are with the Department of
Computer Science and A.I. and CITIC-UGR, and M.D. Ruiz is with the
Department of Statistics and Operative Research, both from the University
of Granada, Spain (e-mail: {cjferba, mdruiz, mbautis}@decsai.ugr.es).

metering of buildings. In this regard, different methods can
be applied during the pre-processing phase in order to detect
outliers [3] or by applying other cleaning data procedures. In
general, these data are massive because they are generated with
low frequencies by a large number of sensors. This massive
quantity gives grounds to use Big Data techniques to process
the data in a distributed way, thus improving the efficiency of
the processes.
Sensor metering data are very often collected by means of
numerical measurements taking values within a continuous
range. This increases the difficulty of analysing them on a
larger scale due to their fine granularity. A primary approach
is to divide the range of possible values into intervals in order
to help the algorithms to process the data. But this division
suffers from some drawbacks: firstly, the results can vary a lot
depending on the applied division, and secondly, this division
may not be very intuitive for its later analysis of results. Fuzzy
sets have been proven to adequately represent data with soft
borders, increasing the interpretability of results by associating
meaningful linguistic labels to the generated fuzzy sets. Other
approaches use interval programming methods to tackle the
uncertainty that the data may contain [4].
In this paper we propose a fuzzification algorithm to ade-
quately pre-process the data in order to apply, in a later step,
fuzzy data mining techniques to discover potentially useful
information that maybe hidden in the data.

In particular, we have applied association-rule discovery,
an unsupervised technique able to find existing relationships
between variables and their values. In addition, these results
allow the operators to carry out procedures and the use
of the equipment in the building better, thus improving its
energy efficiency. On the other hand, the use of weather and
occupation patterns for the energy use of the building would
allow the optimization of the needs of the building in specific
situations.
To this end, we have deployed the whole system following the
Map-Reduce paradigm which allows the distributed computa-
tion of large volumes of data. Specifically, we used the Spark
platform [5] together with an unstructured storage following
NoSQL specifications, which enables an efficient storage of
sensor data collected in buildings.
The whole system has been successfully applied in an office
building located in Bucharest, obtaining a set of patterns
describing the operational and energetic functioning of the
building. Nevertheless, the presented approach could also be
applied in other types of buildings.

The obtained patterns describe the day-to-day working of
the building, but they could also help to discover the poor
functioning of some systems due to abnormal circumstances.
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The work is structured as follows. The next section reviews
previous related research and introduces the necessary back-
ground of related concepts. Section III describes the design
of our system focusing on the developed fuzzification algo-
rithm. Section IV presents our results for the office building
located in Bucharest. Finally, in Section VI we summarize the
conclusions and present future prospective research lines.

II. BACKGROUND

Data mining techniques are widely used in the field of
energy as can be observed in [6]–[9]. In [6], [7] the authors
reviewed how some of the traditional data mining techniques
have been used to obtain construction-related information.
Additionally, an association-rule discovery tool was used to
explore correlations between building data in two different
time periods: a day and a year. This study allowed the
detection of some equipment failures in two ventilation units
and to propose low-cost strategies for saving energy. In [8],
he authors focused on the different data mining techniques
used for energy management, especially in the construction
sector, discussing the main challenges and opportunities that
will arise with the advent of new computational technologies
such as Big Data.
A more recent revision can be found in [9] where unsupervised
data mining techniques are presented, paying special attention
to the operational data mining of massive data collected from
buildings in order to find significant patterns. More recent
reviews such as [10], focus on the use of data mining tools to
predict the consumption of the building by taking into account
sensor metering, time and building occupancy data.
There are very few studies which have investigated fuzzy
data in the field of energy management. In this regard, we
can highlight the research in [11] where the authors look for
anomalies in sensor data under uncertainty.

Our research, is in a similar direction but we propose to
automatically fuzzify data collected by sensors and afterwards
apply fuzzy association rule mining to discover potentially
useful patterns in the field of energy management in buildings.

A. Our approach

In Figure 1 depicts the complete system of our proposal. It
can be divided into three big blocks. In the first step, the data
collection is carried out. Depending on the building different
types of data are generated with more or less reliability. For
example, in the case of non-residential buildings (the example
of our case study) the agenda containing the occupation of the
building will be more reliable than that of a hotel, where the
guests do not have fixed schedules.
The second step comprises the core of the computation with
different phases: pre-processing, fuzzification and application
of data mining techniques. In our approach, distributed pro-
cessing tools are used to improve efficiency and computational
capacity.
Once we have obtained the results of our analytical techniques,
the last step is the interpretation of results by experts or
operators of the system in order to obtain knowledge that
maybe useful for improving the maintenance processes and

the energy efficiency of the building.
This whole process has been applied in the field of the Energy
IN TIME project to non-residential buildings: a hotel, an
airport and two office buildings, although we just present
here the results obtained from one of the office buildings.
Nevertheless, the proposed system is general and can be
applied to other types of buildings.

B. Fuzzy Association Rules

In the data mining field, association rules are used to
discover facts that often occur together within a particular
dataset. A typical example of this type of problem is figuring
out which products from a supermarket are normally bought
together. Association rules were formally defined for the
first time by Agrawal et al. [12], although the analysis of
associations was investigated much earlier in the more general
framework of Observational Calculi in [13]. The problem
consists of discovering implications of the form A→ B where
A, B are subsets of items from I = {i1, i2, . . . , im} fulfilling that
A ∩ B = ∅ in a database formed by a set of n transactions
D = {t1, t2, . . . , tn} each of them containing subsets of items
from I. A is usually referred as the antecedent and B to the
consequent of the rule.

The problem of discovering association rules is divided into
two sub-tasks:
• Finding all the itemsets above the minimum support

threshold, where support is provided by the percentage
of transactions containing the items. These sets of items,
or itemsets, are known as frequent itemsets.

• On the basis of the found frequent itemsets, rules are
discovered as those exceeding the minimum threshold
for confidence or another assessment measure generally
established by the user.

However, the nature of the data can be diverse and can
be described numerically, categorically or imprecisely. In the
case of numerical elements, a first approximation could be
to categorise them so that, for example, the temperature of
a room can be given by a range to which it belongs, such
as [24◦, 30◦]. However, depending on how these intervals are
defined, the results obtained can vary a lot. To avoid this,
the use of linguistic tags such as “warm” represented by a
fuzzy set is a good option to represent the temperature of
a room, having at the same time significant semantics for the
user [14]. Beside this, we may also have a dataset with inherent
imprecise knowledge where ordinary crisp methods cannot be
directly applied (see for instance [15]).

To deal with this kind of data the concept of fuzzy transac-
tion and fuzzy association rule are defined in [16], [17].

Definition 1: Let I be a set of items. A fuzzy transaction,
t, is a non-empty fuzzy subset of I in which the membership
degree of an item i ∈ I in t is represented by a number in the
range [0, 1] and denoted by t(i).
By this definition a crisp transaction is a special case of fuzzy
transaction. We denote by D̃ a database consisting in a set of
fuzzy transactions.

Definition 2: Let A ⊆ I be an itemset, i.e. a subset of items
in I. The degree of membership of A in a fuzzy transaction
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Fig. 1. General process of our proposal

t ∈ D̃ is defined as the minimum of the membership degree
of all its items:

t(A) = min
i∈A

t(i) (1)

Definition 3: Let A, B ⊆ I be itemsets in the fuzzy
database D̃. Then, a fuzzy association rule A→ B is satisfied
in D̃ if and only if t(A) ≤ t(B) ∀t ∈ D̃, that is, the degree of
satisfiability of B in D̃ is greater than or equal to the degree
of satisfiability of A for all fuzzy transactions t in in D̃.
Assessment measures for fuzzy association rules have been
studied in numerous papers according to different perspectives
(see a review in [18]). The approach followed here it is a
cardinality based generalization presented in [17] and extended
in other works (see for instance [19], [20]) by considering a
finite set of α-cuts for the unit interval.

Definition 4: The support of an itemset A in a fuzzy database
D̃ is defined as:

FSupp(A) =
∑
αi ∈Λ
(αi − αi+1) |{t ∈ D̃ : t(A) ≥ αi}|

|D̃ | (2)

where Λ = {1 = α1, α2, . . . , αp} with αi > αi+1 and αp+1 = 0
is a set of α-cuts.

Definition 5: The support of a fuzzy rule A→ B in a fuzzy
database D̃ is defined as:

FSupp(A→ B) =
∑
αi ∈Λ
(αi − αi+1)

|{t ∈ D̃ : t(A) ≥ αi and t(B) ≥ αi}|
|D̃ |

(3)

where Λ = {1 = α1, α2, . . . , αp} with αi > αi+1 and αp+1 = 0
is a set of α-cuts.

Definition 6: The confidence of a fuzzy rule A → B is
defined as:

FCon f (A→ B) =
∑
αi ∈Λ
(αi − αi+1)

|{t ∈ D̃ : t(A) ≥ αi and t(B) ≥ αi}|
|{t ∈ D̃ : t(A) ≥ αi}|

(4)

where Λ = {1 = α1, α2, . . . , αp} with αi > αi+1 and αp+1 = 0
is a set of α-cuts.

By using support and confidence measures and setting
appropriated thresholds, fuzzy association rules can be dis-
covered by fixing a set of predefined α-cuts [19]. Note that
considering a sufficiently dense set of α-cuts in the unit
interval, the obtained measure will be a good approximation
of the real measure that should consider every α ∈ [0, 1]
appearing in the dataset.

C. Big Data paradigm

The most famous framework for Big Data is MapReduce
designed by Google in 2003 [21]. It has become one of the
most relevant tools for processing large datasets with parallel
and distributed algorithms in a cluster. The MapReduce frame-
work manages all data transfers and communications amongst
the systems. It also provides redundancy, fault-tolerance and
job scheduling. In this programming paradigm we usually have
two phases. Firstly the Map() function, which makes the pro-
cessing of data and returns the data transformed into key value
pairs depending on our necessities. Secondly, the Reduce()
function which aggregates the lists of < key, value > pairs
sharing the same key to obtain a piece of processed data.
MapReduce algorithms can be programmed in different frame-
works. One of the most used that have been proven and
which works quite fast is Apache Spark [22]. It appeared as
an open-source framework built around speed, ease of use,
and sophisticated analytics [5]. The most important feature
of Spark is that it allows in-memory computing, and, as a
consequence more complex algorithms can be developed. This
is because Spark supports an advanced Directed Acyclical
Graphics (DAG) execution engine that allows more complex
data flows using several MapReduce phases, a procedure that
is not possible with other tools such as Hadoop.
Apache Spark has implemented a data structure to abstract
the concept of data partition. This structure is called the
Resilient Distributed Dataset (RDD) [23], meaning that data
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are distributed across the clusters. The RDD has two different
types of operations. The first type of transformation converts
the RDD structure into a different RDD, which is called Trans-
formation operations. The second type is evaluation Actions
performed over the above transformations which return a final
value for each RDD partition. The programmer has to take
into account that evaluations are not executed until a specific
Action operation is specified in the code. This is due to the
“lazy” evaluation of Spark that strongly distinguishes between
Transformations and Actions.
For the implementation of the proposed methodology the
Spark tool has been used due to its large computing capacity
and compared to Hadoop because it uses memory storage, thus
improving its efficiency (see the complete comparison made
in [22] where Hadoop and Spark frameworks are compared in
several Machine Learning algorithms).

III. METHODOLOGY

In our proposal, before applying fuzzy association-rule
mining, we have to pre-process the data collected from the
building. We can observe the workflow of the proposal in
Figure 2, where we have distinguished several phases.

Fig. 2. General workflow of the proposed data mining framework

The first phase comprises the collection and storage of
building data which are e.g. data from sensors and building
equipment, weather and occupation. All these data are stored
in a NoSQL database MongoDB [24] for their efficient man-
agement in the insertion and search of documents. Moreover,
this MongoDB enables the storage of data with different
structures and different fields [25]. This choice is due to the
fact that the data from the sensors arrive with a very low
frequency so the insertions in the database must be fast, and
also each sensor can have values with different structures (e.g.

XML, real values, strings, etc.)
Subsequently, the pre-processing phase of the data is carried
out. The collected data from sensors may contain lost values,
outliers and so on and therefore some transformation to be
used by the algorithms is needed.
After this, the continuous numerical values are transformed
following a fuzzification method explained in III-C. By means
of this process the range of values are divided into meaningful
fuzzy sets where some linguistic labels can be associated
to each fuzzy set. This step improves the interpretability of
the data and the obtained results will adjust better to the
nature of the variables. Depending on the type of variable, the
fuzzification procedure can either be carried out automatically
or by the help of expert knowledge.
Finally, when we have the pre-processed and transformed the
data, we proceed to apply data mining techniques. In this
case study, extraction of fuzzy association rules has been
applied in order to extract hidden relationships from the
sensors, occupation and the environment of the building. Once
the results have been obtained, the discovered patterns are
interpreted with the help of end users to improve the energy
efficiency of the building.

A. Data collection

The developed methodology has been used in a large office
building in Bucharest. In Figure 3 the different data sources
collected and added to the database can be seen.

Fig. 3. Schema of the type of data collected for the office building

Each of these pieces of data were collected using different
procedures. On the one hand, data provided by Building
Management Systems (BMS) [26] such as sensors, actuators
and building equipment data have been considered. In partic-
ular, sensors and BMS data have been sent via a real-time
messaging system API (rabbitmq [27]) to the database. This
includes energy consumption metering from the building. On
the other hand, the occupancy data have been obtained by
processing the working hours of the offices in the building.
Finally the weather has been obtained using a web crawler
that stores, in a structured way, the meteorological forecast
foreach day.
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B. Pre-processing

Different techniques are commonly used in data pre-
processing. First of all, the granularity of the data is standard-
ized. Since the data from the sensors are collected in different
instants of time it is necessary to group these measurements
in the same instants of time. Table 1 shows an example of
this transformation. In the example the values of the time
instants are grouped every 15 minutes (this parameter can be
changed according to user preferences). Depending on the type
of values the method used can be fixed according to different
criteria. For instance, for continuous data we may be interested
in considering the average (as in the example of Table I) or
consider the last value sent by the sensor. This transformation
allows us to generate a set of transactional data suitable for
applying data mining techniques.

TABLE I
EXAMPLE OF THE TEMPORAL GRANULARITY PROCESSING OF SOME

TEMPERATURE DATA

.
Time Temperature

1/1/2016 15:14:30 16
1/1/2016 15:16:45 17

↓
Time Temperature

1/1/2016 15:15:00 16.5

Some of the collected data come from energy meters, which
function as accumulators. You can see an example of this
type of data in Figures 4 and 5 where its value is always
increasing and represents the energy consumption can be
seen. This type of variable has been processed through a
transformation function to represent the consumption of the
building in different time slots . That is, each temporal piece
of data represents the consumption in that interval of time.
We can see an example after applying this transformation in
Figure 5.

After processing the data and obtaining the desired gran-
ularity, transactions with lost values are eliminated, as well
as transactions containing outlier measurements made by sen-
sors. The sklearn python library [28] was used to determine
these outliers, specifically using the elliptic envelope fitting
function [29]. At the end of this procedure, the transactional
database comprises sensor, weather and occupation data for
each fraction of time without anomalous values.

C. Fuzzification

The collection of data from sensors, counters, weather or
building occupation variables has a nature that is difficult to
represent and interpret by end users since they are continuous
values with often complex measures to interpret and under-
stand. Fuzzification of these data can improve the results found
by the mining algorithms, and at the same time increase the
interpretability of the results.
We propose a fuzzification algorithm that allows an automatic
processing defined by the machine by using the data values
according to their distribution. In addition, the algorithm
allows the definition of the fuzzy labels by a user (see the

two different types of input that can be provided in Algo-
rithm 1). For this, we have developed a distributed algorithm
in Spark following the MapReduce philosophy. This enables
the processing of large amounts of data, as in the case of
sensor generated data in buildings. The general process is
described in Algorithm 1. For this we used Spark for the
distribution of data throughout the cluster. The algorithm has
as input a dataset, a python dictionary (hash) and an integer.
The dictionary is used to store the intervals and labels for
variables that have been defined by experts. On the other
hand, the default number of tags is used for variables that have
not been defined by users and will be automatically created
depending on their distribution. Note that Spark automatically
divides data into chunks for distributed calculation. We have
specified this with the acronym DCS (distribute computing
using Spark) and representing each piece of data by Si . In
line 6 a global variable is used throughout the whole cluster
can be seen, which is then used by the function that distributes
the computation through MapReduce (line 8 of Algorithm 1).

Algorithm 1 Main Spark procedure for Fuzzification prepro-
cessing algorithm
1: Input: Data: RDD transactions: {t1, . . . , tn }
2: Input: DefaultIntervals: number of intervals automatically generated by the algo-

rithm
3: Input: Intervals: Hash-list of intervals for each variable: {Variablei :
[{Intervals}, {Labels}], . . . ,Variablep : [{Intervals}, {Labels}]}

4: Output: Fuzzy transactions containing fuzzified values
Start Algorithm

5: Features = Dataset.NameFeatures()
6: broadcast(Global Features) #Create a broadcast variable for its use across

the cluster
7: DCS in q chunks of Data: {S1, . . . , Sq }
8: FuzzyDataSi

← Si .Map (Fuzzi f ication(tk ∈ Si ))
# Map function computes independently each transaction in Si

9: FuzzyDatabase =
= ReduceByKey(Aggregation(FuzzyDataS1, . . . , FuzzyDataSq ))

10: return FuzzyDatabase

Additionally, in line 8 the procedure calls the fuzzification
function described in Algorithm 2. This function is divided
into different parts. Firstly, it checks if the name of the
variable is found in the Intervals hash-list, if it is found in
the python dictionary the new fuzzified variables are created
using the names of the labels specified by Intervals and
its configuration (i.e. computation of membership degrees)
attending to the specified interval (see lines 10-16 of Algo-
rithm 2). If the variable is not found in the dictionary, an
automatic procedure is used that divides the values of the
variable in a number of intervals defined in De f ault Intervals
according to the percentiles of the variable. Figure 6 presents
an example with the value of De f ault Intervals = 3 where
the y-axis represents the degree of membership and x-axis
the percentile of the variable. In this example, percentiles
employed have been 25 and 37.5 for defining the trapezoidal
form of the first label and left part of second label, and,
62.5 and 75 to define the right part of second label and the
third label. So, the GenerateIntervals function divides the
set into k equidistributed fuzzy sets using the corresponding
percentiles. For instance, for k = 4, the considered percentiles
are computed as follows:
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Fig. 4. Heating consumption counter Fig. 5. Heating consumption (every 15 min)
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Fig. 6. Example of automatic execution with 3 default intervals
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which results in

{p20, p26.6, p46.6, p53.3, p73.3, p80}
On the contrary, the FuzzyDivision function uses the defined
intervals contained in the global variable Intervals.

For the use case under study, the experts determined differ-
ent intervals for generating the fuzzy labels. These depend on
the nature of the variable, e.g. external temperature, humidity,
occupation, etc. Examples of these fuzzy intervals can be
seen in Figures 10, 12, 11, 13. Figures 7, 8, 9 show an
example of the heating consumption data (see Figure 4 before
fuzzification) after their transformation into three different
fuzzy sets with the labels: Low, Medium and High.

D. Data mining:Fuzzy Association Rules

After data pre-processing and fuzzification, data mining
techniques were applied to the processed data. In particular,
an algorithm for association-rule discovery was applied in Big
Data (BDFARE Apriori-TID Big Data Fuzzy Association-Rule
Extraction [30], [31]). This algorithm was also implemented

Algorithm 2 Fuzzification function
1: Input: Data: A transaction: tk = {item1, . . . , itemm }
2: Global distributed variable: Intervals: Hash-list of intervals for each

variable : {Variable1 : [{Intervals}, {Labels}], . . . ,Variablep :
[{Intervals}, {Labels}]}

3: Input: DefaultIntervals: number of intervals automatically generated by the algo-
rithm

4: Output: Fuzzy transaction
Start Algorithm

5: Features = Dataset.NameFeatures()
6: DistributeVariable(Features)
7: DCS in q chunks of Data: {S1, . . . , Sq }
8: i=0
9: do

# Check if the variable exists in the hash list
10: if Feature[i] ∈ Intervals then
11: Interval=Intervals[Feature[i][0]]
12: Labels=Intervals[Feature[i][1]]
13: else
14: Interval = GenerateIntervals(DefaultIntervals,Data[Feature[i]])
15: Labels = GenerateLabels(DefaultIntervals)
16: end if
17: for j = 0; j < |Labels | ; j++ do
18: FuzzyData[Label]=FuzzyDivision(Interval[j], Interval[j+1], type)

# type =”linear”, ”exponential”, ”logarithmic”...
19: i++
20: end for
21: while |Feature | > i
22: return FuzzyData

following the MapReduce paradigm under the Spark Frame-
work and enables the processing of huge sets of fuzzy trans-
actions, finding frequent itemsets and fuzzy association rules
exceeding the imposed thresholds for support and confidence,
given a set of α-cuts.

IV. RESULTS

The results from applying our proposal must be analysed
from two points of view. On the one hand, the efficiency and
capabilities of our distributed processing that allows the more
efficient processing of larger datasets. On the other hand,
by means of this processing, fuzzification of the variables
and their application to discover fuzzy association rules. The
aim is to extract energy patterns in order to improve the
knowledge we have about the functioning of the building and
to be able to improve tasks such as maintenance and energy
efficiency by means of an improvement in the use of the
systems.

Data collected from an office building in Romania were
retrieved for the analysis. The building is located in Bucharest,
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Fig. 7. Low fuzzy label (heating consumption)

Fig. 8. Medium fuzzy label (heating consumption)

Fig. 9. High fuzzy label (heating consumption)

a city with warm summers and very cold and dry winters.
The building is comprised of offices with a constant flow of
people and fixed-scheduled plans for indoor conditions.

The considered set of data comprises 273 sensors con-
taining different metering data with a total of 3,649,678
transactions corresponding to data collected from September
2016 to September 2017. The procedure to collect the data
by the system was described in section III-A. The set of
sensors can be roughly classified into meters and sensor status.
More specifically we distinguished the following groups: (1)
electric energy, (2) heating agent, (3) domestic water, (4) air-
conditioning, (5) temperature, and (6) humidity meters. From
the setup and status category there are different sensors related
to heating, lightning, windows, etc.

A. Efficiency Analysis

As previously mentioned, the proposal was implemented
using Spark which enables MapReduce implementation in

large data sets. We have carried out different tests in order to
be able to analyse the improvement obtained by processing and
fuzzifying these data using this framework. The experimental
evaluation have been made on a 64-bits architecture server
with 16 cores on 2 Intel Xeon E5 and with 120 GB of
RAM, functioning over an operative system with CentOS 6.8.
Disabling intel’s hyperthreading functionality for testing. The
Spark version was 2.2 using a fully distributed mode with
Cloudera Manager. DDepending on the number of processors,
different percentages of improvement can be achieved (re-
garding the computation time). In Figure 14 the improvement
achieved with different configurations can be seen (2, 6 and
12 cores).

With the purpose of analysing the speed up and the effi-
ciency [32]–[34] according to the number of cores, we have
employed the known measure of speed up defined as [34],
[35]

Sn = T1/Tn (5)

where T1 is the time of the sequential algorithm and Tn is the
execution time of the parallel algorithm using several cores.
The efficiency [32]–[34] can be defined in a similar way as

En = Sn/n = T1/(n · Tn) (6)

Figures 15 and 16 show that the efficiency and speedup
are improved as the number of cores increases, even if they
are not optimal. The decrease in the efficiency is due to
the core workloads and the network congestion used for
communication amongst the cores.

In addition, Figure 15 shows the speedup and evolution of
the execution times consumed by the proposal. In this figure,
it is clearly observed that the greatest reduction in calculation
time is achieved when the number of processors is 12.

B. Knowledge discovered

The experiments have been applied for different threshold
configurations. In particular, we show here the results obtained
when the minimum support was set to 0.6 and minimum
confidence to 0.8. We also considered a set of ten equidis-
tributed α-cuts. The support and confidence thresholds have
been set higher than usual due to the high number of resulting
rules obtained for lower values. In Figure 17, the relationship
amount of the support and the number of rules obtained is
shown. As can be observed, the number of rules increases
as the support increases. Figure 18 shows the distribution of
the obtained rules (for an experiment with a support of 0.6)
according to their confidence.

Figures 18 and 20 show a summary of the quantity of
association rules found, taking into account their support and
confidence with the mentioned configuration Figure 22 shows
a sub-set of the discovered rules in the form of matrix, with
the consequent (LHS) and the antecedent (RHS) of the rules.

C. Interpretation of the results

The obtained set of rules has allowed us to discover hidden
patterns in the operation of the building, which experts can
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then use to improve its efficiency and maintenance.
Having a look at the discovered patterns we can highlight
different rules. For example, in Figure 22 the rule at the top
left of the graph (position column 3, row 1) is:

{9098 = on, 9039 = cold} → {9061 = com f ort, 9096 = cold}

which changing the identifiers of the sensors to a more
descriptive name results in:

{Setup PAN = on,Output temperature = cold} →
{PAN temperature = com f ort, PAS temperature = cold}

In this rule we can observe how the general operation of the
building is described, i.e. outside the temperature is cold, the
heating setup is ON and for that section of the building (PAN
represents north area) the comfort temperature is achieved. In
addition we can see that other sections of the building such as
PAS (representing the south area) is cold at the same time, so
we could determine that there are two rooms or sections that
are not usually occupied at the same time.
On the other hand in Figure 21 some rules have been selected,
where different behaviours of the building can be seen. For
example this rule obtained in winter:

{9047 = o f f ,Humidity = humid, temperature = cold} →
{9039 = com f ort, 9096 = on, 9098 = on}

is equivalent to:

{Windows PAN = o f f ,Humidity = humid,

Temperature = cold} →
{Output temperature PAN = com f ort, Setup PAS = on,

Setup PAN = on}

This rule gives important information about the relationship
between the windows being closed, humidity, a cold day and
the heating thermostats on.
The following rule is obtained in summer, as we can see the
heating equipment is not working and the windows are open.

{WindowsPAN = on,Windows PAS = on} →
{Output temperature warm, Setup PAS = o f f ,

Setup PAN = o f f ,Temperature = com f ort}

In addition, we have studied the number of coincident as-
sociation rules according to the seasons. In Figure 19 we
can see the percentage of coinciding rules for every pair of
seasons, which are usually those generated by the building
system independently of the temperature and weather variables
(e.g. windows, lights, security systems...) and those that are
different, usually involving temperature and meteorological
features.
The following rule occurs equally in summer and winter. It
shows us the relationship between the lights on, the tempera-
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Fig. 14. Time in seconds with different core
configurations

Fig. 15. Speedup versus number of processing
cores

Fig. 16. Efficiency versus number of processing
cores

Fig. 17. Number of rules obtained with differ-
ent parameters of the extraction algorithm

Fig. 18. Rules extracted for the office building in
Bucharest according to their support (x-axis) and con-
fidence (y-axis)

Fig. 19. Comparison of rules obtained by
season (sp=spring, au=autumn, su=summer,
wi=winter)

ture of the PAN zone in comfort and the high occupation of
the building.

{Occupacy : high,

Status − Lighting : PAS = on} →
{Output Status − Lighting : PAN = on,

TemperaturePAN = com f ort}

V. FUTURE CHALLENGES

For the data pre-processing, we have incorporated two
different ways of using the information provided by the user
and an automatic method using the data distribution. The latter
could be used to suggest this information to the end users. This
could be a precursor of a decision making system. Different
proposals for this type of systems can be found in [36]. In [37],
decision support systems are used to improve the operation
of building elements or equipment maintenance. Furthermore,
some of them use rules obtained from the behaviour of the
users [38] to improve the building functioning. Therefore,
using the results provided by our proposal a decision system
could be implemented incorporating the real functioning of
the building.

Additionally, different methods have been observed in the
literature for the management of uncertainty such as the use of
polyhedral uncertainty [39]. One of the applications of these
techniques is to use RMARS (Robustification of multivariate
adaptive regression spline under polyhedral uncertainty) to
predict electricity consumption [40], gas consumption [41] or
even finances [39]. In future works it can be studied how to
combine these types of models with the presented approach,
taking benefit of both proposals.

VI. CONCLUSIONS

The discovery and exploitation of information collected
from buildings has attracted attention in the last decade
due to its economic and environmental impact. Big Data
offers a suitable framework for the efficient implementation
of analysis techniques capable of handling large amounts
of data, especially those produced in building management
systems. In addition, the use of fuzzy logic can improve the
interpretability of collected sensor data, offering improved
results and interpretation to end users.
In this study, a data mining methodology has been imple-
mented using the Big Data framework and applied to different
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Fig. 20. Graph visualization of some association rules discovered for
the office building in Bucharest

Fig. 21. Some fuzzy association rules discovered for the office building in Bucharest.

Fig. 22. Some association rules discovered for the office building in Bucharest. LHS stands for Left Hand Side of the rule or Antecedent and RHS for Right
Hand Side or consequent.

data sets collected from an office building in Romania. In par-
ticular, we have applied a fuzzification algorithm to improve
the application of data mining techniques such as association
rules. The whole system has been deployed using the Spark
platform to enable the analysis of such an amount of data
generated by the sensors in the building. This technique has
allowed the exploitation of different kinds of data collected
in the diverse pilot areas of the building. The proposed
solution has been applied to the static data collected from the
building, obtaining different relationships that show the energy

behaviour of the building and make evident some patterns that
can be used to improve the energy efficiency of the building.
However, the barrier that arises to automatically analyse con-
tinuously generated data needs to be be dealt with. This leads
us to propose a future improvement of the proposed system for
handling such a continuous flow and to process it in real time
conveniently. To do so, there are recently developed utilities
within the Spark framework that enables the processing stream
data called Spark Streaming [42], [43]. This extension will
enable live data streams to be processed by dividing them
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into batches which can be then processed by the Spark mining
algorithms.
Another future improvement concerns the display of results
which should be more informative and complete for end users.
In fact, there are some applications available [44] that can be
conveniently adapted to illustrate the discovered patterns.
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ligence approaches to estimate electricity energy demand in turkey,”
Knowl.-Based Syst., vol. 36, pp. 93–103, 2012.
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[39] A. Özmen and G. W. Weber, “Rmars: robustification of multivariate
adaptive regression spline under polyhedral uncertainty,” Journal of
Computational and Applied Mathematics, vol. 259, pp. 914–924, 2014.

[40] M. H. Yıldırım, A. Özmen, Ö. T. Bayrak, and G. W. Weber, “Electricity
price modelling for turkey,” in Operations Research Proceedings 2011,
pp. 39–44, Springer, 2012.



12 IEEE TRANSACTIONS ON FUZZY SYSTEMS, VOL. , NO. , APRIL 2020

[41] G.-W. Weber, A. zmen, and Y. Zinchenko, RMARS under Cross-Polytope
Uncertainty - Prediction of Natural Gas Consumption, p. 25. 10 2019.

[42] C. Prakash, “Spark streaming vs flink vs storm vs kafka streams vs
samza : Choose your stream processing framework,” Medium, 2018.
Accessed 06-02-2019 https://medium.com/@chandanbaranwal/spark-
streaming-vs-flink-vs-storm-vs-kafka-streams-vs-samza-choose-your-
stream-processing-91ea3f04675b.

[43] C. Fernandez-Basso, A. J. Francisco-Agra, M. J. Martin-Bautista, and
M. D. Ruiz, “Finding tendencies in streaming data using big data
frequent itemset mining,” Knowledge-Based Systems, vol. 163, pp. 666–
674, 2019.

[44] C. Fernandez-Basso, M. D. Ruiz, M. Delgado, and M. J. Martin-Bautista,
“A comparative analysis of tools for visualizing association rules: A
proposal for visualising fuzzy association rules,” in 2019 Conference of
the International Fuzzy Systems Association and the European Society
for Fuzzy Logic and Technology (EUSFLAT 2019), Atlantis Press, 2019.

Carlos Fernandez-Basso received the degree in
computer science and the M.Sc. degree in data sci-
ence from the Universidad de Granada, in 2014 and
2015, respectively, where he is currently pursuing
the Ph.D. degree in computer science and energy
efficiency. He was a Lead Developer in the EU FP7
Project Energy IN TIME in the topics of building
simulation and control, data analytics, and machine
learning. He also collaborates with the Data Science
Institute, Imperial College London, where he has
carried out research stays, from 2016 to 2018.

M.Dolores Ruiz Dr. M. Dolores Ruiz got the Math-
ematics degree in 2005 and the European PhD. in
Computer Science in 2010, both from the Univer-
sity of Granada. She held non-permanent teaching
positions in the Universities of Jaén, Granada and
Cádiz. She is currently working at the Statistics
and Operative Research department in the University
of Granada and she belongs to the Approximate
Reasoning and AI research group. She has organized
several special sessions about Data Mining in Inter-
national conferences and is part of the organization

committee of the FQAS’2013 and SUM’2017 conferences. Her research
areas of interest are: data mining, information retrieval, correlation statistical
measures, sentence quantification and fuzzy sets theory. Her expertise involves
knowledge extraction from databases involving uncertainty using association
rules, exception rules, anomalous rules and gradual dependences, as well as,
formal modelling for the representation and evaluation of association rules.

Maria J. Martin-Bautista Dr. Maria J. Martin-
Bautista is a Full Professor at the Department of
Computer Science and Artificial Intelligence at the
University of Granada, Spain, since 1997. She is a
member of the IDBIS (Intelligent Data Bases and
Information Systems) research group. Her current
research interests include Big Data Analytics in
Data, Text and Web Mining, Intelligent Informa-
tion Systems, Knowledge Representation and Un-
certainty. She has supervised several Ph. D. Thesis
and published more than 100 papers in high impact

international journals and conferences. She has participated in more than
20 R+D projects and has supervised several research technology transfers
with companies. She has served as a program committee member for several
international conferences.



Bibliography 255

Bibliography

[AIS93a] Agrawal R., Imielinski T., and Swami A. (1993) Mining associations between sets of
items in large databases. In ACM-SIGMOD Int. Conf. on Data, pp. 207–216.
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new visualization method in many-objective optimization with chord diagram and
angular mapping. Knowledge-Based Systems 138: 134–154.
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