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ABSTRACT

The main objective of this doctoral thesis is the derivation of an integral spectral representation of the
massive Dirac propagator in the nonextreme Kerr geometry in horizon-penetrating advanced Eddington–
Finkelstein-type coordinates. To this end, we divide the doctoral thesis into the following three parts. In
the first part, we describe the nonextreme Kerr geometry in the Newman–Penrose formalism by means
of a Carter tetrad in advanced Eddington–Finkelstein-type coordinates, which are regular across the
event and the Cauchy horizon, respectively, and feature a temporal function for which the level sets
are partial Cauchy surfaces. On this background geometry, we define the massive Dirac equation in
the Weyl representation in 2-spinor form with a Newman–Penrose dyad basis for the spinor space. We
perform Chandrasekhar’s mode analysis and thus show the separability of the massive Dirac equation
expressed in such horizon-penetrating coordinates into systems of radial and angular ordinary differential
equations (ODEs). We compute asymptotic radial solutions at infinity, the event horizon, and the Cauchy
horizon, and demonstrate that the corresponding errors have suitable decay. Furthermore, we study
specific aspects of the set of eigenfunctions and the eigenvalue spectrum of the angular system. In
the second part, we introduce a new method of proof for the essential self-adjointness of the Dirac
Hamiltonian for a particular class of nonuniformly elliptic mixed initial-boundary value problems on
smooth asymptotically flat Lorentzian manifolds, combining results from the theory of symmetric
hyperbolic systems with near-boundary elliptic methods. Finally, in the third part, we present the
Hamiltonian formulation of the massive Dirac equation in the nonextreme Kerr geometry in advanced
Eddington–Finkelstein-type coordinates and, within this framework, derive an explicit integral spectral
representation of the massive Dirac propagator, which yields the full time-dependent dynamics of
massive spin-1/2 fermions outside, across, and inside the event horizon, up to the Cauchy horizon. For
the construction of this propagator, we first prove that the Dirac Hamiltonian in the extended Kerr
geometry is essentially self-adjoint by employing the method introduced in the second part, and then
use the spectral theorem for unbounded self-adjoint operators as well as Stone’s formula, which links
the spectral measure of the Dirac Hamiltonian to the associated resolvent. We determine the resolvent
in a separated form in terms of the projector onto a finite-dimensional invariant spectral eigenspace of
the angular operator and the radial Green’s matrix both obtained within the mode analysis of the Dirac
equation presented in the first part. This propagator may be applied to study the long-time dynamics and
the decay rates of massive Dirac fields in a rotating Kerr black hole spacetime. It can furthermore be
used in the formulation of an algebraic quantum field theory.

i





PUBLICATIONS

Thesis-related Publications

The main scientific aspects of this doctoral thesis are contained in the following three publications:

1. RÖKEN, C. The Massive Dirac Equation in the Kerr Geometry: Separability in Eddington–
Finkelstein-type Coordinates and Asymptotics. General Relativity and Gravitation 49 (2017), pp.
39–62. [Content of Chapter 3]

2. FINSTER, F., AND RÖKEN, C. Self-adjointness of the Dirac Hamiltonian for a Class of Non-
uniformly Elliptic Boundary Value Problems. Annals of Mathematical Sciences and Applications
1 (2016), pp. 301–320. [Content of Chapter 4]

3. FINSTER, F., AND RÖKEN, C. An Integral Spectral Representation of the Massive Dirac Propagator
in the Kerr Geometry in Eddington–Finkelstein-type Coordinates. Advances in Theoretical and
Mathematical Physics 22 (2018), pp. 47–92. [Content of Chapter 5]

Project-related follow-up Publications

Results related to the scientific content of this doctoral thesis are to be found in the following publication:

4. FINSTER, F., AND RÖKEN, C. The Fermionic Signature Operator in the Exterior Schwarzschild
Geometry. Annales Henri Poincaré 20 (2019), pp. 3389–3418. [Outline given in Chapter 6]

iii





ACKNOWLEDGEMENTS

In the following, I would like to express my sincerest gratitude to all the people who played an important
role during the time I worked on this doctoral thesis:

First and foremost, I want to thank my doctoral advisors Prof. Dr. Miguel Sánchez Caja from the
University of Granada and Prof. Dr. Felix Finster from the University of Regensburg for giving me the
opportunity to undergo doctoral studies in mathematics in the first place. I greatly benefited from their
constant encouragement, from their willingness to discuss and exchange ideas, and from them taking
much time in helping me throughout the various phases of my doctoral studies.

Moreover, I am grateful to all my collaborators and friends who have supported me throughout the
last years. In particular, I would like to thank Florian Schuppan, Bernadette Lessel, Simone Murro,
and Guillaume Idelon–Riton for all the times we spend together and the many interesting and useful
discussions.

I especially want to thank PD Dr. Horst Fichtner from the Ruhr University Bochum, Prof. Dr. Ian
Lerche from the University of South Carolina, and Prof. Dr. Niky Kamran from the McGill University
in Montreal for their continuous support and encouragement, for their interest in my work, and for many
useful inputs.

But most of all, I would like to thank my family. Above all Katharina.

Last but not least, I gratefully acknowledge the financial support from the Deutsche Forschungsgemein-
schaft (DFG) as part of the research grant 262201789 “Dirac Waves in the Kerr Geometry: Integral
Representations, Mass Oscillation Property and the Hawking Effect” as well as from the Spanish Minis-
terio de Economía y Competitividad (MINECO) and the European Regional Development Fund (ERDF)
within the scope of the research project MTM2016-78807-C2-1-P.

v







TABLE OF CONTENTS

Page

1 Introduction 1

2 Mathematical Concepts and Physical Foundations 5
2.1 Differential Geometric Concepts and Setting . . . . . . . . . . . . . . . . . . . . . . . 5

2.1.1 Lorentzian Manifolds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.1.2 Globally Hyperbolic Lorentzian Manifolds . . . . . . . . . . . . . . . . . . . 6
2.1.3 Frame Fields and the Tetrad Formalism . . . . . . . . . . . . . . . . . . . . . 8
2.1.4 The Newman–Penrose Formalism . . . . . . . . . . . . . . . . . . . . . . . . 11
2.1.5 The Einstein Field Equations . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.1.6 The Kerr Geometry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.2 Functional Analytic and PDE Concepts and Settings . . . . . . . . . . . . . . . . . . . 15
2.2.1 Spectral Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2.2 Linear Symmetric Hyperbolic Systems and Linear Elliptic Operators . . . . . 18
2.2.3 The Cauchy Problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.2.4 Spinor Formalism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.2.5 The General Relativistic Dirac Equation and its Hamiltonian Formulation . . . 20
2.2.6 Propagators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

3 Mode Analysis of the Massive Dirac Equation in the Nonextreme Kerr Geometry in
Horizon-penetrating Coordinates 25
3.1 The Carter Tetrad . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.2 Advanced Eddington–Finkelstein-type Coordinates . . . . . . . . . . . . . . . . . . . 27
3.3 The Massive Dirac Equation in the Analytically Extended Kerr Geometry . . . . . . . 33
3.4 Separability of the Massive Dirac Equation in Horizon-penetrating Coordinates . . . . 33
3.5 Asymptotic Radial Solutions and Error Estimates . . . . . . . . . . . . . . . . . . . . 35

3.5.1 Asymptotic Analysis of the Radial Solution at Infinity . . . . . . . . . . . . . 35
3.5.2 Asymptotic Analysis of the Radial Solution at the Event Horizon . . . . . . . 38
3.5.3 Asymptotic Analysis of the Radial Solution at the Cauchy Horizon . . . . . . . 39

3.6 Angular Eigenfunctions and Eigenvalues . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.7 Scattering of Massive Dirac Particles by the Gravitational Field of a Rotating Kerr Black

Hole . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

4 Essential Self-adjointness of the Dirac Hamiltonian for a Class of Nonuniformly Elliptic
Mixed Initial-boundary Value Problems in Lorentzian manifolds 43
4.1 Double Boundary Value Problem for the Dirac Equation . . . . . . . . . . . . . . . . 47
4.2 Solution of the Cauchy Problem for the Dirac Equation . . . . . . . . . . . . . . . . . 52

ix



TABLE OF CONTENTS

4.3 Proof of the Essential Self-adjointness of the Dirac Hamiltonian . . . . . . . . . . . . 54

5 An Integral Spectral Representation of the Massive Dirac Propagator in the Nonex-
treme Kerr Geometry in Horizon-penetrating Coordinates 57
5.1 Hamiltonian Formulation of the Massive Dirac Equation in the Analytically Extended

Kerr Geometry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
5.2 The Canonical Scalar Product . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
5.3 Essential Self-adjointness of the Dirac Hamiltonian . . . . . . . . . . . . . . . . . . . 61
5.4 Resolvent of the Dirac Hamiltonian and Integral Spectral Representation of the Dirac

Propagator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
5.5 Simplified Form of the Integral Spectral Representation of the Dirac Propagator . . . . 73

6 Outlook 77

A Symmetry of the Dirac Hamiltonian and Dirichlet-type Boundary Condition 81

B Fundamental Solutions for the Construction of the Radial Green’s Matrix 85

Bibliography 91

x



C
H

A
P

T
E

R

1
INTRODUCTION

In order to determine the dynamics of relativistic massive spin-1/2 fermions in a rotating black hole
spacetime, the Dirac equation in the nonextreme Kerr geometry was studied extensively over the last five
decades employing different approaches. The probably most established approach is Chandrasekhar’s
mode analysis [18–20], where the massive Dirac equation is separated by means of time and azimuthal
angle modes and by a specific product ansatz for the radial and polar angle dependencies in the
Dirac spinors, which results in first-order systems of radial and angular ODEs. Within this framework,
many physical processes like the emission and absorption of Dirac particles by rotating Kerr black
holes, Kerr black hole stability under fermionic field perturbations, and superradiance were investigated
[11, 84, 90, 102, 106]. However, it does not give rise to a description of the full time-dependent dynamics
of Dirac particles in the Kerr geometry. This was first analyzed in the framework of scattering theory
in [5, 17, 26, 54, 59, 60, 80]. More recently, a somewhat different approach to define the full time-
dependent dynamics of Dirac particles using an integral spectral representation of the Dirac propagator
in the Hamiltonian framework was developed [37–39] (an analogous construction was carried out for
the propagator of the scalar wave equation in the Kerr geometry in [40, 41]). This method combines
results from both functional analysis and Chandrasekhar’s mode analysis, allowing for a derivation of
sharp decay rates for Dirac spinors as well as estimates for the probability of a Dirac particle to fall into
a Kerr black hole or escape to infinity.

The basis of the mode analysis approach is Chandrasekhar’s famous discovery that the massive
Dirac equation in the nonextreme Kerr geometry expressed in Boyer–Lindquist coordinates is separable,
which was worked out in his original article [18] from 1976 and led to a major breakthrough in the
field of black hole physics. At that time, this remarkable result came a bit as a surprise because the
Dirac equation was not expected to be separable in the Kerr geometry. Despite the tremendous impact
of this discovery, the validity of the associated solutions is naturally restricted to those regions of
the Kerr geometry where the Boyer–Lindquist coordinates are well-defined. And as they become
singular at the event and the Cauchy horizon, respectively, the dynamics of Dirac particles near and
across these horizons cannot be properly described in these coordinates. As a consequence, the above
integral spectral representation of the propagator of the massive Dirac equation in the nonextreme
Kerr geometry derived in [37–39], which is in part based on results obtained from Chandrasekhar’s
mode analysis in Boyer–Lindquist coordinates, has the shortcoming that it yields a solution of the
Cauchy problem for the Dirac equation only outside the event horizon. Here, we resolve this problem
by constructing a generalized integral spectral representation using a specific analytic extension of
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CHAPTER 1. INTRODUCTION

the Boyer–Lindquist coordinates, the so-called advanced Eddington–Finkelstein-type coordinates, that
is regular across the event and the Cauchy horizon, and features a temporal function for which the
level sets are partial Cauchy surfaces [28, 98]. More precisely, our generalized horizon-penetrating
propagator describes the full time-dependent dynamics of massive Dirac particles outside, across, and
inside the event horizon, up to the Cauchy horizon. We point out that since the transformation from
Boyer–Lindquist coordinates to advanced Eddington–Finkelstein-type coordinates is singular at the
event and the Cauchy horizon, and hence nontrivial, a careful mathematical analysis of this issue is
essential. Furthermore, as the mixing of the time and the azimuthal angle variable that arises in this
transformation leads to a symmetry breaking of structures inherent to Boyer–Lindquist coordinates,
it is a priori not clear that the separation of variables property of the Dirac equation is conserved in
advanced Eddington–Finkelstein-type coordinates. We eventually show that this property also holds for
the new coordinates. Instead of using advanced Eddington–Finkelstein-type coordinates, one may as
well choose different horizon-penetrating coordinates such as Doran coordinates [30] or generalized
Kruskal–Szekeres coordinates [19, 71, 97]. These are, however, far more complicated in their handling
and result in more intricate computations.

The derivation of the generalized horizon-penetrating integral spectral representation of the Dirac
propagator is carried out as follows. Employing the Newman–Penrose formalism, we express the
nonextreme Kerr geometry in terms of a regular Carter tetrad in advanced Eddington–Finkelstein-type
coordinates (τ, r, θ, φ), where τ ∈ R, r ∈ R>0, θ ∈ (0, π), and φ ∈ [0, 2π), compute the correspon-
ding spin coefficients by solving the torsion-free first Maurer–Cartan equation of structure, and thus
determine the massive Dirac equation in a dyadic Weyl representation. Then, using Chandrasekhar’s
mode ansatz for the Dirac spinors, we prove the separability of the massive Dirac equation in these
horizon-penetrating coordinates. Accordingly, we obtain first-order systems of radial and angular ODEs.
We derive asymptotic radial solutions at infinity, the event horizon, and the Cauchy horizon and estimate
the decay of the associated errors. Moreover, we show, on the one hand, that by decoupling the angular
system, we obtain the usual Chandrasekhar–Page equation, and, on the other hand, that the corresponding
set of eigenfunctions is complete, bounded, and smooth, and the spectrum of eigenvalues is discrete,
nondegenerate, and ordered. Next, as we apply the spectral theorem in the derivation of the integral
representation of the Dirac propagator, we require an essentially self-adjoint Dirac Hamiltonian H .
For the proof of the essential self-adjointness, one usually employs methods from standard elliptic
theory because this operator is in general elliptic. However, since in the case of the nonextreme Kerr
geometry it turns out that the Hamiltonian is not elliptic at the event and the Cauchy horizon, these
methods cannot be used, which obliges us to work with an alternative method of proof. Hence, we
introduce a new method that combines results from the theory of symmetric hyperbolic systems with
near-boundary elliptic methods [47]. To be more precise, we consider the class of smooth oriented and
time-oriented asymptotically flat Lorentzian spin manifolds (M, g) of dimension d ≥ 3 with boundary
∂M, admitting a Killing field that is timelike near – and tangential to – the boundary and having the
product structures M = R×N and ∂M = R× ∂N, where N is a spacelike hypersurface with compact
boundary ∂N (for a complete account of the general framework of such SSTK spacetimes see, e.g.,
[1, 13, 65, 66]). Furthermore, we choose a spinor bundle SM with sections SpM ' Cf , p ∈ M and
dimension f = 2bd/2c. Then, we formulate the nonuniformly elliptic mixed initial-boundary value
problem for the Dirac equation in Hamiltonian form

i∂tψ = Hψ

ψ|N = ψ0 ∈ C∞0 (N, SM)

(/n− i)ψ|∂M = 0 ,

2



where ψ is a Dirac 4-spinor, H the Dirac Hamiltonian, t a temporal function, n the inner normal on ∂M
with the slash denoting a Clifford contraction, and C∞0 (N, SM) is the class of smooth Dirac 4-spinors
with compact support on N. The initial data ψ0 on ∂N (≡ {0} × ∂N) is assumed to be compatible with
the boundary condition, i.e.,

(/n− i)ψ0|∂N = 0 .

We establish the existence of a unique global solution ψ in the class

{ψ ∈ C∞sc (M, SM) | (/n− i)(Hpψ)|∂M = 0 for all p ∈ N0} ,

where C∞sc (M, SM) is the class of smooth Dirac 4-spinors with spacelike compact support on M, i.e.,
suppψ(t, . ) is a compact subset of N for all t ∈ R, and the stronger set of boundary conditions
gives rise to smoothness of the solution in time. To this end, we split the nonuniformly elliptic mixed
initial-boundary value problem into two separate ones: in a region near the boundary ∂M, which is
sufficiently far away from the points where the Hamiltonian fails to be elliptic, we rewrite the problem
in a form for which the standard methods for elliptic systems with boundaries presented in [4] apply,
whereas in a region away from the boundary that includes these points, we employ results from the
theory of symmetric hyperbolic systems (e.g., [101]). Making essential use of finite propagation speed,
we can add the associated solutions, thus finding a unique smooth solution of the nonuniformly elliptic
mixed initial-boundary value problem for small times. Iterating this procedure eventually yields a
unique global smooth solution. Consequently, we obtain a 1-parameter family of unitary time evolution
operators, which makes it possible to apply Chernoff’s lemma [21] on the essential self-adjointness of
powers of generators of hyperbolic equations in order to prove the following theorem on the essential
self-adjointness of the Dirac Hamiltonian.

Main Theorem I. The Dirac Hamiltonian H with domain of definition

Dom(H) = {ψ ∈ C∞0 (N, SM) | (/n− i)(Hpψ)|∂N = 0 for all p ∈ N0}

is essentially self-adjoint.

Subsequently, we rewrite the massive Dirac equation defined in the analytic extension of the nonextreme
Kerr geometry in Hamiltonian form

i∂τψ(τ, r, θ, φ) = Hψ(τ, r, θ, φ) ,

impose a Dirichlet-type MIT boundary condition on a timelike inner boundary surface placed beyond
the Cauchy horizon, and introduce a suitable scalar product on the associated space of solutions. We note
that this timelike inner boundary surface corresponds to the above-mentioned boundary ∂M, where the
MIT boundary condition prevents Dirac particles from impinging on the curvature singularity without
affecting their dynamics in the region outside the Cauchy horizon. Accordingly, the time evolution is
unitary. For the proof of the essential self-adjointness of the Dirac Hamiltonian, we use our method for
nonuniformly elliptic mixed initial-boundary value problems. We then derive an integral representation
of the Dirac propagator via the spectral theorem for unbounded self-adjoint operators

ψ = e−iτH ψ0 =

∫
R
e−iωτ ψ0 dEω ,

where dEω is the spectral measure of the Hamiltonian, ω the spectral parameter, and ψ0 := ψ(τ =
0, r, θ, φ) smooth initial data with compact support. Employing Stone’s formula [94], we express the
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CHAPTER 1. INTRODUCTION

spectral measure in terms of the resolvent of the Hamiltonian Res(ωc;H) := (H − ωc)
−1, ωc ∈ C\R,

which is determined in terms of specific quantities obtained in the analysis of the radial and angular ODE
systems that arise in Chandrasekhar’s mode analysis. In more detail, after factoring out the azimuthal
angle modes, we project the Dirac Hamiltonian onto a finite-dimensional invariant spectral eigenspace
of the angular operator pertaining to the angular ODE system, which leaves us with a matrix-valued
first-order ordinary differential operator of the radial variable. The resolvent of this operator can be
calculated by means of the Green’s matrix of the radial ODE system extended to complex-valued fre-
quencies. For the determination of the Green’s matrix, we derive generalized radial Jost-type equations
[93] and study specific aspects of their solutions, namely the existence, uniqueness, and boundedness.
We moreover use the asymptotic radial solutions at infinity, the event horizon, and the Cauchy horizon
for guidance in the implicit construction of the required fundamental radial solutions. Summing over all
azimuthal angle modes, we obtain the full resolvent of the Dirac Hamiltonian in separated form. The
resulting horizon-penetrating integral spectral representation of the Dirac propagator captures the full
time-dependent relativistic dynamics of massive Dirac particles outside and across the event horizon of
the nonextreme Kerr geometry, up to the Cauchy horizon [48].

Main Theorem II. The massive Dirac propagator in the nonextreme Kerr geometry in advanced
Eddington–Finkelstein-type coordinates can be expressed via the integral spectral representation

ψ(τ, r, θ, φ) =
1

2πi

∑
k∈Z

e−ikφ
∫
R
e−iωτ lim

ε↘0

[
(Hk − ω − iε)−1 − (Hk − ω + iε)−1

]
(r, θ; r′, θ′)

× ψ0,k(r
′, θ′) dω ,

where ψ0,k is smooth initial data for fixed k-modes with compact support and (Hk − ω ∓ iε)−1 are
unique resolvents of the Dirac Hamiltonian Hk for fixed k-modes on the upper and lower complex
half-planes.

In a final step, we compute the limit ε ↘ 0 of the difference of resolvents leading to a rigorously
simplified form of the propagator.
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2
MATHEMATICAL CONCEPTS AND PHYSICAL FOUNDATIONS

We introduce in a concise form the basic mathematical structures and formalisms relevant for this work.
Furthermore, we explain their relations to physics. More precisely, we present the differential geometric
framework required to describe rotating black hole spacetimes in general relativity as well as concepts
of mathematical analysis, in particular for partial differential equations (PDEs) and spectral theory, to
analyze the Dirac equation. For more details on the separate subjects, we refer to the specified literature.

2.1 Differential Geometric Concepts and Setting

We establish the notion of globally hyperbolic Lorentzian manifolds and give a definition of frame fields
(with special attention to tetrads), which constitute suitable local bases for the tangent spaces of these
manifolds. Subsequently, we specify the Newman–Penrose formalism. We then present the Einstein
field equations and outline some basics of the Kerr geometry.

2.1.1 Lorentzian Manifolds

The concept of a (4-dimensional) Lorentzian manifold with indefinite metric is commonly used in general
relativity in order to give mathematical meaning to the notion of spacetime and, more importantly, to
impose a causal structure allowing tangent vectors to be classified into the categories timelike, spacelike,
and null. This cannot be realized using Riemannian manifolds, which are endowed with positive-
definite metrics. The Lorentzian type of manifold constitutes a significant subclass of the more general
pseudo-Riemannian manifolds.

Definition 2.1.1. A pseudo-Riemannian manifold is a differential manifold M of dimension n equipped
with a nondegenerate metric

g : Γ(TM)× Γ(TM)→ C∞(M,R) , (X,Y ) 7→ g(X,Y ) ,

whereX,Y ∈ Γ(TM) are smooth vector fields, that satisfies for a, b ∈ C∞(M,R) the properties

1. g(aX + bY ,Z) = a g(X,Z) + b g(Y ,Z)

2. g(X,Y ) = g(Y ,X)

5



CHAPTER 2. MATHEMATICAL CONCEPTS AND PHYSICAL FOUNDATIONS

3. g(X,Y ) = 0 for all Y ⇒ X = 0

and has the signature (q, r) with q + r = n and both q, r being nonnegative.

Lorentzian manifolds represent the following special case of pseudo-Riemannian manifolds.

Definition 2.1.2. An n-dimensional Lorentzian manifold (M, g) is a pseudo-Riemannian manifold for
which the metric signature is (1, n− 1).

In order to have a notion of differentiability of vector fields on the tangent bundles of pseudo-Riemannian
manifolds, we next define the affine connection.

Definition 2.1.3. An affine connection ∇ on the tangent bundle TM of a pseudo-Riemannian manifold
(M, g) is a bilinear mapping

∇ : Γ(TM)× Γ(TM)→ Γ(TM) , (X,Y ) 7→∇XY

such that for all functions a, b ∈ C∞(M,R) and all vector fieldsX,Y ,Z ∈ Γ(TM) the conditions

1. ∇aX+bY Z = a∇XZ + b∇Y Z

2. ∇X(Y +Z) = ∇XY + ∇XZ

3. ∇Xa = Xa

4. ∇X(aY ) = (∇Xa)Y + a∇XY

are fulfilled.

2.1.2 Globally Hyperbolic Lorentzian Manifolds

Global hyperbolicity is a particular condition on the causal structure of a Lorentzian manifold, which
was originally introduced in order to analyze the well-posedness of the Cauchy problems of certain
PDE systems. Generally speaking, if a Lorentzian manifold is globally hyperbolic, it can be foliated
by Cauchy hypersurfaces. This concept is very useful in the context of the initial value formulation of
the Einstein field equations in general relativity. To properly specify the global hyperbolicity condition,
we first need to introduce several basic differential geometric notions. In the following, we let (M, g)
always be a smooth and connected Lorentzian manifold without boundary. Furthermore, we call the
points of M events. The causal relations between two such events in the manifold can be defined using
certain conditions on the tangent vectors of smooth curves joining pairs of events.

Definition 2.1.4. A tangent vector fieldX ∈ TM is referred to as

• timelike if g(X,X) > 0 .

• lightlike if g(X,X) = 0 and X 6= 0 .

• causal if g(X,X) ≥ 0 and X 6= 0 .

• null if g(X,X) = 0 .

• spacelike if g(X,X) < 0 .

• nonspacelike if g(X,X) ≥ 0 .

6



2.1. DIFFERENTIAL GEOMETRIC CONCEPTS AND SETTING

In order to set up a causal structure on (M, g), one requires the notion of time orientability.

Definition 2.1.5. A time orientation at p ∈M is a choice of one of the two causal cones in TpM, which
are formed by the set of all lightlike vectors at that event. This cone is called the future cone, whereas the
nonchosen cone is called the past cone. A smooth choice of time orientations for all p ∈M is referred
to as a time orientation. A Lorentzian manifold (M, g) is then said to be time-orientable if such a time
orientation exists.

Proposition 2.1.6. A Lorentzian manifold (M, g) is time-orientable if and only if it admits a globally
defined timelike vector field.

We may then define the causal relations between pairs of events in M (see, e.g., [75]).

Definition 2.1.7. In a given time-oriented connected Lorentzian manifold (M, g), also referred to as
spacetime, the events p and q are related

• chronologically (p� q) if there is a future-directed timelike curve connecting p with q.

• strictly causally (p < q) if there is a future-directed causal curve connecting p with q.

• causally (p ≤ q) if there is a future-directed causal or constant curve connecting p with q.

• horismotically (p → q) if there is a future-directed causal or constant, but not timelike curve
connecting p with q.

The chronological future, causal future, and horismos of an event p are defined as

I+(p) := {q ∈M | p� q}
J+(p) := {q ∈M | p ≤ q}
E+(p) := {q ∈M | p→ q} = J+(p)\I+(p) .

These definitions carry over to I−, J−, and E− by changing (p, q) into (q, p). Moreover, a subset
N ⊂M is called achronal if I+(N) ∩N = ∅, i.e., every timelike curve in M intersects N at most once.
Also, for N ⊂ M being closed and achronal, the future/past domain of dependence D+/−(N) is the
collection of all points p ∈ M such that every past/future inextensible (i.e., devoid of endpoints, or
in other words, either infinitely extended or closed) causal curve passing through p intersects N. The
domain of dependence of N is then defined as the union D(N) = D+(N) ∪D−(N).

Since there exist several equivalent formulations of the global hyperbolicity condition relying in part on
the particular notions of causal simplicity, Cauchy hypersurfaces, and nontotal imprisonment, we next
state the corresponding definitions.

Definition 2.1.8. A spacetime (M, g) is called

• causal if it does not contain closed causal curves.

• strongly causal if for all p ∈ M and any neighborhood Up of p there is a causally convex
neighborhood Vp ⊂ Up of p, where causal convexity means that any causal curve with endpoints
in Vp is entirely contained in Vp.

• nontotal imprisoning if no inextensible causal curve is contained in a compact set.

7



CHAPTER 2. MATHEMATICAL CONCEPTS AND PHYSICAL FOUNDATIONS

Definition 2.1.9. A Cauchy surface of a spacetime (M, g) is any subset N ⊂ M that is closed and
achronal, and has D(N) = M, i.e., it is intersected by every inextensible timelike curve exactly once.
It is therefore a topological hypersurface [82], which can be approximated by a smooth spacelike
hypersurface [6]. A partial Cauchy surface is a hypersurface, which is intersected by any timelike curve
at most once.

We are now in a position to express the four most prominent definitions of global hyperbolicity [6, 56, 61].

Definition 2.1.10. A spacetime (M, g) is globally hyperbolic if and only if

1. it is causal and the space C(p, q) of continuous future-directed causal curves from p to q is compact
in the C0 topology for all p, q ∈M.

2. it admits a Cauchy hypersurface N ⊂M.

3. it is causal and J+(p) ∩ J−(q) is compact for all p, q ∈M.

4. it is nontotal imprisoning and J+(p) ∩ J−(q) is contained in a compact set for all p, q ∈M.

We note that the first and third definitions originally used the stronger condition of strong causality
(cf. Definition 2.1.8), which was eventually shown in [9] to be relaxable to the weaker condition of
causality. For additional relaxations of these definitions under mild overall assumptions see also [64].
Furthermore, in the case that M has a conformal boundary, the interior is globally hyperbolic if and
only if the boundary is spacelike [51]. Finally, we introduce time-type functions, which are essential in
the formulation of any Cauchy problem, and discuss their relation to the notion of global hyperbolicity
following [7, 55]. Further background information and results can be found in, e.g., [8, 77, 78].

Definition 2.1.11. We let (M, g) be a spacetime. A function t : M→ R is

1. a generalized time function if it is strictly increasing on any future-directed causal curve γ.

2. a time function if it is a continuous generalized time function.

3. a temporal function if it is a smooth function with past-directed timelike gradient ∇t.

Proposition 2.1.12. Any globally hyperbolic spacetime (M, g) contains a Cauchy temporal function t,
that is, a temporal function for which the level sets t−1( . ) are smooth spacelike Cauchy hypersurfaces
(Nt)t∈R with Nt ⊂ J−(Nt′) for all t < t′. Accordingly, M is diffeomorphic to R×N0.

One may choose the diffeomorphism to be conformal with parametrized orthogonal product metric
on R×N0. These results can be extended to the case of globally hyperbolic spacetimes with timelike
boundary [1].

2.1.3 Frame Fields and the Tetrad Formalism

The notion of a frame field is a generalization of the standard coordinate basis approach to tensor fields
on manifolds.

Definition 2.1.13. A frame field {e(1), ... , e(n)} on a general n-dimensional pseudo-Riemannian mani-
fold (M, g) constitutes a set of n locally defined linearly independent vector fields that form a basis for
the tangent space TpM at each point p of their common domain in M.

8
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Accordingly, a frame field is a section of a linear frame bundle, namely the tangent bundle TM. The
calculus of frame fields is the so-called Cartan formalism, which, on the one hand, is a particularly
convenient framework for computing the curvature via two coupled structure equations and, on the other
hand, yields a covariant first-order action functional for the gravitational field. To be more precise, the
Cartan formalism employs the dual coframe field and the so-called Cartan connection as independent
fundamental variables. The advantages of this particular local formalism over the standard coordinate-
based formulation lie firstly in the adaptivity of the frame field to specific physical aspects as well as
underlying symmetries of the manifold, which, as a consequence, leads to drastic simplifications in the
computation of the curvature, and secondly in the reduction of the order of the action functional for the
gravitational field. We note that the Cartan formalism for the special case of 4-dimensional Lorentzian
manifolds, which are the essential geometric structures inherent to general relativity, is commonly
known as tetrad formalism. In this regard, we also want to point out that, on a more fundamental
level, the Cartan formalism may in principle introduce modifications to general relativity. This occurs
in the presence of spinning matter where the torsion becomes dynamical, thus breaking the theory’s
fundamental assumption of zero torsion. Besides, there exists another crucial reason for the use of local
frame fields, namely the proper definition of the Dirac equation in curved spacetimes. This is due to the
fact that for the construction of spinors, one requires the restricted Lorentz group SO+(1, 3,R) – and
hence its double covering group SL(2,C) – to be the local symmetry group, i.e., the local pointwise
symmetry in the frame bundle. In the standard metric formulation of general relativity, however, the
local symmetry group is the larger diffeomorphism group, which in general does not have a spinor
representation. The tetrad formalism on the other hand gives rise to local orthonormal frames with metric
signature (1, 3), and thus yields a local representation of the restricted Lorentz group.

We now describe the tetrad formalism. To this end, we let (M, g) be a Lorentzian 4-manifold
endowed with an affine connection ∇ and a dual pair of coordinate bases (eµ) and (eµ), µ ∈ {0, 1, 2, 3},
for the tangent and cotangent spaces TpM and T ?pM at each point p ∈M, respectively, where Greek
letters label tensor indices. Moreover, as another dual pair of bases for TpM and T ?pM, we introduce a
frame field consisting of four locally defined linearly independent (orthonormal or null) vector fields
– the so-called tetrad frame – and its unique metric dual, which are denoted by (e(a)) and (e(a)),
a ∈ {0, 1, 2, 3}, with Latin letters enclosed in parenthesis labeling tetrad indices. In terms of the
coordinate bases, the tetrad bases can be written as

e(a) = e µ
(a) eµ and e(a) = e(a)

µ e
µ ,

where e µ
(a) is a linear mapping from TM to TM, namely a 4 × 4 transition matrix, and e(a)

µ is its
inverse, that is,

e µ
(a) e(b)

µ = δ
(b)
(a) and e µ

(a) e(a)
ν = δµν .

Conversely, we find
eµ = e(a)

µ e(a) and eµ = e µ
(a) e

(a) .

Usually, one chooses a particular tetrad frame in such a way that the inner product of the tetrad vectors
with respect to the prescribed Lorentzian metric g yields a specified constant symmetric matrix η

g(e(a), e(b)) = e µ
(a) e(b)µ = η(a) (b) .

In the special case of η being the Minkowski metric, the tetrad e(a) is orthonormal. Accordingly, tetrad
indices are lowered and raised with η(a) (b) and its inverse η(a) (b)

e(a) = η(a) (b) e
(b) and e(a) = η(a) (b) e(b) .

9
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Furthermore, the Lorentzian metric can be expressed as

gµν = e(a)µ e
(a)

ν .

Now, given any vector TpM 3 V = V µ ∂µ represented in terms of a coordinate basis (eµ), we may
transform it into a tetrad frame, obtaining the associated components

V (a) = η(a) (b) V(b) = e(a)
µ V

µ = e(a)µ Vµ ,

and vice versa
V µ = e µ

(a) V (a) = e(a)µ V(a) .

For more general tensor fields, there exist similar relations between the components in the coordinate
and tetrad bases. The affine connection in the Cartan formalism, which we refer to as Cartan connection
and denote by ω, is related to the usual Christoffel symbols (Γνµλ) via

ωµ (a) (b) = e(a) ν e
λ

(b) Γνµλ − e ν
(b) ∂µe(a) ν . (2.1)

Moreover, as one has the freedom to perform both local Lorentz transformations at every point on the
manifold as well as general coordinate transformations

O(1, 3) 3 Λ
(a)

(a′) = Λ
(a)

(a′)(x
µ) and Diff∞(M) 3 ∂x

µ′

∂xµ
,

the tetrad and the connection change according to the mixed transformation laws

e µ
(a) 7→ e µ′

(a′) = Λ
(a)

(a′)

∂xµ
′

∂xµ
e µ

(a)

and
ωµ (a) (b) 7→ ωµ′ (a′) (b′) =

∂xµ

∂xµ′

[
Λ

(a)
(a′) ωµ (a) (b) Λ

(b)
(b′) −

(
∂µΛ(a′) (c)

)
Λ

(c)
(b′)

]
.

We next define the two mappings called torsion and Riemann curvature.

Definition 2.1.14. We let (M, g) be a general pseudo-Riemannian manifold. The torsion is an antisym-
metric tensor field of type (1, 2) given by

T : Γ(TM)× Γ(TM)→ Γ(TM) with T (X,Y ) := ∇XY −∇YX − [X,Y ] , (2.2)

whereas the Riemann curvature is an antisymmetric tensor field of type (1, 3) specified as

R : Γ(TM)× Γ(TM)× Γ(TM)→ Γ(TM) with R(X,Y ) := ∇X∇Y −∇Y ∇X −∇[X,Y ] ,
(2.3)

in which ∇ denotes an affine connection andX,Y ∈ Γ(TM).

Choosing the dual pair of tetrad bases e(a) and e(a) for TpM and T ?pM, respectively, and the Cartan
connection ω on TM, one can derive the so-called Maurer–Cartan equations of structure [19] from (2.2)
and (2.3).

Corollary 2.1.15. The torsion T and the Riemann curvature R are related to the tetrad e and the
Cartan connection ω by means of the Maurer–Cartan equations of structure

1
2 T

(a)
(b) (c) e

(b) ∧ e(c) = de(a) + ω
(a)

(b) ∧ e
(b) (2.4)

and
1
2 R

(a)
(b) (c) (d) e

(c) ∧ e(d) = dω(a)
(b) + ω

(a)
(c) ∧ ω

(c)
(b) .
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As general relativity is based on the assumption of vanishing torsion, the first Maurer–Cartan equation
(2.4) reduces to

de(a) = −ω(a)
(b) ∧ e

(b) . (2.5)

Hence, in this special case, the Cartan connection, which is now referred to as Levi–Civita connection,
becomes a function of the tetrad and ceases to represent an independent variable. Consequently, it is this
equation that is fundamental to uniquely determine the connection from a given tetrad.

2.1.4 The Newman–Penrose Formalism

The Newman–Penrose formalism [79] is a specific tetrad formalism, in which spacetime geometries are
described in terms of complex-valued null tetrad fields. It is particularly useful for an account of the black
hole solutions of general relativity because of their Petrov D-type character and the Goldberg–Sachs
theorem [19, 83], that is, one can choose a null tetrad being adapted to the two double principal null
directions, and thus to the lightcone structure of the spacetime. It is therefore also well suited for the
analysis of radiative transport in black hole spacetimes. As a consequence, this leads to a reduction in the
number of conditional equations and to simplified expressions for many primary geometric quantities.
The Newman–Penrose formalism may of course be set up to reflect other symmetries of black hole
spacetimes, such as the discrete time and angle reversal isometries of the nonextreme Kerr geometry.

Definition 2.1.16. In the Newman–Penrose formalism, local tetrad bases are composed of two real-
valued null vectors, l = e(0) = e(1) and n = e(1) = e(0), as well as a complex-conjugate pair of null

vectors, m = e(2) = −e(3) and m = e(3) = −e(2) (following the notation and terminology of [19]).
These are required to satisfy the null conditions

l · l = n · n = m ·m = m ·m = 0 , (2.6)

the orthogonality conditions

l ·m = l ·m = n ·m = n ·m = 0 , (2.7)

and the cross-normalization conditions (which depend on the signature convention)

l · n = −m ·m = 1. (2.8)

The corresponding local metric is nondegenerate and constant, reading

η = gµν e
µ

(a) e ν
(b) e

(a) ⊗ e(b) = l⊗ n+ n⊗ l−m⊗m−m⊗m .

In order to determine the connection in this formalism, we use the torsion-free first Maurer–Cartan
equation of structure (2.5) in the form

de(a) = γ
(a)

(b) (c) e
(b) ∧ e(c) , (2.9)

in which the Ricci rotation coefficients (γ
(a)

(b)(c)) are related to the Cartan connection (2.1) via

γ
(a)

(b)(c)e
(c) = e (a)

µ

[
deµ(b) + ωµ(b)(c)e

(c)
]
.

Inserting the null basis introduced in Definition 2.1.16 into (2.9) leads to the following corollary.

11
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Corollary 2.1.17. The torsion-free first Maurer–Cartan equation of structure in the Newman–Penrose
formalism reads

dl = 2 Re(ε)n ∧ l− 2n ∧ Re(κm)− 2 l ∧ Re
(
[τ − α− β]m

)
+ 2i Im(%)m ∧m

dn = 2 Re(γ)n ∧ l− 2n ∧ Re
(
[α+ β − π]m

)
+ 2 l ∧ Re(νm) + 2i Im(µ)m ∧m (2.10)

dm = dm = (π + τ)n ∧ l+
(
2i Im(ε)− %

)
n ∧m− σn ∧m+

(
µ+ 2i Im(γ)

)
l ∧m

+ λ l ∧m− (α− β)m ∧m ,

where the so-called spin coefficients

κ = γ(2) (0) (0) % = γ(2) (0) (3) ε = 1
2(γ(1) (0) (0) + γ(2) (3) (0))

σ = γ(2) (0) (2) µ = γ(1) (3) (2) γ = 1
2(γ(1) (0) (1) + γ(2) (3) (1))

λ = γ(1) (3) (3) τ = γ(2) (0) (1) α = 1
2(γ(1) (0) (3) + γ(2) (3) (3))

ν = γ(1) (3) (1) π = γ(1) (3) (0) β = 1
2(γ(1) (0) (2) + γ(2) (3) (2))

constitute the associated connection representation, thus describing the change in the tetrad from one
point to another.

Next, as tetrad frames may be subjected to local Lorentz transformations at every point on the manifold,
we briefly address the particular tetrad transformations applied in Section 3.1 and Section 3.2. These
transformations are elements of the 2-parameter subgroup of local Lorentz transformations known as
class III or spin-boost Lorentz transformations [19, 83], which renormalize the real-valued Newman–
Penrose vectors l and n, leaving their directions unchanged, and rotate the complex-conjugate pairm
andm in the (m,m)-plane

l 7→ l′ = ς l , n 7→ n′ = ς−1n , m 7→m′ = eiψm , m 7→m ′ = e−iψm , (2.11)

where the scale factor ς ∈ R\{0} and the angle ψ ∈ R are functions depending on the spacetime
coordinates (xµ). There are various aspects of the Newman–Penrose formalism that are not discussed in
this subsection, such as the different classes of local Lorentz transformations or the five complex Weyl
scalars and their algebraic classification. These can be found elsewhere in the literature. We refer the
interested reader to [83, 85].

2.1.5 The Einstein Field Equations

The Einstein field equations, which are the dynamical equations for the gravitational field in the
framework of general relativity, are a nonlinear inhomogeneous second-order PDE system for the metric
tensor that describe gravitation as the interaction of geometry with the mass-energy content of spacetime.
In order to define these equations, we consider a Lorentzian 4-manifold (M, g) with a metric g of
signature (1, 3) and the Riemann curvatureR as introduced in (2.3).

Definition 2.1.18. The Einstein field equations with cosmological constant Λ may be expressed in the
form

G(g) + Λ g = 8π T , (2.12)
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where
G(g) := Ric(g)− 1

2
g Sc(g)

is the Einstein tensor, in which the Ricci curvature Ric is the partial trace and the scalar curvature
Sc = trg Ric is the full trace ofR, and T is the energy-momentum tensor of matter and fields.

We point out that, as the Einstein tensor is divergence-free and because of metric compatibility, the
Einstein field equations imply local conservation of energy and momentum, i.e.,

divT = 0 .

Moreover, if both the energy-momentum tensor and the cosmological constant vanish, one obtains the
so-called vacuum Einstein field equations

Ric(g) = 0 , (2.13)

which entail that the metric is Ricci flat. This particular representation results from the trace-freeness of
the Einstein tensor in vacuum trgG = −Sc = 0. For the construction of the nonextreme Kerr geometry,
we are interested in the 2-parameter family of solutions of (2.13) derived under the assumptions of
stationarity and axial symmetry.

Also, the vacuum Einstein field equations (2.13) have a well-posed initial value formulation, where
one considers a split of spacetime into a family of Cauchy hypersurfaces (Nt)t∈R, which are parametrized
by a Cauchy temporal function t, are equipped with a smooth Riemannian metric h induced by the
spacetime metric g, and have an extrinsic curvatureK with respect to (M, g). In addition, one defines a
so-called lapse function N and a shift vectorN as Lagrange multipliers in order to determine how these
Cauchy surfaces are joint together. By using the metric h and the curvatureK as dynamical variables,
the evolution of the Cauchy hypersurfaces can thus be traced over time. Accordingly, a suitable initial
data set for the initial value formulation of the vacuum Einstein field equations consists of a triple
(N0 =: N,h,K) subjected to specific constraint equations. We now state an existence and uniqueness
theorem that relates such initial data sets to globally hyperbolic spacetimes.

Theorem 2.1.19. We let (N,h) be a smooth 3-dimensional Riemannian manifold and K a smooth
second rank symmetric tensor field on N. Furthermore, we suppose that h and K comply with the
vacuum Gauss–Codazzi constraint equations

divDK −D(trhK) = 0

ScN(h) + tr2
hK −K2 = 0 ,

where D is the covariant derivative operator associated with h and ScN is the scalar curvature on
N. Then, there exists a unique smooth spacetime (M, g) called the maximal Cauchy development of
(N,h,K), which satisfies the following four properties.

(i) (M, g) is a solution of the vacuum Einstein field equations (2.13).

(ii) (M, g) is globally hyperbolic with Cauchy surface N.

(iii) The induced metric and extrinsic curvature of N are h andK, respectively.

(iv) Every other spacetime satisfying (i)-(iii) can be mapped isometrically into a subset of (M, g).
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Finally, the solution g on M depends continuously on the initial data (h,K) on N.

A proof of this theorem can be found in [109]. Furthermore, by taking into account the results obtained in
[1], the framework can be extended to globally hyperbolic Lorentzian manifolds (M = M∪∂M, g) with
timelike boundary ∂M, which indeed have a global orthogonal product structure R×N, where initial
data sets are defined on N and compatible at ∂N with boundary conditions specified on ∂M = R× ∂N.
Also, the particular case of stationary asymptotically flat Lorentzian manifolds (cf. Subsection 2.1.6) is
analyzed in [12] and – with causal or outer trapped boundaries – in [52, 74]. Finally, a discussion of the
initial value formulation of the Einstein field equations with matter and energy sources (2.12) can be
found in, e.g., [109].

2.1.6 The Kerr Geometry

Prior to introducing the notion of the Kerr geometry, we have to define the concepts of stationarity and
axial symmetry.

Definition 2.1.20. A Lorentzian manifold (M, g) is called stationary if it admits a timelike Killing
vector fieldK ∈ Γ(TM).

We note that in the literature on general relativity, a spacetime featuring a Killing vector field that is
only asymptotically timelike might also be called stationary see, e.g., [14, 105]. Assuming the splitting
M = R×N, in which N is a spacelike hypersurface, and working with coordinates (t,x) ∈M, t ∈ R
being the time coordinate and x ∈ N, the metric of a stationary Lorentzian manifold can be written as

g = β(x) dt⊗ dt− ωi dxi ⊗ dt− dt⊗ ωi dxi − gN ,

where β is a positive smooth function on N, ω ∈ T ?xN a 1-form, and gN the induced Riemannian metric
on N. Accordingly, the geometry of a stationary Lorentzian manifold does not change in time, which
allows for the local identification of the Killing vector field K with ∂t. This type of manifold is thus
included in the SSTK class [13, 66].

Definition 2.1.21. A Lorentzian manifold (M, g) is axially symmetric if

(i) the special orthogonal group SO(2) acts as a group of isometries I : M× SO(2)→M.

(ii) the set of fixed points I
(
(t,x), R

)
= (t,x) for all R ∈ SO(2) is a 2-dimensional timelike surface

referred to as the axis of symmetry.

We are now in a position to give a proper account of the Kerr geometry. In the framework of general
relativity, the (final equilibrium state of the) gravitational field of an axially symmetric and rotating black
hole without electric charge may be modeled in terms of the Kerr geometry [68], which, up to the event
horizon, is a stationary spacetime characterized by only two real-valued parameters, namely the mass of
the black holeM ∈ R≥0 as well as its angular momentum per unit mass R 3 a := J/M defining the rate
of rotation. One distinguishes between the nonextreme (“slowly rotating”) case 0 < |a| < M describing
the final equilibrium state of a realistic gravitational collapse, where the rotational energy is less than the
total energy and an event horizon that protects the singularity forms, the overextreme (“rapidly rotating”)
case 0 < M < |a| that is considered as unphysical as it allows for closed timelike curves (constituting
a global violation of causality), negative black hole masses, as well as naked singularities, and finally
the extreme case 0 < |a| = M , which is regarded as unstable and also not occurring in nature because
the absorption of even a single particle will yield a transition to the overextreme case. Furthermore, for
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M > 0 and |a| = 0, the Kerr geometry reduces to the static Schwarzschild geometry, which can be used
to model a spherically symmetric uncharged nonrotating black hole, whereas for M = 0 and |a| ≥ 0, it
turns into Minkowski space. In the following, we concentrate on the nonextreme case. Then, the Kerr
geometry features several physically relevant surfaces [73, 108, 109], the two most important being
the (future) event horizon, i.e., an inner null hypersurface E+ := J̇−(I+), where J̇− is the boundary
of J− and I+ is future null infinity, beyond which the escape velocity of particles is greater than the
speed of light making it a trapping surface, and the ergosurface located outside the event horizon, which
is a static limit surface where the rotational velocity of the spacetime – caused by the dragging of the
rotating black hole – is the speed of light. In the region within the event horizon and this ergosurface,
the so-called ergosphere, we find that the rotational velocity is larger than the speed of light and, as a
consequence, all particles located there are forced to corotate with the black hole independent of their
own velocity [76, 103]. A precise picture of this frame dragging effect can actually be obtained by
comparison with classical wind Finslerian structures [13, 66]. It may be used to extract rotational energy
from a Kerr black hole via the Penrose process [86]. Besides, the Kerr geometry contains, on the one
hand, a so-called (future) Cauchy horizon inside the event horizon, being another inner null hypersurface
H+(S) := D+(S) \I−

(
D+(S)

)
, where S is a closed achronal subset of M, that defines the domain of

validity of the Cauchy problem, and on the other hand, a ring-shaped curvature singularity [23, 89].

Definition 2.1.22. The Kerr geometry is a connected orientable and time-orientable smooth asymptoti-
cally flat Lorentzian 4-manifold (M, g), where the differential manifold is of the form M = R×R>0×S2

and the Lorentzian metric g on M with signature (1, 3) is stationary up to the event horizon, axially
symmetric, parametrized by (M,a), and an exact solution of the vacuum Einstein field equations (2.13).

According to the Carter–Robinson theorem [16, 96], this solution is unique. By endowing the tangent
and cotangent bundles TM and T ?M with the respective bases (eµ) and (eµ), µ ∈ {0, 1, 2, 3}, we may
choose coordinates (t,x) on M, where t ∈ R is the time coordinate and x = (x1, x2, ϕ = x3) are
coordinates on the spacelike hypersurface N = R>0 × S2 with ϕ ∈ [0, 2π) being the azimuthal angle
about the axis of symmetry.

Proposition 2.1.23. In the above coordinates, the Kerr metric takes the form

g = gtt dt⊗ dt+ gtϕ (dt⊗ dϕ+ dϕ⊗ dt)− (gN)ij dxi ⊗ dxj ,

where the metric coefficients gtt, gtϕ, as well as the induced Riemannian metric gN on N are in the class
C∞

(
R>0 × (0, π),R

)
of smooth functions independent of t and ϕ, thus yielding Killing vector fields

K1 = ∂t andK2 = ∂ϕ corresponding to the time translational and axial symmetries.

We moreover note that this metric is invariant under the simultaneous discrete time and azimuthal angle
isometries t 7→ −t and ϕ 7→ −ϕ. From an algebraic point of view, the Kerr geometry is of Petrov type
D [83], i.e., it possesses two double principal null directions and, hence, a pair of principal ingoing and
outgoing null congruences. In the framework of the Newman–Penrose formalism, this amounts to the
existence of a tetrad basis in which the Weyl scalars Ψ0, Ψ1, Ψ3, and Ψ4 as well as the spin coefficients
κ, σ, λ and ν vanish.

2.2 Functional Analytic and PDE Concepts and Settings

We briefly review the relevant concepts of spectral theory. We then outline the basics of linear symmetric
hyperbolic systems and linear elliptic operators. Furthermore, we define the concept of the Cauchy
problem and the notion of spinors. Finally, we formulate and discuss the general relativistic Dirac
equation and propagators.
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2.2.1 Spectral Theory

Spectral theory is a subdiscipline of functional analysis, which is concerned with the structure and
classification of operators on vector spaces. As we aim for the spectral analysis of the Dirac Hamiltonian
in the framework of relativistic quantum mechanics, the focus is on the spectral theory of linear
unbounded self-adjoint operators on Hilbert spaces. Moreover, we only list the basic definitions and
theorems required for the construction of spectral representations of propagators. For more details and
proofs see, e.g., [63, 94]. We begin with the definition of bounded and unbounded linear operators.

Definition 2.2.1. A bounded linear operator T from a normed linear vector space X to a normed linear
vector space Y is a mapping that satisfies the conditions:

1. T (αv + βw) = αTv + βTw for all v, w ∈ X and α, β ∈ C .

2. ‖Tv‖Y ≤M‖v‖X for some constant M ≥ 0 .

In case T does not satisfy the second condition, the operator is called unbounded.

Next, we introduce the notions of symmetry and self-adjointness of linear operators.

Definition 2.2.2. We let H be a complex Hilbert space and T : Dom(T ) ⊂ H → H a linear operator
with domain Dom(T ) dense inH. Furthermore, we denote the adjoint of T by T ?, where Dom(T ?) is
the set of all η ∈ H such that

|〈Tξ, η〉| ≤ cη ‖ξ‖ for all ξ ∈ Dom(T ) ,

where cη is a constant depending on η.

1. Symmetry: The operator T is symmetric if 〈ξ, Tη〉 = 〈Tξ, η〉 for all ξ, η ∈ Dom(T ). This
implies that Dom(T ) ⊆ Dom(T ?).

2. Self-adjointness: A symmetric operator T is self-adjoint if Dom(T ) = Dom(T ?) and T ?ξ = Tξ
for all ξ ∈ Dom(T ).

3. Essential self-adjointness: A self-adjoint operator T ′ is called a self-adjoint extension of a given
symmetric operator T if Dom(T ) ⊆ Dom(T ′) and T ′ξ = Tξ for all ξ ∈ Dom(T ). In case T
admits a unique self-adjoint extension, it is referred to as essentially self-adjoint.

In the following definition, we specify the resolvent set and the spectrum of a linear operator.

Definition 2.2.3. We let T : DT =: Dom(T ) ⊂ H → H be a linear operator on a complex Hilbert
space H. A complex number λ is said to be in the resolvent set ρ(T ) of T if the operator T − λ11 is a
bijection with a bounded inverse, i.e., if there exists a bounded operator S : H → Dom(T ) such that

S (T − λ11) = 11DT and (T − λ11)S = 11H .

The operator Res(λ;T ) := (T − λ11)−1 defined for λ ∈ ρ(T ) is called the resolvent of T at λ. If
λ /∈ ρ(T ), it is said to be in the spectrum σ(T ) of T .

Thus, the spectrum of T contains all λ ∈ C for which the operator T − λ11 does not have an inverse that
is a bounded linear operator. We distinguish three subsets of the spectrum:
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1. If T − λ11 is not injective, then λ is said to be in the point spectrum of T . In this case, there is a
nonzero ζ that satisfies Tζ = λζ called an eigenvector of T , whereas λ is called the corresponding
eigenvalue.

2. If T − λ11 is injective and Ran(T − λ11) is a proper dense subset ofH, then λ is said to be in the
continuous spectrum of T .

3. If T − λ11 is injective and Ran(T − λ11) is not dense, then λ is said to be in the residual spectrum
of T .

We may now state the spectral theorem for unbounded self-adjoint operators as well as Stone’s formula,
which relates spectral projections to resolvents [94]. In order to formulate the spectral theorem, we first
have to introduce the concept of spectral measure.

Definition 2.2.4. We let X be a set and A a σ-algebra of X . Furthermore, we let H be a complex
Hilbert space, B(H) the Banach space of all bounded linear operators onH, and P (H) ⊂ B(H) is the
set of all orthogonal projections

P : H → H with P ◦ P = P and Ker(P )⊥Ran(P ) .

A spectral measure for the triple (X,A,H) is a mapping E : A → B(H) that satisfies the following
properties:

1. E(X) = 11H and E(∅) = 0 .

2. E(Ω) ∈ P (H) for all Ω ∈ A .

3. E(Ω1 ∩ Ω2) = E(Ω1)E(Ω2) = E(Ω2)E(Ω1) for Ω1,Ω2 ∈ A .

4. For any family of pairwise disjoint sets (Ωi)i∈N in A, one has

E

( ∞⋃
i=1

Ωi

)
=
∞∑
i=1

E(Ωi) .

Then, we can write the spectral theorem in the form given below.

Spectral theorem for unbounded operators. Let T be a densely defined normal operator on a
complex Hilbert spaceH, that is, Dom(T ) is dense and TT ? = T ?T (where the equality includes the
assertion that Dom(TT ?) = Dom(T ?T )). There exists a unique spectral measure E on the Borel sets
of C such that

T =

∫
z∈σ(T )

z dE(z) , (2.14)

where σ(T ) is the spectrum of T .

Moreover, Stone’s formula can be represented as:

Stone’s formula. The spectral projection PI(T ) = χI(T ), with χI being the characteristic function
and I ⊂ R, of a self-adjoint operator T is related to the resolvent by

iπ [P[a,b](T ) + P(a,b)(T )] = s-lim
ε↘0

∫ b

a

[
(T − λ− iε)−1 − (T − λ+ iε)−1

]
dλ , (2.15)

where s-lim denotes the strong limit of operators.
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2.2.2 Linear Symmetric Hyperbolic Systems and Linear Elliptic Operators

The basic definitions of linear symmetric hyperbolic systems as well as linear elliptic operators on
globally hyperbolic manifolds are outlined from a local point of view, i.e., the definitions are only given
for subsets that are equipped with a single coordinate chart. The classes of these systems and operators
include the Dirac equation and the Dirac Hamiltonian, respectively. For more details and proofs see, e.g.,
[33, 67, 95, 99, 100].

Definition 2.2.5. A system of N complex-valued linear first-order PDEs for the N component function
f ∈ C1(M,CN ) on a subset Ω of an n-dimensional globally hyperbolic manifold M = R×N of the
form

A0(t,x) ∂tf(t,x) +Ai(t,x) ∂if(t,x) +B(t,x)f(t,x) = w(t,x) (2.16)

expressed in coordinates t ∈ R and x ∈ N and with

A0, Ai, B ∈ C1
(
M,MN (C)

)
and w ∈ C1(M,CN ) ,

where MN (C) denotes the set of all N ×N complex matrices, is called symmetric hyperbolic if

1. the matrices A0 and Ai are Hermitian, that is, A0† = A0 and Ai† = Ai.

2. the matrix A0 is uniformly positive definite, i.e., there is a positive constant c such that

A0(t,x) > c 11CN for all (t,x) ∈M .

Linear PDE systems of higher order may always be reduced to such a first-order system by increasing
the number of components, and therefore the dimension of the system.

Definition 2.2.6. A linear differential operator L of order m defined on a subset Ω of an n-dimensional
globally hyperbolic manifold M = R×N given in coordinates t ∈ R and x ∈ N by

L =
∑
|α|≤m

aα(t,x) ∂α, (2.17)

where Nn0 3 α = (α0, ... , αn−1) is a multi-index of length |α| := α0 + ... + αn−1 and ∂α :=
∂α0

0 ... ∂
αn−1

n−1 , is called elliptic if for every (t,x) in Ω and every nonzero vector ξ ∈ T(t,x)Ω the condition∑
|α|=m

aα(t,x) ξα 6= 0 (2.18)

for the highest-order terms holds. In case L is of degree m = 2k and satisfies the stronger condition

(−1)k
∑
|α|=2k

aα(t,x) ξα > d |ξ|2k , (2.19)

where d is a positive constant, it is said to be uniformly elliptic.

We remark that these definitions can be extended to the global framework, that is, to the entire manifold
M, by first fixing an atlas that consists of all individual coordinate charts, specifying the differential
operators in (2.16) and (2.17) for each chart, and imposing compatibility at the intersections of the charts.
Then, one requires the conditions 1. and 2. of Definition 2.2.5 as well as the conditions (2.18) and (2.19)
of Definition 2.2.6 to hold for all individual charts.
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2.2.3 The Cauchy Problem

A Cauchy problem constitutes the class of PDE systems that satisfy certain initial conditions with support
on a Cauchy hypersurface in the respective domain. In addition, Cauchy problems may include boundary
conditions. The pivotal questions that arise in the study of Cauchy problems refer to the existence
and uniqueness of solutions, the properties of general and special solutions, their representations and
domains of definition, as well as the dependence of the solutions on the initial data.

Definition 2.2.7. A Cauchy problem defined on an n-dimensional globally hyperbolic manifold M =
R × N consists of finding the unknown functions (f1, ... , fN |N ∈ N) with fi ∈ Cki(M,C), i ∈
{1, ..., N}, for the independent variables t ∈ R and x ∈ N satisfying the system of PDEs

F
(
t,x, (∂αf1)|α|≤k1 , ... , (∂

αfN )|α|≤kN
)

= 0 ,

which are subjected to the conditions

∂kt fi|t=0 = Φ
(k)
i (x) ∈ Cki−k(N,C) for all k ∈ {0, ... , ki − 1}

on the Cauchy hypersurface N ⊂ M, where ki labels the highest-order derivative of the function fi,
F : Dom(F ) ⊂ M × Jk1(M) × ... × JkN (M) → C1(M,CN ) is a linear or nonlinear operator with
Jki denoting the kith jet space of M, and α is a multi-index specified in Definition 2.2.6. The set
{Φ(k)

i | i = 1, ... , N and k = 0, ... , ki − 1} of given functions defined on the surface N is referred to as
Cauchy data.

If there exist unique solutions fi : [0, T ) × N → Cki(M,C), where fi ∈ Dom(F ) for all times
0 < t < T and a given T > 0, that depend continuously on the Cauchy data, the Cauchy problem is
said to be well-posed.

2.2.4 Spinor Formalism

In physics, all elementary spin-1/2 fermions can be described by the Dirac equation, that is, these
fermions exhibit the algebraic and analytic qualities of spinors. Essentially, there exist two interrelated
principal frameworks for defining the notion of spinors. On the one hand, there is a very general algebraic
topology view on spinors, which employs both Clifford algebras (to account for spin groups, i.e., certain
Lie groups that are related to orthogonal groups) as well as the theory of vector bundles on real and
complex manifolds (see, e.g., [72, 111]). On the other hand, spinors may be introduced in a simpler,
less comprehensive representation theoretic and geometrically inclined way. In the following, since
this work focuses on the notion of spinors in the framework of general relativity, we briefly outline
the latter approach to viewing spinors, with an emphasis on the more geometric concepts. Moreover,
as we thus work only with Lorentzian 4-manifolds, we may consider the group SL(2,C), which is the
double covering group of the restricted Lorentz group SO+(1, 3,R) and which is isomorphic to the spin
group Spin(1, 3), as the local spinor group. This group acts naturally on C2 and preserves its natural
2-dimensional nondegenerate skew-symmetric 2-form ε given by the Levi–Civita symbol. Therefore,
we regard (C2, ε) as our spinor space.

Definition 2.2.8. A spinor space (C2, ε) consists of the 2-dimensional complex vector space C2 with
the SL(2,C) invariant 2-form ε – the 2-dimensional Levi–Civita symbol – that induces a bilinear
nondegenerate skew-symmetric inner product on C2. Elements ξ of a spinor space are called spinors.
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Such a notion can of course be extended to more general 2-dimensional complex vector spaces, which
then have to be endowed with a 2-dimensional nondegenerate skew-symmetric 2-form. Furthermore, for
each spinor ξ ∈ C2 there exists a dual with respect to ε that gives rise to the mappings

C2 → (C2)? with ξA 7→ ξA = εBAξ
B and (C2)? → C2 with ξA 7→ ξA = εABξB ,

where εAB is the inverse of εAB , i.e., εABεBC = δAC , and A,B ∈ {0, 1}. Accordingly, the 2-form ε is
an isomorphism between C2 and (C2)? that can be used to raise and lower spinor indices. In addition,
since C2 is naturally endowed with the operation of conjugacy, we can define a complex conjugate,
which is usually denoted by a bar over the symbol with simultaneous priming of sub- and superscript
letters, and a complex conjugate dual. As we ultimately aim for a study of the Dirac equation in a
Lorentzian 4-manifold, we have to consider spinors of the type C2 ⊕ C2, that is, the solutions of the
Dirac equation – the so-called Dirac 4-spinors – are C4-valued functions defined in terms of the above
2-spinor construction. In this regard, we mention the following theorem by Geroch [55]:

Theorem 2.2.9. We let (M, g) be a noncompact time-oriented and connected Lorentzian manifold.
Then, it has a spinor structure if and only if there exists a global system of (orthonormal or null) tetrads.

This theorem is paramount for identifying Lorentzian manifolds that can be used to set up spinors.
However, it also allows one to view Dirac 4-spinors as the above global maps from M to C2 ⊕ C2,
assuming that such a system of tetrads exists. For a full account on the spinor formalism, more precisely
all details of spinor algebra, spinor analysis, and the relation between spinors and tensors, we refer the
reader to the standard textbooks [19, 81, 87, 88].

2.2.5 The General Relativistic Dirac Equation and its Hamiltonian Formulation

The general relativistic Dirac equation is a linear first-order PDE system that describes the dynamics of
massive spin-1/2 fermions on globally hyperbolic Lorentzian 4-manifolds (M = R×N, g). In order
to properly define this equation, we first introduce a coordinate system (t,x) on M, where t ∈ R is a
Cauchy temporal function and x denotes coordinates on the smooth spacelike Cauchy hypersurface N.
Moreover, we assume a spinor bundle SM on M with fibers SpM ' C4, p ∈M.

Definition 2.2.10. The general relativistic massive Dirac equation can be written as [53, 104, 113]

[iγµ(t,x)∇µ + B(t,x)−m]ψ(t,x) = 0 with µ ∈ {0, 1, 2, 3} , (2.20)

where (γµ) are the general relativistic Dirac matrices, which satisfy the anticommutation relations

{γµ, γν} = 2gµν 11C4 ,

∇ is the metric connection on SM given in a coordinate basis (∂µ) by

∇µ = ∂µ +
1

8
ωµαβ

[
γα, γβ

]
with ω being the Levi–Civita spin connection and [ . , . ] the commutator, ψ ∈ C∞sc (M,C4) is a Dirac
4-spinor, the quantity B denotes an external potential, and m is the invariant fermion mass.

The Hamiltonian formulation of (2.20) may be derived simply by separating the t-derivative of the Dirac
4-spinor, yielding

i∂tψ = Hψ ,
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where

H := −(γt)−1(iγj∇j + B −m)− i
8
ωtαβ [γα, γβ]

is the Dirac Hamiltonian. For the purpose of this work, it is sufficient to consider the case B = 0C4 , in
which no external potential is present. Below, we state the 2-spinor form of the Dirac equation and its
representation in the Newman–Penrose formalism.

Corollary 2.2.11. Using the Weyl representation of the Dirac 4-spinors and matrices [54]

ψ =

(
PA

QB′

)
and γµ =

√
2

(
0C2 σµAB

′

σµAB′ 0C2

)
,

where PA and QB′ denote 2-spinors, (σµAB′ ) are the Hermitian 2× 2 Infeld–van der Waerden symbols
[107], and A ∈ {1, 2} as well as B′ ∈ {1′, 2′}, we obtain the following 2-spinor form of the Dirac
equation

∇AB′PA +
im√

2
QB′ = 0

∇AB′QA +
im√

2
PB′ = 0 ,

(2.21)

with∇AB′ = σµAB′∇µ .

In order to express these equations in the framework of the Newman–Penrose formalism for spinors,
we now introduce the local dyad basis (ζ(k)), k ∈ {1, 2}, for the space of Dirac 2-spinors and its dual
(ζ(k)) with respect to the 2-dimensional Levi–Civita symbol ε. The associated local spinor components
Y (k) and Y(k) are related to the former 2-spinor components Y A and YA via the 2× 2 transition matrix

ζ
(k)
A and its inverse ζ A

(k) in a similar vein as in the tetrad formalism by

Y (k) = ζ
(k)
AY A and Y(k) = ζ A

(k) YA .

In this representation, the covariant derivative reads

∇(k)(l′)Y
(m) = ζA(k) ζ

B′

(l′) ζ
(m)

C∇AB′Y
C = ∂(k)(l′)Y

(m) + Γ
(m)

(n)(k)(l′)Y
(n) , (2.22)

where ∂(k)(l′) = σµ(k)(l′)∂µ and

Γ
(m)

(n)(k)(l′) = Γ
(m)(o′)

(n)(o′)(k)(l′)

=
√

2 ε(m)(q) ε(o
′)(p′) σµ(q)(p′) σ

ν
(n)(o′) σ

λ
(k)(l′) e

(a)
µ e (b)

ν e
(c)
λ γ(a)(b)(c) .

(2.23)

Moreover, the Infeld–van der Waerden symbols take the form

σµ(k)(l′) =

(
lµ mµ

mµ nµ

)
. (2.24)
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Corollary 2.2.12. Employing (2.22)-(2.24) in (2.21) and using the notation F1 := P (1), F2 := P (2),
G1 := Q

(2′), as well as G2 := −Q (1′), the general relativistic Dirac equation in the Newman–Penrose
formalism becomes

(lµ∂µ + ε− %)F1 + (mµ∂µ + π − α)F2 =
im√

2
G1

(nµ∂µ + µ− γ)F2 + (mµ∂µ + β − τ)F1 =
im√

2
G2

(lµ∂µ + ε− %) G2 − (mµ∂µ + π − α) G1 =
im√

2
F2

(nµ∂µ + µ− γ) G1 − (mµ∂µ + β − τ) G2 =
im√

2
F1 .

(2.25)

2.2.6 Propagators

In (relativistic) quantum mechanics, the time evolution of a state ψ(t,x) is the change brought about by
translations of the time parameter t. These translations are associated with a unitary operator U on a
Hilbert space, referred to as propagator, which yields a transition from a state for a particle localized at
the event (t,x) to a consecutive state at the event (t′,x′)

ψ(t′,x′) = U t
′, tψ(t,x)

caused by a specific dynamics.

Definition 2.2.13. A 2-parameter family (U t, s)s,t∈R of operators on a Hilbert space H is called a
propagator if

1. U t, s is unitary for all s and t.

2. U t, t = 11 for all t.

3. U t, s U s, r = U t, r for all r, s, and t.

4. the mapping (s, t) 7→ U t, sψ is continuous for all ψ ∈ H.

The following theorems refer to the existence and the representation of propagators. Their proofs can be
found in [92].

Theorem 2.2.14. We let
(
H(t)

)
t∈R be a family of self-adjoint operators on the common domain

Dom
(
H(t)

)
=: DH

and assume that for any compact interval I ⊂ R the mapping

I×I → H , (s, t) 7→ 1

t− s
[(
H(t)−z

)(
H(s)−z

)−1−1
]
ψ with s < t and z ∈

⋂
t∈R

ρ
(
H(t)

)
is continuous for all ψ ∈ H and extends continuously to t = s. Then, there exists a propagator U t, s.
Furthermore, if ψ ∈ DH , we find that U t, sψ ∈ DH for all t, being a solution of the equations

i∂tU t, sψ = H(t)U t, sψ

i∂sU t, sψ = −U t, sH(s)ψ .
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Theorem 2.2.15. The assumptions of Theorem 2.2.14 are satisfied for operators

H(t) = H0 + V (t)

if H0 is self-adjoint and independent of t, V (t) is self-adjoint and bounded for each t, and the mapping
t 7→ V (t)ψ is continuous for all ψ. In this case, we may represent the propagator for the time-ordering
s < tn−1 < ... < t2 < t1 < t in the form

Ũ t, s = 1 +
∞∑
n=1

(−i)n
∫ t

s

∫ t1

s
...

∫ tn−1

s
Ṽ (t1) ... Ṽ (tn) dtn ... dt1 , (2.26)

where
Ũ t, s := eitH0 U t, s e−isH0 and Ṽ (t) := eitH0 V (t) e−itH0 .

We point out that for a homogeneous time evolution, i.e.,

U t, s = U t−s, 0 for all s, t ∈ R ,

the family of propagators forms a 1-parameter group of unitary operators. Moreover, if V (t) = 0, the
propagators are exponentials of the Hamiltonian

U t, s = e−i(t−s)H0 ,

which follows directly from (2.26). This will become relevant in the later construction of the Dirac
propagator in the nonextreme Kerr geometry, where the Hamiltonian is of the particular form H = H0.
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3
MODE ANALYSIS OF THE MASSIVE DIRAC EQUATION IN THE
NONEXTREME KERR GEOMETRY IN HORIZON-PENETRATING
COORDINATES

We derive a regular Carter tetrad in horizon-penetrating advanced Eddington–Finkelstein-type coordi-
nates in order to describe the analytic extension of the nonextreme Kerr geometry across the event and
the Cauchy horizon. In this background geometry, we define the massive Dirac equation in a dyadic Weyl
representation and show its separability into radial and angular ODE systems using Chandrasekhar’s
mode analysis. We study the asymptotics of the radial solutions at infinity as well as at both horizons,
and determine the decay of the associated errors. Moreover, we discuss the nature of the angular eigen-
functions and specific spectral aspects of the corresponding eigenvalues. The chapter concludes with an
application of our results to the scattering problem of massive Dirac particles by the gravitational field
of a rotating Kerr black hole.

3.1 The Carter Tetrad

For the description of the nonextreme Kerr geometry, we employ a Carter tetrad [15], i.e., a null tetrad
frame that is, one the one hand, adapted to the two double principal null directions of the Weyl tensor
and, on the other hand, symmetric under the simultaneous action of the fundamental discrete time and
azimuthal angle reversal isometries. To this end, we begin by expressing the Kerr geometry in terms of
the usual Boyer–Lindquist coordinates [10]

(t, r, θ, ϕ) with t ∈ R , r ∈ R>0 , θ ∈ (0, π) , and ϕ ∈ [0, 2π) ,

for which the Kerr metric reads

g =
∆

Σ

(
dt− a sin2 (θ) dϕ

)
⊗
(
dt− a sin2 (θ) dϕ

)
− sin2 (θ)

Σ

(
[r2 + a2] dϕ− a dt

)
⊗
(
[r2 + a2] dϕ− a dt

)
− Σ

∆
dr ⊗ dr − Σ dθ ⊗ dθ .

(3.1)

The horizon function is defined by ∆ = ∆(r) := (r − r+)(r − r−) = r2 − 2Mr + a2, r± :=
M ±

√
M2 − a2 denote the event and the Cauchy horizon, respectively, M is the mass and aM the

angular momentum of the black hole with 0 ≤ |a| < M , and Σ = Σ(r, θ) := r2 + a2 cos2 (θ).
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Furthermore, we assume a Kinnersley tetrad [69], i.e., a Newman–Penrose frame that is already adapted
to the two double principal null directions. In this frame, we are presented with the computational
advantage that the four spin coefficients κ, σ, λ, and ν vanish and only one Weyl scalar, namely Ψ2,
is nonzero. Accordingly, the congruences formed by the two double principal null directions must be
geodesic and shear-free [83]. We construct the Kinnersley tetrad directly from the tangent vectors of the
principal null geodesics [19]

dt
dχ

=
r2 + a2

∆
E ,

dr
dχ

= ±E , dθ
dχ

= 0 , and
dϕ
dχ

=
a

∆
E , (3.2)

where χ is an affine parameter and E denotes a constant, by aligning the real-valued Newman–Penrose
vectors l and n with the associated principal null directions and further by choosing complex-conjugate
Newman–Penrose vectorsm andm in such a way that they satisfy the conditions (2.6)-(2.8). Thus, we
obtain the frame

l =
1

|∆|
(
[r2 + a2] ∂t + ∆ ∂r + a ∂ϕ

)

n =
sign(∆)

2 Σ

(
[r2 + a2] ∂t −∆ ∂r + a ∂ϕ

)

m =
1√

2
(
r + ia cos (θ)

)(ia sin (θ) ∂t + ∂θ + i csc (θ) ∂ϕ
)

m = − 1√
2
(
r − ia cos (θ)

)(ia sin (θ) ∂t − ∂θ + i csc (θ) ∂ϕ
)

(3.3)

with the signum function

sign(∆) :=

{
+1 for ∆ > 0

−1 for ∆ < 0 .

We remark that the use of the absolute value of the horizon function in l and the signum function in n
leads to a combined representation of the frame for the regions outside the event horizon, inside the
event horizon up to the Cauchy horizon, and inside the Cauchy horizon. For the later calculation of
the corresponding spin coefficients, i.e., for solving the torsion-free first Maurer–Cartan equation of
structure (2.10), one requires the dual cotetrad of (3.3)

lD = sign(∆)

(
dt− Σ

∆
dr − a sin2 (θ) dϕ

)

nD =
|∆|
2 Σ

(
dt+

Σ

∆
dr − a sin2 (θ) dϕ

)

mD =
1√

2
(
r + ia cos (θ)

)(ia sin (θ) dt− Σ dθ − i [r2 + a2] sin (θ) dϕ
)

mD = − 1√
2
(
r − ia cos (θ)

)(ia sin (θ) dt+ Σ dθ − i [r2 + a2] sin (θ) dϕ
)
.
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We now apply a class III local Lorentz transformation (2.11) with parameters of the form

ς =

√
|∆|
2 Σ

and eiψ =

√
Σ

r − ia cos (θ)

to the Kinnersley tetrad (3.3) in order to obtain the so-called Carter tetrad

l′ =
1√

2 Σ |∆|
(
[r2 + a2] ∂t + ∆ ∂r + a ∂ϕ

)

n′ =
sign(∆)√

2 Σ |∆|
(
[r2 + a2] ∂t −∆ ∂r + a ∂ϕ

)

m′ =
1√
2 Σ

(
ia sin (θ) ∂t + ∂θ + i csc (θ) ∂ϕ

)

m ′ = − 1√
2 Σ

(
ia sin (θ) ∂t − ∂θ + i csc (θ) ∂ϕ

)
,

(3.4)

for which the dual cotetrad reads

l′D =

√
|∆|
2 Σ

sign(∆)

(
dt− Σ

∆
dr − a sin2 (θ) dϕ

)

n′D =

√
|∆|
2 Σ

(
dt+

Σ

∆
dr − a sin2 (θ) dϕ

)

m′D =
1√
2 Σ

(
ia sin (θ) dt− Σ dθ − i [r2 + a2] sin (θ) dϕ

)

m ′D = − 1√
2 Σ

(
ia sin (θ) dt+ Σ dθ − i [r2 + a2] sin (θ) dϕ

)
.

(3.5)

This frame transforms under the composition of the discrete time and azimuthal angle reversal isometries
t 7→ −t and ϕ 7→ −ϕ as

l′ 7→ −sign(∆)n′ , n′ 7→ −sign(∆) l′ , m′ 7→m ′ , m ′ 7→m′ ,

thus giving rise to only six independent spin coefficients

κ′ = −ν ′ , π′ = −τ ′ , α′ = −β′ , σ′ = sign(∆)λ′ , µ′ = sign(∆) %′ , ε′ = sign(∆) γ′ .

3.2 Advanced Eddington–Finkelstein-type Coordinates

We require a suitable coordinate system to analyze the propagation of Dirac particles across the event
and the Cauchy horizon. Using Boyer–Lindquist coordinates, we have to deal with singularities at the
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horizons and with a reversal of the roles of space and time in between. These undesirable properties
are depicted in the Finkelstein diagram in Figure 3.1, which shows the light cone of a system that
approaches – and crosses – the event horizon from outside the black hole. More precisely, approaching
the event horizon, the light cone closes up and eventually becomes degenerate. Beyond the event horizon,
it tilts over, yielding a reversal of the specific characteristics of the time and the radial variable. These
issues preclude a proper study of the propagation of Dirac particles across the horizons. Hence, instead
of Boyer–Lindquist coordinates, we employ advanced Eddington–Finkelstein-type coordinates (see
[32, 36] for the original advanced Eddington–Finkelstein coordinates), which are regular in the entire
black hole spacetime except for the ring singularity at (r = 0, θ = π/2), and therefore allow for
well-defined transitions of Dirac particles across the horizons. Furthermore, they feature a temporal
function required for the Hamiltonian formulation of the Dirac equation and the corresponding Cauchy
problem. We construct the advanced Eddington–Finkelstein-type coordinates from the tangent vectors
(3.2) associated with the ingoing principal null geodesics, which lead to the relations

dt
dr

= −r
2 + a2

∆
⇔ t = −

∫
r2 + a2

∆
dr + c = −r? + c (3.6)

and
dϕ
dr

= − a
∆

⇔ ϕ = −
∫

a

∆
dr + c′ = − a

r+ − r−
ln

∣∣∣∣r − r+

r − r−

∣∣∣∣+ c′ ,

respectively, where

r? := r +
r2

+ + a2

r+ − r−
ln |r − r+| −

r2
− + a2

r+ − r−
ln |r − r−|

is the Regge–Wheeler coordinate and c, c′ are constants of integration. As the right hand sides of these
relations diverge in the horizon limits, which amounts to the aforementioned degeneracy of the light
cones at the horizons, one can introduce new variables

R× R>0 × (0, π)× [0, 2π)→ R× R>0 × (0, π)× [0, 2π) , (t, r, θ, ϕ) 7→ (τ, r, θ, φ)

with

τ := t+ r? − r = t+
r2

+ + a2

r+ − r−
ln |r − r+| −

r2
− + a2

r+ − r−
ln |r − r−| (3.7)

φ := ϕ+
a

r+ − r−
ln

∣∣∣∣r − r+

r − r−

∣∣∣∣ (3.8)

that are constant along the ingoing principle null geodesics, thus removing the previous degeneracy. We
point out that in the definition of the time coordinate (3.7), the additional term −r was introduced in
order for τ to be a proper temporal function, which is explicitly verified below. These so-called advanced
Eddington–Finkelstein-type coordinates are free of singularities at the horizons and their spatio-temporal
characteristics across the horizons are conserved. This can be seen in the Finkelstein diagram presented
in Figure 3.2, where we again show a system approaching – and crossing – the event horizon from
outside the black hole, but now the light cone is nondegenerate at the event horizon and is not tilted over
in between the event and the Cauchy horizon. Besides, ingoing light rays are represented simply by
straight lines

dτ
dr |in

= −1 ,
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rrrr = 0

III

-

t

rr = 0

III

- +

Figure 3.1: Causal structure of the nonextreme Kerr geometry in Boyer–Lindquist coordinates. A projection onto
the (t, r)-plane, where every point is a 2-sphere, is presented. The real-valued Newman–Penrose null vectors l and
n, which point along the principal null directions, form the light cones. The light cone of an observer approaching
the event horizon from outside the black hole (r ↘ r+) closes up and becomes degenerate. In contrast, it opens
up when the observer approaches the event horizon from inside the black hole (r ↗ r+). This stems from the
fact that the roles of space and time are reversed in the black hole interior region II. When r → ∞, the light
cone becomes a 45◦-Minkowski light cone because the spacetime is asymptotically flat. We note that all figures
are restricted to regions I and II in order to avoid the issues that arise when one considers the ring singularity at
(r = 0, θ = π/2) and the maximum analytic extension.

rrrr = 0

IIIIIIτ

+-

Figure 3.2: Causal structure of the nonextreme Kerr geometry in advanced Eddington–Finkelstein-type co-
ordinates. A projection onto the (τ, r)-plane is presented. Ingoing light rays are straight lines pointing in the
n-direction. The light cone of an observer moving toward the event horizon from outside the black hole turns until
– after having crossed the event horizon – its future light cone is completely in the black hole interior. This shows
the trapping characteristic of event horizons.
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as can be directly inferred from (3.6) by inserting (3.7). The metric (3.1) represented in advanced
Eddington–Finkelstein-type coordinates becomes

g =

(
1− 2Mr

Σ

)
dτ ⊗ dτ − 2Mr

Σ

(
[dr − a sin2 (θ) dφ]⊗ dτ + dτ ⊗ [dr − a sin2 (θ) dφ]

)
−
(

1 +
2Mr

Σ

)(
dr − a sin2 (θ) dφ

)
⊗
(
dr − a sin2 (θ) dφ

)
− Σ dθ ⊗ dθ − Σ sin2 (θ) dφ⊗ dφ .

(3.9)

As the associated induced metric tensor on constant-τ hypersurfaces

G := (gµν)|τ=const. =



−
(

1 +
2Mr

Σ

)
0 a sin2 (θ)

(
1 +

2Mr

Σ

)
0 −Σ 0

a sin2 (θ)

(
1 +

2Mr

Σ

)
0 − sin2 (θ)

[
Σ + a2 sin2 (θ)

(
1 +

2Mr

Σ

)]


,

with the leading principal minors

det(G1) = G11 = −Σ−1(Σ + 2Mr) < 0

det(G2) = G11G22 − G12G21 = Σ + 2Mr > 0

det(G3) = det(G ) = −Σ (Σ + 2Mr) sin2 (θ) < 0 ,

is negative definite and therefore Riemannian, we recognize that the coordinate τ is a proper temporal
function. In the Carter–Penrose diagrams shown in Figure 3.3, we depict the constant-t and constant-
r hypersurfaces in Boyer–Lindquist coordinates (left diagram) and the constant-τ and constant-r
hypersurfaces in advanced Eddington–Finkelstein-type coordinates (right diagram). While the constant-t
hypersurfaces become timelike inside the black hole in region II, the constant-τ hypersurfaces are
always spacelike and smoothly continued across the horizons. We now express the Carter tetrad (3.4)
and its metric dual (3.5) in terms of the advanced Eddington–Finkelstein-type coordinates (3.7) and
(3.8), yielding

l′ =
1√

2 Σ |∆|
(
[∆ + 4Mr] ∂τ + ∆ ∂r + 2a ∂φ

)

n′ =

√
|∆|
2 Σ

(∂τ − ∂r)

m′ =
1√
2 Σ

(
ia sin (θ) ∂τ + ∂θ + i csc (θ) ∂φ

)

m ′ = − 1√
2 Σ

(
ia sin (θ) ∂τ − ∂θ + i csc (θ) ∂φ

)
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Figure 3.3: Carter–Penrose diagrams for the nonextreme Kerr geometry in Boyer–Lindquist coordinates (left)
and advanced Eddington–Finkelstein-type coordinates (right). The blue lines represent constant-t hypersurfaces,
the red lines constant-r hypersurfaces, and the green lines constant-τ hypersurfaces. The constant-t and constant-r
hypersurfaces are restricted to either the exterior or the interior of the black hole. Their nature changes across the
event horizon, i.e., spacelike hypersurfaces become timelike and vice versa. The constant-τ hypersurfaces (cut-off
at the Cauchy horizon) are spacelike outside and inside the black hole and smooth across the event horizon.

and

l′D =

√
|∆|
2 Σ

sign(∆)

(
dτ +

[
1− 2Σ

∆

]
dr − a sin2 (θ) dφ

)

n′D =

√
|∆|
2 Σ

(
dτ + dr − a sin2 (θ) dφ

)

m′D =
1√
2 Σ

(
ia sin (θ) [dτ + dr]− Σ dθ − i [r2 + a2] sin (θ) dφ

)

m ′D = − 1√
2 Σ

(
ia sin (θ) [dτ + dr] + Σ dθ − i [r2 + a2] sin (θ) dφ

)
.

Since the real-valued vector l′ and its dual l′D are both still singular at the horizons, we apply another
class III local Lorentz transformation (2.11) with parameters

ς =

√
|∆|
r+

and ψ = 0 ,
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which leads to the regular Carter tetrad

l′′ =
1√

2 Σ r+

(
[∆ + 4Mr] ∂τ + ∆ ∂r + 2a ∂φ

)

n′′ =
r+√
2 Σ

(∂τ − ∂r)

m′′ =
1√
2 Σ

(
ia sin (θ) ∂τ + ∂θ + i csc (θ) ∂φ

)

m ′′ = − 1√
2 Σ

(
ia sin (θ) ∂τ − ∂θ + i csc (θ) ∂φ

)

(3.10)

and to the dual cotetrad

l′′D =
∆√

2 Σ r+

(
dτ +

[
1− 2Σ

∆

]
dr − a sin2 (θ) dφ

)

n′′D =
r+√
2 Σ

(
dτ + dr − a sin2 (θ) dφ

)

m′′D =
1√
2 Σ

(
ia sin (θ) [dτ + dr]− Σ dθ − i [r2 + a2] sin (θ) dφ

)

m ′′D = − 1√
2 Σ

(
ia sin (θ) [dτ + dr] + Σ dθ − i [r2 + a2] sin (θ) dφ

)
.

Substituting the latter into – and solving – the torsion-free first Maurer–Cartan equation of structure
(2.10), we obtain regular spin coefficients for the nonextreme Kerr geometry in horizon-penetrating
advanced Eddington–Finkelstein-type coordinates

κ′′ = σ′′ = λ′′ = ν ′′ = 0 , π′′ = −τ ′′ = ia sin (θ)√
2 Σ
(
r − ia cos (θ)

) , µ′′ = − r+√
2 Σ
(
r − ia cos (θ)

) ,
%′′ = − ∆√

2 Σ r+

(
r − ia cos (θ)

) , α′′ = −β′′ = − 1

(2 Σ)3/2

(
[r2 + a2] cot (θ)− ira sin (θ)

)
,

γ′′ = − r+

23/2
√

Σ
(
r − ia cos (θ)

) , ε′′ =
r2 − a2 − 2ia cos (θ) (r −M)

23/2
√

Σ r+

(
r − ia cos (θ)

) .

(3.11)
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3.3 The Massive Dirac Equation in the Analytically Extended Kerr
Geometry

With the Newman–Penrose functions calculated in the previous section, we determine the explicit form
of the massive Dirac equation in the nonextreme Kerr geometry in advanced Eddington–Finkelstein-type
coordinates. Inserting the regular Carter tetrad (3.10) and the associated spin coefficients (3.11) into the
PDE system (2.25), and applying the ansatz

Fi(τ, r, θ, φ) =
(
r − ia cos (θ)

)−1/2
Hi(τ, r, θ, φ)

Gi(τ, r, θ, φ) =
(
r + ia cos (θ)

)−1/2
Ji(τ, r, θ, φ)

for i ∈ {1, 2}, we find

r+(∂τ − ∂r)J1 +
(
ia sin (θ) ∂τ − ∂θ + i csc (θ) ∂φ − 2−1 cot (θ)

)
J2 = im

(
r + ia cos (θ)

)
H1

r−1
+

(
[∆ + 4Mr] ∂τ + ∆ ∂r + 2a ∂φ + r −M

)
J2

−
(
ia sin (θ) ∂τ + ∂θ + i csc (θ) ∂φ + 2−1 cot (θ)

)
J1 = im

(
r + ia cos (θ)

)
H2

r−1
+

(
[∆ + 4Mr] ∂τ + ∆ ∂r + 2a ∂φ + r −M

)
H1

−
(
ia sin (θ) ∂τ − ∂θ + i csc (θ) ∂φ − 2−1 cot (θ)

)
H2 = im

(
r − ia cos (θ)

)
J1

r+(∂τ − ∂r)H2 +
(
ia sin (θ) ∂τ + ∂θ + i csc (θ) ∂φ + 2−1 cot (θ)

)
H1 = im

(
r − ia cos (θ)

)
J2 .

(3.12)

We note in passing that this system corresponds to the transformed Dirac equation

−
√

Σ γ0P†P−1
(
γ′µ[∇µ + P ∂µ(P−1)] + im

)
ψ′ = 0 , (3.13)

in which
ψ′ = Pψ = (H1,H2,−J1,−J2)T and γ′µ = PγµP−1 , (3.14)

where ψ = (F1,F2,−G1,−G2)T and

P := diag
(√

r − ia cos (θ),
√
r − ia cos (θ),

√
r + ia cos (θ),

√
r + ia cos (θ)

)
, (3.15)

as well as γ0 := diag(1, 1,−1,−1). This will become relevant in the construction of the Hamiltonian
formulation.

3.4 Separability of the Massive Dirac Equation in Horizon-penetrating
Coordinates

We now show the separability of the system (3.12) employing the method used in [18]. To this end, we
substitute the mode ansatz

Hi(τ, r, θ, φ) = e−i(ωτ+kφ) Yi(r, θ)

Ji(τ, r, θ, φ) = e−i(ωτ+kφ) Zi(r, θ) ,
(3.16)
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where ω ∈ R is the frequency and k ∈ Z + 1/2 the wave number, into the Dirac equation (3.12) and
obtain the PDE system

r−1
+

(
∆ ∂r + r −M − iω [∆ + 4Mr]− 2iak

)
Y1 +

(
∂θ + 2−1 cot (θ)− aω sin (θ)− k csc (θ)

)
Y2

= im
(
r − ia cos (θ)

)
Z1

r+(∂r + iω)Y2 −
(
∂θ + 2−1 cot (θ) + aω sin (θ) + k csc (θ)

)
Y1 = −im

(
r − ia cos (θ)

)
Z2

r−1
+

(
∆ ∂r + r −M − iω [∆ + 4Mr]− 2iak

)
Z2 −

(
∂θ + 2−1 cot (θ) + aω sin (θ) + k csc (θ)

)
Z1

= im
(
r + ia cos (θ)

)
Y2

r+(∂r + iω)Z1 +
(
∂θ + 2−1 cot (θ)− aω sin (θ)− k csc (θ)

)
Z2 = −im

(
r + ia cos (θ)

)
Y1

for the functions Yi and Zi, which depends only on the radial and polar angle variables. This system is
separable by means of the product ansatz

Y1(r, θ) = R+(r)T+(θ)

Y2(r, θ) = R−(r)T−(θ)

Z1(r, θ) = R−(r)T+(θ)

Z2(r, θ) = R+(r)T−(θ) ,

(3.17)

yielding the first-order radial ODE system(
∆ ∂r + r −M − iω [∆ + 4Mr]− 2iak

)
R+ = r+(ξ + imr) R−

r+(∂r + iω) R− = (ξ − imr) R+

and the first-order angular ODE system(
∂θ + 2−1 cot (θ)− aω sin (θ)− k csc (θ)

)
T− = −

(
ξ −ma cos (θ)

)
T+(

∂θ + 2−1 cot (θ) + aω sin (θ) + k csc (θ)
)
T+ =

(
ξ +ma cos (θ)

)
T− ,

with ξ being the constant of separation. Defining the functions R̃+ :=
√
|∆|R+ and R̃− := r+ R−,

the radial system may be transformed into the more symmetric form(
∆ ∂r − iω [∆ + 4Mr]− 2iak

)
R̃+ =

√
|∆| (ξ + imr) R̃−

∆(∂r + iω) R̃− = sign(∆)
√
|∆| (ξ − imr) R̃+ .

(3.18)

For the analysis of the radial asymptotics at infinity, the event horizon, and the Cauchy horizon, it is,
however, advantageous to work with the matrix representation

∂rR̃ = U(r) R̃ , (3.19)

where R̃ := (R̃+, R̃−)T and

U(r) :=
1

∆

 i
(
ω [∆ + 4Mr] + 2ak

) √
|∆| (ξ + imr)

sign(∆)
√
|∆| (ξ − imr) −iω∆

.
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Furthermore, in this representation, the singular points of the radial system can be calculated straight-
forwardly as shown in [24]. We find that U has singularities of rank µ = 0 at r = r±, that is, the event
and the Cauchy horizon are regular singular points of (3.18), even though, there, both the coordinate
system and the tetrad frame are nonsingular. As a consequence, the regions outside the event horizon
r+ < r <∞, between the event and the Cauchy horizon r− < r < r+, and inside the Cauchy horizon
0 < r < r− have to be considered separately. We emphasize that this is a particularity of the specific
mode ansatz (3.16). Besides, the matrix representation of the angular system is given by

A(θ)T = ξT (3.20)

with T := (T+,T−)T and

A(θ) :=

 ma cos (θ) −∂θ − 2−1 cot (θ) + aω sin (θ) + kcsc(θ)

∂θ + 2−1 cot (θ) + aω sin (θ) + kcsc(θ) −ma cos (θ)

.
(3.21)

3.5 Asymptotic Radial Solutions and Error Estimates

We study the asymptotic solutions of the radial ODE system (3.19) and the decay properties of the
corresponding errors at infinity, at the event horizon, and at the Cauchy horizon. In the present work,
these results serve as a basis for an elementary description of the scattering process of Dirac particles
by the gravitational field of a rotating Kerr black hole on the one hand, and on the other hand for the
computation of the resolvent of the Dirac Hamiltonian.

3.5.1 Asymptotic Analysis of the Radial Solution at Infinity

Following the approach of [39], we derive the asymptotic solution of the radial system (3.19) for
r →∞ and examine the decay of the associated error. We begin by expressing (3.19) in terms of the
Regge–Wheeler coordinate

∂r?R̃ = T (r?) R̃ , (3.22)

where T (r?) := ∆/(r2 + a2)U(r?). Employing the diagonal matrix S := D−1TD = diag(λ1, λ2),
with D being the diagonalization matrix and λ1/2 the eigenvalues of T , this system can be written in the
form

∂r?(D
−1R̃ ) = [S −D−1(∂r?D)](D−1R̃ ) .

Hence, using the ansatz

R̃(r?) = D(r?)

(
eiΦ+(r?) f1(r?)

e−iΦ−(r?) f2(r?)

)
,

we obtain an ODE system for f := (f1, f2)T given by

∂r?f = [S −W−1D−1(∂r?D)W −W−1∂r?W ] f ,

where W := diag(eiΦ+ , e−iΦ−). We determine the functions Φ± by imposing the condition S =
W−1∂r?W , i.e.,

∂r?Φ+ = −iλ1 and ∂r?Φ− = iλ2 , (3.23)

which yields
∂r?f = −W−1D−1(∂r?D)W f . (3.24)
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Lemma 3.5.1. Every nontrivial solution R̃ of (3.22) for |ω| > m is asymptotically as r → ∞ of the
oscillatory form

R̃(r?) = R̃∞(r?) + E∞(r?) = D∞

(
f
(1)
∞ eiφ+(r?)

f
(2)
∞ e−iφ−(r?)

)
+ E∞(r?) , (3.25)

where

D∞ :=

(
cosh (Ω) sinh (Ω)
sinh (Ω) cosh (Ω)

)
with Ω :=

1

4
ln

(
ω −m
ω +m

)
, (3.26)

the functions

φ±(r?) := sign(ω)

[
−
√
ω2 −m2 r? +M

(
± 2ω − m2

√
ω2 −m2

)
ln (r?)

]
(3.27)

are the asymptotic phases, and f∞ :=
(
f
(1)
∞ , f

(2)
∞
)T 6= 0 is a vector-valued constant. The error E∞ has

polynomial decay
‖E∞(r?)‖ ≤

a

r?
(3.28)

for a suitable constant a ∈ R>0. In the case |ω| < m, the nontrivial solution R̃ has both contributions
that show exponential decay ∼ e−

√
m2−ω2 r? and exponential growth ∼ e

√
m2−ω2 r? .

Proof. In the limit r →∞, the matrix T defined in (3.22) converges to

T∞ := lim
r?→∞

T = i
(

ω m
−m −ω

)
. (3.29)

Moreover, it has a regular expansion in powers of 1/r?, i.e., T = T∞ +O(1/r?). Accordingly, both the
diagonal matrix S and the diagonalization matrix D also have regular expansions in powers of 1/r?.
The eigenvalues of (3.29) read

λ
(0)
1/2 = ∓ sign(ω)×

{
i
√
ω2 −m2 ∈ C for |ω| > m√
m2 − ω2 ∈ R for |ω| < m .

(3.30)

For |ω| > m, the diagonalization matrix D∞ := limr?→∞D associated with (3.29) is given by
expression (3.26). This can be easily verified by direct calculation. Furthermore, with the asymptotic
first-order eigenvalues of T

λ
(1)
1/2 = sign(ω)

[
∓ i
√
ω2 −m2 +

iM
r?

(
2ω ∓ m2

√
ω2 −m2

)]
,

we can solve (3.23) by simple integration and obtain (3.27) as the asymptotic phases. We point out that
for the determination of the asymptotic phases, it is of paramount importance to take the first-order
terms of the asymptotic eigenvalues into account because they yield contributions to the radial solution
that do not decay at infinity. However, the first-order terms play no role in the computation of D∞, as
the corresponding contributions can be absorbed into the error E∞. Next, since for r? sufficiently close
to infinity the Hilbert–Schmidt norms of D−1 and ∂r?D are bounded from above by

‖D−1‖HS ≤ c and ‖∂r?D‖HS ≤
d

r2
?

,
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where both c and d denote positive constants, the C2-norm of (3.24) may be estimated by

‖∂r?f‖ ≤ 2 ‖D−1‖HS · ‖∂r?D‖HS · ‖f‖ ≤
2cd

r2
?

‖f‖ (3.31)

with ‖W‖HS = ‖W−1‖HS =
√

2. Applying the triangle and the Cauchy–Schwarz inequality, one can
derive the following inequality

∣∣∂r?‖f‖∣∣ =
|∂r? 〈f, f〉|

2 ‖f‖
=
|〈f, ∂r?f〉+ 〈∂r?f, f〉|

2 ‖f‖
≤ |〈f, ∂r?f〉|+ |〈∂r?f, f〉|

2 ‖f‖

=
|〈f, ∂r?f〉|
‖f‖

≤ ‖f‖ · ‖∂r?f‖
‖f‖

= ‖∂r?f‖ .

Using this inequality in (3.31), we find

∣∣∂r?‖f‖∣∣ ≤ 2cd

r2
?

‖f‖ . (3.32)

We note that ‖f‖ 6= 0 because R̃ has to be nontrivial. Now, integrating (3.32) with respect to the
Regge–Wheeler coordinate from r0 to r? and employing the triangle inequality for integrals gives for all
0 < r0 ≤ r? ∣∣∣∣∫ r?

r0

∂r′? ln ‖f‖ dr′?

∣∣∣∣ ≤ ∫ r?

r0

∣∣∂r′? ln ‖f‖
∣∣ dr′? ≤ 2cd

∫ r?

r0

dr′?
r′2?

,

and hence ∣∣∣∣ln ‖f‖∣∣∣r?r0
∣∣∣∣ ≤ −2cd

r′?

∣∣∣∣r?
r0

.

Consequently, since 0 < 2cd/r′?
∣∣r0
r?
<∞, there exists a constant N > 0 such that

1

N
≤ ‖f‖ ≤ N . (3.33)

Combining this with (3.31), we obtain for sufficiently large values of r?

‖∂r?f‖ ≤
b

r2
?

, (3.34)

where b := 2cdN , which implies that f is integrable and, according to (3.33), has a finite nonzero limit
f∞ := limr?→∞ f(r?) 6= 0. Integrating (3.34) from r? to∞ and again using the triangle inequality for
integrals yields the error estimate

‖Ef‖ = ‖f− f∞‖ =

∥∥∥∥∫ ∞
r?

∂r′?f dr′?

∥∥∥∥ ≤ ∫ ∞
r?

‖∂r′?f‖ dr′? ≤
b

r?
. (3.35)

The polynomial 1/r?-decay of the error E∞ in (3.28) follows directly from the estimate (3.35) and the
fact that the matrices T and D – and therefore their eigenvalues – have regular expansions in powers of
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1/r?. This can be verified via the following short computation. Inserting the expansion of D and of the
eigenvalues of T into the C2-norm of the error E∞, we find

‖E∞‖ = ‖R̃ − R̃∞‖ =

∥∥∥∥∥D
(

eiΦ+ f1
e−iΦ− f2

)
−D∞

(
f
(1)
∞ eiφ+

f
(2)
∞ e−iφ−

)∥∥∥∥∥
=

∥∥∥∥∥
[
D∞ +O

(
1

r?

)](
eiφ++O(1/r?) f1
e−iφ−+O(1/r?) f2

)
−D∞

(
f
(1)
∞ eiφ+

f
(2)
∞ e−iφ−

)∥∥∥∥∥ .
Subsequently, we collect terms of the order O(1/r?) and apply the triangle inequality as well as the
submultiplicativity property of operator norms, which results in the estimate

‖E∞‖ =

∥∥∥∥D∞W∞ (f− f∞) +O
(

1

r?

)∥∥∥∥ ≤ ‖D∞‖HS · ‖W∞‖HS · ‖Ef‖+

∥∥∥∥O( 1

r?

)∥∥∥∥ ,
where W∞ := diag(eiφ+ , e−iφ−)T. Since D∞ is a constant nonzero matrix, the associated Hilbert–
Schmidt norm yields a positive constant. Moreover, one immediately verifies that ‖W∞‖HS =

√
2.

From this and (3.35), we can thus conclude that the error E∞ has the polynomial decay ‖E∞‖ ≤ a/r?,
with a being a positive constant. We note in passing that in the case |ω| < m, it is obvious from the
zero-order eigenvalues (3.30) that the nontrivial solution R̃ has contributions with exponential decay
and exponential growth. �

3.5.2 Asymptotic Analysis of the Radial Solution at the Event Horizon

In order to determine the asymptotics of (3.22) at the event horizon, we employ the solution ansatz

R̃ =

(
e2i
(
ω+kΩ

(+)
Kerr

)
r? g1(r?)

g2(r?)

)
,

where Ω
(+)
Kerr := a/(2Mr+) is the angular velocity of the event horizon, and therefore obtain an ODE

system for g := (g1, g2)T given by

∂r?g = − i
r2 + a2

2k
(
2MΩ

(+)
Kerr r − a

)( 1 0
0 0

)
+ sign(∆)

√
|∆|

×


√
|∆|
(
ω + 2kΩ

(+)
Kerr

)
e−2i

(
ω+kΩ

(+)
Kerr

)
r? sign(∆) (iξ −mr)

e2i
(
ω+kΩ

(+)
Kerr

)
r?(iξ +mr)

√
|∆|ω


g .

(3.36)

Since in the limit r ↘ r+ the right hand side of this system vanishes, we find the asymptotic solution
gr+ := limr↘r+ g = const.
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Lemma 3.5.2. Every nontrivial solution R̃ of (3.22) is asymptotically as r ↘ r+ of the form

R̃(r?) = R̃r+(r?) + Er+(r?) =

(
g

(1)
r+ e

2i
(
ω+kΩ

(+)
Kerr

)
r?

g
(2)
r+

)
+ Er+(r?) , (3.37)

with
gr+ :=

(
g(1)
r+ , g

(2)
r+

)T
= const. 6= 0

and an error Er+ that has exponential decay

‖Er+(r?)‖ ≤ p eqr?

for r sufficiently close to r+ and suitable constants p, q ∈ R>0 .

Proof. For r ↘ r+, as r ∼ r+ + e2qr? with q := (r+ − r−)/(4Mr+) ∈ R>0, the right hand side of
(3.36) is of the order O(eqr?). Hence, there exists a constant p′ ∈ R>0 such that for r? sufficiently close
to −∞

‖∂r?g‖ ≤ p′eqr?‖g‖ . (3.38)

From this inequality, following the method of proof of the previous subsection, we can derive the
estimate ∣∣∣∣ln ‖g‖∣∣∣r0r?

∣∣∣∣ ≤ p′

q
eqr
′
?

∣∣∣r0
r?

for all r? ≤ r0, and since eqr
′
?
∣∣r0
r?

is positive, there is a constant N ′ > 0 such that the C2-norm of g is
bounded by

1

N ′
≤ ‖g‖ ≤ N ′ .

Combining this bound with inequality (3.38) yields

‖∂r?g‖ ≤ p eqr? , (3.39)

where p := p′N ′. Altogether, this implies that g is integrable and has a finite nonzero limit for r? → −∞.
Integrating (3.39) with respect to the Regge–Wheeler coordinate from−∞ to r? and applying the triangle
inequality for integrals results in

‖Eg‖ = ‖g− gr+‖ =

∥∥∥∥∫ r?

−∞
∂r′?g dr′?

∥∥∥∥ ≤ ∫ r?

−∞
‖∂r′?g‖ dr′? ≤ p eqr? , (3.40)

which proves the exponential decay of the error Eg. The exponential decay of the error Er+ follows
directly from (3.40). �

3.5.3 Asymptotic Analysis of the Radial Solution at the Cauchy Horizon

Similar to the analysis of the radial asymptotics at the event horizon, we begin with a solution ansatz of
the form

R̃ =

(
e2i
(
ω+kΩ

(−)
Kerr

)
r? h1(r?)

h2(r?)

)
,
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where Ω
(−)
Kerr := a/(2Mr−) is the angular velocity of the Cauchy horizon, and substitute it into the

system (3.22). This leads to an ODE system for h := (h1, h2)T reading

∂r?h = − i
r2 + a2

2k
(
2MΩ

(−)
Kerrr − a

)( 1 0
0 0

)
+ sign(∆)

√
|∆|

×


√
|∆|
(
ω + 2kΩ

(−)
Kerr

)
e−2i

(
ω+kΩ

(−)
Kerr

)
r? sign(∆) (iξ −mr)

e2i
(
ω+kΩ

(−)
Kerr

)
r?(iξ +mr)

√
|∆|ω


h .

In the limit r ↘ r−, the square bracket on the right hand side vanishes, giving rise to the asymptotic
radial solution hr− := limr↘r− h = const.

Lemma 3.5.3. Every nontrivial solution R̃ of (3.22) is asymptotically as r ↘ r− of the form

R̃(r?) = R̃r−(r?) + Er−(r?) =

(
h

(1)
r− e

2i
(
ω+kΩ

(−)
Kerr

)
r?

h
(2)
r−

)
+ Er−(r?) ,

with
hr− :=

(
h(1)
r− , h

(2)
r−

)T
= const. 6= 0

and an error Er− that has exponential decay

‖Er−(r?)‖ ≤ u e−vr?

for r sufficiently close to r− and suitable constants u, v ∈ R>0.

Proof. The proof of this lemma is identical to the proof of Lemma 3.5.2. �

3.6 Angular Eigenfunctions and Eigenvalues

We discuss the set of eigenfunctions as well as the eigenvalue spectrum of the angular ODE system
(3.20), which in its decoupled second-order form is known as the massive Chandrasekhar–Page equation
[19] [

∂θθ +

(
cot (θ)± ma sin (θ)

ξ ±ma cos (θ)

)
∂θ −

csc2 (θ)

2

(
1− 3 cos2 (θ)

2

)

−
(

cot (θ)

2
∓ aω sin (θ)

)2

−
(

cot (θ)

2
± k csc (θ)

)2

− 2kaω + ξ2

± ma sin (θ)

ξ ±ma cos (θ)

(
cot (θ)

2
± aω sin (θ)± k csc (θ)

)
−m2a2 cos2 (θ)

]
T± = 0 .

In the limit |a| → 0, the solutions of this equation reduce to the spin-weighted spherical harmonics for
the spin-1/2 case [58]. For nonzero angular momenta, the solutions are usually referred to as spin-1/2
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spheroidal harmonics. A good introduction and a compilation of the basic properties of these functions
can be found in the recent paper [29]. For the purposes of the present work and the constructions in [48],
it is, however, only of importance that the matrix-valued differential operator on the left hand side of
(3.20) has a spectral decomposition with smooth eigenfunctions and discrete, nondegenerate eigenvalues,
which was already proven in [37, 39]. In the following, we state the relevant results.

Proposition 3.6.1. For any ω ∈ R and k ∈ Z + 1/2, the differential operator in (3.20) has a complete
set of orthonormal eigenfunctions (Tn)n∈Z in L2

(
(0, π), sin (θ) dθ

)2 that are bounded and smooth
away from the poles. The corresponding eigenvalues ξn are real-valued and nondegenerate, and can
thus be ordered as ξn < ξn+1. Both the eigenfunctions and the eigenvalues depend smoothly on ω.

3.7 Scattering of Massive Dirac Particles by the Gravitational Field of a
Rotating Kerr Black Hole

As an application, we study the scattering of massive Dirac particles by the gravitational field of a
rotating Kerr black hole from the point of view of an observer described by horizon-penetrating advanced
Eddington–Finkelstein-type coordinates. For this purpose, we consider Dirac particles that emerge from
spacelike infinity and propagate toward the black hole’s event horizon, where they are either reflected or
transmitted. We compute the net current of Dirac particles at infinity as well as at the event horizon, and
further derive a condition for the reflection and transmission coefficients. Using the asymptotic radial
solutions at infinity (3.25) and the event horizon (3.37), we impose boundary conditions specifying
an incident wave of unit amplitude at infinity, a reflected wave of amplitude Aω,m at infinity, and a
transmitted wave of amplitude Bω,m at the event horizon, yielding

R̃scat.(r →∞) ∼ D∞
(

eiφ+(r?)

Aω,m e
−iφ−(r?)

)
(3.41)

and

R̃scat.(r ↘ r+) ∼

(
Bω,m e

2i
(
ω+kΩ

(+)
Kerr

)
r?

0

)
. (3.42)

We point out that these boundary conditions are chosen in conformity with the physical requirement
that classically no particles can emerge from the event horizon. Besides, only the branch |ω| > m is
considered because free particles at infinity must have energies that exceed – or at least equal – their rest
energies. Next, assuming the normalization condition

‖T+(θ)‖2 + ‖T−(θ)‖2 = 1

for the angular eigenfunctions (cf. Proposition 3.6.1), the radial Dirac current becomes

Jr =
√

2σrAB′
(
PA P

B′
+QAQ

B′)
=

1

r+Σ

(
sign(∆) ‖R̃+‖2 − ‖R̃−‖2

)
with the radial Infeld–van der Waerden symbol

σrAB′ =

(
lr mr

m r nr

)
AB′

=
1√

2 Σ r+

(
∆ 0
0 −r2

+

)
AB′

.
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As this current has jump discontinuities at the event and the Cauchy horizon, it has to be evaluated
separately in each of the respective three regions. For the scattering problem at hand, however, it suffices
to consider the exterior region of the black hole r+ < r <∞, where the radial Dirac current reads

Jr =
1

r+Σ

(
‖R̃+‖2 − ‖R̃−‖2

)
. (3.43)

From the radial system (3.19) and its complex conjugate, we obtain the relation

‖R̃+‖2 − ‖R̃−‖2 = const.

via simple algebraic manipulations. Substituting this relation into the radial Dirac current (3.43), we
derive the conserved net current of Dirac particles

∂τN =

∫ 2π

0

∫ π

0
Jr
√
|det(g)| dθ dφ =

4π

r+

(
‖R̃+‖2 − ‖R̃−‖2

)
= const. ,

where N is the total number of Dirac particles and
√
|det(g)| = Σ sin (θ). Defining the reflection and

transmission coefficients

Rω,m := |Aω,m|2 and Tω,m := |Bω,m|2 ,

and employing the asymptotic radial solutions (3.41) and (3.42), the net current at infinity and at the
event horizon results in

∂τN |r→∞ =
4π

r+
(1−Rω,m)

and
∂τN |r↘r+ =

4π

r+
Tω,m .

From the constancy of the net current and these expressions, we infer that

Rω,m + Tω,m = 1 ,

which proves that superradiance cannot occur because the reflection coefficient is always less than unity.
Furthermore, we have shown that the net current across the event horizon is always positive. These
results are in agreement with those found in the accordant analysis of this scattering problem performed
in terms of Boyer–Lindquist coordinates (see [19] and references therein).
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4
ESSENTIAL SELF-ADJOINTNESS OF THE DIRAC HAMILTONIAN FOR A
CLASS OF NONUNIFORMLY ELLIPTIC MIXED INITIAL-BOUNDARY
VALUE PROBLEMS IN LORENTZIAN MANIFOLDS

We study the essential self-adjointness of the Dirac Hamiltonian for a particular class of nonuniformly
elliptic mixed initial-boundary value problems for the Dirac equation in smooth asymptotically flat
Lorentzian manifolds. The results obtained here serve as mathematical tools in the construction of the
integral spectral representation of the Dirac propagator in the nonextreme Kerr geometry in horizon-
penetrating coordinates presented in the subsequent chapter. In the following, we define the setting.

We let (M, g) be a smooth oriented and time-oriented Lorentzian spin manifold of dimension d ≥ 3
with boundary ∂M. Moreover, we make the following assumptions:

(i) The manifold (M, g) is asymptotically flat with one asymptotic end.

(ii) There exists a Killing fieldK that is tangential to – and timelike on – the boundary ∂M. Away
from the boundary, this Killing field may change smoothly into being null or spacelike.

(iii) The integral curves γ ofK, which are defined by the differential equation

dγ(t)

dt
= K

(
γ(t)

)
,

exist for all t ∈ R.

(iv) There exists a spacelike hypersurface N with compact boundary ∂N, which has the property that
every integral curve γ in (iii) intersects it exactly once.

These assumptions imply that M and its boundary ∂M have the respective product structures

M = R×N and ∂M = R× ∂N . (4.1)

They also entail that the metric g is smooth up to the boundary ∂M, thus inducing a (d− 2)-dimensional
Riemannian metric on ∂N. We point out that in the case that ∂N is empty and N is complete, the product
structure (4.1) implies that (M, g) is globally hyperbolic. Furthermore, ifK is timelike, the manifold
is stationary. In order to get a better geometric understanding of the above setting, we now construct a
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suitable coordinate system. Choosing the parametrization of each integral curve γ such that γ(0) ∈ N,
we obtain a global time function T defined by

T : M→ R with T
(
γ(t)

)
= t . (4.2)

The level sets of this time function give rise to a foliation of M by spacelike hypersurfaces Nt := T−1(t)
with N0 = N. Moreover, the integral curves yield the isometries

Φt : N→ Nt , Φt

(
γ(0)

)
= γ(t) .

Selecting coordinates x on N, the mapping x ◦ Φ−1
t provides coordinates on Nt. We complement the

former coordinate system by the time function t defined in (4.2), finding coordinates (t,x) with t ∈ R
and x ∈ N such thatK = ∂t. In these coordinates, the metric takes the form

g = a(x) dt⊗ dt+ bi(x) dt⊗ dxi − (gN)ij dxi ⊗ dxj ,

where a and bi are smooth functions, and gN is the induced Riemannian metric on N. This coordinate
system can be understood as describing an observer that is comoving along the flow lines of the Killing
fieldK. We note that in the regions whereK is timelike and the metric therefore stationary, the function
a is positive. This is the case if x is near the boundary ∂N. However, away from ∂N, the function a may
become negative, in which case the metric is no longer stationary.

We next proceed with formulating the Dirac equation. To this end, we choose an arbitrary spin
structure and let SM be the corresponding spinor bundle, that is, a vector bundle with fibers S(t,x)M '
Cf , where (t,x) ∈ M and f = 2bd/2c is the dimension. The corner brackets b . c denote the floor
function. Each fiber is endowed with an indefinite inner product of signature (f/2, f/2)

≺. | .�(t,x) : S(t,x)M× S(t,x)M→ C ,

referred to as spin scalar product. We consider the Dirac operator

D = iγµ∇µ + B

with an external smooth matrix-valued potential B, which we assume to be symmetric with respect to
the spin scalar product, i.e., ≺φ|Bψ�(t,x) = ≺Bφ|ψ�(t,x). The Dirac matrices (γµ) are related to the
metric by the anticommutation relations

{γµ, γν} = 2gµν 11S(t,x)M

and ∇ is the metric connection on the spinor bundle. We are interested in solutions ψ of the Dirac
equation of mass m

(D −m)ψ = 0 .

In order to analyze the dynamics of Dirac particles, it is advantageous to rewrite the Dirac equation in
Hamiltonian form

i∂tψ = Hψ , (4.3)

where H is the Dirac Hamiltonian given by

H = −i (γt)−1γj∇j + (zero-order terms) . (4.4)

Taking the domain of definition

Dom(H) = C∞0 (N\∂N, SM) ,
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this Hamiltonian is indeed symmetric, that is formally self-adjoint, with respect to the scalar product

(ψ|φ)N =

∫
N
≺ψ|/νφ�(t=0,x) dµN , (4.5)

where /ν = γµνµ is the Clifford contraction of the future-directed, timelike normal ν and dµN is the
volume form on (N, gN). This can be verified with the following short computation

0 = ∂t(ψ
∣∣φ)N = (∂tψ|φ)N + (ψ|∂tφ)N = (−iHψ|φ)N + (ψ| − iHφ)N = i

(
(Hψ|φ)N − (ψ|Hφ)N

)
,

in which we used current conservation together with the fact that the metric coefficients do not depend
on the coordinate t.

In order to pose the Cauchy problem for the Dirac equation (4.3), we need to specify initial and
boundary conditions. We choose initial data

ψ|N = ψ0 ∈ C∞0 (N, SM)

that is smooth and compactly supported on N. Moreover, we impose the boundary condition

(/n− i)ψ|∂M = 0 , (4.6)

where n is the inner normal on ∂M, meaning that for every p ∈ ∂M there is a curve

c : [0, δ)→ M with c(0) = p and ∂tc(t)|t=0 = n(p) .

Clearly, the initial data must be compatible with this boundary condition, i.e.,

(/n− i)ψ0|∂N = 0 .

We point out that the boundary condition (4.6) has the effect that Dirac particles are reflected on ∂M
(cf. Appendix A). Furthermore, it can be seen in analogy to the chiral boundary conditions used in
[31, 57]. However, the difference is that, instead of the intrinsic Dirac operator on a hypersurface, we
here consider the Hamiltonian obtained from the Dirac operator in the entire spacetime by separating
the t-dependence. This gives rise to the additional factor (γt)−1 in (4.4). Our boundary condition (4.6)
can thus be understood as an adaptation of the chiral boundary conditions in [31, 57] to the Hamiltonian
(4.4). We next incorporate the boundary condition into the functional analytic setting. Accordingly, we
extend the domain of definition to

Dom(H) = {ψ ∈ C∞0 (N, SM) | (/n− i)ψ|∂N = 0} . (4.7)

Then, the operator H is again symmetric with respect to (4.5), as the subsequent consideration shows.
First, making use of the Hamiltonian H in the representation (4.4) and employing the relation

/ν(γt)−1 =
11S(t,x)M√

gtt
,

we obtain for the scalar product (ψ|Hφ)N the more convenient form

(ψ|Hφ)N = −i
∫

N
≺ψ|γj∇jφ�(t=0,x)

1√
gtt

dµN + (lower-order terms) .
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Now, computing the boundary terms yields

(ψ|Hφ)N − (Hψ|φ)N = i
∫
∂N
≺ψ|/nφ�(t=0,x)

1√
gtt

dµ∂N . (4.8)

We note that the angular derivatives do not give rise to boundary terms because ∂N is compact without
boundary. Applying the boundary condition defined in (4.7), we find

≺ψ|/nφ�(t=0,x) = ≺/nψ|φ�(t=0,x) = ≺iψ|φ�(t=0,x) = −≺ψ|iφ�(t=0,x) = −≺ψ|/nφ�(t=0,x)

(4.9)
for all (t = 0,x) ∈ ∂N, proving that the boundary values (4.8) indeed vanish. This shows that H with
domain (4.7) is symmetric with respect to the scalar product (4.5). In order to solve the Cauchy problem

i∂tψ = Hψ in M

ψ|N = ψ0 ∈ Dom(H)

(/n− i)ψ|∂M = 0 ,

(4.10)

where Dom(H) is defined in (4.7), it is of paramount importance to construct a unique self-adjoint
extension of the Hamiltonian. More precisely, with such a self-adjoint extension at hand, we may
apply the spectral theorem for unbounded self-adjoint operators and express the solution of the Cauchy
problem (4.10) as

ψ(t) = e−itHψ0 =

∫
σ(H)

e−iωt ψ0 dEω

(see equation (2.14)). Thus, in Sections 4.1- 4.3 below, we prove the following theorem:

Theorem 4.0.1. The Dirac Hamiltonian (4.4) with domain of definition

Dom(H) = {ψ ∈ C∞0 (N, SM) | (/n− i)(Hpψ)|∂N = 0 for all p ∈ N0} (4.11)

is essentially self-adjoint.

We remark that the domain (4.11) is smaller than the domain (4.7), which is preferable because we want
the Cauchy problem to have a global solution in C∞sc (M, SM).

Finally, we explain our method of proof of Theorem 4.0.1. We begin by establishing the existence
and uniqueness of a global smooth solution of the mixed initial-boundary value problem (4.10). To this
end, we first need to point out the crucial fact that in the situation under consideration here, there is the
major complication that the Hamiltonian H is in general not uniformly elliptic. Hence, usual elliptic
methods to tackle the Cauchy problem of the Dirac equation, such as the ones presented in [4], no longer
apply. The nonuniform ellipticity of the Dirac Hamiltonian can be shown by analyzing its principal
symbol [99]. According to (4.4), the principal symbol takes the form

P (x, ξ) = −i (γt)−1γjξj .

The ellipticity condition states that it should be invertible for every nonzero ξ ∈ T ?xN. In order to verify
whether this condition holds, it is most convenient to compute the determinant of the principal symbol,
namely

det
(
P (x, ξ)

)
= det

(
(γt)−1

)
det(γjξj) .

Using that

(γt)−1(γt)−1 =
11S(t,x)M

gtt
and γiξi γ

jξj = gijξiξj 11S(t,x)M ,
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we obtain

det
(
P (x, ξ)

)
=

(
gijξiξj
gtt

)f/2
.

This computation demonstrates that the Hamiltonian fails to be elliptic if gijξiξj = 0 for every ξ 6= 0,
which then implies that it is also not uniformly elliptic. In the special case of the nonextreme Kerr
geometry in horizon-penetrating advanced Eddington–Finkelstein-type coordinates, we can infer from
the dual metric

g = Σ−1[(Σ + 2Mr) ∂τ ⊗ ∂τ − 2Mr (∂τ ⊗ ∂r + ∂r ⊗ ∂τ )−∆ ∂r ⊗ ∂r
− a (∂r ⊗ ∂φ + ∂φ ⊗ ∂r)− ∂θ ⊗ ∂θ − csc2(θ) ∂φ ⊗ ∂φ]

(4.12)

that this occurs precisely at the event and the Cauchy horizon (for more details, see Section 5.3). We may
thus use the points where the Hamiltonian (4.4) fails to be elliptic for the definition of the horizons of
our more general spacetime. Our strategy to overcome this problem is to split the solution of the Cauchy
problem (4.10) with domain of definition (4.11) up into two separate ones: in a region near the boundary
∂M, which is located sufficiently far beyond the horizons, we rewrite the Cauchy problem in a form
where the standard elliptic methods and results derived in [4] apply. However, in a region away from
∂M that includes the horizons, we employ specific methods and results from the theory of symmetric
hyperbolic systems. Then, by making essential use of finite propagation speed, adding the two partial
solutions gives rise to a unique smooth solution of the Cauchy problem for small times. Iterating this
procedure backwards and forwards in time, we eventually find a global smooth solution. We therefore
infer the existence of a 1-parameter family of unitary time evolution operators, which makes it possible
to apply Chernoff’s lemma on the essential self-adjointness of powers of generators of hyperbolic
equations given in [21] in order to prove the essential self-adjointness of the Dirac Hamiltonian.

4.1 Double Boundary Value Problem for the Dirac Equation

As outlined above, we begin the proof of Theorem 4.0.1 by showing that the mixed initial-boundary
value problem (4.10) has a unique global smooth solution. For this purpose, it is split up into a Cauchy
problem in a region near the boundary ∂M that does not contain the points where the Hamiltonian fails
to be elliptic, and a Cauchy problem in a region away from the boundary ∂M containing these horizons.
As a technical tool for the former, we now prepare a double boundary value problem for the Dirac
equation introducing an additional boundary condition on a suitable surface Y placed near ∂M. We
work in Gaussian normal coordinates in a tubular neighborhood of ∂N in N. Thus, for any p ∈ ∂N, we
let cp(r) for 0 ≤ r < rmax(p) be the geodesic in N with the initial conditions

cp(0) = p and
dcp(r)

dr |r=0
= u ,

where u ∈ TpN is the inner normal to ∂N. Since ∂N is compact, we can choose rmax independent of p
to specify the mapping

c : [0, rmax)× ∂N→ N , c(r, p) = cp(r) .

Applying the implicit function theorem, we may arrange that c is a diffeomorphism by suitably decreasing
the value of rmax. Next, we define the sets ∂N(r) obtained from ∂N by the geodesic flow via

∂N(r) = c(r, ∂N) .
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Subsequently, choosing coordinates Sd−2 3 Ω = (ϑ1, ... , ϑd−2) on ∂N gives a corresponding coordinate
system (r,Ω) on N. In these coordinates, the metric on N takes the form

gN = dr ⊗ dr + g∂N , (4.13)

and hence

(gN)ij =

(
1 0
0 (g∂N)−1

)
.

Using again t ∈ R as the time coordinate, we find a coordinate system (t,x) = (t, r,Ω) of M that
describes a neighborhood of ∂M. Then, we let X be the spacetime region

X := {(t, r,Ω) | 0 ≤ r ≤ rmax/2} .

This is a Lorentzian manifold whose boundary ∂X consists of ∂M as well as the (d− 1)-dimensional
surface

Y := {(t, rmax/2,Ω)} ,
that is, the boundary of X has the two components ∂X = ∂M ∪ Y . By appropriately decreasing the
value of rmax, we can arrange that the Killing vector field K is timelike in X , implying that Y is a
timelike surface. The inner normal on Y is also denoted by n. We now consider the initial value problem
for the Dirac equation {

(D −m)ψ = 0 in X
ψ|N = ψ0 ∈ C∞(N ∩X,SM)

(4.14)

with the boundary condition
(/n− i)ψ|∂X = 0 . (4.15)

It is once more useful to rewrite the Dirac equation in the Hamiltonian form (4.3), in which the
Hamiltonian is given by (4.4). In order to take the boundary condition into account, we choose the
domain of definition as the Sobolev space

Dom(H) = {ψ ∈W 1,2(X ∩N, SM) | (/n− i)ψ|∂X∩N = 0} . (4.16)

The next proposition yields a spectral decomposition of the Hamiltonian H .

Proposition 4.1.1. There is a countable orthonormal basis (ψn)n∈N of eigenfunctions of H with
ψn ∈ Dom(H).

Proof. In order to show the existence of a countable orthonormal basis of eigenfunctions of the Hamilto-
nian, we apply Theorem 4.1 of [4]. Accordingly, our task is to verify the spectral conditions (C0)-(C4),
which in our setting read:

(C0) H : Dom(H)→ L2(X) is linear and bounded in the W 1,2-topology on Dom(H).

(C1) The Gårding inequality holds: There exists a constant C such that for all ψ ∈ Dom(H)

‖ψ‖2W 1,2(X∩N) ≤ C
∫
X∩N

(≺Hψ|/νHψ�(t=0,x) +≺ψ|/νψ�(t=0,x)) dµN .

(C2) Weak solutions are strong solutions (“elliptic regularity”): If φ ∈ L2(X ∩N) satisfies∫
X∩N

≺Hψ|/νφ�(t=0,x) dµN = 0 for all ψ ∈ Dom(H) ,

then φ ∈ Dom(H).
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(C3) H is symmetric, i.e., for all ψ, φ ∈ Dom(H)∫
X∩N

≺ψ|/νHφ�(t=0,x) dµN =

∫
X∩N

≺Hψ|/νφ�(t=0,x) dµN .

(C4) Dom(H) is dense in L2(X ∩N).

In the following, we verify these conditions in ascending order with respect to extent and complexity
of proof. We begin with the validity of condition (C0), which is an immediate consequence of the fact
that H is a differential operator of first order. The symmetry condition (C3) was already established
directly after (4.7). To prove the denseness condition (C4), we make use of the result that on a smooth
compact Riemannian manifold, such as X ∩N with smooth boundary ∂X ∩N, the class C∞ is dense in
the function space L2 [3]. From this and the fact that C∞(X ∩N) ⊂W 1,2(X ∩N) [62], it is obvious
that also W 1,2(X ∩N) is dense in L2(X ∩N). Next, to verify the Gårding inequality (C1), we exploit
the specific form of the Hamiltonian (4.4). Then, the contribution to ≺Hψ|/νHψ�(t=0,x) involving
first-order derivatives squared may be estimated for a suitable constant c > 0 by

≺(γt)−1γi∇iψ|/ν (γt)−1γj∇jψ�(t=0,x) ≥ c (gN)ij ‖∇iψ‖ ‖∇jψ‖ ,

where we used that the inner product ≺. | /ν .�(t=0,x) is positive definite and that the matrices (γt)−1

and γi are uniformly bounded on X . Introducing the notation ‖∇ψ‖2 = (gN)ij ‖∇iψ‖ ‖∇jψ‖ and
estimating the coefficients of the lower-order terms in a similar vein by appropriate constants d1, d2 > 0,
we obtain

≺Hψ|/νHψ�(t=0,x) ≥ c ‖∇ψ‖2 − d1 ‖∇ψ‖ · ‖ψ‖ − d2 ‖ψ‖2 ≥
c

2
‖∇ψ‖2 −

(
d2

1

2c
+ d2

)
‖ψ‖2 .

Hence, we find the estimate

‖ψ‖2W 1,2(X∩N) =

∫
X∩N

(
‖∇ψ‖2 + ‖ψ‖2

)
dµN

≤ 2

c

∫
X∩N

(
≺Hψ|/νHψ�(t=0,x) +

[
d2

1

2c
+ d2 +

c

2

]
‖ψ‖2

)
dµN

≤ 2

c

∫
X∩N

(
≺Hψ|/νHψ�(t=0,x) + b≺ψ|/νψ�(t=0,x)

)
dµN

≤ 2

c

∫
X∩N

(
≺Hψ|/νHψ�(t=0,x) +≺ψ|/νψ�(t=0,x)

)
dµN ×

{
1 for b ≤ 1

b for b > 1 ,

in which b is a positive constant, showing that condition (C1) holds. It remains to derive the regularity
condition (C2). This task consists of two parts: one for the interior regularity and one for the regularity
at the boundary. For the interior regularity, we need to prove that the operator H is uniformly elliptic
(see Theorem 3.7 in [4]). To this end, we make use of the fact that the Killing fieldK is timelike in X ,
which allows us to define a norm on the spinors by

‖ψ‖2(t,x) := ≺ψ|γt /Kγtψ�(t,x) .
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Applying this norm, we have

‖ξi(γt)−1γiψ‖2(t,x) = ξiξj ≺(γt)−1γiψ|γt /Kγt(γt)−1γjψ�(t,x) = ξiξj ≺γiψ| /Kγjψ�(t,x) .

Since /K = γt, this matrix anticommutes with the Dirac matrices γj . Consequently, we obtain

‖ξi(γt)−1γiψ‖2(t,x) = −ξiξj ≺γjγiψ| /Kψ�(t,x)

= −gij ξiξj ≺ψ| /Kψ�(t,x) = −gij ξiξj ‖(γt)−1ψ‖2(t,x) ,

showing explicitly thatH is uniformly elliptic as the matrix (γt)−1 is uniformly bounded. The remaining
proof of the boundary regularity is a subtle point, which we now treat in detail. We first note that, by
localizing with a test function and using the interior regularity, it suffices to consider weak solutions
whose support is in a small neighborhood of ∂N or Y ∩N. Since both cases can be treated in the same
way, we may assume that the solution vanishes identically outside a small neighborhood of ∂N. Our
goal is to apply Theorem 5.11 of [4]. Simplifying the statement of this theorem and adapting it to our
setting, it gives boundary regularity for boundary value problems of the form

Lu = f (4.17)

Pu|∂N = 0 .

Here, P is a projection operator on L2(∂N) and L is the differential operator

L = ∂r +A+B ,

where the operators A and B are of the following form. The operator A : W 1,2(∂N)→ L2(∂N) is an
angular differential operator, which is independent of r and satisfies again the above spectral conditions
(C0)-(C4). The operator B : W 1,2(X ∩ N) → L2(X ∩ N), on the other hand, should be such that its
first-order terms vanish on ∂N. The first step is to rewrite the Dirac equation and the boundary condition
in the required form. We suppose that ψ is a weak solution of the inhomogeneous equation Hψ = f
satisfying the boundary condition (4.15). Moreover, we assume that ψ and f are supported in a small
neighborhood of ∂N. In order to implement the boundary condition on ∂N, we choose the projection
operator P as

P =
1

2
(i/n+ 1) .

Next, using (4.4), we can write the differential equation (4.17) in the form(
∂r + (γr)−1(γϑ1 ∂ϑ1 + ... + γϑd−2 ∂ϑd−2

) + E
)
ψ = i (γr)−1γtf ,

where (ϑa)a=1, ... , d−2 are again coordinates on ∂N and E is a zero-order operator. We also choose

A = (γr)−1(γϑa ∂ϑa)|∂N + Z (4.18)

B = (γr)−1(γϑa ∂ϑa) + E −A

with Z being a zero-order operator on ∂N to be determined below. The crucial point is to show that by a
suitable choice of both a scalar product and the zero-order operator Z, we can arrange that the operator
A is symmetric. Therefore, we define the scalar product as

〈 . | . 〉∂N =

∫
∂N
≺. | /K .�(t=0,x) dµ∂N . (4.19)
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We remark that since K is timelike near ∂N, this inner product is indeed positive definite. Using the
metric (4.13) in our Gaussian normal coordinate system, the following anticommutation relations hold

{ /K, γr} = 2g rt 11S(t,x)M = 2δrt 11S(t,x)M = 0 , { /K, γϑa} = 0 , {γr, γϑa} = 0 .

As a consequence, the matrices (γr)−1γϑa are antisymmetric with respect to the scalar product (4.19).
Thus, setting

Z = −1

2
(A0 −A∗0) with A0 := (γr)−1(γϑa ∂ϑa)|∂N ,

where the star denotes the formal adjoint with respect to the scalar product (4.19), the operator Z is
truly a multiplication operator. Furthermore, employing the above formulas for Z and A0 in (4.18),
we see that A = (A0 + A∗0)/2, which is obviously symmetric. Finally, it is clear by construction that
the restriction of B to ∂N is a multiplication operator. Hence, it is obvious that the operator A has the
above properties (C0), (C3) and (C4). To prove the Gårding inequality (C1) and the elliptic regularity
condition (C2), we make use of the anticommutation relations

{(γr)−1γϑa , (γr)−1γϑb} = − 1

grr
{γϑa , γϑb} = −2gϑaϑb

grr
11S(t,x)M .

Accordingly, the operator A2 is of the form

A2 =
1

grr
∆Sd−2 + (lower-order terms) .

This is an elliptic operator on a bounded domain. Standard elliptic theory implies (C1) and (C2). �

The spectral decomposition of Proposition 4.1.1 implies that the mixed initial-boundary value problem
(4.14), (4.15) has a unique weak solution in W 1,2(X ∩N, SM) given by

ψ(t,x) =

∞∑
n=1

cne
−iωntψn(x) with cn =

∫
X∩N

≺ψn|/νψ0�y dµN(y) , (4.20)

where ωn is the eigenvalue of ψn. In order to apply [21], we require a solution that is smooth for all
times. We now state the corresponding necessary and sufficient conditions.

Lemma 4.1.2. Suppose that ψ0 satisfies the condition

(/n− i)(Hpψ0)|∂N = 0 for all p ∈ N0 . (4.21)

Then, the solutionψ of the mixed initial-boundary value problem (4.14), (4.15) is in the classC∞sc (M, SM).
Conversely, if a solution of the mixed initial-boundary value problem is smooth, then ψ0 satisfies (4.21).

Proof. Let ψ be the solution of the mixed initial-boundary value problem (4.14), (4.15) for ψ0 satisfying
(4.21). In order to show that ψ is smooth, it clearly suffices that all time derivatives of ψ exist and are
smooth in x. To this end, we consider the partial sums of (4.20)

ψN (t,x) =
N∑
n=1

cne
−iωntψn(x)
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for given N ∈ N. Differentiating p times with respect to t yields

(i∂t)pψN (t,x) =
N∑
n=1

ωpncne
−iωntψn(x) .

Moreover,

ωpncn =

∫
X∩N

≺Hpψn|/νψ0�y dµN(y) =

∫
X∩N

≺ψn|/νHpψ0�y dµN(y) ,

where we iteratively integrated by parts and used the boundary conditions (4.21). Since the function
ψ̃0 := Hpψ0 is again in Dom(H) given by (4.16), we can take the limit N →∞ to conclude that

(i∂t)pψ(t,x) =
∞∑
n=1

c̃ne
−iωntψn(x) with c̃n =

∫
X∩N

≺ψn|/νψ̃0�y dµN(y) .

This proves that ψ is indeed a smooth solution. Assume conversely that ψ is a smooth solution to the
mixed initial-boundary value problem (4.14), (4.15). Then, (/n− i)ψ(t)|∂N = 0 for all t. Differentiating
p times with respect to t results in

0 = (i∂t)p
(
(/n− i)ψ(t)|∂N

)
|t=0

= (/n− i)(Hpψ0)|∂N ,

verifying (4.21). �

4.2 Solution of the Cauchy Problem for the Dirac Equation

We now return to our original problem of finding a unique global smooth solution of the Dirac equation
in Hamiltonian form

i∂tψ = Hψ in M , (4.22)

assuming initial and boundary values

ψ|N = ψ0 ∈ {ψ ∈ C∞0 (N, SM) | (/n− i)(Hpψ)|∂N = 0 for all p ∈ N0} (4.23)

and
(/n− i)ψ|∂M = 0 , (4.24)

respectively. For this purpose, we first prove the following lemma using the results of the previous
Section 4.1.

Lemma 4.2.1. There is an ε > 0 such that the mixed initial-boundary value problem (4.22)-(4.24) has
a unique solution ψ in the class{

ψ ∈ C∞0
(
[0, ε)×N, SM

) ∣∣ (/n− i)(Hpψ)|[0,ε)×∂N = 0 for all p ∈ N0

}
. (4.25)

Proof. We describe the neighborhood of the boundary ∂N again via the Gaussian normal coordinate
system (r,Ω), for which the metric takes the form (4.13). Furthermore, we choose the value of ε so
small that the future development J∨ of initial data sets has the properties

J∨
(
{(0, r,Ω) | r < rmax/4}

)
∩ ({ε} ×N) ⊂ {(ε, r,Ω) | r < rmax/2} (4.26)
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Figure 4.1: Decomposition of the solution of the Cauchy problem into a contribution ψB with support near the
boundary ∂N (top figure) and a contribution ψI with support in the interior of N (bottom figure). The gray areas
represent the respective future developments of initial data sets given in (4.26) and (4.27).

and
J∨
(
{(0, r,Ω) | r > rmax/8}

)
∩ ({ε} ×N) ⊂ {(ε, r,Ω) | r > 0} . (4.27)

We may then decompose the initial data into a contribution ψB
0 near the boundary ∂N and a contribution

ψI
0 supported in the interior of N, that is,

ψ0 = ψB
0 + ψI

0 .

To this end, we let η ∈ C∞0
(
(−rmax/4, rmax/4),R

)
be a test function with η|[0,rmax/8] ≡ 1 and set

ψB
0 := η(r)ψ0 and ψI

0 := ψ0 − ψB
0 (4.28)

(see Figure 4.1). Accordingly, the desired solution is of the form ψ = ψB + ψI, where ψB is a solution
of the mixed initial-boundary value problem

i∂tψB = HψB in X
ψB
|N = ψB

0

(/n− i)ψB
|∂M∪Y = 0

(4.29)

and ψI a solution of the initial value problem without boundary condition{
i∂tψI = HψI in M\∂M

ψI
|N = ψI

0 ,
(4.30)

in which the initial values ψB
0 and ψI

0 are given by (4.28). We begin by analyzing the mixed initial-
boundary value problem (4.29). Assuming that the initial data ψB

0 satisfies the condition (4.21), we know
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from Lemma 4.1.2 that (4.29) has a solution ψB in the class C∞sc (M, SM), which satisfies the associated
initial and boundary conditions pointwise (this solution even satisfies the stronger boundary conditions
in (4.21)). Furthermore, due to finite propagation speed and the specific form of (4.26), we also know
that this solution vanishes near the boundary {r = rmax/2}, i.e.,

suppψB(t, . ) ⊂ [0, rmax/2)× ∂N for all t ∈ [0, ε) .

Hence, extending ψB by zero, we obtain a global solution in all M. Next, we evaluate the initial
value problem (4.30). Since N is a complete manifold without boundary and the initial data ψI

0 is
smooth, it is well known from the fundamental existence and uniqueness theorems of the theory
of symmetric hyperbolic systems [67, 91, 95, 101] that (4.30) has a unique solution ψI in the class
C∞sc

(
[0, ε)×N, SM

)
. We point out that this solution vanishes identically near the boundary ∂M due to

finite propagation speed and the specific form of (4.27). Finally, adding the solutions ψB and ψI yields
a unique solution ψ of the mixed initial-boundary value problem (4.22)-(4.24) in the class (4.25). Its
uniqueness follows immediately from standard energy estimates for symmetric hyperbolic systems (see
for example [67]). �

This lemma allows us to prove the existence of a unique global smooth solution of the mixed initial-
boundary value problem (4.22)-(4.24) as follows.

Corollary 4.2.2. The mixed initial-boundary value problem (4.22)-(4.24) has a unique global solution
ψ in the class

{ψ ∈ C∞sc (M, SM) | (/n− i)(Hpψ)|∂M = 0 for all p ∈ N0}.

The resulting time evolution operator

U t
′, t :
{
ψ ∈ C∞sc ({t} ×Nt, SM)

∣∣ (/n− i)(Hpψ)|{t}×∂Nt = 0 for all p ∈ N0

}
→
{
ψ ∈ C∞sc ({t′} ×Nt′ , SM)

∣∣ (/n− i)(Hpψ)|{t′}×∂Nt′
= 0 for all p ∈ N0

}
is unitary with respect to the scalar product (4.5).

Proof. Since the parameter ε in Lemma 4.2.1 does not depend on the initial data, we may iterate the
procedure to obtain smooth solutions for arbitrarily large times. Moreover, we can adapt the procedure
in such a way that it yields solutions in the class{

ψ ∈ C∞0
(
(−ε, 0]×N, SM

) ∣∣ (/n− i)(Hpψ)|(−ε,0]×∂N = 0 for all p ∈ N0

}
,

covering time reversals. Then, again by iteration, we find smooth solutions for arbitrarily large negative
times. Eventually, this leads to a global smooth solution ψ ∈ C∞sc (M, SM) of the mixed initial-boundary
value problem (4.22)-(4.24). Besides, the symmetry of the Dirac Hamiltonian H with respect to the
scalar product (4.5), which is shown directly after (4.7), implies that the scalar product is preserved
under time evolution. Thus, the time evolution operator U t

′, t is unitary. �

4.3 Proof of the Essential Self-adjointness of the Dirac Hamiltonian

Having established the existence of a unique global smooth solution of the mixed initial-boundary value
problem (4.22)-(4.24) and therefore the existence of a unitary time evolution operator U t

′, t, we can now
give the proof of Theorem 4.0.1 using Chernoff’s Lemma on the essential self-adjointness of powers of
generators of hyperbolic equations [21]. We begin by stating the original form of this lemma.
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Chernoff’s Lemma. Let T be a symmetric operator with dense domain Dom(T ) ⊂ H, a complex
Hilbert space. Suppose that T maps Dom(T ) into itself. Suppose in addition that there is a 1-parameter
group Vl of unitary operators on H such that Vl Dom(T ) ⊂ Dom(T ), Vl T = T Vl on Dom(T ), and
(d/dt)Vl u = iT Vl u for u ∈ Dom(T ). Then, every power of T is essentially self-adjoint.

Proof of Theorem 4.0.1. We verify the conditions specified in Chernoff’s Lemma for our framework,
where the operator T corresponds, except for a minus sign, to the Dirac Hamiltonian H with domain
Dom(H) given by (4.11). This operator is, on the one hand, symmetric with respect to the scalar product
(4.5) and, on the other hand, the domain Dom(H) is clearly invariant under its action. Moreover, the
unitary time evolution operator U t

′, t for the mixed initial-boundary value problem (4.22)-(4.24), which
is defined in Corollary 4.2.2, is homogeneous, and thus forms a 1-parameter group acting on Dom(H).
The remaining two properties, namely that U t

′, tH = HU t
′, t and ∂t′U t

′, tψ = −iHU t
′, tψ, are trivially

satisfied because the former is the commutation relation between e−i(t′−t)H and H (the exponential
representation of the propagator directly follows from the time-independence of the Hamiltonian),
whereas the latter is the Dirac equation in Hamiltonian form. Since all conditions are met, we can apply
Chernoff’s Lemma to conclude that H is essentially self-adjoint on Dom(H). This completes the proof
of Theorem 4.0.1. �
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5
AN INTEGRAL SPECTRAL REPRESENTATION OF THE MASSIVE DIRAC
PROPAGATOR IN THE NONEXTREME KERR GEOMETRY IN HORIZON-
PENETRATING COORDINATES

We construct a generalized horizon-penetrating integral spectral representation of the massive Dirac
propagator in the nonextreme Kerr geometry using the results obtained in Chapters 3 and 4. More
precisely, we first derive the Hamiltonian formulation of the massive Dirac equation in the nonextreme
Kerr geometry in advanced Eddington–Finkelstein-type coordinates and introduce a suitable scalar
product on the associated space of solutions. We subsequently give the proofs of symmetry and essential
self-adjointness of the Dirac Hamiltonian. For the proof of the latter, as the Dirac Hamiltonian fails to
be elliptic at the event and the Cauchy horizon, we employ the method for nonuniformly elliptic mixed
initial-boundary value problems worked out in Chapter 4. We then derive an integral representation of
the massive Dirac propagator applying the spectral theorem for unbounded self-adjoint operators. In
order to compute the corresponding spectral measure, we use Stone’s formula, which yields a relation
to the resolvent of the Dirac Hamiltonian. Finally, we determine the resolvent in terms of the angular
spectral projector onto a finite-dimensional invariant spectral eigenspace of the angular operator and the
radial Green’s matrix arising in Chandrasekhar’s mode analysis in Chapter 3.

5.1 Hamiltonian Formulation of the Massive Dirac Equation in the
Analytically Extended Kerr Geometry

For the derivation of the Hamiltonian formulation of the massive Dirac equation in the nonextreme Kerr
geometry in advanced Eddington–Finkelstein-type coordinates, it is advantageous to first rewrite the
system (3.12) in the form

(R+A)ψ′ = 0 ,

where

R :=


−imr 0 −D− 0

0 −imr 0 −D+

D+ 0 imr 0
0 D− 0 imr

 (5.1)
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and

A :=


ma cos (θ) 0 0 L

0 ma cos (θ) L 0

0 L ma cos (θ) 0
L 0 0 ma cos (θ)

 (5.2)

are matrix-valued differential operators with

D+ := r−1
+

(
[∆ + 4Mr] ∂τ + ∆ ∂r + 2a ∂φ + r −M

)
D− := r+(∂τ − ∂r)

L := ia sin (θ) ∂τ + ∂θ + i csc(θ) ∂φ + 2−1 cot (θ) .

We then separate the τ -derivative and multiply the resulting equation by the inverse of the matrix

γ̃′τ := −
√

Σ γ0P†P−1γ′τ =


0 0 −r+ −ia sin (θ)

0 0 ia sin (θ) −r−1
+ [∆ + 4Mr]

r−1
+ [∆ + 4Mr] −ia sin (θ) 0 0

ia sin (θ) r+ 0 0


(5.3)

(cf. equation (3.13)) as well as by the imaginary unit, which leads to the Schrödinger-type equation

i∂τψ′ = −i (γ̃′τ )−1
(
R(3) +A(3)

)
ψ′ =: Hψ′, (5.4)

whereR(3) and A(3) contain the first-order spatial and all zero-order contributions of the operators (5.1)
and (5.2), respectively. The Dirac Hamiltonian H may be recast in the more convenient form

H = αj ∂j + V , j ∈ {r, θ, φ} , (5.5)

with the matrix-valued coefficients

αr := − 1

Σ + 2Mr


i∆ r+a sin (θ) 0 0

r−1
+ ∆ a sin (θ) −i [∆ + 4Mr] 0 0

0 0 −i [∆ + 4Mr] r−1
+ ∆ a sin (θ)

0 0 r+a sin (θ) i∆

 (5.6)

αθ := − 1

Σ + 2Mr


−a sin (θ) ir+ 0 0

ir−1
+ [∆ + 4Mr] a sin (θ) 0 0

0 0 −a sin (θ) −ir−1
+ [∆ + 4Mr]

0 0 −ir+ a sin (θ)

 (5.7)

αφ := − 1

Σ + 2Mr


ia r+csc(θ) 0 0

r−1
+ csc(θ) [∆− 2Σ] −ia 0 0

0 0 −ia r−1
+ csc(θ) [∆− 2Σ]

0 0 r+csc(θ) ia

 (5.8)
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and the potential

V := − 1

Σ + 2Mr

(
B1 B2

B3 B4

)
, (5.9)

where the quantities Bk, k ∈ {1, 2, 3, 4}, are the 2× 2 blocks

B1 :=
1

2

 2i [r −M ]− a cos (θ) ir+ cot (θ)

r−1
+

(
2a sin (θ) [r −M ] + i cot (θ) [∆ + 4Mr]

)
a cos (θ)



B2 := −m
(
r − ia cos (θ)

) r+ ia sin (θ)

−ia sin (θ) r−1
+ [∆ + 4Mr]



B3 := −m
(
r + ia cos (θ)

) r−1
+ [∆ + 4Mr] −ia sin (θ)

ia sin (θ) r+



B4 :=
1

2

 −a cos (θ) r−1
+

(
2a sin (θ) [r −M ]− i cot (θ) [∆ + 4Mr]

)
−ir+ cot (θ) 2i [r −M ] + a cos (θ)

.

(5.10)

5.2 The Canonical Scalar Product

In order to set up a Hilbert space that contains the solutions of (5.4)

H :=
(
Sol(H − i∂τ ), ( . | . )

)
for which Sol(H − i∂τ ) = {ψ′ ∈ L2(M, SM) | (H − i∂τ )ψ′ = 0} ,

and to establish the symmetry property of the Hamiltonian H

(ψ′|Hχ′) = (Hψ′|χ′) with ψ′, χ′ ∈ Sol(H − i∂τ )

(or its self-adjointness), we require a suitable scalar product ( . | . ). We again work with the scalar
product [39]

(ψ|χ)N :=

∫
N
≺ψ|/νχ�(τ0,x) dµN (5.11)

defined on the spacelike hypersurface N = R>0 × S2 for a constant time τ0 with coordinates x =
(r, θ, φ), where

≺. | .�(τ,x) : S(τ,x)M× S(τ,x)M→ C , (ψ, χ) 7→ ψ?χ (5.12)

denotes the indefinite spin scalar product of signature (2, 2), ψ? := ψ†S the adjoint Dirac spinor, ν the
future-directed timelike normal on N, and dµN =

√
|det(gN)| dφ dθ dr is the invariant measure on N,

in which gN is the induced Riemannian metric. The matrix S is defined via the relation [112]

γµ† := S γµS −1 . (5.13)

We note that this scalar product is independent of the choice of the specific spacelike hypersurface N.
This can be easily shown via Gauss’ theorem and current conservation. In the following, we explicitly
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compute the above quantities and subsequently derive a more convenient representation for the scalar
product. We begin with the calculation of the matrix S . By means of (5.3) and the spinor transformation
(3.14), we find

γµ = − 1√
Σ

(P†)−1γ0 γ̃′µP ,

which, using the defining equation (5.13), gives rise to the expression

S =


0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0

.
Next, we determine the normal vector field ν by means of the conditions

〈ν|∂r〉g = 〈ν|∂θ〉g = 〈ν|∂φ〉g = 0 and 〈ν|ν〉g = 1 ,

where 〈 . | . 〉g := g( . , . ) = gµν dxµ ⊗ dxν( . , . ) is the spacetime inner product on M. Accordingly,
employing (3.9) yields

ν =

(
1 +

2Mr

Σ

)1/2

∂τ −
2Mr

Σ

(
1 +

2Mr

Σ

)−1/2

∂r .

The corresponding dual covector reads

ν =

(
1 +

2Mr

Σ

)−1/2

dτ . (5.14)

Moreover, the induced metric gN on the hypersurface N is simply the restriction of (3.9) to N and, thus,
we obtain

gN = −
(

1 +
2Mr

Σ

)(
dr − a sin2 (θ) dφ

)
⊗
(
dr − a sin2 (θ) dφ

)
− Σ dθ ⊗ dθ − Σ sin2 (θ) dφ⊗ dφ .

The associated Jacobian determinant in the volume measure dµN becomes

√
|det(gN)| = Σ sin (θ)

(
1 +

2Mr

Σ

)1/2

. (5.15)

We now express the scalar product (5.11) in terms of the primed quantities (3.14) used in (5.4), and
substitute (5.14) as well as (5.15). This results in

(ψ′|χ′)N =
y

ψ′†S ′γ′τχ′Σ sin (θ) dφ dθ dr . (5.16)
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Again employing (5.3), that is with γ′τ = −P(P†)−1γ0 γ̃′τ/
√

Σ, the scalar product (5.16) yields

(ψ′|χ′)N = −
y

ψ′†S ′P(P†)−1γ0 γ̃′τχ′
√

Σ sin (θ) dφ dθ dr

= −
y

ψ′†PP†S ′P(P†)−1γ0 γ̃′τχ′ sin (θ) dφ dθ dr

= −
y

ψ′†PS (P†)−1γ0 γ̃′τχ′ sin (θ) dφ dθ dr

= −
y

ψ′†S P†(P†)−1γ0 γ̃′τχ′ sin (θ) dφ dθ dr

=
y

ψ′† Γτχ′ sin (θ) dφ dθ dr ,

(5.17)

where

Γτ := −S γ0 γ̃′τ =


r−1

+ [∆ + 4Mr] −ia sin (θ) 0 0
ia sin (θ) r+ 0 0

0 0 r+ ia sin (θ)

0 0 −ia sin (θ) r−1
+ [∆ + 4Mr]

. (5.18)

We point out that in the above derivation, we have first applied the relation
√

Σ 11C4 = PP†, then the
transformation law for the matrix S ′, namely S = P†S ′P , and finally we have used the fact that
both S and the product PS are self-adjoint, which leads to PS = S P†. Besides, the integration
limits and the time restrictions are suppressed for ease of notation. The eigenvalues λ1, λ2 of the matrix
(5.18) are positive

λ1 =
1

2

(
r+ +

∆ + 4Mr

r+
+

√(
r+ −

∆ + 4Mr

r+

)2

+ 4a2 sin2 (θ)

)
> 0

λ2 =
1

2

(
r+ +

∆ + 4Mr

r+
−

√(
r+ +

∆ + 4Mr

r+

)2

− 4(Σ + 2Mr)

)
> 0

and with algebraic multiplicities µA(λ1) = µA(λ2) = 2, demonstrating that (5.17) is indeed positive-
definite. The symmetry property of the Dirac Hamiltonian (5.5) with respect to this scalar product is
explicitly proven in Appendix A.

5.3 Essential Self-adjointness of the Dirac Hamiltonian

In this section, we show that the Dirac Hamiltonian (5.5) is essentially self-adjoint. The proof involves
the technical difficulty that in the nonextreme Kerr geometry the Dirac Hamiltonian is not uniformly
elliptic. More precisely, it fails to be elliptic at the event and the Cauchy horizon. This can be easily seen
from the evaluation of the determinant of the principal symbol of the Hamiltonian (5.5)

P (r, θ; ξ) = αj(r, θ) ξj , (5.19)
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where ξ ∈ T ?xN. In more detail, we first rewrite the matrices αj in terms of the original Dirac matrices
γj

αj = −i(γ̃′τ )−1 γ̃′j = −i(γ′τ )−1γ′j = −iP(γτ )−1γjP−1.

Substituting this expression into the principal symbol (5.19) and computing the determinant yields

det
(
P (r, θ; ξ)

)
=

det(γjξj)
det(γτ )

.

Using the relations

(γτ )2 = gττ 11S(τ,x)M and γiξi γ
jξj = gijξi ξj 11S(τ,x)M ,

we obtain

det
(
P (r, θ; ξ)

)
=

(
gijξi ξj
gττ

)2

. (5.20)

The Hamiltonian fails to be elliptic if its principal symbol is not invertible, that is, if the determinant
(5.20) vanishes. This is the case for

gijξiξj = 0 with ξ 6= 0 , (5.21)

where the quantities gij are the spatial components of the inverse of the spacetime metric (3.9) specified
in (4.12). Analyzing condition (5.21), we find that the Hamiltonian is not elliptic at the event and the
Cauchy horizon. We point out that by using the intrinsic Dirac Hamiltonian on the spacelike hypersurface
N, ellipticity would be conserved even at the horizons, which can be inferred from the analog condition

gijNξiξj = 0 with ξ 6= 0 ,

where the gijN denote the components of the inverse of the associated induced Riemannian metric

gN = − 1

Σ

[
(r2 + a2)2 −∆ a2 sin2 (θ)

Σ + 2Mr
∂r⊗∂r +a (∂r⊗∂φ+∂φ⊗∂r) +∂θ⊗∂θ + csc2(θ) ∂φ⊗∂φ

]
.

However, as we work with the Hamiltonian obtained from the Dirac operator in the full Kerr geometry,
ellipticity is broken. Therefore, we cannot employ standard techniques and results from elliptic theory
in order to verify the essential self-adjointness of the Dirac Hamiltonian. Instead, we apply the results
derived in Chapter 4, where near-boundary elliptic methods are combined with results from the theory of
symmetric hyperbolic systems. In the following, we state the geometric and functional analytic settings
for the formulation of the Cauchy problem for the massive Dirac equation in the nonextreme Kerr
geometry in horizon-penetrating coordinates in Hamiltonian form, which is used as a technical tool in
the proof of the essential self-adjointness of the Dirac Hamiltonian.

We let (M, g) be the nonextreme Kerr geometry with the metric (3.9) in advanced Eddington–
Finkelstein-type coordinates and consider the subset

M := {τ, r > r0, θ, φ} ⊂M for r0 < r−

with timelike boundary
∂M := {τ, r = r0, θ, φ} .

Furthermore, we introduce the family of spacelike hypersurfaces (Nτ )τ∈R, where

Nτ := {τ = const., r > r0, θ, φ} ,

62



5.3. ESSENTIAL SELF-ADJOINTNESS OF THE DIRAC HAMILTONIAN

Figure 5.1: Carter–Penrose diagram of the region M of the nonextreme Kerr geometry with constant-τ hypersur-
faces Nτ1 and Nτ2 cut-off at the boundary ∂M. A radial Dirichlet-type boundary condition imposed on ∂M leads
to a reflection of Dirac particles away from the singularity without affecting their dynamics outside the Cauchy
horizon. This is represented by Cauchy data propagated in τ -direction.

with boundaries
∂Nτ := ∂M ∩Nτ = S2

(see FIG. 5.1). These hypersurfaces constitute a foliation of M. Moreover, we define a Killing vector
field that is timelike near ∂M and spacelike near spatial infinity by [83]

K := ∂τ + β0 ∂φ with the constant β0 = β0(r0) ∈ R\{0} , (5.22)

where ∂τ and ∂φ are the Killing fields related to the time translational and axial symmetries of the Kerr
geometry, respectively. We note that this Killing field corresponds to the Killing fieldK = ∂t specified
in Chapter 4 on page 44, satisfying the assumptions (ii) and (iii) on page 43. We also point out that we
cannot employ the simpler Killing fieldK = ∂τ instead of (5.22), as it is not timelike everywhere on
∂M. To be more precise, the condition for ∂τ not being timelike reads

g(∂τ , ∂τ ) = 1− 2Mr

Σ
≤ 0 .

This inequality is solved by

M −
√
M2 − a2 cos2 (θ) ≤ r ≤M +

√
M2 − a2 cos2 (θ) ,

which is the ergosphere region. But takingK as the linear combination (5.22), it turns out to be a Killing
field that satisfies all the required assumptions. To make the connection between (5.22) and the Killing
fieldK = ∂t explicit, we use the coordinate transformation

R× R>0 × (0, π)× [0, 2π)→ R× R>0 × (0, π)× [0, 2π) , (τ, r, θ, φ) 7→ (t, r, θ,Φ)
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with
t = τ and Φ = φ− β0τ . (5.23)

This transformation can be easily derived from the condition

K = ∂t =
dτ
dt
∂τ +

dφ
dt
∂φ = ∂τ + β0 ∂φ .

Evaluation of the gradient
∇t = gµν(∂µt) ∂ν = gtν ∂ν

and subsequently

g(∂t,∇t) = gtt = 1 > 0 as well as g(∇t,∇t) = gtt = 1 +
2Mr

Σ
> 0

demonstrates that ∇t is future-pointing and timelike and, hence, that the coordinate t is a temporal
function as is the original time coordinate τ [98]. Due to the specific form of the transformation (5.23),
we find that the induced metric g|t=const. on the level sets of t is identical to the induced metric

g|τ=const. = gN = −
(

1 +
2Mr

Σ

)
dr ⊗ dr + a sin2 (θ)

(
1 +

2Mr

Σ

)
[dr ⊗ dφ+ dφ⊗ dr]

− Σ dθ ⊗ dθ − sin2 (θ)

[
Σ + a2 sin2 (θ)

(
1 +

2Mr

Σ

)]
dφ⊗ dφ

on the level sets of τ for the advanced Eddington–Finkelstein-type coordinates. As a consequence,
all the results obtained for the coordinate system employed in Chapter 4 also hold for the advanced
Eddington–Finkelstein-type coordinates.

Next, in addition to these geometric structures, we introduce the spinor bundle SM of M with fibers
S(τ,x)M ' C4, where (τ,x) ∈ M. We may then consider the Dirac Hamiltonian given in (5.5)

H = αj∂j + V on N := Nτ0 , (5.24)

which is a symmetric operator with respect to the scalar product specified in (5.17)

(ψ′|χ′)N =

∫ ∞
r0

∫
S2

ψ′† Γτχ′ sin (θ) dφ dθ dr , (5.25)

where the Dirac 4-spinors ψ′, χ′ ∈ S(τ,x)M and the matrix Γτ is defined in (5.18). We note that for H
being symmetric with respect to (5.25), we have to impose the radial Dirichlet-type boundary condition
(see Appendix A) (

/n− iP(P†)−1
)
ψ′|∂M = 0 ,

in which n is the inner normal to ∂M and P is determined by (3.15). This boundary condition has the
effect that Dirac particles are reflected at ∂M away from the singularity such that, without changing
their dynamics outside the Cauchy horizon, we obtain a unitary time evolution. The specific domain of
the Hamiltonian reads

Dom(H) =
{
ψ′ ∈ C∞0 (N, SM)

∣∣ (/n− iP(P†)−1
)
ψ′|∂N = 0

}
.

In this setting, we find a unique, global solution of the Cauchy problem for the massive Dirac equation
in Hamiltonian form in the class C∞sc (M, SM).
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Lemma 5.3.1. The Cauchy problem for the massive Dirac equation in the nonextreme Kerr geometry in
advanced Eddington–Finkelstein-type coordinates{

i∂τψ′ = Hψ′ in M

ψ′|τ=τ0
= ψ′0 ∈ C∞0 (N, SM)

(5.26)

with radial Dirichlet-type boundary condition at ∂M(
/n− iP(P†)−1

)
ψ′|∂M = 0 , (5.27)

where the initial data ψ′0 is smooth compactly supported outside, across, and inside the event horizon,
up to the Cauchy horizon, and compatible with the boundary condition, i.e.,(

/n− iP(P†)−1
)
ψ′0|∂N = 0 ,

has a unique global solution ψ′ in the class{
ψ′ ∈ C∞sc (M, SM)

∣∣ (/n− iP(P†)−1
)
(Hpψ′)|∂M = 0 for all p ∈ N0

}
.

The associated time evolution operator is unique and unitary with respect to the scalar product (5.25).

The proof of this lemma is shown in detail in Sections 4.1 and 4.2. The existence of such a unique
global smooth solution is imperative for the specific proof of the essential self-adjointness of the Dirac
Hamiltonian presented in Section 4.3. Below, we state the result for the Hamiltonian in the nonextreme
Kerr geometry in horizon-penetrating coordinates (5.24).

Theorem 5.3.2. The massive Dirac Hamiltonian H in the nonextreme Kerr geometry in advanced
Eddington–Finkelstein-type coordinates with domain of definition

Dom(H) =
{
ψ′ ∈ C∞0 (N, SM)

∣∣ (/n− iP(P†)−1
)
(Hpψ′)|∂N = 0 for all p ∈ N0

}
(5.28)

is essentially self-adjoint.

5.4 Resolvent of the Dirac Hamiltonian and Integral Spectral
Representation of the Dirac Propagator

We may now construct an integral spectral representation of the Dirac propagator that yields the
relativistic dynamics of massive Dirac particles outside, across, and inside the event horizon, up to the
Cauchy horizon. More precisely, we derive an explicit expression for the spectral measure dEω of the
essentially self-adjoint Dirac Hamiltonian (5.24) with domain (5.28), which arises in the formal spectral
decomposition of the Dirac propagator

ψ′(τ, r, θ, φ) = e−iτHψ′0(r, θ, φ) =

∫
R
e−iωτψ′0(r, θ, φ) dEω , (5.29)

where ψ′0 is smooth initial data with compact support. To this end, we employ Stone’s formula and, thus,
express the spectral measure in terms of the resolvent Res(ωc;H) = (H − ωc)

−1 of the Hamiltonian.
As the spectrum of the Hamiltonian σ(H) ⊆ R is on the real line, this resolvent exists for all ωc ∈ C\R
with real part Re(ωc) = ω ∈ σ(H) and is given uniquely. In the computation of the resolvent, we make
use of specific quantities obtained in Chandrasekhar’s mode analysis, namely the angular projector onto
a finite-dimensional invariant eigenspace of the angular operator (3.21) and the Green’s matrix of the
radial ODE system (3.19) extended to complex-valued frequencies.
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Theorem 5.4.1. The massive Dirac propagator in the nonextreme Kerr geometry in advanced Eddington–
Finkelstein-type coordinates can be expressed via the integral spectral representation

ψ′(τ, r, θ, φ) =
1

2πi

∑
k∈Z

e−ikφ
∫
R
e−iωτ lim

ε↘0

[
(Hk − ω − iε)−1 − (Hk − ω + iε)−1

]
(r, θ; r′, θ′)

× ψ′0,k(r′, θ′) dω ,

where ψ′0,k ∈ C∞0
(
(r0,∞) × (0, π), SM

)
is initial data for fixed k-modes and (Hk − ω ∓ iε)−1 are

resolvents of the Dirac Hamiltonian for fixed k-modes Hk on the upper and lower complex half-planes.
The resolvents are unique and of the form

(Hk − ω ∓ iε)−1(r, θ; r′, θ′)ψ′0,k(r
′, θ′) = −

∑
l∈Z

∫ 1

−1
Ql(θ; θ

′)

×
∫ ∞
r0

C

(
G(r; r′)k,l,ω±iε 0C2

0C2 G(r; r′)k,l,ω±iε

)
E (r′, θ′)ψ′0,k(r

′, θ′) dr′d
(
cos (θ′)

)
,

with Ql( . , . ) being the integral kernel of the spectral projector onto a finite-dimensional invariant
eigenspace of the angular operator (3.21), which corresponds to the spectral parameter ξl,G(r; r′)k,l,ω±iε
is the 2-dimensional Green’s matrix of the radial ODE system (3.19) extended to complex-valued fre-
quencies, and

C =


1 0 0 0
0 0 0 1
0 1 0 0
0 0 1 0


as well as

E (r′, θ′) = −


i [∆(r′) + 4Mr′] r+a sin (θ′) 0 0

0 0 −ir+ a sin (θ′)
0 0 r+a sin (θ′) i [∆(r′) + 4Mr′]

a sin (θ′) −ir+ 0 0

.
Proof. We first compute the resolvents (Hk−ω∓ iε)−1 of the Dirac Hamiltonian for fixed k-modes Hk

on the upper and lower complex half-planes, where ω ∈ R and ε > 0 is sufficiently small so that it can
be considered as a slightly non-self-adjoint perturbation. For this purpose, we substitute Chandrasekhar’s
mode ansatz extended to complex-valued frequencies ωε with Re(ωε) = ω and Im(ωε) ∈ {−ε, ε}

ψ′(τ, r, θ, φ) = e−i(ωετ+kφ) Ψ(r, θ) , in which Ψ ∈ L2
(
(r0,∞)× (0, π), SM

)
,

into the Dirac equation specified in (5.26), yielding

(Hk − ωε)Ψ = 0 , (5.30)

where
Hk = αr∂r + αθ∂θ − ik αφ + V

with the matrices αj , j ∈ {r, θ, φ}, and the potential V given in (5.6)-(5.9). Furthermore, we define the
spectral projector onto the finite-dimensional invariant eigenspace of the angular operator (3.21)

QlΨ :=

∫ 1

−1
Ql(θ; θ

′) Ψ(r, θ′) d
(
cos (θ′)

)
,
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which corresponds to the spectral parameter ξl with l ∈ Z. This projector is idempotent, i.e.,

Qnl = Ql for all n ∈ N ,

and the family (Ql)l∈Z is complete, that is, ∑
l∈Z

Ql = 11 . (5.31)

We may therefore express the angular operator (3.21) as

A =
∑
l∈Z

ξlQl .

Applying the completeness constraint (5.31) in equation (5.30) and using this representation of the
angular operator, we obtain

−(Σ + 2Mr)−1
∑
l∈Z
M(∂r; r, θ)k,l,ωε Ql Ψ = 0 , (5.32)

where

M(∂r; r, θ)k,l,ωε

:=



iOk,ωε a sin (θ)Uωε ir+ Sl a sin (θ)Sl

a sin (θ)

r+
Ok,ωε − i [∆ + 4Mr]

r+
Uωε a sin (θ)Sl − i [∆ + 4Mr]

r+
Sl

− i [∆ + 4Mr]

r+
Sl a sin (θ)Sl − i [∆ + 4Mr]

r+
Uωε

a sin (θ)

r+
Ok,ωε

a sin (θ)Sl ir+ Sl a sin (θ)Uωε iOk,ωε


with the radial differential operators Ok,ωε , Uωε , and the function Sl defined by

Ok,ωε := ∆ ∂r + r −M − iωε(∆ + 4Mr)− 2iak

Uωε := r+(∂r + iωε)

Sl := ξl + imr .

In the following, we show that the computation of the resolvent of the operatorM(∂r; r, θ)k,l,ωε amounts
to the determination of the 2-dimensional Green’s matrix of the radial ODE system (3.19) extended to
complex-valued frequencies. Rewriting the Dirac equation (5.32) in the factorized form

−(Σ + 2Mr)−1 B(r, θ)
∑
l∈Z
R(∂r; r)k,l,ωε Ql Ψ = 0 ,

where the matrix B(r, θ) and the matrix-valued radial differential operatorR(∂r; r)k,l,ωε read

B(r, θ) :=


i a sin (θ) 0 0

a sin (θ)

r+
− i [∆ + 4Mr]

r+
0 0

0 0 − i [∆ + 4Mr]

r+

a sin (θ)

r+

0 0 a sin (θ) i


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and

R(∂r; r)k,l,ωε :=


Ok,ωε 0 r+ Sl 0

0 Uωε 0 Sl
Sl 0 Uωε 0
0 r+ Sl 0 Ok,ωε

,
we can easily bring it into the block diagonal representation

− E −1(r, θ)
∑
l∈Z

(
R2×2(∂r; r)k,l,ωε 0C2

0C2 R2×2(∂r; r)k,l,ωε

)
C−1QlΨ = 0 , (5.33)

in which (
R2×2(∂r; r)k,l,ωε 0C2

0C2 R2×2(∂r; r)k,lωε

)
= C−1R(∂r; r)k,l,ωεC (5.34)

with

R2×2(∂r; r)k,l,ωε :=

(
Ok,ωε r+ Sl
Sl Uωε

)
, (5.35)

and the matrices E −1(r, θ) and C are defined as

E −1(r, θ) := (Σ + 2Mr)−1 B(r, θ) C

and

C :=


1 0 0 0
0 0 0 1
0 1 0 0
0 0 1 0

.
From the specific form of (5.33), it is obvious that the key quantity in the determination of the resolvent of
M(∂r; r, θ)k,l,ωε , and thus of the resolvent (Hk−ωε)−1, is the solutionG(r; r′)k,l,ωε of the distributional
equation

R2×2(∂r; r)k,l,ωε G(r; r′)k,l,ωε = δ(r − r′) 11C2 . (5.36)

We point out that since (5.35) is identical to the operator 11C2∂r − U(r) in the radial ODE system
(3.19) extended to complex-valued frequencies, G(r; r′)k,l,ωε coincides with the associated Green’s
matrix. Besides, it is only in the case of complex-valued frequencies that the solution of the radial ODE
system may attain an additional dampening contribution guaranteeing that Ψ(r, θ) is in L2

(
(r0,∞)×

(0, π), SM
)
. Now, in order to solve the distributional equation (5.36), we first introduce the vector-valued

functions

Φ1(r; r′) =

(
Φ1,1(r; r′)
Φ1,2(r; r′)

)
and Φ2(r; r′) =

(
Φ2,1(r; r′)
Φ2,2(r; r′)

)
that

• for r 6= r′ are linearly independent solutions of the homogeneous equation

R2×2(∂r; r)k,l,ωεΦ(r; r′) = 0 ,

• have jump discontinuities at r = r′,

• satisfy the Dirichlet-type boundary condition (5.27) at r = r0 ,
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• and are square-integrable, i.e.,∥∥Φ1/2(r; r′)
∥∥2

2
=

∫ ∞
r0

∥∥Φ1/2(r; r′)
∥∥2 dr <∞ .

These fundamental solutions are specified in Appendix B. It turns out that their r′-dependencies can
be chosen in such a way that they are solely contained in factors of Heaviside step functions Θ. For
clarity, these Heaviside step functions are explicitly stated in what follows, which makes it possible
to represent Φ1 and Φ2 as functions of only the variable r. Moreover, from the first and the last of the
above properties as well as from the complex extensions of Lemma 3.5.1, Lemma 3.5.2, and Lemma
3.5.3, we can infer that they have the specific asymptotics

Φ1/2(r) ∼ eiφ+(r?(r))

( c1,∞√
∆

c2,∞

)
for r →∞ and

{
Im(ωε) < 0 if |ωε| > m

Re(ωε) ≥ 0 if |ωε| < m

Φ1/2(r) ∼ e−iφ−(r?(r))

( c3,∞√
∆

c4,∞

)
for r →∞ and

{
Im(ωε) > 0 if |ωε| > m

Re(ωε) < 0 if |ωε| < m

Φ1/2(r) ∼

 c1,r±√
|∆|

e2i
(
ωε+kΩ

(±)
Kerr

)
r?(r)

c2,r±

 for

{
r → r+ and Im(ωε) < 0

r → r− and Im(ωε) > 0

Φ1/2(r) ∼ c3,r±

(
0
1

)
for

{
r → r+ and Im(ωε) > 0

r → r− and Im(ωε) < 0 ,

where cn,∞ and cm,r± , with n ∈ {1, 2, 3, 4} as well as m ∈ {1, 2, 3}, are scalar constants. We then use
the ansatz

G(r; r′)k,l,ωε

=

{
Θ(r − r′) Φ1(r)P1(r′) + Θ(r′ − r) Φ2(r)P2(r′) for r+ < r′ <∞ and r0 ≤ r′ ≤ r−
Θ(r − r′) Φ1(r)P1(r′) + Θ(r − r′) Φ2(r)P2(r′) for r− < r′ ≤ r+

(5.37)

for the radial Green’s matrix in case

|ωε| > m and Im(ωε) < 0 or |ωε| < m and Re(ωε) ≥ 0 ,

whereas in case

|ωε| > m and Im(ωε) > 0 or |ωε| < m and Re(ωε) < 0 ,

we employ the ansatz

G(r; r′)k,l,ωε

=

{
Θ(r − r′) Φ1(r)P1(r′) + Θ(r′ − r) Φ2(r)P2(r′) for r+ < r′ <∞ and r0 ≤ r′ ≤ r−
Θ(r′ − r) Φ1(r)P1(r′) + Θ(r′ − r) Φ2(r)P2(r′) for r− < r′ ≤ r+ ,

(5.38)
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in which P1 and P2 are unknowns yet to be determined. Applying the radial operator (5.35) to (5.37)
and (5.38), we obtain

R2×2(∂r; r)k,l,ωε G(r; r′)k,l,ωε

=

(
∆ 0
0 r+

)
δ(r − r′)

{[
Φ1(r′)P1(r′)∓ Φ2(r′)P2(r′)

]
for (5.37)[

±Φ1(r′)P1(r′)− Φ2(r′)P2(r′)
]

for (5.38) .

Comparing these equations with (5.36) yields the two systems

(
∆−1 0

0 r−1
+

)
=

{
Φ1(r′)P1(r′)∓ Φ2(r′)P2(r′) for (5.37)

±Φ1(r′)P1(r′)− Φ2(r′)P2(r′) for (5.38) .

Their solutions P1/2(r′) read

P1,1(r′) =
Φ2,2(r′)

∆(r′)W (r′)
, P1,2(r′) = − Φ2,1(r′)

r+W (r′)
, P2,1(r′) = ± Φ1,2(r′)

∆(r′)W (r′)
, P2,2(r′) = ∓ Φ1,1(r′)

r+W (r′)

for the ansatz (5.37) and

P1,1(r′) = ± Φ2,2(r′)

∆(r′)W (r′)
, P1,2(r′) = ∓ Φ2,1(r′)

r+W (r′)
, P2,1(r′) =

Φ1,2(r′)

∆(r′)W (r′)
, P2,2(r′) = − Φ1,1(r′)

r+W (r′)

for the ansatz (5.38), where

W (r′) = W (Φ1,Φ2)(r′) := Φ1,1(r′) Φ2,2(r′)− Φ1,2(r′) Φ2,1(r′)

is the Wronskian. Inserting these expressions into (5.37) and (5.38), respectively, leads in case r+ <
r′ <∞ or r0 ≤ r′ ≤ r− to the Green’s matrix

G(r; r′)k,l,ωε =
1

W (r′)

Θ(r − r′)


Φ1,1(r)Φ2,2(r′)

∆(r′)
−Φ1,1(r)Φ2,1(r′)

r+

Φ1,2(r)Φ2,2(r′)

∆(r′)
−Φ1,2(r)Φ2,1(r′)

r+


k,l,ωε

+Θ(r′ − r)


Φ2,1(r)Φ1,2(r′)

∆(r′)
−Φ2,1(r)Φ1,1(r′)

r+

Φ2,2(r)Φ1,2(r′)

∆(r′)
−Φ2,2(r)Φ1,1(r′)

r+


k,l,ωε



(5.39)
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for both (5.37) and (5.38), whereas in case r− < r′ ≤ r+ it results in the Green’s matrices

G(r; r′)k,l,ωε

=
1

W (r′)


Φ1,1(r)Φ2,2(r′)− Φ2,1(r)Φ1,2(r′)

∆(r′)

Φ2,1(r)Φ1,1(r′)− Φ1,1(r)Φ2,1(r′)

r+

Φ1,2(r)Φ2,2(r′)− Φ2,2(r)Φ1,2(r′)

∆(r′)

Φ2,2(r)Φ1,1(r′)− Φ1,2(r)Φ2,1(r′)

r+


k,l,ωε

×

{
Θ(r − r′) for (5.37)

−Θ(r′ − r) for (5.38) .

(5.40)

Subsequently, we read off the resolvent of the Dirac Hamiltonian for fixed k-modes directly from the
block-diagonalized representation (5.33). We thus find

(Hk − ωε)−1Ψ = −
∑
l∈Z

Ql

∫ ∞
r0

C

(
G(r; r′)k,l,ωε 0C2

0C2 G(r; r′)k,l,ωε

)
E (r′, θ) Ψ(r′, θ) dr′, (5.41)

where the Green’s matrix G(r; r′)k,l,ωε is given by (5.39) and (5.40). To show that this expression is
indeed the desired resolvent, we verify the identity

(Hk − ωε)(Hk − ωε)−1Ψ = Ψ . (5.42)

Applying the operator defined in (5.33) to (5.41), we obtain in a first step

(Hk − ωε)(Hk − ωε)−1Ψ

= E −1(r, θ)
∑
l∈Z

(
R2×2(∂r; r)k,l,ωε 0C2

0C2 R2×2(∂r; r)k,l,ωε

)
C−1

∫ 1

−1
Ql(θ; θ

′)

{∑
m∈Z

∫ 1

−1
Qm(θ′; θ′′)

×
∫ ∞
r0

C

(
G(r; r′)k,m,ωε 0C2

0C2 G(r; r′)k,m,ωε

)
E (r′, θ′′) Ψ(r′, θ′′) dr′ d

(
cos (θ′′)

)}
d
(
cos (θ′)

)
.

Moving the integral kernel Ql(θ; θ′) of the spectral projector into the θ′′-integral and taking into account
that the spectral projectors are idempotent, i.e., their integral kernels satisfy the relation

Ql(θ; θ
′)Qm(θ′; θ′′) = δlm δ

(
cos (θ)− cos (θ′)

)
Qm(θ; θ′′) ,

we infer, after evaluating both the θ′-integral and the sum over all integers m, that

(Hk − ωε)(Hk − ωε)−1Ψ = E −1(r, θ)
∑
l∈Z

(
R2×2(∂r; r)k,l,ωε 0C2

0C2 R2×2(∂r; r)k,l,ωε

)
C−1

×
∫ 1

−1
Ql(θ; θ

′′)

∫ ∞
r0

C

(
G(r; r′)k,l,ωε 0C2

0C2 G(r; r′)k,l,ωε

)
E (r′, θ′′) Ψ(r′, θ′′) dr′ d

(
cos (θ′′)

)
.
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Next, we move the constant matrix C−1 as well as the matrix-valued radial differential operator (5.34)
into the θ′′- and the r′-integral. Employing (5.36) yields

(Hk − ωε)(Hk − ωε)−1Ψ = E −1(r, θ)
∑
l∈Z

Ql

∫ ∞
r0

δ(r − r′) E (r′, θ) Ψ(r′, θ) dr′.

Solving the integral with respect to the variable r′ and substituting the completeness constraint for the
spectral projectors (5.31), we immediately obtain the identity (5.42).

Having established the explicit form of the resolvent (Hk − ωε)−1 in (5.41), we now derive the
integral spectral representation of the Dirac propagator. To this end, we express the Dirac spinor ψ′

evaluated at an arbitrary time τ via the propagator U τ, 0 = e−iτH applied to smooth initial data with
compact support ψ′0 given at time τ = 0 and expand the initial data in terms of k-modes

ψ′ = e−iτHψ′0 =
∑
k∈Z

e−ikφ e−iτHk ψ′0,k . (5.43)

We furthermore introduce the spectral projector of the Dirac Hamiltonian for fixed k-modes Hk onto the
interval I ⊂ R

PI(Hk) = χI(Hk) ,

where χI denotes the characteristic function

χI(Hk) :=

{
1 for ω ∈ I
0 for ω /∈ I

with ω ∈ σ(Hk). Then, making use of the identity relation

P (−∞,∞)(Hk) = 11 ,

we write (5.43) as

ψ′ =
∑
k∈Z

e−ikφ e−iτHk lim
a→∞

P (−a,a)(Hk)ψ
′
0,k

=
1

2

∑
k∈Z

e−ikφ lim
a→∞

e−iτHk
[
P (−a,a)(Hk) + P [−a,a](Hk)

]
ψ′0,k .

Employing Stone’s formula (2.15), which in our framework reads

e−iτHk
[
P (−a,a)(Hk) + P [−a,a](Hk)

]
ψ′0,k

= lim
ε↘0

1

πi

∫ a

−a
e−iωτ [(Hk − ω − iε)−1 − (Hk − ω + iε)−1

]
ψ′0,k dω ,

we obtain

ψ′ =
1

2πi

∑
k∈Z

e−ikφ lim
a→∞

lim
ε↘0

∫ a

−a
e−iωτ [(Hk − ω − iε)−1 − (Hk − ω + iε)−1

]
ψ′0,k dω ,
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where the resolvents are given by (5.41). Since the fundamental radial solutions that occur in the
resolvents are bounded for all ω ∈ R and all ε > 0 as shown in Appendix B, we are allowed to apply
Lebesgue’s dominated convergence theorem and commute the ε-limit and the integral with respect to ω,
yielding

ψ′(τ, r, θ, φ) =
1

2πi

∑
k∈Z

e−ikφ
∫
R
e−iωτ lim

ε↘0

[
(Hk − ω − iε)−1 − (Hk − ω + iε)−1

]
(r, θ; r′, θ′)

× ψ′0,k(r′, θ′) dω .
(5.44)

Finally, comparing this expression with formula (5.29), we may directly identify the spectral measure
dEω of the Dirac Hamiltonian H . �

5.5 Simplified Form of the Integral Spectral Representation of the
Dirac Propagator

The integral spectral representation (5.44) can be further simplified, on the one hand, by performing the
limit r0 ↗ r− and, on the other hand, by computing the difference of the two resolvents (Hk−ω− iε)−1

and (Hk − ω + iε)−1 for ε↘ 0. Below, we explicitly work out the case |ωε| > m. The case |ωε| < m
may be treated similarly. As the fundamental solutions Φ1(r; r′) and Φ2(r; r′), which constitute the
radial Green’s matrix G(r; r′)k,l,ωε and therefore the resolvent (Hk − ωε)−1, are defined piecewise for
the domains r+ < r′ < ∞, r− < r′ ≤ r+, and r0 ≤ r′ ≤ r−, we begin by splitting the r′-integral in
the difference of resolvents in the limit ε↘ 0 into the three associated contributions

lim
ε↘0

[
(Hk − ω − iε)−1 − (Hk − ω + iε)−1

]
ψ′0,k = lim

ε↘0

∑
l∈Z

Ql

(∫ r−

r0

+

∫ r+

r−

+

∫ ∞
r+

)
C

×
(
G(r; r′)k,l,ω−iε −G(r; r′)k,l,ω+iε 0C2

0C2 G(r; r′)k,l,ω−iε −G(r; r′)k,l,ω+iε

)
E (r′, θ)ψ′0,k(r

′, θ) dr′.

Since the integrands – and hence every summand of the sum with respect to l – are bounded for all
values of ε, r′, and θ (see Appendix B and recall that the initial data for fixed k-modes ψ′0,k has compact
support), we can again employ Lebesgue’s dominated convergence theorem, which allows us to commute
the limit ε↘ 0 with the sum over the integers l, the spectral projector Ql, and the integrals with respect
to r′. Then, applying the limit r0 ↗ r− to the integral spectral representation (5.44) and commuting this
limit with the sum over the integers k, the integral with respect to ω, and lastly the sum over the integers
l as well as the spectral projector Ql (which are contained in the difference of resolvents) using the same
reasoning as before, we obtain the expression

lim
r0↗r−

lim
ε↘0

[
(Hk − ω − iε)−1 − (Hk − ω + iε)−1

]
ψ′0,k =

∑
l∈Z

Ql

(∫ r+

r−

+

∫ ∞
r+

)
C

×

 lim
ε↘0

[
G(r; r′)k,l,ω−iε −G(r; r′)k,l,ω+iε

]
0C2

0C2 lim
ε↘0

[
G(r; r′)k,l,ω−iε −G(r; r′)k,l,ω+iε

] 
× E (r′, θ)ψ′0,k(r

′, θ) dr′ .

(5.45)
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In order to compute the limit ε↘ 0 of the difference of the radial Green’s matrices G(r; r′)k,l,ω−iε and
G(r; r′)k,l,ω+iε in the domain r+ < r′ <∞, we introduce the auxiliary functions (cf. Appendix B)

χ1(r) := lim
ε↘0

qΦ(∞)(r) and χ2(r) := lim
ε↘0

Φ̂(∞)(r) ,

and write the ε-limits of the fundamental radial solutions Φ1 and Φ2 as

lim
ε↘0

Φ1 = χ1 and lim
ε↘0

Φ2 = αχ1 + βχ2 for Im(ωε) > 0

lim
ε↘0

Φ1 = χ2 and lim
ε↘0

Φ2 = γχ1 + δχ2 for Im(ωε) < 0 ,
(5.46)

where α, β, γ, and δ are constants. The corresponding Wronskian yields

lim
ε↘0

W (Φ1,Φ2) =

{
βW (χ1, χ2) for Im(ωε) > 0

−γ W (χ1, χ2) for Im(ωε) < 0 .
(5.47)

Substituting (5.46) and (5.47) into (5.39) results in

lim
ε↘0

[
G(r; r′)k,l,ω−iε −G(r; r′)k,l,ω+iε

]
|r+<r′<∞

=
1

W (χ1, χ2)(r′)

2∑
u,v=1

Tu,v


−χu,1(r)χv,2(r′)

∆(r′)

χu,1(r)χv,1(r′)

r+

−χu,2(r)χv,2(r′)

∆(r′)

χu,2(r)χv,1(r′)

r+


k,l,ω

(5.48)

with the coefficients
T1,1 =

α

β
, T1,2 = T2,1 = 1 , and T2,2 =

δ

γ
.

For the domain r− ≤ r′ ≤ r+ on the other hand, we define the auxiliary functions

χ̃1(r) := Θ(r+− r) lim
ε↘0

Φ̂(−)(r) + Θ(r− r+) lim
ε↘0

Φ̂(∞)(r) and χ̃2(r) := Θ(r− r−) lim
ε↘0

qΦ(−)(r) ,

and express the ε-limits of the fundamental radial solutions by

lim
ε↘0

Φ1 = α′χ̃1 + β′χ̃2 and lim
ε↘0

Φ2 = χ̃2 for Im(ωε) > 0

lim
ε↘0

Φ1 = χ̃1 and lim
ε↘0

Φ2 = γ′χ̃1 + δ′χ̃2 for Im(ωε) < 0 ,
(5.49)

where α′, β′, γ′, and δ′ are also constants. In this case, the Wronskian becomes

lim
ε↘0

W (Φ1,Φ2) =

{
α′W (χ̃1, χ̃2) for Im(ωε) > 0

δ′W (χ̃1, χ̃2) for Im(ωε) < 0 .
(5.50)

Using (5.49) and (5.50) in (5.40) leads to

lim
ε↘0

[
G(r; r′)k,l,ω−iε −G(r; r′)k,l,ω+iε

]
|r−≤r′≤r+

=
1

W (χ̃1, χ̃2)(r′)

2∑
u,v=1

T̃u,v


χ̃u,1(r) χ̃v,2(r′)

∆(r′)
− χ̃u,1(r) χ̃v,1(r′)

r+

χ̃u,2(r) χ̃v,2(r′)

∆(r′)
− χ̃u,2(r) χ̃v,1(r′)

r+


k,l,ω

(5.51)
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with the coefficients
T̃1,1 = T̃2,2 = 0 and T̃1,2 = −T̃2,1 = 1 .

Denoting (5.48) and (5.51) by G(r; r+ < r′ <∞)k,l,ω and G(r; r− ≤ r′ ≤ r+)k,l,ω, respectively, and
inserting these quantities into (5.45), the Dirac propagator (5.44) yields

1

2πi

∑
k,l∈Z

e−ikφ
∫
R
e−iωτ Ql C

[∫ r+

r−

(
G(r; r− ≤ r′ ≤ r+)k,l,ω 0C2

0C2 G(r; r− ≤ r′ ≤ r+)k,l,ω

)

+

∫ ∞
r+

(
G(r; r+ < r′ <∞)k,l,ω 0C2

0C2 G(r; r+ < r′ <∞)k,l,ω

)]
E (r′, θ)ψ′0,k(r

′, θ) dr′ dω

=
1

2πi

∑
k,l∈Z

e−ikφ
∫
R
e−iωτ Ql C

(
11C2 ⊗

[∫ r+

r−

G(r; r− ≤ r′ ≤ r+)k,l,ω

+

∫ ∞
r+

G(r; r+ < r′ <∞)k,l,ω

])
E (r′, θ)ψ′0,k(r

′, θ) dr′ dω = ψ′(τ, r, θ, φ) .

(5.52)

Given in this form, our generalized horizon-penetrating integral spectral representation resembles the
one derived in [39], which is limited to the region outside the event horizon.
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OUTLOOK

The primary objective of this doctoral thesis was to derive a generalized integral spectral representation of
the massive Dirac propagator in the nonextreme Kerr geometry in terms of horizon-penetrating advanced
Eddington–Finkelstein-type coordinates by combining functional analytic concepts and methods with
results from Chandrasekhar’s mode analysis. Such an integral spectral representation may be used to
properly study the long-time dynamics and the decay rates of relativistic spin-1/2 fermions in a rotating
black hole spacetime. This was, however, already worked out in detail in [37–39], where an integral
spectral representation of the massive Dirac propagator expressed in Boyer–Lindquist coordinates,
which is restricted to the exterior of the nonextreme Kerr geometry, was employed. Reproducing these
computations with the generalized propagator yields the same results. New applications arise in situations
that also include the interior Kerr geometry and require regularity at the horizons. One of these is the
formulation of an algebraic quantum field theory for the Dirac field in a rotating black hole spacetime.
In this regard, we intend to determine the so-called fermionic signature operator introduced in [44, 45],
which is a symmetric operator on the solution space of the massive Dirac equation in globally hyperbolic
spacetimes, both in the exterior of the nonextreme Kerr geometry as well as in its analytic extension
across the event horizon, up to the Cauchy horizon. This operator gives rise to pure quasi-free fermionic
Fock ground states for Dirac fields [34, 35, 42].

In more detail, on solutions ψm, χm ∈ C∞sc (M, SM) of the Dirac equation for a fixed mass
parameter m ∈ R in a globally hyperbolic Lorentzian 4-manifold (M = R×N, g) with spinor bundle
SM, we can define the following two inner products: the first one is the Lorentz invariant inner product
obtained by integrating the pointwise indefinite spin scalar product ≺. | .�(t,x) of Dirac spinors on
fibers S(t,x)M, (t,x) ∈M, specified in (5.12) over the entire manifold

〈ψm|χm〉 :=

∫
M
≺ψm|χm�(t,x) dµM , (6.1)

whereas the second one is the scalar product obtained by integrating the polarized probability density
over the Cauchy hypersurface N (cf. (5.11))

(ψm|χm)m :=

∫
N
≺ψm|/νχm�(t=0,x) dµN . (6.2)

We note that the latter can be used to give the solution space of the Dirac equation the structure of
a Hilbert space (Hm, ( . | . )m) with corresponding norm ‖ . ‖m. The fermionic signature operator Sm
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arises when representing the inner product (6.1) in terms of the scalar product (6.2). In spacetimes of
finite lifetime [44], this amounts to a relation of the form

〈ψm|χm〉 = (ψm|Smχm)m for all ψm, χm ∈ Hm , (6.3)

which uniquely defines Sm as a symmetric bounded self-adjoint operator on Hm with ‖Sm‖ ≤ 2. In
spacetimes of infinite lifetime [45], however, such a relation is in general ill-defined on solutions of
the Dirac equation, as the time integration in (6.1) may diverge. A method to overcome this problem
is to make use of so-called mass oscillations. That is, instead of analyzing solutions for a fixed mass
parameter m, one considers families ψ := (ψm)m∈I of Dirac solutions for m varying in an interval
I := (mL,mR)\{0}. Then, integrating over the mass parameter

pψ :=

∫
I
ψm dm,

we obtain a superposition of waves oscillating with different frequencies, which leads to destructive
interference and thus yields the desired decay of the Dirac spinors for large times. This makes it possible
to replace (6.3) by the condition

〈pψ|pχ〉 =

∫
I
(ψm|Smχm)m dm (6.4)

that has to hold for all families of solutions (ψm)m∈I and (χm)m∈I in a suitably chosen dense subspace
H∞ of the Hilbert space of families of solutions, referred to as the domain for the mass oscillations.
This construction gives rise to a uniquely defined bounded linear operator Sm onHm for every m ∈ I .
We remark that the conditions required for the construction to work are subsumed in various notions of
mass oscillation properties [44, 45]. Furthermore, considering spacetimes that include either horizons or
curvature singularities makes it necessary to introduce considerable modifications to (6.4). To give an
example, in the exterior Schwarzschild geometry, the main complication is that part of the Dirac wave
may cross the event horizon and disappear into the black hole. As a consequence, the mass oscillation
properties no longer hold, and a representation of the form (6.4) no longer exists. Instead, we employ a
so-called mass decomposition

〈pψ|pχ〉 =

∫
I
(ψm|Smχm)m dm+

i
π

∫
I

∫
I

PP
m−m′

B(ψm, χm′) dm′ dm, (6.5)

where B(ψm, χm′) is a smooth function in m and m′, and PP denotes the principal value. The first
term on the right hand side again uniquely defines the fermionic signature operator Sm for any fixed
m ∈ I , whereas the second term gives a contribution for pairs of solutions ψm and χm′ of the
Dirac equation with different masses m 6= m′, which can be associated to the flux of the current
Jµ(t,x) = ≺ψm|γµχm′�(t,x) through the event horizon of the black hole. Since the positive and
negative spectral subspaces of Sm can be used in order to decompose the solution space of the Dirac
equation as

Hm = H+
m ⊕H−m with H+

m := χ(0,∞)(Sm)Hm and H−m := χ(−∞,0)(Sm)Hm ,

one may set up a Fock space Fm, in which for the ground state all 1-particle states ofH−m are occupied.
This ground state can be obtained by applying Araki’s construction in [2] to the projection operator onto
the negative spectral subspace of Sm. Moreover, it is physically sensible, provided it is of Hadamard
form [110]. Specifying anticommutation relations for creation and annihilation operators using the
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above frequency splitting, one can apply the canonical Fock space construction and analyze the resulting
many-particle quantum states similar to the preparatory works [25, 42–46].

So far, we have derived the fermionic signature operator in the exterior Schwarzschild geometry
employing the integral spectral representation of the Dirac propagator constructed in [39], computed
its spectrum, and analyzed the associated pure quasi-free fermionic Fock ground state for the Dirac
field [49]. Besides, we quantified in the mass decomposition (6.5) the boundary contributions at the
event horizon. We found that this ground state coincides with the Hadamard state obtained by the usual
frequency splitting for an observer in a rest frame at spacelike infinity. Hence, H+

m is spanned by all
fundamental solutions of the form e−iωt with positive frequency, whereas H−m is spanned by all such
solutions with negative frequency. We furthermore aim at deriving and analyzing the fermionic signature
operator in the analytic extension of the Schwarzschild geometry across the event horizon, working
with the integral spectral representation (5.52) in the limit |a| → 0. Here, the main obstacle is the
evaluation of the boundary term at the curvature singularity of the black hole at r = 0 in the mass
decomposition (6.5). We expect that in this analytic extension, the fermionic signature operator no longer
yields the desired frequency splitting. Instead, we presume to find a thermal Hawking–Unruh state, up
to corrections due to the mutual couplings of spin and gravity. Eventually, we plan to generalize our
constructions to the nonextreme Kerr geometry.
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A
Symmetry of the Dirac Hamiltonian and Dirichlet-type Boundary
Condition

We show the symmetry of the Dirac Hamiltonian H with respect to the canonical scalar product
( . | . )N by direct computation. Furthermore, we introduce and discuss the radial Dirichlet-type boundary
condition imposed on the Dirac spinors.

Lemma A.0.1. The Dirac Hamiltonian (5.5) is symmetric with respect to the scalar product (5.17).

Proof. To establish the symmetry, namely that

(ψ′|Hχ′)N = (Hψ′|χ′)N ,

we begin by splitting the potential V given in (5.9) into mass-independent and mass-dependent parts

V = V0 + Vm ,

where

V0 := − 1

Σ + 2Mr

(
B1 0C2

0C2 B4

)
and Vm := − 1

Σ + 2Mr

(
0C2 B2

B3 0C2

)
.

The 2× 2 blocks Bk, with k ∈ {1, 2, 3, 4}, are specified in (5.10). This splitting has the advantage of
yielding anti-self-adjoint and self-adjoint matrices

ΓτV0 = −V †0 Γτ and ΓτVm = V †mΓτ , (A.1)

for which Γτ = Γτ† is defined in (5.18). We may then write

(ψ′|Hχ′)N =
y

ψ′† ΓτH χ′ sin (θ) dφ dθ dr

=
y

ψ′† Γταj∂j(χ
′) sin (θ) dφ dθ dr +

y
ψ′† ΓτV0 χ

′ sin (θ) dφ dθ dr

+
y

ψ′† ΓτVm χ
′ sin (θ) dφ dθ dr .
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APPENDIX A. SYMMETRY OF THE DIRAC HAMILTONIAN AND BOUNDARY CONDITION

Integration by parts of the first triple integral in the second line and substitution of the relations (A.1)
into the remaining two triple integrals results in

(ψ′|Hχ′)N = −
y

∂j
(
ψ′† Γταj sin (θ)

)
χ′ dφ dθ dr −

y
ψ′† V †0 Γτχ′ sin (θ) dφ dθ dr

+
y

ψ′† V †m Γτχ′ sin (θ) dφ dθ dr

= −
y

∂j(ψ
′†) Γταjχ′ sin (θ) dφ dθ dr

−
y

ψ′† [∂j(Γ
τ )αj + Γτ∂j(α

j) + Γταθ cot (θ)]χ′ sin (θ) dφ dθ dr

−
y

(V0 ψ
′)† Γτχ′ sin (θ) dφ dθ dr +

y
(Vm ψ

′)† Γτχ′ sin (θ) dφ dθ dr .

(A.2)

We remark that in the integration by parts, the angular derivatives do not give rise to boundary terms
because the 2-dimensional submanifold S2 of N is compact without boundary. The radial derivative, on
the other hand, yields a boundary term that only vanishes because we impose a suitable Dirichlet-type
boundary condition on the Dirac spinors. More precisely, with

Γταr = i diag
(
−∆

r+
, r+, r+,−

∆

r+

)
,

the radial boundary term becomes
x

S2

ψ′† Γταrχ′ sin (θ) dφ dθ
∣∣∣r2
r1

= ir+

x

S2

(
−∆

r2
+

ψ′1 χ
′
1 + ψ′2 χ

′
2 + ψ′3 χ

′
3 −

∆

r2
+

ψ′4 χ
′
4

)
sin (θ) dφ dθ

∣∣∣r2
r1
.

In order for this term to vanish, we impose the radial Dirichlet-type boundary condition

2∑
i=1

(−1)i
(
−∆

r2
+

ψ′1 χ
′
1 + ψ′2 χ

′
2 + ψ′3 χ

′
3 −

∆

r2
+

ψ′4 χ
′
4

)
|r=ri

= 0 . (A.3)

Taking into account that in the construction of the integral spectral representation of the Dirac propagator
presented in Chapter 5 we consider only Dirac spinors with spatial support extending from a specific
timelike inner boundary surface at r = r0 < r− beyond the Cauchy horizon up to infinity, i.e.,

suppχ′(τ, . ) = (r0,∞)× S2 ,

and moreover require that the Dirac spinors are in L2
(
R× (r0,∞)× S2, SM

)
, which implies proper

decay at infinity, (A.3) reduces to a condition for the timelike inner boundary at r = r0(
−∆

r2
+

ψ′1 χ
′
1 + ψ′2 χ

′
2 + ψ′3 χ

′
3 −

∆

r2
+

ψ′4 χ
′
4

)
|r=r0

= 0 . (A.4)
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This condition can be brought into a more convenient form as follows. By means of the spin scalar
product (5.12) and the relation S ′γ′r = i Γταr/Σ, we may represent (A.4) as

≺ψ′|γ′rχ′�(τ0,x)|r=r0 = 0 . (A.5)

Now, introducing n as the unit normal to the hypersurface ∂M, we can write (A.5) in the form

≺ψ′|/nχ′�(τ0,x)|r=r0 = 0 ⇐ (/n− iK)ψ′|r=r0 = 0 , (A.6)

where K is an arbitrary matrix with the property K = (S ′)−1K†S ′. Similar to (4.9), the implication
can be easily verified via the calculation

≺ψ′|/nχ′�(τ0,x)|r=r0 = ≺/nψ′|χ′�(τ0,x)|r=r0 = ≺iKψ′|χ′�(τ0,x)|r=r0

= −≺ψ′|iKχ′�(τ0,x)|r=r0 = −≺ψ′|/nχ′�(τ0,x)|r=r0 .

To allow for the boundary condition given on the right hand side of (A.6) to be compatible with a
potential product representation of the Dirac 4-spinors, in which the dependencies on the variables
τ, r, θ, and φ are separated (such as in Chandrasekhar’s separation ansatz (3.17)), we choose

K = P(P†)−1 ,

where P is defined in (3.15). We note in passing that this Dirichlet-type boundary condition is a so-
called MIT-type boundary condition for Dirac fields [22] that leads to a total reflection at the respective
boundary surface. Continuing the proof of symmetry, the explicit computation of the square bracket in
the fourth line of (A.2) yields the result

∂j(Γ
τ )αj + Γτ∂j(α

j) + Γταθ cot (θ) = −2V †0 Γτ .

Besides, all three matrix products Γταj , with j ∈ {r, θ, φ}, are anti-self-adjoint

Γταj = −αj†Γτ† = −αj†Γτ .

Therefore, we immediately find that

(ψ′|Hχ′)N =
y

∂j(ψ
′†)αj† Γτχ′ sin (θ) dφ dθ dr + 2

y
(V0ψ

′)† Γτχ′ sin (θ) dφ dθ dr

−
y

(V0ψ
′)† Γτχ′ sin (θ) dφ dθ dr +

y
(Vmψ

′)† Γτχ′ sin (θ) dφ dθ dr

=
y

(αj∂jψ
′)† Γτχ′ sin (θ) dφ dθ dr +

y
(V0ψ

′)† Γτχ′ sin (θ) dφ dθ dr

+
y

(Vmψ
′)† Γτχ′ sin (θ) dφ dθ dr

=
y

(Hψ′)† Γτχ′ sin (θ) dφ dθ dr = (Hψ′|χ′)N .

�
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B
Fundamental Solutions for the Construction of the Radial Green’s
Matrix

For the purpose of determining the fundamental solutions Φ1(r; r′) and Φ2(r; r′) of the radial first-order
ODE system (3.19) extended to complex-valued frequencies, which are used in the construction of
the Green’s matrix defined via equation (5.36), we first study certain aspects of the associated Jost-
type solutions [27, 93]. In more detail, we derive radial Jost-type equations that yield solutions with
asymptotic behaviors near infinity, the event horizon, and the Cauchy horizon similar to those given
in Lemmas 3.5.1, 3.5.2, and 3.5.3, and briefly discuss the existence, uniqueness, and boundedness of
these solutions. Since we apply Lebesgue’s dominated convergence theorem to simplify our generalized
horizon-penetrating integral spectral representation of the Dirac propagator, the boundedness aspect
becomes also relevant for the commutation of specific limits, sums, and integrals. In order to derive the
Jost-type equations, we decouple the radial system (3.19) into two second-order scalar equations, which
in terms of the Regge–Wheeler coordinate r? and the function R̃ = (R̃+, R̃−)T = (

√
|∆|R+, r+ R−)T

read [
∂r?r? + J±ξ,k,ω(r) ∂r? + K±ξ,k,ω(r)

]
R̃± = 0 , (B.1)

where

Jξ,k,ω(r) :=
1

r2 + a2

[
r − M (3r2 − a2)

r2 + a2
− 4iωMr − 2ika− im∆

ξ + imr

]

K+
ξ,k,ω(r) :=

∆

(r2 + a2)2

[(
iω [∆ + 4Mr] + 2ika

)(
−iω +

r −M
∆

+
im

ξ + imr

)

− 2iω [r +M ]−m2r2 − ξ2

]

K−ξ,k,ω(r) :=
∆

(r2 + a2)2

[
iω
(
r −M − 4iωMr − 2ika+

im∆

ξ − imr

)
+ ω2∆−m2r2 − ξ2

]
.
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Employing the ansatzes

R̃±(r?) = exp

(
−1

2

∫
K±ξ,k,ω(r) dr?

)
Y±(r?) ,

we may transform (B.1) into the Schrödinger-type equations[
∂r?r? + V ±ξ,k,ω(r)

]
Y± = 0 (B.2)

with the potentials

V ±ξ,k,ω(r) := K±ξ,k,ω(r)−
J2
±ξ,k,ω(r)

4
−
∂r?J±ξ,k,ω(r)

2
.

To obtain Jost-type equations with boundary conditions prescribed at infinity, we split these potentials
into an asymptotic contribution effective at infinity and otherwise regular contributions

V ±ξ,k,ω = V∞ + V ±reg. , (B.3)

where the asymptotic contribution is given by the expression

V∞ = V∞(r?) := ω2 −m2 +
2Mm2

r?
(B.4)

and the regular contributions are on the order of V ±reg. = O(1/r2
?) satisfying the condition∫ ∞

r?

|V ±reg.(y)| dy <∞ for all r? > 0 .

We remark that the asymptotic potential (B.4) corresponds to the equation

[∂r?r? + V∞(r?)]Y∞ = 0 , (B.5)

which has the solution [114]

Y∞ = Z1W−α, 1
2

(
2i sign(ω)

√
ω2 −m2 r?

)
+ Z2W+α, 1

2

(
−2i sign(ω)

√
ω2 −m2 r?

)
,

where W±α, 1
2
( . ) are Whittaker functions with α := i sign(ω)Mm2/

√
ω2 −m2 and Z1/2 denote

constants. In case |ω| > m, the asymptotics of this solution at infinity is given by

Y∞ ∼ Z ′1 exp

(
i sign(ω)

[√
ω2 −m2 r? +

Mm2

√
ω2 −m2

ln (r?)

])

+ Z ′2 exp

(
−i sign(ω)

[√
ω2 −m2 r? +

Mm2

√
ω2 −m2

ln (r?)

])
,

(B.6)

whereas for |ω| < m, it yields

Y∞ ∼ Z ′1 exp

(
sign(ω)

[√
m2 − ω2 r? +

Mm2

√
m2 − ω2

ln (r?)

])

+ Z ′2 exp

(
−sign(ω)

[√
m2 − ω2 r? +

Mm2

√
m2 − ω2

ln (r?)

])
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with Z ′1/2 also denoting constants (cf. Lemma 3.5.1). In the following, we restrict our attention to the
case |ω| > m. The case |ω| < m may be treated accordingly. As in the usual study of Jost equations
and their solutions, we complexify the Schrödinger-type equations (B.2) via the analytic continuation
ω → ωc ∈ C of the frequency. Then, by means of the above splittings of the potentials (B.3) and the
specific form of the asymptotic solution (B.6), we can express the Jost-type equation representation of
(B.2) as

Y±(r?) = exp

(
i sign

(
Im(ωc)

)
sign(ωc)

[√
|ωc|2 −m2 r? +

Mm2√
|ωc|2 −m2

ln (r?)

])

+

∫ ∞
r?

sin
(√

V∞(y) [r? − y]
)√

V∞(y)
V ±reg.(y) Y±(y) dy .

(B.7)

We note that the proper complexification of the asymptotic Schrödinger-type equation (B.5), which is
in accordance with the particular representation (B.6) of the asymptotic solutions containing signum
functions, is obtained by first rewriting the potential V∞ defined in (B.4) in the form

V∞ = sign2(ω)

(
|ω|2 −m2 +

2Mm2

r?

)
,

and only afterwards extending the frequency ω to complex values. This is relevant for the derivation of
the exponential term in (B.7). Applying the series ansatzes

Y±(r?) =
∞∑
n=0

Y±,n(r?) ,

where the zeroth-order terms are given by

Y±,0(r?) = exp

(
i sign

(
Im(ωc)

)
sign(ωc)

[√
|ωc|2 −m2 r? +

Mm2√
|ωc|2 −m2

ln (r?)

])
,

yields the recurrence relations

Y±,n(r?) =

∫ ∞
r?

sin
(√

V∞(y) [r? − y]
)√

V∞(y)
V ±reg.(y) Y±,n−1(r?) dy for n ≥ 1 .

In the theorem below, we discuss the relevant results pertaining to the existence, uniqueness, and
boundedness of such solutions for the case Im(ωc) < 0. Detailed proofs are worked out explicitly in,
e.g., [41, 50, 70, 93]. The results and proofs for the case Im(ωc) > 0 are in essence identical.

Theorem B.0.1. For each ωc ∈ C with ωc 6= 0 and Im(ωc) < 0, the Jost-type equations (B.7) have
unique solutions Y±(r?) obeying

lim
r?→∞

∣∣∣∣ exp

(
i sign(ωc)

[√
|ωc|2 −m2 r? +

Mm2√
|ωc|2 −m2

ln (r?)

])
Y±(r?)

∣∣∣∣ <∞ .

These solutions are moreover continuously differentiable in r? on the interval (0,∞) with

lim
r?→∞

[
exp

(
i sign(ωc)

[√
|ωc|2 −m2 r? +

Mm2√
|ωc|2 −m2

ln (r?)

])
Y±(r?)

]
= 1
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and

lim
r?→∞

[
exp

(
i sign(ωc)

[√
|ωc|2 −m2 r? +

Mm2√
|ωc|2 −m2

ln (r?)

])
∂r?Y±(r?)

]

= −i sign(ωc)
√
|ωc|2 −m2 .

For each fixed value of r?, Y±(r?) and ∂r?Y±(r?) are functions that are analytic in {ωc | Im(ωc) < 0},
continuous in {ωc |ωc 6= 0 and Im(ωc) < 0}, and satisfy the bound∣∣∣∣Y±(r?)− exp

(
−i sign(ωc)

[√
|ωc|2 −m2 r? +

Mm2√
|ωc|2 −m2

ln (r?)

])∣∣∣∣
≤ exp

(
Im
(√

V∞(r?)
)
r?

) ∣∣exp
(
Q±(r?)

)
− 1
∣∣

as well as∣∣∣∣∂r?Y±(r?) + exp

(
−i sign(ωc)

[√
|ωc|2 −m2 r? +

Mm2√
|ωc|2 −m2

ln (r?)

])
i sign(ωc)

×
(√
|ωc|2 −m2 +

Mm2√
|ωc|2 −m2 r?

)∣∣∣∣ ≤ exp
(

Im
(√

V∞(r?)
)
r? + Q±(r?)

)∫ ∞
r?

∣∣V ±reg.(y)
∣∣ dy ,

where

Q±(r?) :=

∫ ∞
r?

4y
∣∣V ±reg.(y)

∣∣
1 + y

∣∣√V∞(y)
∣∣ exp

([
Im
(√

V∞(y)
)

+
∣∣Im(√V∞(y)

)∣∣]y) dy .

It remains to determine the Jost-type equations with boundary conditions prescribed at the event horizon
and at the Cauchy horizon. This can be accomplished using a similar approach as in the above case. For
details, we again refer to [41, 50].

We now specify the fundamental solutions Φ1(r; r′) and Φ2(r; r′) of the radial system (3.19)
extended to complex-valued frequencies. Due to the high degree of complexity of this ODE system,
explicit analytical expressions for the fundamental solutions are not known. Thus, we give a description
in terms of suitable asymptotic expansions. To this end, we define, on the one hand, auxiliary functions
that have the proper decay at infinity in accordance with Lemma 3.5.1

Φ̂(∞)(r) :=
1√
|∆|

[
d1,∞ e

iφ+(r?(r))

(
1
0

)
+O

(
1

r?(r)

)]
for

{
Im(ωε) < 0 if |ωε| > m

Re(ωε) > 0 if |ωε| < m

qΦ(∞)(r) := d2,∞ e
−iφ−(r?(r))

(
0
1

)
+O

(
1

r?(r)

)
for

{
Im(ωε) > 0 if |ωε| > m

Re(ωε) < 0 if |ωε| < m ,

where the quantities d1/2,∞ are scalar constants and the functions φ± are specified in (3.27), but with fre-
quencies ωε ∈ {ω+ iε, ω− iε}, for which ε > 0, and with the substitution

√
ω2 −m2 →

√
|ωε|2 −m2.

On the other hand, we use auxiliary functions that are regular at the event and the Cauchy horizon, and
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further comply with the associated asymptotics stated in Lemmas 3.5.2 and 3.5.3

Φ̂(+)(r) :=
1√
|∆|

[
d1,r+ e

2i
(
ωε+kΩ

(+)
Kerr

)
r?(r)

(
1
0

)
+O

(
eqr?(r)

)]
for Im(ωε) < 0

qΦ(+)(r) := d2,r+

(
0
1

)
+O

(
eqr?(r)

)
for Im(ωε) > 0

Φ̂(−)(r) := d1,r−

(
0
1

)
+O

(
e−qr?(r)

)
for Im(ωε) < 0

qΦ(−)(r) :=
1√
|∆|

[
d2,r− e

2i
(
ωε+kΩ

(−)
Kerr

)
r?(r)

(
1
0

)
+O

(
e−qr?(r)

)]
for Im(ωε) > 0 ,

where d1/2,r± are scalar constants as well. To clarify the notation, we point out that the superscripts (∞),
(+), and (−) designate asymptotic expansions at infinity, the event horizon, and the Cauchy horizon,
respectively. Besides, we remark that the existence and uniqueness of the fundamental solutions of the
complexified radial system (3.19), determined in terms of these particular asymptotic expansions, follows
directly from the above study of the radial Jost-type equations. Moreover, asymptotic expansions of this
form ensure the square-integrability of the fundamental solutions. For example, as the Regge–Wheeler
coordinate r? tends to minus infinity at the event horizon, the exponential factor in the auxiliary function
Φ̂(+) tends to zero because Im(ωε) < 0. However, this exponential factor would not be square-integrable
if Im(ωε) > 0. Lastly, we introduce an auxiliary function that satisfies the Dirichlet-type boundary
condition (5.27)

Φ(∂M)(r) := Ξ(r)

(
1

i
√
|∆| / r+

)
,

in which Ξ is an arbitrary square-integrable function. Then, in case

|ωε| > m and Im(ωε) < 0 or |ωε| < m , Im(ωε) < 0 , and Re(ωε) > 0 ,

the fundamental radial solutions Φ1 and Φ2 are given by

Φ1(r; r+ < r′ <∞) = Θ(r − r′) Φ̂(∞)(r)

Φ2(r; r+ < r′ <∞) = Θ(r′ − r) Θ(r − r+) Φ̂(+)(r)

Φ1(r; r− < r′ ≤ r+) = Θ(r − r′)
[
Θ(r+ − r) Φ̂(−)(r) + Θ(r − r+) Φ̂(∞)(r)

]
Φ2(r; r− < r′ ≤ r+) = Θ(r − r′) Θ(r+ − r) Φ̂(+)(r)

Φ1(r; r0 ≤ r′ ≤ r−) = Θ(r − r′)
[
Θ(r+ − r) Φ̂(−)(r) + Θ(r − r+) Φ̂(∞)(r)

]
Φ2(r; r0 ≤ r′ ≤ r−) = Θ(r′ − r) Φ(∂M)(r) ,

(B.8)

whereas for

|ωε| > m and Im(ωε) > 0 or |ωε| < m , Im(ωε) > 0 , and Re(ωε) < 0 ,
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they read

Φ1(r; r+ < r′ <∞) = Θ(r − r′) qΦ(∞)(r)

Φ2(r; r+ < r′ <∞) = Θ(r′ − r)
[
Θ(r − r−) qΦ(+)(r) + Θ(r− − r) Φ(∂M)(r)

]
Φ1(r; r− < r′ ≤ r+) = Θ(r′ − r)

[
Θ(r − r−) qΦ(+)(r) + Θ(r− − r) Φ(∂M)(r)

]
Φ2(r; r− < r′ ≤ r+) = Θ(r′ − r) Θ(r − r−) qΦ(−)(r)

Φ1(r; r0 ≤ r′ ≤ r−) = Θ(r − r′) Θ(r− − r) qΦ(−)(r)

Φ2(r; r0 ≤ r′ ≤ r−) = Θ(r′ − r) Φ(∂M)(r) .

(B.9)

In the remaining cases

|ωε| < m , Im(ωε) < 0 , and Re(ωε) < 0 or |ωε| < m , Im(ωε) > 0 , and Re(ωε) > 0 ,

we also obtain fundamental solutions of the form (B.8) or (B.9), respectively, however now with the
auxiliary functions Φ̂(∞) and qΦ(∞) interchanged. These representations of the fundamental radial
solutions and their uniqueness can be determined case by case via the conditions and asymptotics listed
in the proof of Theorem 5.4.1.
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