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Abstract 
 

 

In this doctoral thesis we have focused on the modeling of memristors implemented with different 

technologies. The models are used both for analog and digital applications. This doctoral thesis includes 

eight publications in scientific journals indexed in the Journal Citation Report of Science Citation Index, 

five Proceedings published in IEEE Xplore digital library and twelve contributions to International 

Conferences. The outline is the following: 

 

Chapter 1 shows a review of the state of the art of memristors and in the simulation and modeling 

of these devices based on resistive switching mechanisms. First, we introduce the memristor elements 

in general for non-linear circuit modeling, next resistive switching devices are described in terms of the 

different technologies used. Several levels of simulation of memristors are discussed. Compact 

modeling is also addressed and the several possibilities available are discussed. The last section of this 

chapter is devoted to the actual context of the application of these devices. 

 

Chapter 2 introduces the most representative models Conductive Bridge Resistive Memories 

(IM2NP-CBM and IM2NP-CBF). A new compact model (UGR-VCM) is presented. This latter model 

uses a conductive filament for charge conduction. In particular a filament with truncated-cone geometry 

is employed and a temperature description with two temperature values (top and bottom) is assumed. 

The model was checked with a Ti/ZrO2/Pt technology, these RRAMs were made at the Lab of 

Nanofabrication and Novel Device Integration, Institute of Microelectronics, Chinese Academy of 

Sciences. For testing their potential applications as memory devices, a simple 1T1R architecture is used 

for simulation purposes.  

 

This chapter include the contribution Gonzalez-Cordero et al. [González-Cordero2016a], “A new 

compact model for bipolar RRAMs based on truncated cone conductive filaments, a Verilog-A 

approach,” Semiconductor Science and Technology, vol. 31, no. 11, pp. 1–13, 2016. DOI: 10.1088/0268-

1242/31/11/115013. 

 

 Chapter 3 deals with Valence Change Memories. We review the more important models of this 

kind of memories: the unidimensional compact model for VCM bipolar RRAM (SU-VCM) and the 

bidimensional compact model for VCM bipolar RRAM (PU-VCM). In this context, a new model for 

bipolar resistive RRAMs UGR-VCM is presented. It is based on redox and diffusion processes to 

describe in detail the physics behind the filamentary resistive switching (RS) mechanisms. The model 

includes truncated-cone shaped filaments which are known to be close to the real conductive filament 

geometry and a detailed thermal approach. The new model is tested with different technologies and the 

variability of cycle to cycle is included in the model.   

 

This chapter includes the following contributions: 

▪ González-Cordero et al. [González-Cordero2017a], “In-depth study of the physics behind 

resistive switching in TiN/Ti/HfO2/W structures”, Journal of Vacuum Science and Technology B. 

35, 01A110 (2017). DOI: 10.1116/1.4973372. 

▪ González-Cordero et al. [González-Cordero2017d], “A Physically Based Model to describe 

Resistive Switching in different RRAM technologies”, in 11th edition of the Spanish Conference 

on Electron Devices (CDE), 2017 in Barcelona, Spain. DOI: 10.1109/CDE.2017.7905223. 

▪ González-Cordero et al. [González-Cordero2017b], “A physically based model for resistive 

memories including a detailed temperature and variability description”, Microelectronic 

Engineering, Volume 178, 25 June 2017, Pages 26-29. DOI: 10.1016/j.mee.2017.04.019. 

 

 

http://dx.doi.org/10.1088/0268-1242/31/11/115013
http://dx.doi.org/10.1088/0268-1242/31/11/115013
http://dx.doi.org/10.1116/1.4973372
https://doi.org/10.1109/CDE.2017.7905223
http://doi.org/10.1016/j.mee.2017.04.019
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Chapter 4 focuses on devices with unipolar switched resistance, this chapter present previous 

models (IM2NP-U and QPC) and two new models that stand upon the Quantum Point Contact (QPC) 

representation: UGR-QPC1 and UGR-QPC2 with different thermal description approximations (thermal 

resistance variable and thermal capacity variable respectively). A new technique of extraction of 

characteristics of the QPC model based on second derivative of current is presented and introduced. 

 

 This chapter includes the following contributions: 

▪ Roldán et al. [Roldán2018] “Multivariate analysis and extraction of parameters in resistive RAMs 

using the Quantum Point Contact model” Journal of Applied Physics, 2018, 123, 014501. DOI: 

10.1063/1.5006995. 

▪ González-Cordero et al. [González-Cordero2016e], “A Physically Based Model to describe 

Resistive Switching in different RRAM technologies”, in 11th edition of the Spanish Conference 

on Electron Devices (CDE), 2017 in Barcelona, Spain. DOI: 10.1109/CDE.2017.7905223. 

▪ Jiménez-Molinos et al. [Jiménez-Molinos2017], “SPICE modelling of thermal reset transitions 

for circuit simulation”, in 11th edition of the Spanish Conference on Electron Devices (CDE), 2017 

in Barcelona, Spain. DOI: 10.1109/CDE.2017.7905227. 

 

Chapter 5 studies the Random Telegraph Noise signals in the memristors under study here. We 

review the graphical methods of representation of these signals and propose two new methodologies: 

the LWTLP and dLWTLP. They present high computational efficiency in comparison with the previous 

ones. The methods are used to represent long time sequences of RTN, and finally an application of 

LWTLP technique is presented were Neural Networks are employed. The analysis of RTN with LWTLP 

for classified RTN traces with the help of a structured and organized methodology based on neural 

networks is presented. 

 

This chapter includes the following contributions: 

▪ González-Cordero et al. [González-Cordero2019a], “New method to analyze random telegraph 

signals in resistive random access memories” Journal of Vacuum Science and Technology B. 37, 

012203 (2019). DOI: 10.1116/1.50593840. 

▪ González-Cordero et al. [González-Cordero2019c], “A new technique to analyze RTN signals in 

resistive memories” Microelectronic Engineering, Volume 215, 15 July 2019, 110994 DOI: 

10.1016/j.mee.2019.110994. 

Chapter 6 describes simulations of resistive switching memristors with different models 

implemented in this doctoral thesis in different circuits, based on analog and digital applications.  For 

example, 1T1R and 3x3 matrix of memory cells in digital applications and also an application for 

controlling the conductance of a device that can be used as electronic synapses in an analog applications, 

in particular neuromorphic circuits. 

 

This chapter includes the following contributions: 

▪ González-Cordero et al. [González-Cordero2016f], “Simulation of RRAM memory circuits, a 

Verilog-A compact modeling approach,” Proceedings of IEEE of the Design of Circuits and 

Integrated Systems Conference (DCIS), 2016 in Granada, Spain.  

DOI: 10.1109/DCIS.2016.7845386. 

▪ González-Cordero et al. [González-Cordero2017c], “SPICE simulation of RRAM circuits. A 

compact modeling perspective”, in 11th edition of the Spanish Conference on Electron Devices 

(CDE), 2017 in Barcelona, Spain.  DOI: 10.1109/CDE.2017.7905250. 

▪ González-Cordero et al. [González-Cordero2019b], “A physical model to describe electronic 

synapses based on resistive switching devices” Solid State Electronics, Volume 157, July 2019, 

Pages 25-33. DOI: 10.1016/j.sse.2019.04.001. 

https://doi.org/10.1063/1.5006995
https://doi.org/10.1109/CDE.2017.7905223
https://doi.org/10.1109/CDE.2017.7905227
https://doi.org/10.1116/1.5059384
https://doi.org/10.1016/j.mee.2019.110994
https://doi.org/10.1109/DCIS.2016.7845386
https://doi.org/10.1109/CDE.2017.7905250
https://doi.org/10.1016/j.sse.2019.04.001
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Chapter 7 lists the main conclusions of this thesis. 

Appendix A describes the fabrication processes and measurement set-ups for the different 

experimental devices used here. 

Appendix B and C introduce additional development used to model CBRAM and VCM models 

respectively. 

And finally, Appendix D presents different thermal approaches reported in the literature and some 

new ones used in this doctoral thesis. 
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Introduction 
 

 

In the current electronic industry there is a growing demand for temporary (volatile) and permanent 

(non-volatile) data storage. In portable devices this demand is even higher and also requires low power 

consumption. This memory needs become evident in smartphones, laptops, internet of things (IoT) 

devices, 5G circuits, solid-state drives (SSD), cloud storage, data mining, artificial intelligence, among 

others applications [Gupta2019]. RRAMs are the main memory emerging technology since it is the 

more viable alternative due to its ease of integration into the current CMOS technology in the Back-

End-Of-Line (BEOL), good scalability, data retention, endurance, speed and latency, low energy 

consumption and the possibility of 3D integration and multibit programming. RRAMs are part of a broad 

family known as memristors. 

 

The dominant technology in the current solid state memory market is focused on static memories 

(SRAM), DRAM dynamic memories and Flash memories. The latter ones are non-volatile memories 

(Non-Volatile Memories, NVM), a memory that stores information when the power systems are turned 

off. In the context of NVM, different technological alternatives are being studied both at the academia 

and at the industry: RRAMs (Resistive Switching RAMs), PCM (Phase Change Memories) and STT-

RAMs (Spin-Transfer Torque RAMs), which are being the subject of research in all large companies 

and research centres of the electronics sector actively [Xie2014]. The increase in R&D activities arises 

in a context where information storage is key in the electronic industry. The incessant increase in the 

amount of information circulating on the planet means that storage memory needs are more and more 

pressing and they are conditioned by electronic systems that reduce their execution time (at the level of 

nanoseconds), which have low consumption of energy and show retention times greater than ten years. 

 

There are two main reasons to focus research efforts on non-volatile memories: 

 

1.- They have a great potential for growth if their main facet (non-volatility) is accompanied by 

a high switching speed. They could gain part of the market space currently occupied by the SRAM or 

DRAM volatile memories in the midterm [Xie2014]. 

 

2. - This type of memories are the key components of devices that represent almost half of the 

memory market currently [Xie2014]. 

 

Non-volatile memories based on silicon technology, Flash memories, have been used in mobile 

phones, video games, scientific instrumentation, industrial robotics, etc. Despite this, the technological 

limit for these devices is close and this is a very important hurdle [Gupta2019, Xie2014, Waser2007, 

Waser2012]. RRAMs are well positioned candidates within emerging technologies in comparison to 

other alternatives such as magnetic memories MRAMs (Magnetic RAMs), STT-RAM memories or 

PCM memories [Lanza2019, Xie2014, Waser2007, Waser2012].  

 

Resistive memories work making use of resistive switching (RS) phenomena, which were 

discovered in the early 60's. Many different materials show RS, i.e., switching with a hysteretic behavior. 

Although the activity in these devices was reduced by the competence of (DRAM, EEPROM), it was 

retaken in the nineties. A great rise of the number of publications happened after these new efforts. In 

IEDM (International Electron Devices Meeting), a world reference in the subject, many contributions 

have been received in the last few years. A huge number of research centres and company Labs are 

currently working on the subject. This is the reason why we present this doctoral thesis proposal. 

 

If the non-volatile memories of the future are made with RRAMs, the current electronic 

technology landscape would change dramatically: new electronic applications would appear and even 

new computer architectures that could use the advantages of having large amounts of non-volatile 

memory, including to the extreme of replacing volatile memories in their usual functions. This 

technology is simple, it consists of structures of two terminals of nanometric size that offers very low 
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currents of programming and erase, high speed, high durability (endurance) and viability for the 

integration in CMOS technologies and the manufacture of structures stacked in 3D [Lanza2019, 

Munjal2019, Gupta2019, Carboni2019, Xie2014, Waser2007, Waser2012, Zahurak2014]. 

 

A RRAM memory is usually manufactured with a MIM (Metal-Insulator-Metal) structure 

although they have also been manufactured with MIS (Metal-Insulator-Semiconductor) structures. In 

RRAM structures, an insulating material is usually placed between the two electrodes; in general, this 

material is an oxide that the electrical conduction properties can be changed as a result of the transport 

of ions in its core. RS phenomena have been observed in many different materials [Lanza2019, 

Munjal2019, Gupta2019, Carboni2019, Waser2012]: 

 

1.- Transition metal oxides (transition metal oxides, TMOs), for example: TiO2, Cr2O3, FeOx and 

NiO. 

 

2.- TMO of the perovskite family that have paraelectric, ferroelectric, multiferroelectric and 

magnetic functionality, for example: (Ba, Sr) TiO3, Pb (ZrxTi1-x) O3, BiFeO3 and PrxCa1-xMnO3. 

 

3.- High bandwidth prohibited materials: Al2O3, HfO2 and Gd2O3. 

 

4.- Graphene oxides. 

 

  The good results obtained at the device level have also recently been verified at the circuit level, 

where an integrated RRAM memory circuit of 16 GBs has been manufactured successfully by the 

company Sony [Zahurak2014] or a 32Gbits memory using a 24nm CMOS process, based in a MeOx 

RRAM device reported at [Liu2013] [Liu2014]. This fact makes it clear that the possibilities of these 

devices and the corresponding circuits are very promising.  A recent press release from Sony announces 

that in 2020 it will begin marketing ReRAM drives of 128GB and 256GB more cheaper than NAND 

with PCIe support and transfer rates 25.6 GB/s read times, 9.6 GB/s write (128GB) and 51.2 GB/s read 

and 19.2 GB/s write (256GB). This issue converts ReRAM technology in a real candidate for future 

memory chips both for massive NVM solutions and for embedded storage class memory in processor 

and microcontroller integrated circuits [Sony2019].  

 

The RRAMs memories belong to a larger group of electronic devices: memristors [Chua1971, 

Chua2011, Kozma2012]. The functioning and existence of these devices were predicted at the end of 

the 1960s. They have great potential for applications ranging from non-volatile memories to the 

manufacture of neuromorphic circuits (circuits that analogically reproduce biological systems, 

particularly neuronal circuits). There are currently many technologies that serve to manufacture 

memristors; among others, RRAMs manufacturing technology, although the other types of emerging 

NVM discussed above such as MRAMs, PCMs and STT-RAMs are also memristors [Kozma2012]. In 

the context of this work, henceforth we will use RRAMs and memristors as similar devices, although 

for memory applications the first option is preferred, the second one is more commonly employed for 

analog and neuromorphic circuit applications. 
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Objectives 
 

The objectives that are proposed for this work are the following: 

 

A.- Compact modeling of RRAMs for circuit simulation. 

 

In this objective we pursue the development of compact circuital models and techniques for 

extracting parameters for these models. We have had plenty experimental data to carry out these studies. 

They provide mainly from the National Microelectronics Center of Barcelona where they manufacture 

and measure various types of devices, both for MIM and MIS structures. 

 

This objective is subdivided into the following points: 

 

a) Compact modeling of RRAMs to obtain the corresponding analytical equations. 

 

b) Development of the numerical techniques needed for model parameter extraction. 

 

c) Design of optimization methods to improve the set of extracted parameters. 

 

d) Implementation of compact models in circuit simulators using the Verilog-A language. 

 

e) Simulation of cell circuits and arrays of memory cells based on RRAMs.  

 

B.- Compact modeling and simulation of circuits with memristors 

 

For this point we have followed the usual trend in the field of memristor compact modeling. 

 

a) Development of models using flux and charge instead of current and voltage. We used data from 

experimental RS devices, although we will incorporated data obtained with memristors of other 

technologies. 

 

b) Implementation in circuit simulators using Verilog-A. 

 

c) Simulation of different neuromorphic circuits to describe biological systems with the use of 

memristors, in particular circuits that replicate neuronal functioning. 
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Methodology 
 

The methodology followed and the tasks carried out to achieve the objectives proposed in the 

previous point are described below. 

 

A.- Compact modeling of RRAM for circuit simulation 

 

Task 1.1.- Development of physical models oriented to obtain analytical equations. The equations that 

describe the oxidation-reduction chemical processes, the heat equation and the equations of the currents 

were solved. These equations, dependent on time, were simplified to obtain explicit models of 

reasonable algebraic complexity. 

 

Task 1.2.- The second step was to extract parameters from the models developed by comparing 

experimental curves of RRAM devices. 

 

Task 1.3.- Preparation of the equations for the different models and the files with the set of parameters 

necessary to characterize a certain technology, and they were implemented in Verilog-A code in the 

ADS simulator of the Keysight company. 

 

Task 1.4.- Test of models in the simulator to reproduce the experimental data. Analysis of the effects of 

variability. 

 

Task 1.5.- Simulation of circuits based on standard non-volatile memories. 

 

B.- Compact modeling and simulation of circuits with Memristors 

 

Task 2.1.- Development of memristor models adapted to the type of circuit applications to be simulated 

and studied. Use of different work spaces, such as flow-load. 

 

Task 2.2.- Design of strategies for extracting parameters for previously developed models. Test of the 

models with data of experimental devices supplied by the CNM of Barcelona 

 

Task 2.3.- Implementation of the models in Verilog-A in the ADS simulator of the Keysight company. 

 

Task 2.4.- Simulation of different neuromorphic circuits. 
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Chapter 1. Simulation and Modeling of 

Resistive Switching Devices, State of the Art 
 

 

In this chapter, the memristor is introduced as a new passive fundamental circuit element and a 

mathematical description is presented [Chua1971]. The memristive system is shown as an extension of 

a memristor with 𝑛 dimensional states and higher order memristors as a generalization with 

dependencies on 𝑚-even derivatives of the input signal [Chua2011]. The extension to non-linear circuit 

element is presented (with high order derivatives/integral dependences of currents and voltages) 

[Chua2012], and the modification of the memristive system general equation, a particular case, for 

nanobatteries is discussed. 

 

 Different memristors based on resistive switching operation (RRAMs are good examples as 

highlighted at the introduction) are specifically revised. The basic cell composition as a capacitor (such 

as metal-insulator-metal) is described. The main types of memristors are presented (electrochemical 

metallization memories, valence change memories and thermochemical memories), and the different 

operation modes as a function of the bias scheme are described (unipolar, bipolar, non-polar and 

threshold). The main figures of merit were described (off/on ratio, endurance, data retention, variability, 

scalability, speed and power consumption) to correctly evaluate RRAM technology. 

 

 

 With the focus on the simulation and modelling point of view, we describe the different simulation 

approaches presented in the literature (microscopic or atomistic description, macroscopic simulator such 

as Finite Element Method or kinetic Monte Carlo, and compact models as a support to design circuits 

based on memristors). A new compact model developed in this doctoral thesis for RRAMs is presented 

and some previous models are commented.  

 

 Finally, some applications of memristor in the digital and analogue realms are presented.    
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1.1. Memristors 

Memristor is the contraction of the words memory and resistor. It is a new passive two terminal 

device introduced theoretically in 1971 by Leon Ong Chua (at University of California, Berkeley), in a 

general nonlinear circuit theory context [Chua1971]. The memristor completes the classical passive 

elements: resistor, capacitor and inductor, in terms of the relationships between the four basic electrical 

magnitudes, voltage, intensity, charge and flux (the two latter defined axiomatically by means of 

equations (1.2) and (1.3)) and represented graphically in Figure 1.1.  

 

 

 
 

Figure 1.1 Four basic passive elements (R, C, L and M). Their symbols and mathematics relationships with the 

basic electrical magnitudes (𝑣, 𝑖, 𝑞 and 𝜙) are also shown (𝑣 is the voltage, 𝑖  is the current , 𝑞 is the charge,  𝜙 is 

the flux), R is the  electrical resistance (Georg Ohm, 1827) , C is the capacitor (Ewald Georg von Kleist, 1745), L 

is the inductor (Michael Faraday, 1831) and M is the Memristor (Leon Ong Chua,1971) [Strukov2008]. 

 

The initial memristor concept was developed by Chua and it was implemented by an active circuit 

composed of operational amplifiers, transistors, diodes, resistors and capacitors (Figure 2 in 

[Chua1971]). The memristor presents a loop in current versus voltage plots. That is, for the same bias 

voltage is possible to obtain two different current values. The current at a time 𝑡 depends on the previous 

device history. This property allows the memristor to be in different stable states for the same applied 

voltage and, therefore, it has the capability of working as a non-volatility memory (NVM) [Chua1971]. 

 

In 2008, a research team at Hewlett Packard Lab led by R. Stanley Williams [Strukov2008] 

fabricated the first memristor at the nanometre scale (Figure 1.2 a) based on a Pt/TiO2/Pt stacks (Figure 

1.2 b). Its operation was described by a current based on ionic transport dependent on the applied bias 

voltage. The voltage determines the width (𝑤) of a doped region into de oxide layer (Figure 1.2 c). In 

order to model this behaviour, a circuit of two serial variable resistors (𝑅𝑜𝑛 and 𝑅𝑜𝑓𝑓) is used (Figure 

1.2 d). The values of the two resistors depend on the length of the doped region, 𝑤. The evolution of the 

current versus a sinusoidal applied voltage is shown in Figure 1.2 e, while the ratio between the doped 

layer length and the oxide thickness (𝑤/𝐷) is shown in Figure 1.2 f. The 𝑖 − 𝑣 plot is shown in Figure 

1.2 g , where the hysteretical behaviour is observed. Note that the amplitude of the loop decreases as the 

frequency increases (in Figure 1.2 g, the loop turns into a straight line when the frequency is above 

10𝜔0) [Strukov2008]. 
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Figure 1.2 a) Atomic force microscope image of a memristor array (the wire width was 50nm). b) Sketch of the 

memristor stack structure, Pt/TiO2/Pt. c) Representation of the measurement instrument connection (V: voltmeter 

and I: ammeter). The doped (w) and undoped (D-w) regions are drawn, where D is the thickness of the oxide layer. 

d) Equivalent serial variable resistors (Ron is the value of the resistance in the ON state, and Roff  is the value of the 

resistance in the OFF state). e) Sinusoidal voltage applied to the device and current flowing through the device 

versus time. f) Plot of w/D versus time. g) Current versus voltage plot for two frequencies (inset: charge versus 

flux plot) [Strukov2008]. 

 

After the publication of the article presented by the research team of Williams [Strukov2008], a 

great interest has been triggered in the development of this type of devices, because of their great features 

for both digital and analog applications, as we will comment later. 

 

1.1.1. Mathematical Description of Memristors 

The memristor is a device defined by the relation between the flux 𝜙 and the charge 𝑞 [Chua1971, 

Chua2011], 

 

𝑑𝜙 = 𝑀 · 𝑑𝑞 (1.1) 

 

where M is called the memristance and the flux 𝜙(𝑡) and charge 𝑞(𝑡) are defined axiomatically as 

functions of voltage 𝑣(𝑡) and current 𝑖(𝑡) by the following expressions [Chua1971 ,Chua2011]: 

 

 𝜙(𝑡) ≜ ∫ 𝑣(𝜏)𝑑𝜏
𝑡

−∞

 (1.2) 

𝑞(𝑡) ≜ ∫ 𝑖(𝜏)𝑑𝜏
𝑡

−∞

 (1.3) 

 

b)

 𝑡

 𝑡

 𝑖  

a)
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The memristor is defined as a passive element in which the flux 𝜙 is controlled by the charge 𝑞 or 

vice versa, by constitutive relationships expressed as [Chua1971 ,Chua2011]  

𝜙 = �̂�(𝑞)   (1.4) 

𝑞 = �̂�(𝜙) (1.5) 

The constitutive function described in equation (1.4) and (1.5) may be continuous and piecewise-

differentiable functions with bounded slopes [Chua2011]. 

 

If equation (1.4) is derived with respect to time, we obtain [Chua1971 ,Chua2011]: 

𝑣(𝑡) =
𝑑𝜙

𝑑𝑡
=
𝑑�̂�(𝑞)

𝑑𝑡
=
𝑑�̂�(𝑞)

𝑑𝑞

𝑑𝑞

𝑑𝑡
= 𝑀(𝑞)𝑖(𝑡) (1.6) 

 

where 𝑀(𝑞) is the memristance (units in Ohms, Ω). Note that the memresistance value in time 𝑡𝑖 
depends on the previous current that flowed through the device from −∞ to 𝑡𝑖.  
 

In the same way, deriving equation (1.5) with respect to time, we obtain [Chua1971 ,Chua2011]: 

𝑖(𝑡) =
𝑑𝑞

𝑑𝑡
=
𝑑�̂�(𝜙)

𝑑𝑡
=
𝑑�̂�(𝜙)

𝑑𝜙

𝑑𝜙

𝑑𝑡
= 𝑀𝐺(𝜙)𝑣(𝑡) (1.7) 

 where 𝑀𝐺(𝜙) is defined as the memductance (units in Siemens, Ω−1). 
 

The electric power dissipated in a memristor, with menristance 𝑀(𝑞) or menductance 𝑀𝐺(𝜙), can 

be calculated as [Chua1971] 

𝑝(𝑡) = 𝑖(𝑡)𝑣(𝑡) = 𝑖 (𝑡)𝑀(𝑞) = 𝑣 (𝑡)𝑀𝐺(𝜙) (1.8) 

 

If 𝑀(𝑞) ≥ 0 (or 𝑀𝐺(𝜙) ≥ 0) then the power at each time satisfies that 𝑝(𝑡) ≥ 0 and, therefore, 

the memristor is a passive element [Chua1971]. 

 

An example of a voltage versus current plot is shown in Figure 1.3. A sinusoidal current with 

amplitude 1 A, with three different angular frequencies, is applied to a memristance 𝑀, with a 

constitutive flux-charge relationship defined by the inset equation in Figure 1.3. The characteristic 

pinched hysteresis loops can be observed. 

10.5

  =

  =

  = 

3

2

1

0

I

V

-1 -0.5

-3

-2

-1

𝜙 = 𝑞 +
𝑞3

3
 

 

Figure 1.3  Voltage versus current (𝑣(𝑡), 𝑖(𝑡)) plotted for a sinusoidal current (amplitude equal to 1A) and three 

values of ω (1, 2 and 10). Inset equation: constitutive memristor relation �̂�(𝑞). 
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1.1.2. Memristive Systems 

The memristive system is a generalization of a memristor that considers that the memristance (or 

memconductance) depends also on a 𝑛-dimensional state vector Χ and on the input signal, 𝑢(𝑡). It can 

be represented mathematically by the followings expressions [Chua1976] 

𝑦(𝑡) = 𝑔0(Χ, 𝑢)𝑢(𝑡) (1.9) 

𝑑Χ

𝑑𝑡
= 𝑓(Χ, 𝑢) (1.10) 

Χ = [𝑥1, 𝑥 , … . 𝑥𝑛] (1.11) 

where 𝑦(𝑡) is the output signal, Χ is the 𝑛-dimensional state vector that contains the internal state-

variables 𝑥1, 𝑥 , … . 𝑥𝑛, all independent on 𝑢(𝑡), and 𝑔0  and 𝑓 are two continuous functions.  

 

According to the type of input/output signal (voltage or current) the memristive system is classified 

as shown in Table 1.I  

Table 1.I Memristive system types in function of input control signal (𝑖(𝑡) or 𝑣(𝑡)) 

Memristive System Types 𝒖(𝒕) 𝒚(𝒕) 
Current-Controlled Memristive System (CCMS) 𝑖(𝑡) 𝑣(𝑡) 
Voltage-Controlled Memristive System (VCMS) 𝑣(𝑡) 𝑖(𝑡) 

 

Therefore, the memristors described in the previous section are an especial case of memristive 

systems, for which the state vectors are one-dimensional (Χ = 𝑞 in CCMS or Χ = 𝜙 in VCMS). 

 

1.1.3. High Order Memristive Systems 

The high order memristive systems incorporate into the output signal, 𝑦(𝑡), the contribution of 

𝑚-even derivatives of the input signal 𝑢(𝑡) weighted with 𝑚-state functions, 𝑔1 to 𝑔𝑚: 

𝑦(𝑡) = 𝑔0(Χ, 𝑢)𝑢(𝑡) + 𝑔1(Χ, 𝑢)
𝑑 𝑢

𝑑𝑡 
+ 𝑔 (Χ, 𝑢)

𝑑4𝑢

𝑑𝑡4
+⋯+ 𝑔𝑚(Χ, 𝑢)

𝑑 𝑚𝑢

𝑑𝑡 𝑚
 (1.12) 

where 𝑚 is a positive integer, 𝑦(𝑡) is the output signal, 𝑢(𝑡) is the input signal,  Χ is the 𝑛-dimensional 

vector  that contains the internal state-variables 𝑥1, 𝑥 , … . 𝑥𝑛, and 𝑔𝑖 are continuous functions. This new 

representation produces zero-crossing hysteresis curves too, as memristive systems, but it presents 

different frequency responses. 

1.1.4. Extension of Circuits Elements (α,β) 

For axiomatically defined circuit elements, let us introduce the equation 𝑥(𝛾)(𝑡) defined as 

[Chua2012, Tetzlaff2013] 

 

𝑥(𝛾)(𝑡) ≜

{
 
 
 

 
 
 
𝑑𝛾𝑥(𝑡)

𝑑𝑡𝛾
                                                , 𝑖𝑓 𝛾 = 1,2, … ,∞ 

𝑥(𝑡)                                                 , 𝑖𝑓 𝛾 = 0                 

∫ 𝑥(𝜏)𝑑𝜏
𝑡

−∞

                                            , 𝑖𝑓 𝛾 = −1              

∫ ∫ …
𝜏|𝛾|

−∞

∫ 𝑥(𝜏1)𝑑𝜏1𝑑𝜏 ··· 𝑑𝜏|𝛾|

𝜏2

−∞

𝑡

−∞

, 𝑖𝑓 𝛾 = −2,… ,−∞

 (1.13) 

where 𝛾 is an integer number. If 𝛾 is and integer positive, the function 𝑥(𝛾)(𝑡) is equal to 𝛾-order time 

differential of 𝑥(𝑡), if  𝛾 is an integer negative, the function 𝑥(𝛾)(𝑡) is equal to 𝛾-order time integral of 

𝑥(𝑡), and finally, if 𝛾 is equal to cero, the function 𝑥(𝛾)(𝑡) is equal to 𝑥(𝑡). 
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Namely 𝑣(𝛼)(𝑡)  and 𝑖(𝛽)(𝑡)  the high order differential/integral or linear voltages and current 

circuits relations,  since the 𝛼, 𝛽 are integers, is possible to define infinity of new circuits elements in 

function of the pair of values (𝛼, 𝛽). 
 

The basic element can be derived easily with this notation. The Table 1.II represent the constitutive 

equations in terms of voltages and current and the Figure 1.4 shown the symbols used circuit 

representations. 

Table 1.II Axiomatic definition of basic circuit elements as a function of the (α, β) values. 

𝜶 𝜷 𝝌 𝒗(𝜶)(𝒕) 𝒊(𝜷)(𝒕) Element Name 

0 0 0 𝑣(𝑡) 𝑖(𝑡) Resistor 

0 -1 1 𝑣(𝑡) ∫ 𝑖(𝜏)𝑑𝜏
𝑡

−∞

 Capacitor 

-1 0 1 ∫ 𝑣(𝜏)𝑑𝜏
𝑡

−∞

 𝑖(𝑡) Inductor 

-1 -1 2 ∫ 𝑣(𝜏)𝑑𝜏
𝑡

−∞

 ∫ 𝑖(𝜏)𝑑𝜏
𝑡

−∞

 Memristor 

-1 -2 3 ∫ 𝑣(𝜏)𝑑𝜏
𝑡

−∞

 ∫ ∫ 𝑖(𝜏1)𝑑𝜏1

𝜏2

−∞

𝑡

−∞

𝑑𝜏  Memcapacitor 

-2 -1 3 ∫ ∫ 𝑣(𝜏1)𝑑𝜏1

𝜏2

−∞

𝑡

−∞

𝑑𝜏  ∫ 𝑖(𝜏)𝑑𝜏
𝑡

−∞

 Meminductor 

where the 𝜒 is a complexity metric of circuit elements defined as [Chua2012] 

𝜒 ≜ |𝛼| + |𝛽| (1.14) 

 

 

Figure 1.4 Periodic table of first 25 axiomatically defined circuits elements in function of (α, β). The columns are 

the integer values of α (|α|≤ 2) and the rows are the integer values of β (|β|≤ 2). The symbols of the four fundamental 

circuits element: Resistor (0,0), Capacitor (0,-1), Inductor (-1,0), Memristor (-1,-1). The symbol of Memcapacitor 

(-1,-2),  and Meminductor (-2,-1) [Chua2012, Tetzlaff2013]. 

The general circuits elements with |𝛼| + |𝛽| > 2 are active, this supposes the need of an external 

power supply and the use of active elements (like transistor or operational amplifiers) [Tetzlaff2013, 

Chua2012]. 
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1.1.5. Memristor Model Extension for Nanobateries 

The observed presence of voltage in the absence of current in some specific memristive devices 

that work as nanobatteries [Valov2013] forced to extend the memristor theory because the I-V curves 

do not cross the origin, which is against the basic principle of a memristor [Valov2013]. Three factors 

contribute to the formation of the electromotive force voltage 𝑉𝑒𝑚𝑓 in this type of devices: the Nernst 

potential 𝑉𝑁, the diffusion potential 𝑉𝑑 and the Gibbs–Thomson potential 𝑉𝐺𝑇 [Valov2013]. The 

electromotive forces measured in different types of nanobatteries are shown in With the same description 

for the time evolution of the state variables (1.10) and for the state variables (1.11). 

 

Table 1.III.  

 

This potential produces nonzero-crossing pinched hysteresis in the I-V curve, since when the 

current is cero the voltage in the extremes of the device is equal to 𝑉𝑒𝑚𝑓. In order to include an offset 

value 𝑎 in the general memristor model, the expression (1.9) can be rewritten as, 

 

𝑦(𝑡) = 𝑔0(Χ, 𝑢)(𝑢(𝑡) − 𝑎) (1.15) 

 

With the same description for the time evolution of the state variables (1.10) and for the state 

variables (1.11). 

 

Table 1.III Electromotive force (emf) measured in different types of nanobattery cells. (Values extracted from 

[Valov2013]). 

TE Insulator BE Type Vcell 

Pt Ta2O5 Ta VCM 50µV 

Pt SrTiO3 Ti VCM 1.3mV 

Pt SrTiO3 (as deposited) Ti VCM 200mV 

Ag AgI Pt ECM 2.8mV 

Cu WO3 Pt ECM 36mV 

Ag GeSex Pt ECM 97mV 

Ag GeSx Pt ECM 116mV 

Ag SiO2 Pt ECM 133mV 

Cu SiO2 Pt ECM 321mV 

 

1.2. Resistive Switching Devices. RRAM Technology  

1.2.1. RRAM Structure  

A wide and well known subset of memristors is based on resistive switching operation. These 

devices are called RRAMs (Resistive Random Access Memories). The basic RRAM cell consists of a 

capacitor with a Metal-Insulator-Metal (MIM) or Metal-Insulator-Semiconductor (MIS) structure. The 

insulator allows ion movement under proper temperature or/and electric field conditions [Waser2009]. 

Waser et al. [Waser2007] showed two basic configuration for arrays of RRAMs following a vertical 

stack arrangement or a lateral planar allocation (Figure 2 in [Waser2007]). 

 

When a high number of RRAM cells are required, a cross-bar structure is adopted. The structure 

consists of a bottom wire (BE) and a perpendicular top wire (TE). Between them, the insulator layer 

(usually a transition metal oxide, TMO) is deposited [Lim2015]. A basic cross-bar structure with four 

cells is shown in Figure 1.5. 
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Figure 1.5 Sketch of a RRAM array following a crossbar architecture with a cell area of 4F2. Each device has a 

stack composed of TE/TMO/BE [Lim2015]. One of the devices has a formed conductive filament (CF) and, 

therefore, it is in a low resistance state (LRS) (it assumed filamentary conduction). The other three devices have 

disrupted CFs and, consequently, they are in a high resistance state (HRS). 

 

For a great integration density is possible used the different metal layer in a 3D cross-point 

integration architecture (see  Figure 1.6 a), or in a vertical RRAM (VRRAM) integration architecture 

Figure 1.6 b) [Park2012b]. 

 

 

 
Figure 1.6 a) High density RRAM integration following a 3D cross-point configuration [Park2012b]. b) Vertical 

RRAM (VRRAM) integration architecture [Park2012b]. 

 

1.2.2. Resistive Switching Devices 

Resistive switching devices can be used for non-volatile memory applications to store digital 

information. Figure 1.7 shows a variety of physical phenomena that can be employed for resistive 

switching [Waser2009]. 
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Figure 1.7 General classification of physical phenomena observed in resistive switching devices, in the context of 

non-volatile memories (NVMs) [Waser2009]. 

 

Among them, the most common RRAM devices are those characterized by redox-related chemical 

reactions and include the following physical phenomena (summarized in Table 1.IV). 

 
Table 1.IV Description of the main characteristics of resistive switching mechanisms in RRAM [Li2015b]. 

Switching 

mechanism 

ECM 

Electrochemical Metallization 

Memories 

VCM 

Valence Change Memories 

TCM 

Thermochemical Memories 

Dominated 

charged species 
Metal cations O anions or oxygen vacancies Vo 

Type of CF Metal Vo-CF (bipolar) Vo-CF (unipolar) 

Dominant 

driving force 
Electric field applied to the device Thermal gradient 

Top Electrode  
An electrochemically active 

metal: Ag, Cu or Ni 

A low function metal not easily 

reduced back after oxidation: 

Ti, Al or Nb 

Inert electrodes: Pt, Pd, Ir, Ru, 

W or Au 

RS layer 

materials 

Ion-conducting solid 

electrolyte: Ag2S, GeSe, Cu2S 

Ag2Se or Ag-Ge-Se 

Bynary or complex oxides: 

HfO2, ZrO2, SiO2, WO3, etc. 

Transition metal oxides:TiO2, 

HfO2, ZrO2, SrTiO3, TaOx, 

WO3 

Doped: SiO2,  

amorphous: C 

Transition metal oxides: HfO2, 

NiO, CoO, CuO, Fe2O3 

Bottom 

electrode  
Inert electrodes: Pt, Pd, Ir, Ru, W or Au 

Dominant 

material 
Electrode Electrode and RS layer RS layer 

 

▪ Electrochemical metallization (ECM) memories: they are also called Programmable 

Metallization Cells (PMCs) or Conductive Bridge (CB) memories in the literature [Waser2009]. The 

ECM-RRAM cell stack is composed of a metallic or electrochemically active top electrode such as Ag, 

Cu or Ni, a solid electrolyte sandwiched in the middle, and an inert bottom electrode such as Pt, Pd, Ir, 

Resistive Switching

Electrode

dominated

Redox- Related

Chemical effects

Nanomechanical Effect Molecular Switching Effects

Magnetoresistive Effects Ferroelectric Tunneling

Unipolar

Chalcogenide

dominated

Electrostatic

Electronic Effects

Electrochemical

Metallization Effect

Valency Change 
Memory Effect

Thermochemical

Memory Effect

Phase Change 
Memory Effect

Bipolar
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Ru, W or Au. The set process is due to the formation of a CF from the top active electrode to the bottom 

inert electrode by the drift/diffusion of metallic ions, which form a conductive path between both 

electrodes. The reset process causes the CF rupture by oxidation [Gupta2019, Villena2017, Li2015b, 

Waser2009]. 

 

▪ Valence-Change Memory (VCM): The VCM-RRAM cell stack is composed by a top metal 

electrode, not easily reducible after oxidation such as Ti, Al or Nb. A transition metal oxide is 

sandwiched between both electrodes (such as TiO2, HfO2, ZrO2, SrTiO3, TaOx, WO3, among others). 

Finally, the bottom electrode is an inert metal such as Pt, Pd, Ir, Ru, W or Au. The set process is activated 

when a positive voltage is applied (between the TE and the BE), the electric field produces pairs of 

oxygen ions (  −) and oxygen vacancies (𝑉0), the   − ions drift to the TE. The conductive filament is 

formed by the accumulation of oxygen vacancies that allows electrons to flow through. In the reset 

process a negative voltage is applied (between the TE and the BE), the   − ions migrate to the resistive 

switching layer to recombine with oxygen vacancies, 𝑉0, causing the partial rupture of the CF. 

[Gupta2019, Villena2017, Li2015b, Waser2009]. 

 

▪ Thermochemical Memory (TCM): The TCM cell is formed by top and bottom inert electrodes 

(Pt, Pd, Ir, Ru, W or Au) and a transition metal oxide sandwiched between them, such as HfO2, NiO, 

CoO, CuO, Fe2O3, among others. The set and reset processes are linked to a combination of the electric 

field and thermal effects, being the latter very important for these type of devices. In particular, for the 

reset process (also named fuse), the thermal diffusion (as a result of Joule heating) is key to explain the 

device behavior [Gupta2019, Villena2017, Li2015b, Waser2009]. 

 

 In all the cases, if a conductive filament shorts both electrodes, it is said that the RRAM is in a Low 

Resistance State (LRS). On the other hand, if the filament is disrupted, the RRAM is in a High Resistance 

State (HRS). 

 

1.2.3. Key Figures-of-Merit of RRAM Devices 

In order to compare alternative RRAM technologies different Figures Of Merit (FOM) could be 

considered [Munjal2019, Gupta2019, Villena2017, Wong2012]. 

 

1.2.3.1. Off/On ratio 

The on/off ratio is defined as the ratio between the current in the LRS and in the HRS measured at 

a given applied voltage. It is desirable to have the highest possible ratio, usually expressed as a power 

of 10. As an example, an on/off ratio of 3.2·1010 is reported in a device with a GexSey insulator 

[Kozicki2005, Kund2005].  

 

1.2.3.2. Endurance 

Endurance is defined as the number of Set/Reset cycles that one device can tolerate, maintaining 

the on/off ratio [Munjal2019, Gupta2019, Lanza2019, Villena2017, Wong2012]. The resistance on/off 

ratio is degraded with the cycle number. When the value is close to a certain value (given by the RRAM 

technology and operation) the device starts to fail. The endurance can be determined by performing 

different measurements, the most common are: I–V sweeps, Pulsed Voltage Stress (PVS), and current-

blind PVS [Lanza2019]. 

 

1.2.3.3. Data Retention 

Retention is defined as the time a certain conductance state (LRS or HRS) remains stable after a 

set/reset process [Munjal2019, Gupta2019, Villena2017, Wong2012]. The LRS retention is observed to 

be dependent on the compliance current employed in the set process and it decreases at high 

temperatures due to a greater probability of atomic rearrangements. The desired retention time for 

NVMs is of 10 years @85ºC [Lanza2019]. 
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1.2.3.4. Variability 

Variability is one of the key obstacles for a massive implementation of RRAM technologies. It can 

be observed for a single device, what is called cycle to cycle variability, or for different devices (device 

to device variability). The variability is mainly due to two causes: the technological processes in the 

manufacture and the intrinsic stochastic nature of RS phenomena [Lanza2019, Munjal2019, 

Gupta2019]. 

 

1.2.3.5. Scalability 

The scalability determines the number of devices per unit area that each technology node can 

integrate in a circuit. Each technological node is characterized by the F number, expressed in nm. Each 

memory design requires a minimum size area (that depends on F) for implementing a unitary memory 

cell. The best scalability for emerging memory technologies corresponds to RRAMs (F lower than 5 nm 

can be reached and a minimum cell area equal to 4F2 is required), followed by PCRAMs (F = 45nm and 

minimum cell area of 4F2), FeRAMs (F=180nm and minimum cell area of 22F2) and, finally, MRAMs 

(F=130nm and minimum cell area of 45F2). These data have been extracted from Table 1 in 

[Munjal2019]. From the point of view of RRAM modeling, it is important to highlight that RS 

characteristics reported for larger devices cannot be always directly applied to smaller devices because 

the RS mechanism could be affected by the size of RRAMs [Lanza2019]. 

 

1.2.3.6. Speed  

A key FOM in memory applications is the read/write time. This speed determines the throughput 

of a memory system. A classification of the different emerging memory devices according to their 

transfer rate (Table 1 in [Munjal2019]) put RRAMs in the first place, with a write/erase time lower than 

1ns, followed by MRAMs (10ns), FeRAMs (65ns) and, finally, PCRAMs (100ns). 

 

1.2.3.7. Power Consumption 

 

Portable devices (such as smart phones, smart watches or laptops) demand a great amount of 

memory and a low energy consumption for a large time battery use. The RRAM power consumption 

depends on the device materials and the physics behind RS operation: filamentary conduction leads to 

a higher power consumption than distributed conduction [Lanza2019]. A comparison of emerging 

NVMs in terms of power consumption is presented in Carboni et al. It shows that FeRAMs and SST-

MRAMs have a write energy ≈ 0.1pJ/bit, RRAMs between 0.1 to 1 pJ/bit and PCMs around 10pJ/bit 

(Table 1 in [Carboni2019]).  

 

More information about the FOMs of these NVM technologies can be found in [Munjal2019, 

Carboni2019, Pan2014, Zangeneh2014,Wong2012]. 

 

1.2.4. RRAM Operation Modes 

Based on the bias schemes for RS, RRAMs can be classified as bipolar, unipolar, non-polar and 

threshold RS [Gupta2019, Munjal2019,Lanza2019, Villena2017, Ielmini2016]. 

▪ Bipolar: under this operation regime, the set and reset processes occur with opposite bias polarity. 

Figure 1.8 a) shows a typical bipolar I-V curve with 𝑉𝑆𝑒𝑡 > 0 , 𝑉𝑅𝑒𝑠𝑒𝑡 < 0 [Yang2009c], while Figure 

1.8 b) shows a bipolar behavior with 𝑉𝑆𝑒𝑡 < 0 , 𝑉𝑅𝑒𝑠𝑒𝑡 > 0 [Chen2011b, Lee2011b]. In terms of 

endurance, variability and power consumption bipolar RRAMs work better than unipolar devices 

[Gupta2019, Gao2018, Li2013]. 

▪ Unipolar:  in this operation regime, set and reset processeses occur with the same polarity. Some 

devices have unipolar polarity with positive bias (𝑉𝑆𝑒𝑡 > 0 , 𝑉𝑅𝑒𝑠𝑒𝑡 > 0), as shown in Figure 1.8 c), and 

others require negative bias (𝑉𝑆𝑒𝑡 < 0 ,𝑉𝑅𝑒𝑠𝑒𝑡 < 0). Unipolar devices in applications like crossbar with 
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selector diodes allow higher integration densities than bipolar devices and require a simpler control 

circuit [Gupta2019, Gao2018]. 

▪ Non-polar: in this operation regime, the set and reset processes may occur with any polarity. 

Therefore, four cases are possible: 𝑉𝑆𝑒𝑡 > 0 , 𝑉𝑅𝑒𝑠𝑒𝑡 < 0 or 𝑉𝑆𝑒𝑡 < 0 , 𝑉𝑅𝑒𝑠𝑒𝑡 > 0 or 𝑉𝑆𝑒𝑡 > 0 , 𝑉𝑅𝑒𝑠𝑒𝑡 >
0  or 𝑉𝑆𝑒𝑡 < 0 ,𝑉𝑅𝑒𝑠𝑒𝑡 < 0. In other words, the non-polar devices have the ability to operate as unipolar 

or bipolar RRAMs. Examples of non-polar devices are described in references [Huang2012d, 

Guan2008]. 

▪ Threshold RS: Threshold behavior is characterized by the fact that the set happens when a voltage 

ramp is applied. If the applied voltage is lowered again, the device returns to its HRS [Gupta2019, 

Lanza2019,Villena2017].  

 

 
Figure 1.8 Types of RS according to I-V sweps. Bipolar behavior is characterized by having set and reset voltages 

with different polarity: a) bipolar I-V curve with VSet > 0 and VReset < 0 b) bipolar I-V curve with VSet < 0 and VReset 

> 0 c)  Unipolar behavior is characterized by having set and reset voltages the same sign VSet > 0 and VReset > 0 or 

VSet < 0 and VReset < 0 , d) In nonpolar RRAMs, set and reset voltages do not depend on the polarity of the applied 

voltage, e) Threshold behavior is characterized by the fact that the set happens when a voltage ramp is applied. If 

the applied voltage is lowered again, the device returns to its HRS. Adapted from References [Lanza2019, 

Villena2017, Ielmini2016, Gupta2019, Munjal2019] ICC stands for the compliance current used in order to prevent 

permanent breakdown. 
 

Other RRAM classification is based on the type of charge conduction that takes place: filamentary 

or distributed [Gupta2019]. Filamentary switching is characterized by the formation/destruction of one 

or more conductive filaments in the insulator, like small nanometric wires that short the top and bottom 

electrodes [Gupta2019, Lanza2019, Villena2017, Waser2007]. Distributed switching is a homogeneous 

phenomenon produced in the insulator volume [Ielmini2017]. In general, the filamentary switching 

consumes more power than the distributed switching [Lanza2019, Xiao2017]. 

 

Xiao et al. [Xiao2017] introduced a RRAM with simultaneous filamentary and distributed resistive 

switching in a bilayer TiO2/SiOx insulating stack device used to improve the electrical characteristics. 
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1.2.5. Forming Process 

Usually, RRAM devices require an initialization process for creating a region with a high 

concentration of defects in the insulator to ease and stabilize resistive switching. This process is called 

forming and it is like a soft dielectric breakdown [Ielmini2017]. 

 

The forming process need a much higher bias voltage (𝑉𝑓𝑜𝑟𝑚) than a normal transition between RS 

states (set or reset processes). In some devices this voltage may be incompatible with CMOS technology 

operating conditions [Ielmini2017]. The electroforming process in RRAMs can be performed by pulsed 

or ramped voltages. In a ramped voltage scheme, the voltage is gradually increased till a limiting value. 

Furthermore, a compliance current is set to prevent the irreversible breakdown of the insulator. Figure 

1.9 shows I-V curves for different devices reported in the literature. 
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Figure 1.9 Electroforming processes by means of voltage sweeps of several RRAMs reported in the literature. 

The corresponding references and characteristics are shown in Table 1.V. 

 
Table 1.V Summary of the electroforming characteristics in some devices. VFM is the forming voltage, IFM  is the 

measured current at VFM and ICC is the compliance current used to prevent device damage. 

Structure Type 𝑽𝑭𝑴 𝑰𝑭𝑴 𝑰𝑪𝑪 Reference 

Pt/TaOx/Pt unipolar 10.3 5.3µA 10µA [Kurnia2013] 

TiN/SiOx/TiN unipolar  8.25 130µA 3mA [Montesi2016] 

ITO/SiN/ITO unipolar  4.3 73µA 100mA [Kim2012b] 

Nb2O5 unipolar  2.35 96.9pA 100µA [Baek2013] 

Pt/ZrO2/Pt bipolar 8.8 89.3µA 5mA [Lin2007c] 

Ag/Si3N4/Al bipolar  6.5 35.8µA 10mA [Kim2010f] 

Pt/ZnO/Pt bipolar  4 61.2µA 3mA [Chiu2012] 

a-SiCCu-TiN bipolar  2.5 120nA 100µA [Garcia-Redondo2016] 

HfOx/TiOx/HfOx/TiOx/ bipolar  1.6 29.3µA 100µA [Ma2016] 

Pt/GdOx/Tax bipolar  -3.9 64nA 1mA [Zhou2014]   

Yb2O3(5% Ti) bipolar  -6.4 10.9nA 100µA [Mondal2012] 

Pt/Cr2O3/Pt bipolar  -7.8 0.3mA 1mA [Chen2011b] 

Yb2O3(3.5% Ti) bipolar  -8.5 19.3nA 100µA [Mondal2012] 

Pt/Cr2O3/TiN bipolar  -9.74 0.9mA 1mA [Chen2011b] 

Yb2O3(0% Ti) bipolar  -13.5 370nA 100µA [Mondal2012] 
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Grossi et al. [Grossi2016] used three different forming schemes based on pulsed operation to initialize 

a memory of 4 kbits implemented by RRAMs based on a TiN/Ti/HfO2/Ti/TiN stack:  

 

▪ Single pulse (SP), a rectangular voltage pulse with limited amplitude and width is applied. Rise and 

fall times (trise, tfall) are set in order to avoid overshoot currents. 

 

▪ Incremental Form (IF). A sequence of pulses with increasing amplitude is applied until a given 

voltage is reached.  

 

▪ Incremental Form and Verify (IFV).  A sequence of pulses with increasing amplitude is applied. 

After each pulse, a reading pulse (with low amplitude) is applied. If the read current is higher than a 

given threshold, the forming process is supposed to be completed and the programming pulsed sequence 

is stopped. 
 

According to the need of forming process, RRAMs can be classified as forming-free (FF) and 

forming-required (FR) cells [Kurnia2013]. Forming- free devices do not require extra processes in order 

to initialize the RS layer [Wang2010c, Li2010]. Table 1.VI shows the main characteristics of some free-

forming RRAMs reported in the literature. 

Table 1.VI Main characteristic of free-forming RRAM devices reported in the literature (adapted from 

[Wang2010c, Li2010]). 

Reference [Wang2010c] [Guan2008] [Sun2009b] [Liu2009b] [Li2010] 

Device structure Ti/Mo-embedded Cu/Cu-doped TiN/ZrO2/Pt Cu/Ti ZrO2/Pt Au/ZrO2/Ag 

Switching 

operation 
BRS NRS BRS BRS BRS 

Ron 90 to 300 ~100 300 to 800 ~500 100 to 1k 

Roff 6k to 30k ~100M 4k to 80k ~5M 8M to 1G 

Von 0.6 to 1 2.1 to 3.6 0.7 to 1.1 0.6 to 2.1 0.2 to 0.8 

Voff 1.2 to 1.5 0.8 to 1.5 0.5 to 0.8 0.5 to 1.1 0.2 to 1.1 

Endurance 1000 - 600 250 500 

ton 10ns 50ns 1µs 50ns 50ns 

toff 10ns 100ns 1µs 100ns 50ns 

retention 107 104 104 107 104 

Other free-forming devices reported in the literature are in the references [Kurnia2013, Kim2013c, 

Bishop2012, Kurnia2011, Fang2011, Zhu2009].  

 

1.2.6. Charge Transport  

The charge transport in a metal-insulator metal (MIM) or metal- insulator-semiconductor (MIS) 

structure takes place via different physical mechanism depending of the electrical properties of 

electrodes and dielectric in a RRAM. The electron transport depends of many properties, for example: 

the energy barrier height, the presence of traps (levels, density and spacing between them), the charge 

carrier drift mobility, etc. [Chiu2014]. Figure 1.10 shows the main charge transport mechanisms based 

in the band diagram of a MIM or MIS device with possible electron conduction paths. The Schottky 

emission occurs when the electrically activated electrons on the TE side are injected over the potential 

barrier (𝐸𝑏) to the conduction band (𝐸𝑐), crossing the TMO and reaching the BE (see Figure 1.10 a)). 

The Fowler–Nordheim tunneling occurs when the electrons tunnel from the TE into the conduction band 

(𝐸𝑐) usually happens when a high electric field is applied to the device (see Figure 1.10 b)). Direct 

tunneling occurs when the electron cross the TMO (from TE to BE) directly; it usually happens when 

the TMO is thin enough (see figure Figure 1.10 c)). When enough traps are present in the TMO, they 

introduce additional energies levels (𝐸𝑡) (for example by the presence of oxygen vacancies); it is 

possible electron transport by trap-assisted tunneling following the following steps: tunneling from TE 

to traps (Figure 1.10 (d); Poole–Frenkel emission: an electron in a trap reaches the conduction band 

generally thermal active (Figure 1.10 e)); Fowler–Nordheim: an electron in a trap reach the conduction 

band by tunneling (Figure 1.10 f)); electron hopping or tunneling inter traps, by Mott hopping or 
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metallic conduction depending of electrons specific positions (specific or extended states respectively) 

see figure Figure 1.10 g)); and tunneling from traps to BE (Figure 1.10 h))[Lim2015, Chiu2014, 

Wong2012, Yu2011b]. Is important to remark than charge transport mechanisms describe the current in 

the static states (HRL or LRS) but they not explain the dynamic of creation/destructions of CFs. 

 

 

Figure 1.10 Band diagram in a MIM or MIS device with possible electron conduction paths [Lim2015, Chiu2014, 

Wong2012, Yu2011b]. a) Schottky emission b) Fowler–Nordheim tunneling c) Direct tunneling. d) tunneling 

from TE to traps; e) Poole–Frenkel emission f) Fowler–Nordheim g) inter traps electron hopping or tunneling and 

h) tunneling from traps to BE. 

 

The equations of the main conduction mechanism in resistive switching memory are summarized 

in Table 1.VII and the symbols used are described in [Lim2015, Chui2014, Garcia-Redondo2016,Yen2019]. 

  

(a
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Table 1.VII. Current density expression of typical conduction mechanisms in dielectric films [Lim2015, 

Chui2014, Garcia-Redondo2016,Yen2019] 

Conduction Mechanism Expression  

Schottky Emission (SE) 𝐽𝑆𝐸 =
4𝜋𝑞𝑚∗(𝑘 ) 

ℎ3
 exp [

−𝑞(𝛷𝐵 − √𝑞𝐸/4𝜋𝜖)

𝑘𝑏 
] (1.16) 

Simmons’ modified Schottky equation 

(SM) 
𝐽𝑆𝑀 = 𝛼𝑚 

3
 𝐸𝜇𝐵 (

𝑚∗

𝑚0
)
3/ 

 exp [
−𝑞(𝛷𝐵 − √𝑞𝐸/4𝜋𝜖)

𝑘𝑏 
] (1.17) 

Fowler-Nordheim Tunneling (FN) 𝐽𝐹𝑁 =
𝑞 

8𝜋ℎΦ𝐵 
𝐸 exp (

−8𝜋√2𝑞𝑚∗ 

3ℎ𝐸
𝛷𝐵
3/ 
) (1.18) 

Direct Tunneling (DT) 𝐽𝐷𝑇 ≈ exp(−
8𝜋√2𝑞

3ℎ
(𝑚∗𝛷𝐵)

1/ 𝜅𝑡𝑒𝑞) (1.19) 

Poole-Frenkel Emission (PF) 𝐽𝑃𝐹 = 𝑞𝜇𝑁 𝐸 exp [
−𝑞(𝛷𝑇 − √𝑞𝐸/𝜋𝜖)

𝑘𝑏 
] (1.20) 

Space Charge Limited Conduction 

(SCLC) 
𝐽𝑆 𝐿 =

9

8
𝜖𝜇𝜃
𝑉 

𝑑3
 (1.21) 

Hopping Conduction (HC) 𝐽𝐻𝑜𝑝 = 𝑞𝑎𝑛𝑣 exp (
𝑞𝑎𝐸

𝑘𝑏 
−
𝐸𝑎
𝑘𝑏 
) (1.22) 

Ionic Conduction (IoC) 𝐽𝐼𝑜 ∝ 𝜐𝑟exp (−
Δ𝐺≠

𝑘𝑏 
){exp(

1
2
𝑟𝑒

𝑘𝑏 
𝐸) − exp(−

1
2
𝑟𝑒

𝑘𝑏 
𝐸)} (1.23) 

Ohmic Conduction (OhC) 𝐽𝑂ℎ = 𝜎𝐸 = 𝑞𝜇𝑁 𝐸exp [−
𝐸 − 𝐸𝐹
𝑘𝑏 

] (1.24) 

Nearest Neighbor Hopping (NNH) or 

fixed range hopping (FRH) 
𝐽𝑁𝑁𝐻 = 𝜎0 exp (−

 0
 
)𝐸 (1.25) 

Mott Variable Range Hopping (VRH) 𝐽𝑉𝑅𝐻 = 𝜎0 exp (−
 0
 
)

1
4
𝐸 (1.26) 

Trap-Assisted Tunneling (TAT) 𝐽𝑇𝐴𝑇 = 𝐴 exp(
−8𝜋√2𝑞𝑚∗ 

3ℎ𝐸
𝛷𝑇
3/ 
) (1.27) 

Generalized Trap Assisted (GTA) 𝐽𝐺𝑇𝐴 ∝ 𝑎1 (
𝑉

𝑑
)
𝑎2

  (1.28) 

Generalized Tunneling (GT) 𝐽𝐺𝑇 = 𝐼𝑜 exp (−
𝑔

𝑔0
) sinh (

𝑉

𝑉0
) (1.29) 

Generalized Tunneling with 

temperature dependent (GTT) 
𝐽𝐺𝑇𝑇 = 𝐼𝑜 exp (−

𝑔

𝑔0
) sinh (

𝑉

𝑘𝑏 𝑉1
) (1.30) 

Quantum Point Contact (QPC) 𝐼𝑄𝑃 =
2𝑒𝑁

ℎ
{𝑒𝑉 +

1

𝛼
𝑙𝑛 [

1 + exp{𝛼(𝛷 − 𝛽𝑒𝑉)}

1 + exp{𝛼[𝛷 + (1 − 𝛽)𝑒𝑉]}
]} (1.31) 

Shklovskii-Efros percolation (SEP) 𝐼𝑆𝐸𝑃 = 𝐼0 exp

(

 
 
−
𝑊𝑒 − (

𝐶𝑒
𝑑
𝑉𝑎𝑓𝑉0

𝛾
)

1
1 𝛾

𝑘𝑏 

)

 
 

 (1.32) 
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1.3. Simulation and Modelling of Memristor and RRAM 

The semiconductor industry is continuously introducing new electronic devices to improve circuit 

performance. In order to gain an in-depth knowledge of the device operation and provide circuit 

designers with suitable tools, the development of device models and simulation tools is a crucial issue 

[Panda2018]. General reviews of memristor simulation and modelling are presented in references 

[Lanza2019, Lekshmi2019, Panda2018, Ielmini2017, Villena2017].  

 

RRAM simulation approaches can be classified according to the degree of accuracy in the 

description: atomistic or microscopic models (few nm3), macroscopic solvers (about 100 nm3 to 

1000nm3) and compact models (several µm3) [Ielmini2017]. Macroscopic models include kinetic Monte 

Carlo (kMC) simulators and tools based on the Finite Element Method (FEM), although the former are 

sometimes classified as microscopic simulation tools [Lanza2019, Lekshmi2019, Panda2018, 

Ielmini2017, Villena2017].  

 

Each simulation methodology provides different results: 

 

• Atomistic tools can calculate the energy barriers of defects, band structures and other physical 

material properties.  

 

• kMC models provide I-V characteristics taking into account the inherent stochastic behavior 

of the processes and provide a plethora of internal variables which are very useful to understand 

the physics behind resistive switching. 

 

• FEM models can simulate I-V characteristic, variability and noise. The possibility of 

simulation several devices or even a region of a cross-bar structure is open in this case. 

 

• Compact models calculate the current versus the applied voltage, generally by solving a 

simplified 1D differential equations. These models allow circuit simulation including several 

memristors in reasonable computation times. 

 
Figure 1.11 Comparison of different approaches for memristor modelling and simulation, as a function of the 

computation cost, physical detail, scale, and short term impact [Ielmini2017]. 

 

1.3.1. Microscopic or Atomistic Description 

Microscopic or atomistic models use the density functional theory (DFT) for simulating devices 

at very low scale, in the range of few nm3. The goal of this method is to understand the material structure, 

the ion/atom diffusion processes, the migration mechanisms, the impact of the oxide composition and 

the influence of defects, among other issues. The simulator calculates physical quantities, e.g., energy 

barriers for defect generation and migration, band structure, etc. [Ielmini2017]. An example of a 

simulation result of a Cu/a-SiO2 device is shown in Figure 1.12. 

 

Microscopic or

Atomistic Models

Macroscopic

Models
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Figure 1.12 Example of a microscopic or atomistic model representation of a Cu/a-SiO2 device with the 

description of forming, reset and set processes  [Ielmini2017, Onofrio2015]. 

 

1.3.2. Macroscopic Simulator 

Macroscopic simulators describe the RRAM in terms of differential equations that are solved by numeric 

methods such as Runge-Kutta. As said before, two different approaches can be distinguished: simulators 

based on the finite elements method (FEM) and kinetic Monte Carlo (kMC) algorithms. 

 

1.3.2.1. Finite Element Method 

 

In the finite element method technique, the device geometry is discretized in a 2D or 3D mesh, and 

transport, heat and Poisson equations are numerically solved with the corresponding boundary 

conditions [Ielmini2017, Lanza2019, Villena2017]. Furthermore, for RRAM simulation, ion migration 

and redox reactions have also to be considered because they determine the conductive filament evolution 

[Panda2018]. 

 

The device is biased with a voltage 𝑉𝑅𝑅𝐴𝑀. Each grid point (𝑥, 𝑦, 𝑧) is characterized by physical 

local properties, such as: potential 𝜑, temperature  , thermal conductivity 𝐾𝑡ℎ, thermal lateral 

dissipation ℎ and electric conductivity 𝜎. 

 

The ion-migration current density 𝐽𝐷, in general, is given by the combination of the drift current 

density, 𝐽𝐷𝑟𝑖𝑓𝑓, and the diffusion current density, 𝐽𝐷𝑖𝑓𝑓  

 

𝐽𝐷 = 𝐽𝑑𝑖𝑓𝑓 + 𝐽𝑑𝑟𝑖𝑓𝑡 = −𝐷∇𝑛𝐷 + 𝜇𝐸𝑛𝐷 (1.33) 

 

where 𝑛𝐷 is the ionized defect concentration, 𝐷 is the ionic diffusion coefficient, E is the applied electric 

field, and 𝜇 is the ionic mobility. The ion diffusivity 𝐷 is thermally activated following the Arrhenius 

law (1.34) [Nardi2012], while the ion mobility 𝜇 depends on the ionic diffusion coefficient 𝐷 according 

to Einstein relation, equation (1.35) [Larentis2012]. 

𝐷 = 𝐷0𝑒
−
𝐸𝐴
𝑘𝑏𝑇 (1.34) 

𝜇 =
𝑞𝐷

𝑘𝑏 
 (1.35) 

where   is the temperature, 𝐷0 is a pre-exponential factor, 𝐸𝐴 is the energy barrier for hopping transport, 

𝑘𝑏 is the Boltzmann constant and 𝑞 is the electron charge. 
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The electrical conductivity 𝜎 at each (𝑥, 𝑦, 𝑧) point in the device depends on the local defect 

concentration 𝑛𝐷, which is usually dependent on the temperature according to the Arrhenius law 

[Larentis2012], 

𝜎 = 𝜎0𝑒
−
𝐸𝐴𝐶
𝑘𝑏𝑇 

 
(1.36) 

where 𝜎0 is a pre-exponential factor and 𝐸𝐴  is the activation energy for the electrical conduction. 

 

The temperature at each (𝑥, 𝑦, 𝑧) point in the device is described by the Fourier heat equation given 

by [Panda2018, Russo2009]. 

−𝛻 × (𝐾𝑡ℎ𝛻 ) = 𝜌𝐽
  (1.37) 

 

Where 𝐾𝑡ℎ is the thermal conductivity, 𝐽 is the current density and 𝜌 is the electrical resistivity. If the 

CF is metallic-like for the charge conduction, the following thermal dependence is assumed 

[Russo2009]: 

 

𝜌 𝐹( ) = 𝜌 𝐹0[1 + 𝛼( −  0)] (1.38) 

 

 

where 𝛼 is the temperature coefficient and 𝜌 𝐹0 is the value of the resistivity at room temperature,  0. 
 

The evolution of ionized defects concentration, 𝑛𝐷, is determined by the continuity equation for the 

drift-diffusion [Larentis2012], 

 

𝜕𝑛𝐷
𝜕𝑡
= ∇ × (𝐷∇𝑛𝐷 − 𝜇𝐸𝑛𝐷) 

 
(1.39) 

 

Figure 1.13  Example of FEM simulation of a TiN/HfOx/TiN bipolar RRAM device. a) Measured and simulated 

I-V curve; b) concentration of defects in the HLR; c) concentration of defects in the LRS [Ielmini2017, 

Larentis2012]. 

 

1.3.2.2. Kinetic Monte Carlo Simulators 

 

Kinetic Monte Carlo (kMC) simulators take into account the number and position of defects, 

vacancies or ions and treat them individually following a Monte Carlo approach [Ielmini2017, 

Lanza2019]. The main difference with respect to FEM simulators is that kMC simulators can describe 

current fluctuations and the forming process, while FEM simulators describe an averaged behavior 

[Lanza2019]. 

 

a) b) c)
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For example, in kMC simulators of VCMs, the generation, migration and recombination of oxygen 

vacancies play a crucial rule in the device operation [Lanza2019]. The oxygen vacancy generation rate 

𝐺 is modelled by an exponential function of the temperature and electric field 𝐹 given by [Ielmini2017]: 
 

𝐺(𝑥, 𝑦, 𝑧) = 𝜈 𝑒
−
𝐸𝐴(𝑥,𝑦,𝑧)−𝑏𝐹(𝑥,𝑦,𝑧)

𝑘𝑏𝑇(𝑥,𝑦,𝑧)  

 
(1.40) 

where 𝜈 is the particle vibration frequency, 𝑏 is the bond polarization factor, 𝑘𝑏 is the Boltzmann 

constant, and 𝐸𝐴 is the defect formation effective energy at 𝐹 =  0. The increase of oxygen vacancies 

results in an increase of trap assisted tunneling current. 

 

Figure 1.14 shows an example of a kMC simulation employed to model a HfOx bipolar RRAM device 

following a 2D approach [Yu2011d, Ielmini2017]. 

 
 

 

Figure 1.14  Example of kMC model simulation of a 10 nm HfOx bipolar RRAM device a) Initial pristine state b) 

percolation paths created after the forming process c)  gap produced between the bottom electrode and the tip of 

conductive filament as a consequence as a consequence of a reset process, d) percolation paths created by a positive 

applied voltage with a compliance current of 100µA [Yu2011d, Ielmini2017]. 

 

1.3.3. Memristor Compact Modelling 

Modeling of memristors is a key issue in circuit computer-aided design (TCAD). The previous 

models provide different degrees of accuracy and physical description at the simulation level. In general, 

a more detailed description implies more computational cost. In some applications, in which the number 

of devices to simulate is large (for example in a cross-bar architecture of a Kbit or Gbit memory), 

analytical simple models are required. These models must have very low computational cost and they 

should be able to work on standard electrical simulators. These models are named compact models if 

they provide a consistent simulation solution for circuit design [Ielmini2017, Lanza2019, Villena2017].  

a) b)

c) d)
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Compact models provide support to designer of circuits including RRAMs, with a reduced set of 

equations that describe the device switching characteristics: set/reset voltages and LRS and HRS 

resistances [Lanza2019, Ielmini2017]. 

 

Different review papers of published compact models can be found in references [Lanza2019, 

Lekshmi2019, Panda2018, Villena2017, Zha2017]. Most of these reviews propose a compact model 

classification based on two groups: empirical or phenomenological and physically based.  

1.4. Applications and Circuits 

A large amount of circuits and applications have been reported using memristors. Generally, in the 

context of analog applications, the term memristor is employed to name the device. However, in the 

field of digital applications, the term RRAM is widely used, taking into consideration that, as explained 

at the introduction, the RRAM are a particular case of memristors. 

 

Mazumder et al. presented (Fig. 1 in [Mazumder2012]) a taxonomy of the memristor applications, 

a classification graph that divided the application of memristors in a primary level, formed by discrete 

elements and cross bar configurations. The second level of this classification includes analog and digital 

applications reported for the two previous groups (discrete or cross-bar), see Figure 1.16 for an uptated 

taxonomy. 

 

In the next sections, we are going to describe the most representative circuits grouped in digital or 

analog applications.  

 

 

1.4.1. Digital Applications 

The main use of memristors in digital applications is as non-volatile memories. Ielmini et al. 

[Ielmini2015] and Yu et al. [Yu2014] showed a pyramidal memory hierarchy with relative data about 

size, access cycles, speed and cost. On the other hand, Figure 1.15 shows a memory hierarchy of typical 

von-Neumann computer system architectures [Wong2015]. This architecture may be inefficient when 

the memory is used intensely. In fact, access to memory is a bottleneck for computing system 

performance [Yu2014]. 

 

Chen [Chen2016] reported digital applications for implementing different levels of this hierarchy 

by emerging NVM technologies. For example, L2/L3 cache could be implemented by STTRAMs 

instead of SRAMs or DRAMs, and the external memory by RRAMs instead of Flash memories. 

 

 

 

Figure 1.15 Memory hierarchy diagram of typical von-Neumann computer architectures. Data about speed, CPU 

cycles and size are provided [Wong2015]. 
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In the NVM realm, various prototypes of RRAM memory chips have been fabricated and reported in 

the literature. Among them, the following can be highlighted: 

 

• Fackenthal et al. [Fackenthal2014] and Zahurak et al. [Zahurak2014], reported a 16Gbits 

memory using a 27nm CMOS process and a Cu-based/oxide. They obtained a 1GB/s read 

throughput and a 200MB/s write speed. 

• Ma et al. [Ma2015] reported a 16Mbits RRAM array based on a HfOx/CMO device with a 

130nm CMOS process technology. 

• Other memory circuits can be found in references [Symanczyk2007], [Sheu2009], 

[Chevallier2010], [Kawabata2010], [Yi2011], [Otsuka2011], [Sheu2011], [Kawahara2012], 

[Chang2012], [Lee2012], [Liu2013], [Liu2014] and [Pan2015]. 

 

Two reviews of RRAM memory prototypes can be found in: 

 

• Table 1 in [Ielmini2016] shows a summary of RRAM prototypes from year 2010 to 2015.  

• Figure 11 in [Chen2016] shows a graph with a summary of industry test chips for different 

emergent technologies (PCM, STTRAM and RRAM). They are compared in terms of capacity 

versus year (from 2003 to 2015) and considering the technological node used. The emerging 

memory with more capacity reported up to date is the 32Gbits SanDisk/Toshiba implemented 

in a 24nm node CMOS technology with RRAMs. 

 

Furthermore, some examples of multi-levels memories have been also published in the context of 

RRAMs: 

 

• Chen et al. [Chen2015] reported a simple one selector one resistor (1S1R) array structure with 

prevention of the sneak current path. 

• Emara et al. [Emara2014] reported a one transistor two memristor differential memory cell that 

presents the capability of multilevel operation with 2 bits stored in each RRAM cell. 

• Chien et al. [Chien2010] reported a four level (2bits) memory based on RTO WOx unipolar 

RRAM devices. 

• Ma et al. [Ma2016] reported a seven levels memory based on a HfOx/TiOx/HfOx/TiOx multilayer 

RRAM. The levels are obtained by means of different pulse amplitudes with the same duration.  

 

 

Apart from the use of memristors as memories, other digital applications are found in the literature, 

such as:  

 

• Programmable logic circuits [Rose2012]. 

• Non-Volatile FPGAs [Gaillardon2012]. 

• Content addressable memories [Eshraghian2011]. 

• Logic gates:  

o Implication logic [Kim2011, Bickerstaff2010, Lehtonen2009]. 

o Threshold logic [Rajendran2010]. 

o Normally-off Logic Based on Resistive Switches [Balatti2015]. 

• Nonvolatile ternary content-addressable-memory (nvTCAM) 3T1R [Chang2017, Chang2015], 

4T2R [Chang2016b] [Huang2014]. 

• RRAM-based 7T1R nvSRAM using HfOx RRAM and a 90nm CMOS process [Lee2015b]. 

 

Finally, Wu et al. [Wu2019] reported a microcontroller made with a 130nm silicon CMOS process, 

with a RRAM instruction memory of 12Kbyte, a RRAM data memory of 4Kbyte and 8Kbyte of SRAM. 

The chip was designed for multibit operation and it was able to store five resistance levels in each cell. 

It was used for control, machine learning and cryptography applications. 
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1.4.2. Analog Applications. 

Some review studies on analog applications and circuits with RRAMs can be found in the following 

papers: 

 

• [Chen2016] presented and summarized emerging memories technologies (PCM, STTRAM, 

FeFET and RRAM), distinguishing two kinds of analog categories: neuromorphic applications 

and hardware security. 

• Carboni et al. reviewed the current state of the art regarding hardware security [Carboni2019], 

and provided an overview of security applications: pseudo-true random number generator 

(PRNG) and true random number generator (TRNG) as hardware primitives for providing 

secret keys for physical unclonable functions (PUF); and neuromorphic and stochastic 

computing systems where memristors act as a source of entropy.  

 

1.4.2.1. General Purposes Analog Memristor Circuits 

 

Some analog applications have been reported in the literature: 

 

• Chaotic circuits [Xiong2016, Zhao2016, Vaidyanathan2015, Lu2014, Chua2014, Sun2013b, 

Li2013b, Wen2013, Buscarino2012, Muthuswamy2010, Driscoll2011, Iu2011a, Wen2011, 

Bao2011, Lehtonen2010a, Muthuswamy2010b, Muthuswamy2009]. 

• Programmable resistors [Shin2009]. 

• Oscillator [Itoh2008]. 

• Analog filters [Ascoli2013, Wang2009, Corinto2012, Iu2011b, Driscoll2010]. 

• Programmable gain amplifiers [Sangho2011, Shin2011, Pershin2010b]. 

• RF switches [Gregory2015]. 

• Receivers for ultra-wide band wireless systems [Witrisal2009a, Witrisal2009b].  

• Image encryption [Yang2015, Duan2013, Lin2010, Lin2009] and image processing [Shim2016, 

Secco2016]. 

• Nanofabricated wires for biosensing purposes [Carrara2012, Sacchetto2011]. 

• Programmable threshold comparators and Schmitt triggers [Pershin2010b]. 

 

1.4.2.2. Neuromorphic Circuits 

 

Neuromorphic circuits emulate the behavior of biologic nervous systems. Specifically, memristor 

behavior is analogous to synaptic plasticity. Therefore, in the last years, a great amount of neuromorphic 

circuits based on memristors have been published. Among them, the following can be cited:  
 

• Neuromorphic circuits: [Milo2019, Chang2016, Chang2013, Kosta2011, Yu2012, Yu2011, 

Shi2011, Pershin2010, Pershin2009]. 

• Artificial synapses: [Indiveri2013, Waser2007, Pershin2010, Ambrogio2016]. 

• Cellular nonlinear networks: [Lehtonen2010b]. 

 

1.4.2.3. In-Memory Processing Memristor Circuits 

 

Other kind of analog circuits (named in-memory processing designs) are related to non-Von 

Neumann architectures. For example, the following applications can be cited: 

 

• Song et al. [Song2018] used RRAMs to build blocks to perform matrix-vector multiplications 

in an accelerating graph processing (named GraphR). 

• Kvatinsky et al. [Kvatinsky2014] described the IMPLY logic based on memristors and with this 

logic primitive, they implemented an 8 bits full adder. 
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• Bojnordi et al. [Bojnordi2017] used RRAMs in a Boltzmann machine, which is a parallel 

computational model capable of solving a broad class of combinatorial optimization problems 

and deep learning. 

• Shafiee et al. [Shafiee2016] presented “ISAAC”, an architecture that uses memristors in a cross-

bar array to store input weights of convolutional neural networks. 

• Song et al. [Song2017] presented “PipeLayer”, an architecture based on a RRAM array 

accelerator for deep learning.  

• Qiao et al. [Qiao2018] presented “Atomlayer”, an architecture based on a RRAM crossbar 

accelerator for deep neural networks (DNNs). The ReRAM crossbar is employed to perform 

vector-matrix multiplication in the analog domain. 

• Pedró et al. [Pedro2019] proposed a Self-Organizing Neural Network based on a crossbar 

architecture of TiN/Ti-HfO2-W devices under a fully unsupervised training.  

 

1.4.2.4.  Circuits for Cryptographic Purposes 

 

True random number generators are an essential component of cryptographic hardware. They are 

used, for example, for generating keys in mobile phones or Internet of Things (IoT) devices 

[Huang2012], smart cards [Liu2016], radio frequency identification (RFID) applications 

[Balachandran2008] or in data encryption for secure communication systems [Huang2012, Yang2015]. 

 

The entropy source of random number generator could be based on thermal noise [Chen2015], 

phase jitter [Liu2016, Balachandran2008], trapping and detrapping processes in oxide defects 

[Brederlow2006, Fujita2004], and random telegraph noise (RTN) in resistive memories [Arumi2016, 

Wei2016]. 

 

To conclude this section, Figure 1.16 shows a taxonomy of memristor applications in digital and 

analog contexts (updated from [Mazumder2012]). 
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Figure 1.16 Taxonomy of memristor applications (updated from reference [Mazumder2012]).  
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Chapter 2. Modeling of Conductive Bridge 

RRAMs 

2.1. Introduction 

 

This chapter reviews the two main models of conductive bridge RRAMS previously described in 

the literature and presents a new model, named UGR-CB. 

 

The IM2NP model assumes that the dynamic evolution of the conductive filament (CF) is based 

on redox chemical reactions in the surface between the insulator and the CF. The conductive filament is 

described as a resistor with cylindrical shape, heated by the current by Joule effect. In addition to the 

current through the CF, a trap assisted current component through the oxide layer is also assumed 

[Bocquet2013, Bocquet2014b]. 

 

The IM2NP-EF model is similar to IM2NP, but it includes an electroforming process described by 

an intermediate switching sub-oxide layer represented geometrically by a cylinder with an electrical 

conductivity greater than the electrical conductivity of the oxide in the pristine state [Bocquet2014]. 

 

The new model for bipolar RRAMs, UGR-CB, has been developed and implemented in Verilog-

A code within ADS circuit simulator. The model is based on redox and diffusion processes and describes 

in detail the physics behind the filamentary resistive switching mechanisms in the CB-RRAMs under 

study. It assumes truncated-cone shaped filaments as a close but simple representation of the real 

conductive filament geometry. A detailed thermal approach has been developed: instead of an unique 

temperature for describing the thermal state of the filament, two temperatures have been considered to 

achieve a better thermal description of the conductive filament. One temperature is linked to the 

narrowest part of the CF, where the rupture process takes place. The other one describes the thermal 

state of the main part (the widest part) of the CF body [González-Cordero2016a]. 

 

Current measurements in DC and pulsed voltage regimes in Ti/ZrO2/Pt RRAM devices have been 

used in order to tune and validate the model. The model results show a good agreement with 

experimental data. The flexibility of the model is illustrated by a simulation of a device with multiple 

conductive filaments. And finally, the potential application of the devices as memories is tested by 

means of the simulation of a 1T1R memory cell. 

 

 

 

 



Chapter 2. Modeling of Conductive Bridge RRAMs 

 

28 

2.2. Compact Model of Bipolar CB-RRAM (IM2NP) 

This compact model was proposed by Bocquet et al. [Bocquet2013, Bocquet2014b] and it uses a 

physically based macroscopic approach for redox memories, which covers Conductive Bridge RAM 

(CBRAM) and Oxide Resistive RAM (OxRAM) bipolar devices.  

 

 

The CF is represented by a cylinder that connects the top electrode with the bottom electrode 

through the insulator (see Figure 2.1). Its radius, 𝑟 𝐹, is the internal variable that determines the CF 

state and it is changed according to the rates of the redox processes. The conduction in the CF is assumed 

to be ohmic. Therefore, electrical conductivities of the CF and the surrounding oxide are considered, 

𝜎 𝐹 and 𝜎𝑂𝑥, respectively. 

 

 

Figure 2.1 a) Three-dimensional view of the cylindrical structure of the CF assumed by the IM2NP model. The 

creation/destruction of the CF in the TMO depends on the kinetics of the redox processes. b) Geometrical 

parameters involved in the model. c) Thermal representation of the CF. d) Electrical sub-circuit used for 

implementing the IM2NP model. 

 

Initially 𝑟 𝐹 ≈ 0 and the device is in the HRS. The conduction mechanism in the oxide is described 

by a generalized function for describing trap assisted tunnel current through the oxide, 𝐼𝑂𝑥, (equation 

(1.28)) in the IM2NP model [Bocquet2013] 

 

𝐼𝑂𝑋 = 𝐴𝐻𝑅𝑆 · 𝑆 𝑒𝑙𝑙 · (
𝑉𝑐𝑒𝑙𝑙
𝐿𝑥
)
𝛼𝐻𝑅𝑆

 (2.1) 

Where 𝐴𝐻𝑅𝑆 and 𝛼𝐻𝑅𝑆 are fitting parameters, 𝑆 𝑒𝑙𝑙 is the area of the device, 𝑉 𝑒𝑙𝑙 is the applied voltage 

between the top and the bottom electrode and 𝐿𝑥 is the oxide thickness. This current component only 

depends on the applied voltage 𝑉𝑐𝑒𝑙𝑙 at simulation time. It is dominant in the HRS, but negligible in the 

LRS. In the circuital representation of the model (see Figure 2.1 d), it corresponds to the current source, 

𝐼𝑂𝑋. 
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An ohmic conduction mechanism is assumed in the LRS, with and equivalent resistance 𝑅𝑒𝑞 that 

takes into account the region formed by the CF (bounded by the radius 𝑟 𝐹 and with an electrical 

conductivity 𝜎 𝐹) and the surrounding oxide region (until the radius 𝑟 𝐹𝑚𝑎𝑥, with electrical conductivity 

𝜎𝑂𝑥). More details can be found in Appendix B.1. Therefore, the current in the device can be calculated 

as [Bocquet2013, Bocquet2014b] 

 

𝐼 𝐹 =
𝑉𝑐𝑒𝑙𝑙
𝑅𝑒𝑞
=
𝑉𝑐𝑒𝑙𝑙
𝐿𝑥
[𝑟 𝐹
 · 𝜋 · ( 𝜎 𝐹 − 𝜎𝑂𝑥) + 𝑟 𝐹𝑚𝑎𝑥

 · 𝜋 · 𝜎𝑂𝑥]  (2.2) 

At simulation time, this current component depends on the applied voltage 𝑉𝑐𝑒𝑙𝑙 and the CF radius, 

𝑟 𝐹. The other parameters are constant: geometrical parameters (𝐿𝑥, 𝑟 𝐹𝑚𝑎𝑥) as well as electrical 

properties of the device materials (𝜎 𝐹 , 𝜎𝑂𝑥). In the sub-circuit representation (see Figure 2.1 d), this 

current is calculated by the dependent current source 𝐼 𝐹. 

 

 

The size of the CF (𝑟 𝐹) depends on the electrochemical oxidation/reduction rates at the interface 

between the CF and the surrounding oxide. It is governed by the Butler-Volmer equation [Oldham2011, 

Bard2001, Allen2002]. The SET process begins when the CF is increased by a dominant electrochemical 

reduction rate, described by the next equation [Bocquet2013, Bocquet2014b] 

 

1

𝜏𝑅𝑒𝑑
= 𝐴𝑅𝑒𝑑𝑂𝑥 · 𝑒

−
𝐸𝑎−𝑞·𝛼𝑅𝑒𝑑·𝑉𝑐𝑒𝑙𝑙

𝑘𝑏𝑇  (2.3) 

 

On the other hand, the RESET process occurs when the CF is narrowed down by a dominant 

electrochemical oxidation rate described by the following equation [Bocquet2013, Bocquet2014b], 

 

 

1

𝜏𝑂𝑥
= 𝐴𝑅𝑒𝑑𝑂𝑥 · 𝑒

−
𝐸𝑎 𝑞·𝛼𝑂𝑥·𝑉𝑐𝑒𝑙𝑙

𝑘𝑏𝑇  (2.4) 

 

In these equations, 𝜏𝑅𝑒𝑑  (𝜏𝑂𝑥) is the time constant for the electrochemical reduction (oxidation) 

rate, 𝐴𝑅𝑒𝑑𝑂𝑥 is the nominal redox rate, 𝐸𝑎 is the activation energy, 𝑞 is the electron charge, 𝛼𝑅𝑒𝑑 and 

𝛼𝑂𝑥 are the transfer coefficients (with values between 0 to 1), 𝑘𝑏 is the Boltzmann constant,   is the 

device temperature and 𝑉𝑐𝑒𝑙𝑙 is the applied voltage. Note that electrochemical reduction/oxidation rates 

depend on the applied voltage (𝑉𝑐𝑒𝑙𝑙) and the local CF temperature ( ). In this simple thermal model we 

assume that the device temperature is the same than the CF temperature.The sign of the applied voltage 

in expression (2.3) and (2.4) makes one of the processes dominate over the other one. See Appendix 

B.3. for more details. 

 

The rate of the CF radius change is calculated by means of the next equation [Bocquet2013, 

Bocquet2014b] 

 

𝑑𝑟 𝐹(𝑡)

𝑑𝑡
=
𝑟 𝐹𝑚𝑎𝑥 − 𝑟 𝐹(𝑡)

𝜏𝑅𝑒𝑑
−
𝑟 𝐹(𝑡)

𝜏𝑂𝑥
 (2.5) 

In order to increase the simulator efficiency, a recursive equation in terms of 𝑟 𝐹 is used (See 

Appendix B.5. for details) 

 

𝑟 𝐹𝑖+1 = (𝑟 𝐹𝑖 − 𝑟 𝐹𝑚𝑎𝑥 ·
𝜏𝑒𝑞
𝜏𝑅𝑒𝑑
) 𝑒−𝛥𝑡/𝜏𝑒𝑞 + 𝑟 𝐹𝑚𝑎𝑥 ·

𝜏𝑒𝑞
𝜏𝑅𝑒𝑑

 (2.6) 
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Where 𝜏𝑒𝑞 is defined as, 

𝜏𝑒𝑞 =
𝜏𝑅𝑒𝑑 · 𝜏𝑂𝑥
𝜏𝑅𝑒𝑑 + 𝜏𝑂𝑥

 (2.7) 

 

The redox kinetic block in the IM2NP model is implemented with the equations (2.3), (2.4), (2.6) 

and (2.7) (see Figure 2.1 d). 

 

The temperature evolution inside the cylinder-shaped CF is calculated by solving the heat equation 

[Bocquet2013, Bocquet2014b]  

𝜎𝑒𝑞 ·  
 = −𝐾𝑡ℎ

𝜕  (𝑥)

𝜕𝑥 
 (2.8) 

Where 𝜎𝑒𝑞 is the equivalent electrical conductivity (see appendix B.1. for details),   is the electric 

field applied,  (𝑥) is the temperature across the 𝑥 axis defined in the Figure 2.1 c), and 𝐾𝑡ℎ is the 

thermal conductivity. With boundary conditions  (0) =   (𝐿𝑥) =  0 is determined the location of 𝑥 

that corresponds to maximum temperature (T(𝑥) =  𝑚𝑎𝑥  𝑤ℎ𝑒𝑛 𝑥 = 𝐿𝑥/2), and this is used to thermally 

characterize the device [Bocquet2013, Bocquet2014b] (see appendix D.3. ). 

 

 𝑚𝑎𝑥 =  0 +
𝑉𝑐𝑒𝑙𝑙
 

8 · 𝐾𝑡ℎ
·  𝜎𝑒𝑞 (2.9) 

𝜎𝑒𝑞 = (𝜎 𝐹−𝜎𝑂𝑥)
𝑟 𝐹
 

𝑟 𝐹𝑚𝑎𝑥
 + 𝜎𝑂𝑥 (2.10) 

Where  0 is the room temperature. At simulation time, the temperature depends on the applied voltage 

(𝑉𝑐𝑒𝑙𝑙) and the CF radius (𝑟 𝐹). The other parameters are constant: geometrical parameter, 𝑟 𝐹𝑚𝑎𝑥, 
electrical properties (𝜎 𝐹, 𝜎𝑂𝑥) and thermal characteristics (𝐾𝑡ℎ,  0) of the device. The thermal block in 

the IM2NP is implemented by means of equations (2.9) and (2.10) (see Figure 2.1 d) 

 

The IM2NP model is fully compatible with electrical simulators based on SPICE. Figure 2.1d) 

shows the model block diagram. Only two current sources are needed: 𝐼𝑂𝑥 is an independent current 

source and 𝐼 𝐹 is a current source that depends on the radius, 𝑟 𝐹, as explained above. The two 

subcircuits employed are: the thermal block that is electrically activated (𝑉𝑐𝑒𝑙𝑙) and depends on the CF 

radius (𝑟 𝐹) and provides the CF temperature ( ), and the redox kinetic block that is electricaly activated 

(𝑉𝑐𝑒𝑙𝑙) and depends on the CF temperature ( ), and calculates the CF radius (𝑟 𝐹) at every time. 

 

Figure 2.2 shows the simulation results obtained by the IM2NP model implemented in SPICE when 

a ramped voltage is applied to the device. The initial state of the device is the HRS (the current is low 

and 𝑟 𝐹 is close to 0.25nm). When the voltage is increased the set process begins, the temperature 

increases and the radius 𝑟 𝐹 reaches the maximum value (4nm in this example), and the device state 

changes to LRS, while the current goes up. If the voltage polarity is reversed, the reset process is 

triggered and the CF radius decreases as well as the device current. 
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Figure 2.2 a) Triangular applied voltage. IM2NP model implemented in SPICE has been used in order to calculate: 

b) current versus time response, c) transient evolution of internal variable rCF, d) evolution of CF temperature, T, 

and e) semi logarithmic I-V curve. 

2.3. Compact Model of CBRAM with Electroforming Process (IM2NP-EF) 

Bocquet et al. introduced the electroforming process in the model described previously 

[Bocquet2014]. The cell structure is shown in the Figure 2.3 a). The IM2NP-EF model assumes a pristine 

oxide layer in an initial resistance state (IRS) with very low electric conductance. The electroforming 

process creates progressively a cylinder with radio 𝑟 𝐹𝑚𝑎𝑥 between the TE and the BE, named 

switchable sub-oxide, with a conductivity 𝜎𝑂𝑥 that stimulates the creation/destruction of the CF. Finally, 

a second cylinder with radio 𝑟 𝐹 (used as an internal variable) and electrical conductivity 𝜎 𝐹 ≫ 𝜎𝑂𝑥 
emulates the region where RS takes place. Figure 2.3 b) shows the sub circuit diagram of the IM2NP-

EF model with electroforming process. 

 
Figure 2.3 a) Cross section of a RRAM device, showing an sketch of the main components considered by the 

IM2NP-EF model: oxide region (pristine oxide, conductive filament and switchable sub-oxide), path currents 

(Ipristine, ISub-ox and ICF), main geometric dimensions (rwork, rCFmax, rCF and Lx), electrical conductivities (σCF and σOx) 

and the time constants of the electrochemical proccesses (τRed, τOx, τForm) that determine the time evolution of the 

radii rCF and rCFmax. b) Sub-circuit diagram of the IM2NP-EF model with electroforming process. 

 

In a fresh device the model assumes that the rate of change of 𝑟 𝐹𝑚𝑎𝑥 is expressed as 

[Bocquet2014] 
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𝑑𝑟 𝐹 𝑎𝑥
𝑑𝑡

=
𝑟𝑤𝑜𝑟𝑘 − 𝑟 𝐹 𝑎𝑥
𝜏𝐹𝑜𝑟𝑚

 (2.11) 

where 𝑟𝑤𝑜𝑟𝑘 is the maximum radio admitted in the electroforming process and  𝜏𝐹𝑜𝑟𝑚 is defined by the 

equation [Bocquet2014] 

𝜏𝐹𝑜𝑟𝑚 = 𝜏𝐹𝑜𝑟𝑚0 · 𝑒
𝐸𝑎𝐹𝑜𝑟 −𝑞·α·𝑉𝑐𝑒𝑙𝑙

𝑘𝑏𝑇  (2.12) 

where 𝜏𝐹𝑜𝑟𝑚 is the electroforming rate, 𝐸𝑎𝐹𝑜𝑟𝑚 is the electroforming activation energy , 𝜏𝐹𝑜𝑟𝑚0 is the 

pre exponential forming rate and α is the transfer coefficient (with values between 0 to 1). 

 

Solving the differential equation (2.11) in a recursive way, the following equation in terms of 

𝑟 𝐹 𝑎𝑥  is obtained, 

𝑟 𝐹 𝑎𝑥𝑖+1 = (𝑟 𝐹𝑚𝑎𝑥𝑖 − 𝑟𝑤𝑜𝑟𝑘)e
−Δ𝑡/𝜏𝐹𝑜𝑟 + 𝑟𝑤𝑜𝑟𝑘 (2.13) 

The current that flows into the switching sub-oxide layer is determined by the resistance of the 

hollow cylinder delimited by the radii 𝑟 𝐹𝑚𝑎𝑥 and 𝑟 𝐹 (see Figure 2.3 a) and whose height is given by 

the oxide thickness 𝐿𝑥. Taking into account the electrical conductivity 𝜎𝑂𝑥, this current can be expressed 

as [Bocquet2014] 

𝐼𝑆 𝑏−𝑂𝑥 =  · 𝜋 · 𝜎𝑂𝑥 · (𝑟 𝐹𝑚𝑎𝑥
 − 𝑟 𝐹

 ) (2.14) 

 

where    is the electric field applied between the top and bottom electrodes,  

 =
𝑉𝑐𝑒𝑙𝑙
𝐿𝑥
  (2.15) 

The current component through the CF is determined by a cylindrical resistance with radio 𝑟 𝐹 and 

height 𝐿𝑥, and electrical conductivity 𝜎 𝐹 [Bocquet2014]: 

𝐼 𝐹 =  · 𝜋 · 𝜎 𝐹𝑟 𝐹
   (2.16) 

The pristine current component is assumed to be linked to tunnel conduction mechanisms and it is 

calculated by [Bocquet2014]: 

𝐼𝑃𝑟𝑖𝑠𝑡𝑖𝑛𝑒 = 𝑆 𝑒𝑙𝑙 · 𝐴 ·  
 𝑒−𝐵/𝜉   (2.17) 

where 𝑆 𝑒𝑙𝑙 is the device area and 𝐴 and 𝐵 are defined as [Bocquet2014]: 

𝐴 =
𝑚𝑒 . 𝑞

3

8 · 𝜋 · ℎ · 𝑚𝑒
𝑜𝑥 · 𝜙𝑏

  (2.18) 

and 

𝐵 =

{
 
 

 
 8𝜋√2𝑚𝑒

𝑜𝑥

3ℎ𝑞
[𝜙𝑏
3/ 
− (𝜙𝑏 − 𝑞𝐿𝑥 )

3/ ] 𝑖𝑓 𝜙𝑏 ≥ 𝑞𝐿𝑥 

8𝜋√2𝑚𝑒
𝑜𝑥

3 · ℎ · 𝑞
𝜙𝑏
3/ 
                                       𝑖𝑓 𝜙𝑏 < 𝑞𝐿𝑥 

  (2.19) 

where 𝑚𝑒 is the effective electron mass in the electrode, 𝑚𝑒
𝑜𝑥 is the effective electron mass into the 

oxide layer, ℎ is the Planck constant and 𝜙𝑏 is the metal-oxide barrier height. 

 

The equivalent electrical conductivity is reformulated taking into account the new oxide regions, 

and it is expressed as [Bocquet2014] (See Appendix B.2. for details) 

 

𝜎𝑒𝑞 = 𝜎 𝐹 ·
𝑟 𝐹
 

𝑟𝑤𝑜𝑟𝑘
 + 𝜎𝑂𝑥 ·

𝑟 𝐹𝑚𝑎𝑥
 − 𝑟 𝐹

 

𝑟𝑤𝑜𝑟𝑘
  (2.20) 
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Table 2.I summarizes the equations of the IM2NP-EF compact model with electroforming process, 

implemented following the circuit diagram of Figure 2.3. 

Table 2.I Summary of equations of the CB-RRAM compact model with electroforming process  

Block Equations Comment 

Redox kinetic block (2.3),(2.4) now 𝛼𝑅𝑒𝑑 = 𝛼 𝑎𝑛𝑑 𝛼𝑂𝑥 = 1 − 𝛼 

Forming kinetic block (2.12), (2.13)  

Thermal block (2.9),(2.20) new equivalent electrical conductivity 

Depended source current 𝑰𝑪𝑭 (2.16),(2.15)  

Depended source current 𝑰𝑺𝒖𝒃−   (2.14),(2.15)  

Source current 𝑰  𝒊𝒔𝒕𝒊𝒏  (2.17),(2.15),(2.18),(2.19)  

2.4. New Bipolar CB-RRAM Compact Model (UGR-CB) 

González-Cordero et al. presented a new compact model (UGR-CB) implemented in Verilog A 

code with ADS circuit simulator for Bipolar CB-RRAMs [González-Cordero2016a]. The main 

characteristics of this model are: 

1. The CF evolution in our model is based on the description of redox chemical reactions by 

means of the Butler-Volmer equation [Allen2002, Oldham2011, Bard2001, Bocquet2013, 

Bocquet2014, Bocquet2014b] that modifies the geometrical shape of the CF behind the 

operation of the modeled RRAM. 

 

2. The CF shape is based on a truncated-cone [Lee2015, Villena2014, Wu2013, Kwon2010] with 

two variable radii (top 𝑟 𝐹𝑇  and bottom 𝑟 𝐹𝐵), which vary independently depending on the 

applied voltage and the thermal state of the filament. 

 

3. The CF temperature in our model is computed analytically after solving the heat equation in 

an equivalent simplified structure, taking into account Joule heating and lateral heat dissipation 

(Villena2013). Our approach considers two relevant temperatures,   𝐹𝑇  and   𝐹𝐵 , in order to 

describe the thermal behavior of the filament. More details can be found in Appendix D.5.  

 

4. Three current paths are considered by the model: two linear components (resistances 𝑅 𝐹 and 

𝑅𝑂𝑋, which are calculated and described in detail in Appendix C.4.3. and C.4.4. respectively) 

and one nonlinear current contribution, 𝐼𝑂𝑋 [Bocquet2013] (equation (2.1)). 

 

In order to validate the model, we used a fabricated device Ti/ZrO2/Pt RRAM structure with 

100x100µm2 area (details about the devices and their fabrication and measurement processes can be 

found in section A.1. Ti/ZrO2/Pt Device). Two different electrical characteristics were considered in 

order to fit the model:  

1. Hundreds of DC electrical characteristics (I-V curves) measured with a semiconductor 

characterization system (Keithley 4200-SCS). 

 

2. Pulsed operation measured with the help of an Agilent B1525A HV-SPGU pulse generator and 

a Tektronix DPO7140 digital oscilloscope for displaying and recording the pulsed response of 

the device under test.  

 

Finally, once the model was properly calibrated, it was used for simulating a basic 1T1R memory 

cell [Sheridan2011] and a RRAM device with multiple CFs. 

 

This section was published in González-Cordero et al. Semiconductor Science and Technology, 

the accepted preprint paper is presented below. 
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ABSTRACT 

 

A new model for bipolar resistive random-access memories (RRAMs) is presented in this 

manuscript. Redox and diffusion processes are used to describe in detail the physics behind the 

filamentary resistive switching (RS) mechanisms of the RRAMs under study. The model includes 

truncated-cone shaped filaments which are known to be close to the real conductive filament geometry 

and a detailed thermal approach, where two temperatures are considered to describe the rupture process 

at the conductive filament narrowest part and also the main CF body electrical conductivity variations. 

Ti/ZrO2/Pt RRAM devices have been fabricated and measured, the model allowed us to reproduce the 

experimental data for all the cases analyzed. Finally, the model has been implemented in Verilog-A code 

within the ADS circuit simulator, the response of a device to pulsed external voltages within a 

characterization circuit has been simulated obtaining good results when compared with experimental 

measurements. 

 

I. INTRODUCTION 

 

Resistive switching memories (RRAMs) are considered one of the most promising non-volatile 

memory emerging technologies [1-4], along with other technologies such as phase change memories 

(PCM) [5, 6] and Spin-transfer torque RAMs (STT-RAM) [7]. RRAMs show an operation based on 

Resistive Switching phenomena which were first characterized in the sixties [3]. Among other important 

features we can list the following: low program/erase currents, fast speed (switching times ~ 1𝑛𝑠), good 

endurance and retention, viability for 3D memory stacks, ease of integration in the back end of line of 

standard CMOS processes and multilevel cell storage capability [2, 3, 4, 8, 9]. Their potential to 

substitute the main non-volatile memory technology based on flash devices is great, and the previously 

mentioned encouraging characteristics have been obtained for a wide variety of RRAM technologies, 

combining different oxides and electrodes [3, 4]. In addition, the success obtained for single devices 

have also been proved in the arena of complete memory chips [10]. This latter fact shows the real 

potential of this technology for the coming years. 

 

Different resistance states can be measured in RRAMs based on metal oxides. In general, these 

states are connected with filamentary conduction; i.e., linked to the formation and rupture of one or 

several conductive filaments (CFs) [3, 11-16]. A low resistance state (LRS) is achieved if a CF is formed, 

it can be switched to a high resistance state (HRS) by the partial dissolution of the CF (reset). The HRS 

can be turned back again to the LRS through a set process. A deep analysis of the switching mechanisms 

and the physics involved in different RRAMs structures can be found in [3, 4, 9]. 

mailto:jroldan@ugr.es
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As we have pointed out above, successful applications of RRAM devices in the integrated circuit 

terrain have already been reported [10]. In this respect, and in order to go on along this promising path, 

the scientific community has to provide the means to accurately include RRAMs in the circuit design 

with a high number of components. To do so, good circuital models are needed. Apart from a good 

description of the physics behind RS mechanisms, these models have to address the occurrence of 

fluctuations on the characteristics of the different resistive states that lead to device-to-device and cycle-

to-cycle variability [3, 17-20]. The role of thermal effects in their operation needs also to be included 

[21, 22]. 

 

Several SPICE models for RRAM simulation have been reported so far, the following references 

can be counted among them [14, 15, 23-28]. Few of these models for RRAMs include explicitly the 

device temperature as a variable that changes at simulation time [14, 25, 27, 28]. In general, the real 

shape of the CFs in the RRAM models reported above is not considered because of the algebraic 

difficulties that poses the solution of the equations that connect the device electric and thermal behavior 

with the CF dynamics. In fact, only one of the latter references uses filaments including different 

branches [14]; nevertheless, neither set processes nor the CF dynamics were implemented in this latter 

model. In one of these models [27, 28] the CF temperature is calculated at simulation time; however, 

the shape of the CF is assumed to be cylindrical. Although this geometric approximation is reasonable 

from a modeling approach, recent experimental works have shown that real CFs can be better 

approximated if truncated cone shapes were considered [4, 12, 29, 30]. Moreover, since some of the 

mechanisms behind RS are linked to cation or anion migration [3], and also to oxygen vacancies 

migration [4], the CFs could grow either from one electrode (active electrode in some cases) to the other 

(counter electrode) or vice versa; if this is so, a truncated-cone shaped CF seems to be more appropriate 

than a regular cylindrical CF to approximate real CF shapes [3, 4].  

 

In most CFs the rupture is produced in a narrow section because of the self-accelerated process 

[11, 22, 31] that takes place when the temperature rises at the CF narrowing. The temperature rise is due 

to the increase of Joule heating produced by the concentration of current lines at this point. Therefore, a 

reasonable approach from the physical viewpoint would need a description of the temperature all along 

the CF since the thermal behavior at each CF region is essential. Nevertheless, from a circuital model 

viewpoint these description would mean the point-to-point solution of the heat equation for each device 

and this time-consuming scheme has to be discarded if thousands of RRAMs are going to be simulated 

in a standard memory circuit. As pointed out before, some authors have used a single temperature value 

to represent the device thermal behavior. Taking into consideration the complexity of the thermal 

distribution in a RRAM close to the set/reset points [22, 12], a more detailed description would be 

desirable, but accounting for the trade-off of simplicity-accuracy that is always present in circuital 

modeling, for our model we propose the use of two different temperatures: the first one to approximate 

the main CF body that is not destroyed in a reset process (this value allows the calculation of the CF 

main body electrical conductivity variation with temperature), the other to describe the CF narrowing. 

In truncated-cone shaped CFs we could associate these two temperatures with the wide region of the 

truncated cone and the narrow one, as will be shown in the next section.  

 

We have included the characteristics reported above in the model we present here. To do so, we 

extended a previous model [28] to incorporate truncated-cone shaped CFs (including different 

temperatures at each of the CF regions, calculated at simulation time), among other features. We have 

validated our model by comparing with experimental measurement [32]. The differences of this model 

with a simpler model based on cylindrical CFs will be also shown for comparison. 

 

The paper is organized as follows: in section II we describe the experimental devices, in section 

III the model and physics behind it are explained, in section IV the main results are discussed and finally 

some conclusions are drawn in section V. 
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II. DEVICE FABRICATION AND MEASUREMENTS DESCRIPTION 

 

The devices used in this manuscript correspond to Ti/ZrO2/Pt RRAM structures with 100x100 

µm2 area. The bottom electrode (BE) was made of a Ti/Pt layer, later a 15-nm-thick ZrO2 layer was 

grown by ion-beam sputtering and finally a 10/70-nm-thick Ti/Pt layer above the oxide was employed 

as the top electrode (TE). More details in connection with the sample fabrication are given in [32]. 

 

The DC electrical characteristics are shown in Figure 1. They were obtained making use of a 

Keithley4200-SCS semiconductor characterization system, the bias voltage was applied on the TE while 

the BE was grounded. Pulse operation was also analyzed [32] by using an Agilent B1525A HV-SPGU 

pulse generator and a Tektronix DPO7104 digital oscilloscope. 
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Figure 1. Experimental 𝐼–𝑉 curves of 128 continuous set/reset processes in a Ti/ZrO2/Pt RRAM device. 

 

III. MODEL DESCRIPTION 

 

Our model is based on the description of redox chemical reactions by means of the Butler-Volmer 

equation [16, 33, 34]. Starting from this equation the CF evolution can be analyzed in a reasonable 

manner. As we pointed out in the previous section, the creation and destruction mechanisms that lead to 

RS switching [2, 3] are implemented to account for the evolution of the CFs. In our case, we take into 

consideration the CF dynamics at the regions close to the two interfaces between the CF and the 

electrodes. 

 

The structure simulated is described in Figure 2. We assume a truncated-cone shaped CF in the 

device and, therefore, consider that the radius (𝑟 𝐹𝑇) of the interface with the top electrode is always 

higher than the other radius, 𝑟 𝐹𝐵(corresponding to the interface between the filament and the bottom 

electrode). No particular assumptions are considered at the modeling level in relation to the orientation 

of the truncated cone; in this respect, it could be turned upside down to fit the particularities of other 

RRAMs if the model is used in another context. For the reset condition a null bottom radius is 

considered; in this respect, no variation of the vertical dimension of the CF is taken into consideration, 

i.e., no reduction of the truncated-cone height is assumed to leave a gap between the filament tip and the 

electrode. We have followed the results and numerical approaches of previous references [11, 12, 16, 

14, 27, 28] to consider this simulation scheme. 
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Figure 2. a) Schematic diagram of the modeled RRAM structure. The RRAM is formed by an oxide of thickness 𝐿 sandwiched 

between a top electrode (TE) and a bottom electrode (BE). A truncated cone shaped CF can be created between the electrodes 

after a forming process. b) Scheme of the modeled structure. Different radii are used for the CF ends at the filament-electrode 

interfaces. An external cylinder in brown lines is considered to be the CF growth limit. c) Representation of the variables 

employed to solve the differential equations that control the CF creation and destruction processes. We highlight that the electric 

conductivity and the oxidation (𝜏𝑂𝑥𝐵 ,𝜏𝑂𝑥𝑇) and reduction (𝜏𝑅𝑒𝑑𝐵,𝜏𝑅𝑒𝑑𝑇) rates are different at each CF extreme because of the 

different temperatures used. d) CF with the maximum size assumed in the model after a set process. Three-dimensional 

representation of radii time evolution e) HRS f) intermediate state g) LRS 
 

A forming process is assumed, although not included in the model that only accounts reset/set 

series. After this stage, a formed CF (Figure 2a and 2b) is obtained. We have considered the Butler-

Volmer equation under the following assumptions [28]: 1) the electrodes potential with respect to the 

equilibrium potential is approximated to be equal to -|𝑉𝑎𝑝𝑝| assuming isotropic redox reactions, where 

𝑉𝑎𝑝𝑝 is the voltage applied between the top and bottom electrodes; 2) the electron density available 

during set could not limit the reduction process and the parts of CF formed act as a virtual electrode [2]. 

 

a) b)

d)c)

Bottom Electrode (BE)

Top Electrode (TE) Conductive
Filament (CF)

Oxide

Maximum radius

Minimum radius

e) f) g)
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III.A. ELECTROCHEMICAL REDOX REACTIONS 

 

The set/reset operation of the device under study is based on a description of the redox reactions 

and diffusion processes that control the growth and rupture of the conductive filament that make the 

device switch between the LRS and the HRS. We have followed the procedure reported in [28] to adapt 

Butler-Volmer equation [33-35] to a device with a single CF. The electrochemical reduction rate 

𝜏𝑅𝑒𝑑(𝑇,𝐵) (the subindex   (𝐵) corresponds to the top (bottom) electrode) can be obtained by means of 

Equation 1, and the oxidation rate 𝜏𝑂𝑥(𝑇,𝐵) is given in Equation 2. Both rates depend on the temperature; 

hence, as indicated in the previous section, we have to consider their values at both CF regions. 

 

1

𝜏𝑅𝑒𝑑(𝑇,𝐵)
= 𝐴𝑅𝑒𝑑𝑂𝑥 · 𝑒

− 
𝐸𝑎−𝑞·𝛼·𝑉(𝑇,𝐵)
𝑘𝑏·𝑇𝐶𝐹(𝑇,𝐵)  

 

 

(1) 

1

𝜏𝑂𝑥(𝑇,𝐵)
= 𝐴𝑅𝑒𝑑𝑂𝑥 · 𝑒

− 
𝐸𝑎 𝑞·(1−𝛼)·𝑉(𝑇,𝐵)
𝑘𝑏·𝑇𝐶𝐹(𝑇,𝐵)  

 

(2) 

Where 𝑘𝑏 is the Boltzmann’s constant, 𝑞 is the charge of the electron. 𝐴𝑅𝑒𝑑𝑂𝑥  stands for the 

inverse of the nominal redox rate, 𝐸𝑎 is the activation energy, 𝛼 is the charge transfer coefficient (whose 

value lies between 0 and 1) and 𝑉𝑇, 𝑉𝐵 are the voltages linked to the upper and bottom parts of the CF 

(see appendix C). 

 

The increase/decrease velocity of the CF radius (at the top CF interface, Equation 3, and bottom 

CF interface, Equation 4) is given below [28]. 

 
𝑑𝑟 𝐹𝑇
𝑑𝑡
=
𝑟 𝐹𝑇𝑀 − 𝑟 𝐹𝑇
𝜏𝑅𝑒𝑑𝑇

−
𝑟 𝐹𝑇
𝜏𝑂𝑥𝑇

 (3) 

 

 
𝑑𝑟 𝐹𝐵
𝑑𝑡
=
𝑟 𝐹𝑇 − 𝑟 𝐹𝐵
𝜏𝑅𝑒𝑑𝐵

−
𝑟 𝐹𝐵
𝜏𝑂𝑥𝐵

 

 

(4) 

The following restrictions are imposed on the top and bottom CF radii (𝑟 𝐹(𝑇,𝐵)): 

 

𝑟 𝐹𝑇 ≤ 𝑟 𝐹𝑇 ≤ 𝑟 𝐹𝑇𝑀  
 

(5) 

  

𝑟 𝐹𝐵 ≤ 𝑟 𝐹𝐵𝑀  
 

(6) 

  

where 𝑟 𝐹𝑇𝑀(𝑟 𝐹𝐵𝑀) is the maximum top (bottom) radius that can be achieved and 𝑟 𝐹𝑇  stands 

for the minimum top radius (these three values will be fitted for each device cycle in our model). See 

that no restriction is imposed in Equation 6 for low radii; we assume that if 𝑟 𝐹𝐵is lower than the CF 

metallic atom radius the CF is considered to be broken. Equation 4 ensures that the CF geometry is a 

truncated cone with the top radius higher than the bottom one at all times. In this respect, this condition 

ensures that a maximum bottom radius higher than the minimum top radius could be chosen but the CF 

shape would be maintained. 

 

Several authors proposed to include the role played by the local diffusion of metallic species [11, 

16], previously proposed by other authors [22], in addition to the oxidation/reduction reaction in the 

description of the reset processes. Therefore, a term to account for this effect was included in their master 

equation (analytically close to our Equations 3 and 4). However, here, in order to maintain the symmetry 
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in Equations 3 and 4, we preferred to modify Equations 1 and 2 to include diffusion. We did so by 

assuming different activation energies for the reduction and oxidation rates (𝐸𝑎𝑅𝑒𝑑 for Equation 1 and 

𝐸𝑎𝑂𝑥 for Equation 2). We performed this approximation taking into consideration that the metallic 

species diffusion velocity presents an expression quite close to Equation 2 [11, 16], so this diffusion 

effect was incorporated by merging the corresponding equations making use of a new (different to the 

value employed to account for the reduction process) activation energy for the oxidation process. 

 
We employed the numerical scheme described in Ref. [28] for the solution of Equations 3 and 4. 

In our work we deal with two coupled differential equations for the calculation of the truncated cone 

radii. 

 

 

III.B. TOTAL CURRENT IN THE RRAM 

 

The total current flowing through the device has two components (see Figure 2c): 

 

𝐼 = 𝐼 𝐹 + 𝐼𝑂𝑥 
 

(7) 

 

a) CF current (𝐼 𝐹): In this case, the CF resistance (𝑅 𝐹) and the contribution of the oxide that 

surrounds the CF included in the cylinder of radius 𝑟 𝐹𝐸𝑥𝑡  (see Figure 1b) (𝑅𝑂𝑥) are taken into account. 

The details of the calculation of 𝑅 𝐹 and 𝑅𝑂𝑥 are given in the Appendix.  

 

This current component can be calculated as follows: 

 

𝐼 𝐹 =
𝑉𝑎𝑝𝑝

𝑅 𝐹||𝑅𝑂𝑥
 

 

(8) 

 

b) Oxide current (𝐼𝑂𝑥): This component represents the current through the oxide accounting for 

the whole area of the device (save the cylinder of radius 𝑟 𝐹𝐸𝑥𝑡  where the CF is formed). We have used 

an expression based on a previous equation proposed in [27] that is given below: 

 

𝐼𝑂𝑥 = sign(𝑉𝑎𝑝𝑝) A𝐻𝑅𝑆 · S 𝑒𝑙𝑙 · (
|𝑉𝑎𝑝𝑝|

𝐿
)

𝛼𝐻𝑅𝑆

 

 

(9) 

 

Where  𝑆 𝑒𝑙𝑙 is the area of the RRAM device, and A𝐻𝑅𝑆 and 𝛼𝐻𝑅𝑆 are fitting constants. 
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III.C. TEMPERATURE EFFECTS 

 

Temperature is a key factor in the reduction and oxidation rates [36], as can be seen in Equations 

1 and 2. Therefore, an accurate description of the thermal features of the device under study is desirable. 

In this model, the CF geometry has axial symmetry along the axis perpendicular to the insulator-

electrode interfaces; consequently, the heat equation can be simplified through a one-dimensional 

approach (see Figure 3). 

 

 

 
Figure 3. (a) Schematic representation of the CF used in our model. All the terms included in the heat equation are shown, in 

particular the terms that account for Joule heating and for the lateral heat dissipation. The temperature boundary conditions at 

the CF extremes are also included. (b) Schematic of the approach followed to obtain the two temperatures employed in the 

model. 

 

𝜎 𝐹 ·  (𝑥)
 −

2ℎ

𝑟 𝐹(𝑥)
(  𝐹(𝑥) −  𝑜𝑥) = −𝐾𝑡ℎ

𝜕   𝐹(𝑥)

𝜕𝑥 
 

 

(10) 

  

Where 𝜎 𝐹 is the CF electrical conductivity,   𝐹(𝑥) the CF temperature,  𝑎𝑚𝑏 is the ambient 

temperature, 𝐾𝑡ℎ the CF thermal conductivity and  (𝑥) the electric field within the CF. This equation 

could be numerically solved for truncated-cone shapes [11] as explained in the introduction, but this 

procedure is not appropriate because of the need of simplicity for a circuit simulation model. Therefore, 

we use a different approach in order to get an analytical and simpler expression for the temperature.  

 

In Ref. [28], a uniform radius is assumed (a cylindrical CF shape) without lateral dissipation of 

heat (ℎ =  0). A unique temperature is calculated and it is supposed to be the same along the x-axis (see 

Figure 2). So, the cylinder (the CF) evolves thermally speaking as a whole. It is important to highlight 

that, since the electrodes are supposed to be at room temperature, the temperature value assumed for the 

CF was chosen at the CF center (the maximum value in the solution of the particularized version of the 

heat equation). This is a reasonable model; however, for the sake of a more detailed physical description, 

we have modified this approach to calculate two different temperature values: one connected with the 

hottest CF portion (where the reset process disrupt the CF) and the other to the main CF volume. In this 

way the truncated-cone shaped CF is better described since the two CF radii evolve independently with 

different oxidation/reduction rates. To get this modeling goal in a reasonably simple context, 

algebraically speaking, i.e. to obtain an analytical expression that can be easily implemented in a 

Verilog-A code, we have to perform a simplifying approximation. It is based on the consideration of 

uniform cylinders to represent the CF (see Figure 3b): one corresponding to the higher radius, 𝑟 𝐹𝑇 , and 

the other with the lower one, 𝑟 𝐹𝐵 . For each cylinder, the heat equation (expression 10) is solved making 

use of the boundary conditions sketched in Figure 2, in this manner an analytical expression can be 

achieved.  

b)a)
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In our approximated approach we assume the electric field to be divided in two components 

associated with the top and bottom halves of the CF. In this respect the electric field can be calculated 

as  (𝑇,𝐵) =
𝑉(𝑇,𝐵)

𝐿/ 
 , where 𝑉(𝑇,𝐵) is obtained considering the voltage divider formed by the resistances 

associated with the top and bottom halves of the CF (see Appendix C). Then, the maximum temperature 

obtained for each cylinder is assumed to be the temperature at the main CF volume,   𝐹𝑇 , and at the 

narrowest part,     𝐹𝐵 : 

 

  𝐹(𝑇,𝐵) =  𝑎𝑚𝑏 +
𝜎 𝐹(𝑇,𝐵) · 𝑟 𝐹(𝑇,𝐵) (𝑇,𝐵)

 

2 · ℎ
(1 − 𝑐𝑜𝑠ℎ (

𝛼(𝑇,𝐵)𝐿

2
))

+
𝑑 0(𝑇,𝐵)
𝛼(𝑇,𝐵)

𝑠𝑖𝑛ℎ (
𝛼(𝑇,𝐵)𝐿

2
) 

 

(11) 

  

Parameters 𝛼(𝑇,𝐵) and 𝑑 0(𝑇,𝐵)are given in the equations below: 

 

𝛼(𝑇,𝐵) = √
2ℎ

𝑘𝑡ℎ · 𝑟 𝐹(𝑇,𝐵)
 

 

(12) 

 

𝑑 0(𝑇,𝐵) =
𝜎 𝐹(𝑇,𝐵) · 𝑟 𝐹(𝑇,𝐵) ·  (𝑇,𝐵)

 𝑡𝑎𝑛ℎ (
𝛼(𝑇,𝐵)𝐿
2 )

√2 · 𝐾𝑡ℎ · ℎ · 𝑟 𝐹(𝑇,𝐵)

 

 

(13) 

 

Equation 11 (also Equation 10) includes the CF conductance temperature dependence, assuming 

a metallic behavior [11, 13]: 

𝜎 𝐹(𝑇,𝐵) =
𝜎 𝐹0

1 + 𝛼𝑇 (  𝐹(𝑇,𝐵) −  𝑎𝑚𝑏)
 

 

(14) 

where 𝜎 𝐹0 stands for the CF conductivity at room temperature ( 𝑎𝑚𝑏) and 𝛼𝑇 is the conductivity 

temperature coefficient.  

 

These two temperature values are a simplifying approximation to the temperature distribution in 

a fine grid along the CF that would be obtained by solving the heat equation in a self-consistent 

procedure as reported in [37]; therefore, they have to be considered as such, taking into account the 

overall scheme of simplifications performed to develop the model.  

 

 

 

III.D. MODEL COMPUTATIONAL IMPLEMENTATION 

 

In the figure below it is shown the flowchart (Figure 4a) of the procedure employed to implement 

the model calculations. In addition, an equivalent circuit for the RRAM cell is given (Figure 4b) to better 

describe the different components included in the model. The capacitance of Figure 4b corresponds to 

a planar dielectric with constant thickness with two electrodes, the influence of a nanometric CF or CFs 

in a 100x100 µm2 device is negligible. 

 



González-Cordero et al. Semiconductor Science and Technology (2016) 

45 

 
 
Figure 4. (a) Flowchart of the RRAM model, (b) equivalent circuit of the RRAM cell. 

 

IV.  RESULTS AND DISCUSSION 

 

We have validated our model making use of more than a hundred I-V experimental curves (see 

Figure 1). The model allowed the fitting of the experimental data considered in a reasonable manner as 

can be seen in Figure 5. The physical constants used are given in Table I.  
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Figure 5. (a) RRAM current versus voltage for different cycles [32], the CF features employed to fit each curve were: 

𝑟 𝐹𝑇𝑀  = 4 𝑛𝑚, 𝑟 𝐹𝑇 = 1 𝑛𝑚, 𝑟 𝐹𝐵𝑀 = 7𝑛𝑚 for cycle 3, 𝑟 𝐹𝑇𝑀  = 4 𝑛𝑚, 𝑟 𝐹𝑇 = 2 𝑛𝑚, 𝑟 𝐹𝐵𝑀 = 7𝑛𝑚 for cycle 31 and 

𝑟 𝐹𝑇𝑀  = 40𝑛𝑚, 𝑟 𝐹𝑇 = 3 𝑛𝑚, 𝑟 𝐹𝐵𝑀 = 7.8𝑛𝑚 for cycle 60, (b) I-V curves for the devices under study along with different 

modeled data (the CFs dimensions considered to fit the whole set of curves have been generated randomly). Temperatures 

reached at the most representative points of the I-V curve, highlighted in (a) Cycle 3:   𝑆𝐸𝑇(𝑇,𝐵) = [ 79,6 6],  𝐿𝑅𝑆 (𝑇,𝐵) =

[349,368],  𝐿𝑅𝑆−(𝑇,𝐵) = [466, 2 ],  𝑅𝐸𝑆𝐸𝑇(𝑇,𝐵) = [ 6 ,621], Cycle 31:   𝑆𝐸𝑇(𝑇,𝐵) = [ 73,669],  𝐿𝑅𝑆 (𝑇,𝐵) = [349,368], 

 𝐿𝑅𝑆−(𝑇,𝐵) = [460, 2 ],  𝑅𝐸𝑆𝐸𝑇(𝑇,𝐵) = [ 66,622], Cycle 60:   𝑆𝐸𝑇(𝑇,𝐵) = [ 64,68 ],  𝐿𝑅𝑆 (𝑇,𝐵) = [347,367],  𝐿𝑅𝑆−(𝑇,𝐵) =

[460, 2 ],  𝑅𝐸𝑆𝐸𝑇(𝑇,𝐵) = [ 4 ,641]. 

 

We have considered the results highlighted in Ref. [29, 38] who reported the presence of metallic 

species in the CFs in addition to oxygen vacancies and other components. Because of this, electrical 

conductivity has been assumed to be a fitting parameter since the conductive nature of the CF (in the 

ohmic transport regime) is not well understood, and it is obviously affected by the final CF configuration 

[29]; in our case a value of 𝜎0 = 2 · 10
5 Ω−1 m−1 was employed. The complex and stochastic processes 

behind the CF formation make its electrical and thermal characteristics different, in general, from the 

Geometric: 
Thermal: 

Constants: 

Initial conditions

Current simulation

Thermal model

Geometric evolution of CF

, ,

Electrical calculation

,

Model Parametersa)

b)
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ones corresponding to the 3D pure elements that can be found in the CFs; that is why we fit the main 

physical parameters of the equations describing the CF physics to reproduce the measurements instead 

of using the corresponding bulk values. See that in our case, the redox equations could account for 

different chemical processes taking place in the oxide, mostly at the CF tip.  

 

In Figure 6 we plotted an experimental and several modeled curves. As can be seen in symbols, 

where no truncated-cone shaped CFs were employed (i.e. a previous model [28] based on cylindrical 

CFs was considered), the experimental data cannot be fitted accurately for any of the cylinder radii 

considered. This fact suggests the importance of the use of a correct CF shape. 

 

The proposed model also allows the characterization of RRAMs with multiple conductive 

filaments. In Figure 6b, 6c and 6d it can represent I-V curves of devices including up to four filaments 

are shown. The filaments have truncated-cone shapes with different upper and lower radii. The effects 

of the inclusion of several filaments can be appreciated in the I-V curves; set processes with different 

activation steps and reset transitions with different slopes can be seen corresponding to the formation 

and disruption of the CFs included in the device. 
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Figure 6. (a) I-V curves versus applied voltage, comparison of our model with the results of a previous model based on 

cylindrical CFs [28]. Blue hollow circles represent measured data for the Ti/ZrO2/Pt cell. The modeled data considering 

truncated-cone shaped CFs are shown in solid blue lines. The other lines represent data modeled with cylindrical CFs (using 

only one temperature for the CF), the cylinder radii used were: 1𝑛𝑚 (red squares), 2. 𝑛𝑚 (brown triangles) and  𝑛𝑚 (orange 

circles). The parameters employed in the simulations are given in Table I. (b) I-V curves for a device with two CFs (𝐶𝐹1, 𝐶𝐹3), 
(c) three CFs (𝐶𝐹1, 𝐶𝐹 , 𝐶𝐹3) and (d) four CF (𝐶𝐹1, 𝐶𝐹 , 𝐶𝐹3, 𝐶𝐹4), where 𝐶𝐹1: 𝑟 𝐹𝑇𝑀 = 40 𝑛𝑚, 𝑟 𝐹𝐵𝑀 =   𝑛𝑚; 𝐶𝐹 : 𝑟 𝐹𝑇𝑀 =

20 𝑛𝑚, 𝑟 𝐹𝐵𝑀 = 3 𝑛𝑚;  𝐶𝐹3:𝑟 𝐹𝑇𝑀 = 2  𝑛𝑚, 𝑟 𝐹𝐵𝑀 = 4 𝑛𝑚; 𝐶𝐹4: 𝑟 𝐹𝑇𝑀 = 10 𝑛𝑚, 𝑟 𝐹𝐵𝑀 = 2 𝑛𝑚. A 3D view of the devices 

modeled with the corresponding CFs are shown in the insets. 

 

The model allows the extraction of interesting internal variables that cannot be easily measured; 

they might be of great help in the analysis of the device operation. In Figure 7 the applied voltage signal 

and corresponding current are plotted in different ways, see Figures 7a and 7b (the following geometrical 

features: 𝑟 𝐹𝑇𝑀  = 4 𝑛𝑚, 𝑟 𝐹𝑇 = 2 𝑛𝑚, 𝑟 𝐹𝐵𝑀 = 7𝑛𝑚 that corresponds to the experimental cycle 31, 

were considered). See that the input voltage can be positive and negative and the model works well in 

both cases, as it should be. 
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Figure 7. (a) Applied triangular voltage signal (blue) and corresponding device current (red) versus time, (b) RRAM current 

versus applied voltage, (c) top and bottom CF radii versus time for the devices under study, corresponding to Figures 7a, 7b 

and (d) top and bottom CF radii corresponding to Figure 7c versus applied voltage. 

 
In the voltage range signaled between points B and C, the CF radii have the higher values allowed. 

This operation region is characterized by a full formed CF (the device is in the LRS) after a set process, 

see Figure 7c and 7d. The CF remains with the same geometry between points B and C, then the reset 

process starts to change the CF geometry for voltages lower than 𝑉  (the voltage a point C in the previous 

figure). The top radius, 𝑟 𝐹𝑇 , is the first to shrink due to diffusion of metallic species and oxidation 

processes for voltages lower than 𝑉 , see that in Equations 3 and 4 the radius rate of change depends on 

the radius itself. In this particular case, there is a fast change from its maximum (4 𝑛𝑚) to its minimum 

value (2 𝑛𝑚). The CF resistance is therefore increased and the device current drops off. Between points 

C and D, the bottom radius shrinks till the CF is disrupted and the reset process concludes. A low current 

remains due to conduction in the oxide after the reset process. In our model both CF radii are strongly 

reduced in the reset process; however, it is the bottom radii the one that shrinks to a value where the CF 

is assumed to be disrupted. It is important to highlight that dissimilar shapes of the I-V curves are 

obtained for the reset and set processes because of the different activation energies employed and the 

different temperature evolution that takes place in each part of the curve. 

 

We have made use of the model to reproduce the set of different experimental I-V curves shown 

in Figure 5b to plot Figure 8 where 𝐼𝑟𝑒𝑠𝑒𝑡 (𝐼𝑠𝑒𝑡) versus 𝑉𝑟𝑒𝑠𝑒𝑡 (𝑉𝑠𝑒𝑡) data are plotted for measured and 

modeled data. The fitting was achieved by changing the CF geometry, maintaining the physical 

constants given in Table I.  
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Figure 8. (a) 𝐼𝑟𝑒𝑠𝑒𝑡 versus 𝑉𝑟𝑒𝑠𝑒𝑡 calculated for experimental and simulated data. (b) 𝐼𝑠𝑒𝑡 versus 𝑉𝑠𝑒𝑡 calculated for experimental 

and simulated data. 
 

See that although there are more experimental values in the plot, they are reproduced reasonably 

within the variability range that can be observed for the set and reset voltages. In this respect the model 

we are proposing shows its validity both in reproducing the most representative characteristics I-V 

curves and the 𝑉𝑠𝑒𝑡  and 𝑉𝑟𝑒𝑠𝑒𝑡 values of the devices under study. 

 

In addition to pure numerical calculations based on the solutions of the equations described in 

section III, we have implemented the model in Verilog-A in order to use it in a circuit simulation context 

within the ADS (an EDA tool by Keysight technologies). The model has been enhanced with a 

capacitance in parallel corresponding to the device structure with the geometrical features and the 

dielectric explained in section II. We have simulated a circuit introduced in [32], see the inset in Figure 

9. The voltages at the RRAM electrodes (𝑉𝐴 and 𝑉𝐵) have been plotted in Figure 9, comparing 

experimental and modeled data. 
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Figure 9. Experimental and modeled device current when operated under a pulsed applied voltage. 
 

Voltage 𝑉𝐴 represents the applied voltage pulse, the red solid line (green circles) shows the 

measured (experimental) voltage. Voltage 𝑉𝐵 represents the signal in the load resistance. The time 

evolution of the device resistance is correctly modeled as shown in Figure 9. It can be observed that 

using an erase pulse of 1.2 𝑉 in this circuit configuration, the devices require 3𝜇𝑠 to switch from the 

LRS to HRS. 
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Table I. Technological parameters and fitting constants used in the model. 
 

Parameters Ti/ZrO2/Pt Units 
  1  𝑛𝑚 

 𝑪𝑭  𝒕  0 𝑛𝑚 

[ 𝑪𝑭𝟎,    ] [2 · 105, 1.6 ] 𝑚−1Ω−1 
𝜶 0.   

   𝒃 300 𝐾 

𝜶  1.1 × 10−3 𝐾 

 𝒕𝒉 20 𝑊

𝐾 · 𝑚
 

𝒉 1010 𝑊

𝐾 · 𝑚 
 

[     ,     ] [0.62,0.78] 𝑒𝑉 

𝑨      105 s-1 

𝐀𝑯 𝑺 10−13  

𝜶𝑯 𝑺 2.23  

𝑺𝑪    100 × 100 𝜇𝑚  

 
 
 

V. CIRCUIT SIMULATION. SINGLE MEMORY CELL 

 

Following the same simulation infrastructure reported before, the circuit sketched in Figure 10 a) 

has been analyzed. 
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Figure 10. (a) Basic memory cell including a RRAM (M) based on the scheme proposed in Ref. [24]. This cell (𝐶) could be 

part of a greater array. 𝑊𝐿 is the word line signal selector, 𝐵𝐿 is the bit line signal selector, and 𝑆𝐿 is the sensing line that 

connect to the sense amplifier. Voltage signals and RRAM parameters versus time. (b) Word line voltage at the gate of nMOS 

130nm (PTM model used for the MOS transistor [39]) (c) Bit line voltage at the RRAM top electrode. (Two sequences are 

considered: Set-read-read-Reset-read-read), (d) RRAM CF top radius, (e) RRAM CF bottom radius, (f) Sense line voltage 

signal. 
 

We have plotted in Figure 10 the input voltage signals and different RRAM model variables 

versus time. A 1.5 V signal for the Word Line (WL) is used. The operation voltage in the memory cell 

is introduced through the Bit Line (BL) (set or reset processes and resistance state reading operations 

are performed). The control signals have been chosen to show the operation of the circuit under study; 

in this respect, this facet could be further optimize. The cell selector element used was an nMOS 

transistor 𝑊 / 𝐿 =  1 with 𝐿 =  130𝑛𝑚 described in Predictive Model Technology [39] using a BSIM 

model level 54. 

 

a)
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The signals WL and BL are plotted in Fig. 10b and 10c. First, a voltage pulse to trigger a set 

process is introduced in the BL; after that, 𝑟 𝐹𝑇and 𝑟 𝐹𝐵  reach its maximum value (the CF is fully 

formed) and the RRAM achieves its Low Resistance State (LRS). In case the other logic state is needed, 

then a negative voltage is introduced through BL. After this pulse, 𝑟 𝐹𝑇and 𝑟 𝐹𝐵  reach its minimum 

values and the RRAM High Resistance State (HRS) is achieved. The maximum and minimum 𝑟 𝐹𝑇and 

𝑟 𝐹𝐵  values can be fitted to reproduce experimental results for a particular RRAM cycle. The cell can 

be read with a pulse 𝑉𝑅𝑒𝑎𝑑 = 200m𝑉 in the BL with the same time features described above for 

Set/Reset voltages. The signal at the sense line is shown in green in the same figure.  

 
 

V. CONCLUSIONS 

 

A new model for bipolar RRAMs is presented. The model is based on the description of the redox 

and diffusion processes that modify the geometrical features of the conductive filaments that account 

for the RS mechanisms behind the operation of the modeled RRAMs. Truncated-cone shaped filaments 

and a detailed thermal description have been employed. As far as we know, it is the first time that two 

different temperature values are considered at simulation time in a circuital model to describe the CF 

main body region and the CF narrowing where the reset process takes place. The model has been 

compared to experimental data obtained from Ti/ZrO2/Pt RRAM devices and the measurements were 

correctly reproduced in all the cases considered. Moreover, the model has been implemented in Verilog-

A code within the ADS circuit simulator, the response of a device to pulsed external voltages has been 

simulated obtaining good results when compared with the experimental data. 
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APPENDIX 

 

A. CONDUCTIVE FILAMENT RESISTANCE CALCULATION 

 

The main geometrical features of a truncated cone shaped CF needed to calculate its ohmic resistance is 

given in Figure A1a.  

 

 
Figure A1. (a) Schematic diagram to compute the equivalent resistance of the truncated-cone shaped CF  (𝑅 𝐹) as a function 

of the top and bottom radii(𝑟 𝐹𝑇 , 𝑟 𝐹𝐵), the CF length (𝐿)  and the electrical conductivity (𝜎 𝐹). (b) 3D plot of the 𝑅 𝐹  

calculated for 𝜎 𝐹 = 12.  10
5𝑚−1𝛺−1 and 𝐿 = 10𝑛𝑚. 

  

The resistance of each infinitesimal section can be expressed as follows, assuming a homogeneous 

electrical conductivity: 

 

𝑑𝑅 𝐹 =
𝑑𝑥

𝜎 𝐹 · 𝑆(𝑥)
 (A1) 

 

 

Integrating the CF resistance from 𝑥 = 0 to 𝑥 = 𝐿 we obtain: 

 

𝑅 𝐹 =
𝐿

𝜋 · 𝜎 𝐹 · 𝑟 𝐹𝑇 · 𝑟 𝐹𝐵
 (A2) 
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B. EQUIVALENT RESISTANCE OF THE OXIDE SURROUNDING THE CF 

 

 
Figure B1. (a) Schematic diagram to compute the equivalent resistance of the oxide surrounding the truncated cone shaped 

CF  (𝑅𝑜𝑥) as a function of the top and bottom CF radii (𝑟 𝐹𝑇 , 𝑟 𝐹𝐵), the CF length (𝐿)  and oxide electric conductivity (𝜎𝑜𝑥). 

(b) 3D plot of the 𝑅𝑜𝑥 calculated for 𝜎𝑂𝑥 = 0.1𝑚
−1𝛺−1 and 𝐿 = 10𝑛𝑚. 

 

In this appendix section we perform the calculation of the resistance (𝑅𝑜𝑥) the oxide surrounding the CF 

as sketched in grey in Figure A2.a. Following the line described in the previous appendix section, the 

resistance of a slice of oxide of infinitesimal height can be calculated as follows: 

 

𝑑𝑅𝑜𝑥 =
𝑑𝑥

𝜎 𝐹 · 𝑆(𝑥)
 (B1) 

 

Where 𝑆(𝑥)can be obtained from the following expression: 

 

𝑆(𝑥) = 𝜋 · [𝐴 − 𝑟(𝑥) ] (B2) 

 

Integrating Equation B1 from 𝑥 = 0 to 𝑥 = 𝐿 , the following expression is obtained: 

 

𝑅𝑂𝑥 =

{
 
 

 
 

𝐿 · 𝛽

2 · 𝜎𝑜𝑥 · 𝜋 · 𝑟 𝐹𝑒𝑥𝑡 · (𝑟 𝐹𝐵 − 𝑟 𝐹𝑇)
, 𝑟 𝐹𝑇 ≠ 𝑟 𝐹𝐵

  
𝐿

𝜎𝑜𝑥 · 𝜋 · (𝑟 𝐹𝑒𝑥𝑡
 − 𝑟 𝐹𝑇

 )
, 𝑟 𝐹𝑇 = 𝑟 𝐹𝐵  

 (B3) 

 

 

𝛽 = 𝑙𝑛 [
(𝑟 𝐹𝑒𝑥𝑡 + 𝑟 𝐹𝐵) · (𝑟 𝐹𝑒𝑥𝑡 − 𝑟 𝐹𝑇)

(𝑟 𝐹𝑒𝑥𝑡 + 𝑟 𝐹𝑇) · (𝑟 𝐹𝑒𝑥𝑡 − 𝑟 𝐹𝐵)
] 

 

(B4) 

 

 

 

 

  

a) b)

104

S

103

102

101

100

103

102

101

100



González-Cordero et al. Semiconductor Science and Technology (2016) 

53 

C. VOLTAGE DIVIDER FORMED BY THE TWO PARTS OF THE TRUNCATED-CONE 

SHAPED CF 

 

 
Figure C1. (a) Schematic diagram to compute the voltage divider formed by truncated-cone shaped top and bottom resistances 

( 𝑅 𝐹𝑇 , 𝑅 𝐹𝐵) within the CF. These resistances can be calculated by considering the upper and bottom parts formed by dividing 

the CF by a plane placed at x, above the bottom CF interface.  (b) Equivalent circuit. 

 

 

The top and bottom resistances (𝑅 𝐹𝑇 , 𝑅 𝐹𝐵) can be calculated according with Appendix A as follows,  

 

𝑅 𝐹𝑇 =
𝐿 − 𝑥

𝜋 · 𝜎 𝐹𝑇 · 𝑟 𝐹𝑇 · 𝑟(𝑥)
   , 𝑅 𝐹𝐵 =

𝑥

𝜋 · 𝜎 𝐹𝐵 · 𝑟(𝑥) · 𝑟 𝐹𝐵
 

 

(C1) 

 

The top 𝑉𝑇and bottom 𝑉𝐵voltages are obtained using the following expressions,  

 

𝑉𝑇 =
𝑅 𝐹𝑇

𝑅 𝐹𝑇 + 𝑅 𝐹𝐵
𝑉𝑎𝑝𝑝 , 𝑉𝐵 =

𝑅 𝐹𝐵
𝑅 𝐹𝑇 + 𝑅 𝐹𝐵

𝑉𝑎𝑝𝑝 

 

(C2) 

By developing the calculations they can be rewritten as follows, 

 

𝑉𝑇 =
𝐷

1 + 𝐷
𝑉𝑎𝑝𝑝 , 𝑉𝐵 =

1

1 + 𝐷
𝑉𝑎𝑝𝑝 

 
(C3) 

where 𝐷 is shown in Equation C4. 

 

𝐷 =
𝐿 − 𝑥

𝑥
·
𝜎 𝐹𝐵 · 𝑟 𝐹𝐵
𝜎 𝐹𝑇 · 𝑟 𝐹𝑇

 (C4) 

a) b)
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Chapter 3. Modeling of Valence Change 

Memories. Electrochemical Memories 

3.1. Introduction 

In this chapter we deal with the two most important Valence Change Memories (VCM) models 

described in the literature at the introductory level, and present the main features of a new model 

developed in our research group, UGR-VCM. 

 

The unidimensional Compact Model for VCM (SU-VCM) [Guan2012, Guan2012b, Yu2012, 

Jiang2014, Jiang2016], developed initially by the group of Stanford University, describes RS 

mechanisms in terms of generation/recombination processes of oxygen vacancies in the oxide layer. The 

gap between the bottom electrode and the conductive filament tip acts as an internal state variable, the 

conduction mechanism is assumed to be a general tunneling current dependent on the gap and the applied 

voltage. The temperature dependence is modeled by means of a thermal resistance in most related 

papers, although more elaborated models are employed in some cases. 

 

The bidimensional Compact Model for VCM (PU-VCM) is a natural evolution of the SU-VCM 

model development at Peking University [Huang2013, Li2014, Li2015]. This model introduces the CF 

radius as a second state variable. The current throughout the device has two components: a linear 

component dependent on the CF cylindrical geometry that it is assumed to have metallic-like conduction 

features and a non-linear current that depends on the gap and the applied voltage. The device temperature 

evolution is modeled by an effective thermal resistance. 

 

The new UGR-VCM model, inspired in the previous models, improves the state-of-the-art on the 

compact modelling of these devices and adds an interesting set of novelties: 

• A new differential equation that determines the filament volume is established to describe resistive 

switching operation.  

• Truncated-cone shaped filaments are employed with metallic-like transport characteristics and the 

electrical conductivity associated is temperature dependent. 

• The resistances connected with the metal electrodes are considered as well as the device capacitance. 

• The temperature is obtained by solving the heat equation including the Joule heating effects in the 

CF and the lateral heat dissipation from the CF to the surrounding dielectric. 

• The cycle-to-cycle variability is considered and included in the model equations. 

• An additional current source is included to account for distributed and 3D conduction mechanisms 

in the dielectric. 

 

The UGR-VCM model was tested with hundreds of experimental I-V RS cycles of different 

technologies based on the following stacks: TiN/Ti/HfO2/W, Pt/TiO2/Al2O3/TiO2/RuOx/TiN and 

Au/Ti/TiO2/SiOx/n++Si. 
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3.2. Unidimensional Compact Model for VCM Bipolar RRAMs (SU-VCM) 

The unidimensional compact model of bipolar VCMs (SU-VCM) was develop initially at the 

Stanford University [Guan2012, Guan2012b]; nevertheless, more research groups made use of this 

original model to develop their own versions (see Table 3.I for details). 

Table 3.I Institutions related to development the SU-VCM 

Institution Reference SU-VCM 

Stanford University, USA [Guan2012, Guan2012b, Yu2012, Jiang2014, Jiang2016] 

South University of Science and Technology of china [Yu2012] 

Peking University, China [Yu2012] 

Institute of Microelectronics, A*STAR, Singapore [Yu2012] 

Arizona State University, USA [Jiang2014, Chen2015, Jiang2016] 

Oracle America, USA [Jiang2014] 

AIXTRON, USA [Jiang2016] 

 

The SU-VCM assumes RS operation to be described by generation/recombination of oxygen 

vacancies (𝑉𝑜) and oxygen ions that allow the formation of a conductive filament that can short the 

electrodes. Due to the differences in the activation energies linked to the migration of oxygen vacancies 

and oxygen ions, the vacancies are supposed to be immobile while oxygen ions diffuse in the dielectric 

[Bersuker2011b]. Figure 3.1 shows the band diagram for oxygen ion migration in the oxide layer and 

Figure 3.2 shows how the SU-VCM model simplifies the CF structure in the dielectric layer. 

 

Figure 3.1 Band diagram for oxygen ion migration in the oxide layer. The blue dashed line represents the migration 

barrier without bias. The black curve accounts for the barrier when an external bias is applied. Adapted from 

[Guan2012b]. 

 

Figure 3.2 Sketch of CF configuration for the transition from HRS to LRS; a) filamentary configuration for the 

devices in HRS with a long gap distance, b) simplified configuration with a long gap, c) filamentary configuration 

when the gap is reduced, d) simplified stack structure assuming a short gap. (adapted from [Jiang2016, 

Jiang2014]). 
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Figure 3.3 a) Three-dimensional view of the SU-VCM modelling structure with an indication of different device 

areas (TE, Oxide, CF and BE), b) geometrical parameters in the model. The gap (g) between the TE and the 

filament tip is one of the state variables, the other one is the temperature (T), c) sub-circuit for the model 

implementation. 

 

The simplified structure of SU-VCM model is shown in Figure 3.3 a), the gap (𝑔) is the main 

internal state variable that controls RS operation. Derived from Arrhenius laws, accounting for the 

corresponding thermally activated RS physical mechanisms [Guan2012b], the gap variation (𝑑𝑔/𝑑𝑡) is 

calculated as follows [Guan2012, Guan2012b, Jiang2014, Yu2012], 

 

𝑑𝑔

𝑑𝑡
= 𝑣0 · 𝑒

−
𝐸𝑎, 
𝑘𝑏𝑇 · 𝑠𝑖𝑛ℎ (

𝑞 · 𝛾 · 𝑎0 · 𝑉

𝐿 · 𝑘𝑏 ·  
) , 𝑔 ≥ 𝑔𝑚𝑖𝑛 (3.1) 

 

where 𝜈0 is the velocity containing the attempt-to-escape frequency, 𝐸𝑎 is the activation energy for 

vacancy generation that activates the set process, 𝐸𝑚 is the migration barrier for oxygen migration that 

activates the reset process, 𝑘𝑏 is the Boltzmann constant, 𝑞 is the electron charge, 𝑎0 is the atomic 

hopping distance, 𝑉 is the applied voltage in the gap, 𝐿 is the oxide layer thickness, 𝑔𝑚𝑖𝑛 is the minimum 

gap distance,   is the device temperature and 𝛾 is the local enhancement factor that models the 

nonuniform potential distribution and the strong polarization in high-k dielectrics expressed as function 

of 𝑔, following refs. [Jiang2014, Yu2012], 

𝛾 = 𝛾0 − 𝛽 · 𝑔
3 (3.2) 

Where 𝛾0 and 𝛽 are fitting parameters1. 

 

The kinetic block subcircuit shown in Figure 3.3 c) is implemented with equations (3.1) and (3.2). 

In this case all the parameters are constants except 𝑉,  and 𝑔. 

 

The current in the dielectric layer is assumed to be linked to a tunneling mechanism (equation 

(1.29)), this means that there is no dominant conductive mechanism in the oxide layer and current 

components connected to trap-assisted tunneling, Poole–Frenkel tunneling, Fowler–Nordheim 

tunneling, or direct tunnelling could be feasible. The expression to account for a generalized tunneling 

current can be expressed as follows [Guan2012, Guan2012b Jiang2014, Yu2012, Chen2015, 

Jiang2016], 

𝐼 = 𝐼0 · 𝑒
−𝑔/𝑔0 · sinh (𝑉/𝑉0) (3.3) 

where 𝐼0, 𝑔0 and 𝑉0 are fitting parameters. Equation (3.3) is implemented by the current source 𝐼 in the 

subcircuit in Figure 3.3 c). The oxygen ion dynamics is drastically affected by the local temperature 

[Guan2012b], thus affecting RS mechanisms such as generation/recombination of oxygen vacancies.  

 

 
1 In references [Guan2012, Guan2012b] show a linear dependence (𝛾 = 𝛾0 − 𝑐0 · 𝑔), in reference [Jiang2016] a 

exponential relation (𝛾 = 𝛾0 − 𝛽 · 𝑔
𝛼  , where 𝛼 is a fitting parameter) and in reference [Chen2015]  a normalized 

exponential function (𝛾 = 𝛾0 − 𝛽 · (𝑔/𝑔1)
3, where 𝑔1 is the inicial gap value) 
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Two thermal descriptions for the device operation are reported. In refs. [Guan2012b, Yu2012, 

Jiang2014, Jiang2016] the temperature is calculated making use of a simple effective thermal resistance 

(see appendix D.1. ), 

 =  0 + 𝑉(𝑡) · 𝐼(𝑡) · 𝑅𝑡ℎ 

 
(3.4) 

where 𝑅𝑡ℎ is the effective thermal resistance of entire device,  0 is the absolute room temperature and 

𝑉(𝑡)𝐼(𝑡) describes the power dissipated by means of Joule heating. The temperature description 

including inertia can be implemented as follows [Guan2012, Chen2015] (see appendix D.2. for details), 

 

𝑑 

𝑑𝑡
+
 −  0
𝜏𝑡ℎ

=
|𝑉(𝑡) · 𝐼(𝑡)|

𝐶𝑡ℎ
 (3.5) 

 (𝑡 + 𝑑𝑡) =  (𝑡) + 𝑑  (3.6) 

 

The high resistance state normally shows a prominent variability from cycle to cycle [Lee2010]. 

This is mainly due to 1) the stochasticity of ions related physical processes in the programming cycles 

and 2) the spatial variation of the gap size among multiple filaments. To model this issue, a transient 

noise signal is added to the average gap distance [Guan2012, Jiang2014, Yu2012, Jiang2016], which 

results in a random perturbation to the device resistance, 

 

𝑔|𝑡 Δ𝑡 = ∫(
𝑑𝑔

𝑑𝑡
+ 𝛿𝑔( ) ⋅ 𝜒(𝑡)) 𝑑𝑡  

(3.7) 

 

where 𝜒(𝑡) is a Gaussian noise sequence randomly generated with zero-mean and unitary root mean 

square generated at each simulation time step. Note that the gap without variability is obtained by 

integrating equation (3.1). To include variability, the gap is calculated by means of equation (3.6) and 

(3.7), considering that 𝛿𝑔( ) is a sigmoid function dependent on the temperature that can be expressed 

as 

𝛿𝑔( ) =
𝛿𝑔
0

1 + 𝑒
𝑇𝑐𝑟𝑖𝑡−𝑇
𝑇𝑠 𝑡ℎ

 (3.8) 

where, 𝛿𝑔
0 is a parameter to fit a set of RS cycles,  𝑐𝑟𝑖𝑡 is an activation temperature (for higher 

temperatures random fluctuations are activated) and  𝑠𝑚𝑡ℎ is a fitting parameter that determines the 

gradual or abrupt transition for the activation of random fluctuations.  

 

The complete set of parameter for the SU-VCM model is shown in Table 3.II. 

 

The SU-VCB model is fully compatible with SPICE-like circuit simulators. Figure 3.3  c) shows 

the model block diagram. Only one current source is needed: (𝐼) that depends on the applied voltage 

(𝑉𝑐𝑒𝑙𝑙) and the gap (𝑔). The two subcircuits employed in this case are the following: a thermal block that 

is electrically activated (𝑉𝑐𝑒𝑙𝑙) and provides the device temperature ( ), and the kinetic block that is 

electrically activated (𝑉𝑐𝑒𝑙𝑙) and depends on the device temperature ( ), this latter block determines at 

each time step the gap (𝑔). 

 

Figure 3.4 shows the modeled results obtained by the SU-VCM model implemented in SPICE 

when a ramped voltage signal is employed. The initial state is assumed to be HRS (the current is low 

and the 𝑔 value is close to 3nn). When the voltage increases the set process begins, the temperature rises 

and the gap 𝑔 reaches the minimum value of 0.25nm (an oxygen vacancy approximated size), the device 

state changes to LRS, and the current increases. Then, the ramped voltage signal changes the polarity 

and a reset process begins. In this process the current drops off and the gap 𝑔 increases. 
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Figure 3.4 a) Ramped voltage applied to a RRAM. Temporal evolution of the main operational magnitudes: b) 

Current versus time response, c) gap time evolution, d) device temperature time evolution and e) corresponding I-

V curve. 

Table 3.II Summary of SU-VCM model parameters. 

Symbol Description Unit 

𝐿 Oxide thickness m 

𝑎0 Atomic hopping distance m 

𝑔𝑚𝑖𝑛 Minimum gap distance m 

𝑔𝑚𝑎𝑥 Maximum gap distance m 

𝑔𝑖𝑛𝑖 Initial gap distance m 

𝐸𝑎 Activation energy for vacancy generation eV 

𝐸𝑚 Activation energy for oxygen ion migration eV 

𝑣0 Velocity containing the attempt-to-escape frequency m/s 

𝛾0 Fitting parameter for field enhancement factor  

𝛽 Fitting parameter for the field enhancement factor  

𝐼0 Fitting parameter for the tunneling current A 

𝑔0 Fitting parameter for the tunneling current m 

𝑉0 Fitting parameter for the tunneling current V 

 0 Room absolute temperature K 

𝑅𝑡ℎ Effective thermal resistance K/W 

𝐶𝑡ℎ Effective thermal capacitance  

𝑘 Boltzmann constant J/K 

𝑞 Electron charge C 

𝑉 Voltage applied to the RRAM V 

𝐼 Current flowing through the RRAM A 

𝑔 Gap distance from the CF tip to the TE m 

𝑑𝑔/𝑑𝑡 Gap velocity for filament growth/dissolution m/s 

𝛾 Local field enhancement factor  

  Device temperature K 

Colour Code 

 Geometric properties  Thermal constants 

 Kinetic parameters  Physical constants 

 Hopping current parameter  Model Variables 
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3.3. Bidimensional Compact Model for VCM Bipolar RRAMs (PU-VCM) 

The bidimensional compact model for bipolar RRAM PU-VCM was develop initially at the Peking 

University [Huang2013, Li2014, Li2015] based on the previous SU-VCM model [Guan2012, 

Guan2012b, Yu2012, Jiang2014, Chen2015, Jiang2016]. 

 

The model assumes an initial state in LRS, without gap (g), modelled by a cylindrical CF, whose 

resistance is 𝑅 𝐹 with radius 𝑟0 between the top and bottom electrodes. When the reset process is 

finished, the gap reaches the maximum allowed value2, 𝑔0; at this point, if a positive voltage is applied, 

the set process begins. It is mainly described by two geometric variables 𝑔 and 𝑟. In the first step, the 

set process consists of a process where the cylindrical CF grows with a constant radius 𝑟, from the point 

of CF rupture to the TE, decreasing the gap. The second step of the set process begins when the gap 

reaches a minimum value (𝑔 = 0). This stage accounts for a CF expansion radially, i.e., the CF radius 

increases. [Huang2013, Li2014, Li2015]. This process is described in Figure 3.5. 

 

 

Figure 3.5 Diagram of SU-CVM model conductive filament evolution. a) Initial device state in LRS without gap 

(g) and modeled by a cylindrical CF that shorts the electrodes. The CF has an ohmic resistance RCF with radius r0. 

b) When the reset process is over the gap is non zero and it is limited by a value g0. c) The first step in the set 

process consists of the growth of a cylindrical CF with radius r, from the point of rupture of the CF to the electrode. 

d) The second step on the set process begins when the gap is zero, then the CF expands radially increasing its 

radius. (Adapted from [Huang2013, Li2014, Li2015]). 

 

The current in the CF has an ohmic nature, it is represented by 𝐼 𝐹 that depends on the CF geometry 

(𝑟 , 𝑔) as given in equation (3.9) [Huang2013,Li2014, Li2015]. In addition, a tunneling current, also 

named hopping current, as described in the latter form by some authors due to important contribution of 

dielectric defects to the current, 𝐼ℎ𝑜𝑝  that depends on the CF geometry (𝑟 , 𝑔) too, and is given by 

equation (3.10) is employed [Huang2013, Li2014, Li2015]. 

𝐼 𝐹 =
𝜋𝑟 

4
𝑉 𝐹 · 𝜌(𝑔0 − 𝑔) (3.9) 

𝐼ℎ𝑜𝑝 = 𝐼0(𝜋𝑟
 /4)𝑒−𝑔/𝑔𝑇 · sinh (

𝑉𝑔𝑎𝑝

𝑉𝑇
) (3.10) 

where 𝑉 𝐹 is the voltage that drops in the CF, 𝑉𝑔𝑎𝑝 is the voltage in the gap, 𝜌 is the CF electrical 

resistivity, 𝑔0 is the initial gap, 𝐼0, 𝑔𝑇  and 𝑉𝑇 are fitting parameters of hopping current model. 

 
2 In the SU-VCM model  𝑔0 is a fitting parameter for the tunneling current and 𝑔𝑚𝑎𝑥  stands for the maximum gap. 

In the PU-VCM model 𝑔0 denotes the maximum gap and  𝑔𝑇 stands for the fitting parameter for the tunneling 

current. 
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In the set process, the CF evolves, this evolution is linked to the evolution of two geometric variables 𝑔 

and 𝑟 described by equations (3.11) and (3.12) [Huang2013, Li2014, Li2015] 
 

𝑑𝑔

𝑑𝑡
= 𝑎0 · 𝑓 · 𝑒

−
𝐸𝑎−𝛼𝑎·𝑍·𝑞·𝐸
𝑘𝑏·𝑇  

 

(3.11) 

 

𝑑𝑟

𝑑𝑡
= (Δ𝑟 +

Δ𝑟 

2𝑟
)𝑓 · 𝑒

−
𝐸𝑎−𝛼𝑎·𝑍·𝑞·𝐸
𝑘𝑏·𝑇  

 

(3.12) 

 

where 𝑎0 is the atomic hopping distance, 𝑓 is the vibration frequency of the vacancy oxygen atom,  
𝐸𝑎 is the activation energy for oxygen vacancies generation, 𝑍 is the charge number of oxygen ions, 𝑞 

is the unitary electron charge, 𝛼a is an enhancement factor to lower 𝐸𝑎, 𝐸 is the electric field across the 

gap, 𝑘𝑏 is the Boltzmann constant,   is the temperature  and 𝛥𝑟 is the effective CF radial extension. 

 

 

The reset process is modelled by accounting for the reduction of the gap distance 𝑔 as a 

consequence of three possible mechanisms: electrode release of oxygen ions described by the equation 

(3.13), oxygen ion hopping in the oxide layer described by the equation (3.14) and recombination 

between oxygen vacancies and oxygen ions described by equation (3.15) [Huang2013, Li2014, Li2015] 

𝑑𝑔

𝑑𝑡
= 𝑎0 · 𝑓 · 𝑒

−
𝐸𝑖−𝛾·𝑍·𝑞·𝑉
𝑘𝑏·𝑇  (3.13) 

𝑑𝑔

𝑑𝑡
= 𝑎0 · 𝑓 · 𝑒

−
𝐸ℎ
𝑘𝑏·𝑇𝑠𝑖𝑛ℎ (

𝛼ℎ · 𝑍 · 𝑞 · 𝐸

𝑘𝑏 ·  
) (3.14) 

𝑑𝑔

𝑑𝑡
= 𝑎0 · 𝑓 · 𝑒

−
Δ𝐸𝑟
𝑘𝑏·𝑇 (3.15) 

where 𝐸𝑚, 𝐸𝑖 and Δ𝐸𝑟 are the activation energy for oxygen ion migration, the energy barrier for the 

oxygen ion electrode release processes and relaxation recombination energy, respectively. The value of 

𝑑𝑔/𝑑𝑡 is considered is given by the minimum value obtained of the three process mechanisms described 

above. In reference [Li2015] the equation (3.15) is supressed since it is considered that it is never 

dominant. 

 

The ion dynamics is drastically affected by the local temperature [Guan2012b], thus affecting the 

generation/ recombination of 𝑉𝑜 and oxygen ion pairs. In this model, the temperature is described making 

use of a simple effective thermal resistance [Huang2013, Li2014, Li2015] (see appendix D.1. for details) 

 

 =  0 + 𝑉(𝑡) · 𝐼(𝑡) · 𝑅𝑡ℎ (3.16) 

 

To model the cycle-to-cycle variation during set and reset processes, variations of 𝑔 and 𝑟 are 

introduced [Li2015]. 

𝑔 = ∫[
𝑑𝑔

𝑑𝑡
+ 𝛿𝑔 · 𝜒(𝑡)] 𝑑𝑡 (3.17) 

 

𝑟 = ∫[
𝑑𝑟

𝑑𝑡
+ 𝛿𝑟 · 𝜒(𝑡)] 𝑑𝑡 (3.18) 
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Where 𝜒(𝑡) is a Gaussian noise sequence randomly generated with zero-mean and unitary root 

mean square, generated at each simulation time step, and 𝛿𝑔 and 𝛿𝑟 are sigmoid functions in line with 

equation (3.8) [Guan2012, Jiang2014, Yu2012, Jiang2016]. 

 

Additionally, a Monte-Carlo approach includes a random variable 𝛿𝐸𝑎 added to the activation 

energy 𝐸𝑎 in equations (3.11) and (3.12) to model cycle-to-cycle variability (set). In the same way, for 

the reset process random variables 𝛿𝐸𝑖 and 𝛿𝐸ℎ  are added to the activation energies values 𝐸𝑖 and  𝐸ℎ 

in equations (3.13) and (3.14) respectively [Li2015]. Table 3.III summarizes the parameters used in the 

bidimensional PU-VCM model. 

 

𝑔 (𝑠𝑒𝑡) = 𝑓(𝐸𝑎 + 𝛿𝐸𝑎) (3.19) 

 

𝑔 (𝑟𝑒𝑠𝑒𝑡) = 𝑓(𝐸𝑖 + 𝛿𝐸𝑖 , 𝐸ℎ + 𝛿𝐸ℎ) (3.20) 

 

Table 3.III Summary of bidimensional PU-VCM model parameter 

Symbol Description Unit 

𝐿 Oxide thickness m 

𝑎0 Atomic hopping distance m 

𝑔𝑜 Initial gap distance m 

𝑟𝑜 Initial radio of cylinder CF m 

𝐸𝑎 Activation energy for vacancy generation eV 

𝐸𝑚 Activation energy for vacancy migration eV 

𝐸𝑖 Energy barrier between oxide and electrode eV 

Δ𝐸𝑟 Relaxation recombination energy eV 

𝛥𝑟 Effective CF radial extension m 

𝑓 Vibration frequency of vacancy oxygen atom Hz 

𝛾0 Fitting parameter for field enhancement factor  

𝛽 Fitting parameter field enhancement factor  

𝛼a Enhancement factor for lower 𝐸𝑎 m 

𝛼m Enhancement factor for lower 𝐸𝑚 m 

𝜌 Electrical resistivity of CF Ω·m 

𝐼0 Fitting parameter for hopping current A 

𝑔0 Fitting parameter for hopping current m 

𝑉0 Fitting parameter for hopping current V 

 0 Room absolute temperature K 

𝑅𝑡ℎ Effective thermal resistance K/W 

𝑘 Boltzmann constant J/K 

𝑞 Elementary unit charge C 

𝑉 Voltage applied to the RRAM V 

𝐼 Current flowing through the RRAM A 

𝑔 Gap distance from the CF tip to the TE m 

𝑟 Radio of cylinder CF m 

𝑑𝑔/𝑑𝑡 Gap velocity for filament growth/dissolution m/s 

𝑑𝑟/𝑑𝑡 Radio velocity for filament growth/dissolution m/s 

  Temperature K 

Colour Code 

 Geometric properties  Thermal constants 

 Kinetic parameters  Physical constants 

 Electrical parameter  Model Variables 
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3.4. New Compact Model for Bipolar VCM (UGR-VCM) 

3.4.1. Model Development 

The UGR-VCM model has been developed for filamentary conduction in RRAMs based on Metal-

Insulator-Metal (MIM) or Metal-Insulator-Semiconductor (MIS) structures and implemented in 

Verilog-A code for circuit simulation purposes. The model describes RRAM resistive switching 

processes by computing the formation and rupture of conductive filaments (CFs) formed by oxygen 

vacancies by means of a new differential equation in the dielectric that determines the filament volume. 

Truncated-cone shaped filaments were employed in the model developed with metallic-like transport 

characteristics. A hopping current in the gap (𝑔) and in the lateral side of the truncated-cone shaped 

conductive filament are taken into account to describe the electron transport between the filament tip 

and the electrode. The hopping current is an essential component in the device in the high resistance 

state (HRS). The resistances of the electrodes, and of the dielectric between the CF tip and the electrode, 

are taken into consideration. The CF thermal description is included by solving the heat equation 

accounting for Joule heating and for lateral heat dissipation (see appendix D.6. for details). A table of 

the parameters used in the UGR-VCM model is shown in Table 3.IV. 

 

The model has been employed to reproduce I-V curves of different RRAM technologies making 

use of the correct model parameters in each case: 

  

• MIM devices: TiN/Ti/HfO2/W and Pt/TiO2/Al2O3/TiO2/RuOx/TiN (see appendix A.2. and A.3. 

for details). 

 

• MIS device: Au/Ti/TiO2/SiOX/n++Si (see appendix A.4. for details). 

 

The model is suitable to be implemented in circuit simulators to analyze circuits based on RRAMs 

under different operation regimes. Variability can be included to account for the dispersion of 

experimental data due to the inherent stochasticity of RS operation.  

Table 3.IV Summary of UGR-VCM model parameter. 

Symbol Description Unit 

  Oxide thickness 𝑛𝑚 

[ 𝑪 ,  𝑪 ] [Top, Bottom] electrode thickness 𝑛𝑚 

[  , ,    , ,    , ] Minimum, maximum [gap, top radio, bottom radio] 𝑛𝑚 

      Side of the RRAM cell 𝜇𝑚 

[  ,   ] Average active energy of generation oxygen vacancies, 

Equivalent reset energy  
𝑒𝑉 

𝒗𝟎 Volume velocity (𝑎0
3 · 𝑓) 𝑚3/𝑠 

[𝜶 , 𝜶𝒉] Enhancement factor of electric field for lowering of [𝐸𝑎, 𝐸ℎ] 𝑛𝑚 

𝜸 Enhancement factor of voltage during the   − release process  

[ 𝟎,  𝑪] [Initial room, Critical] temperature 𝐾 

 𝒕𝒉 Thermal conductivity 𝑊𝐾−1𝑚−1 
𝒉 Heat transfer coefficient 𝑊𝐾−1𝑚−  
𝜶  Thermal conductivity coefficient 𝐾−1 

[   ,  𝑪𝑭𝟎] [Oxide, C.F.] electrical conductivity 𝑆/𝑚 

[ 𝑪 ,  𝑪 ] [Bottom, Top] electrode electrical conductivity  𝑆/𝑚 

𝑰𝟎 Density current fit coefficient 𝐴/µ𝑚  
 𝟎 Gap fit coefficient 𝑛𝑚 
𝑽𝟎 Voltage fit coefficient 𝑉 

Colour Code 

 Geometric properties  Thermal constants 

 Kinetic parameters  Electrical constants 

 Hopping current parameter  Model Variables 
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The UGR-VCM model was selected in the review paper [Lekshmi2019] with other compact models 

previously reported in the literature. Analyzing the different materials and physical mechanisms adopted 

by each model, an error analysis was reported to determine the relative accuracy between the 

experimental and modeled data for each model. The results are listed in Table 3 [Lekshmi2019]. The 

UGR-VCM model is selected as the better model in terms of its minimum relative error (3%) reported. 

Table 3.V Comparison of compact models. Error between the experimental and modeled data reported in the 

review study given in ref. [Lekshmi2019] 

Device Type Error (%) Reference 

TiN/TiOx/HfOx/Pt BRS 24 [Jiang2016] 

Pt/TaOx/Ta BRS 23 [Siemon2014] 

Ag/ChG/Ni - 20 [Saremi2016] 

Pt/Ta2O5/TaOx/Pt BRS 19 [Jagath2018] 

TiN/TiOx/HfOx/Pt BRS 12 [Jiang2016] 

Pd/Ta2O5/TaOx/Pd BRS 9 [Kim2014b] 

TiN/ HfO2/TiN BRS 8 [Ambrogio2014] 

TiN/Ti/HfO2/W BRS 3 [González-Cordero2017a] 

 

A complete description of the UGR-VCM model is given in the Appendix C.  

 

The UGR-VCM model was published in González-Cordero et al. Journal of Vacuum Science and 

Technology B (2017), the accepted preprint paper is presented below. 
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González-Cordero et al. Journal of Vacuum Science and Technology B (2017) 
 

 

G. González-Cordero, F. Jiménez-Molinos, J. B. Roldan, M. B. González and 

F. Campabadal “In-depth study of the physics behind resistive switching in 

TiN/Ti/HfO2/W structures”, Journal of Vacuum Science and Technology B. 35, 

01A110 (2017). DOI: 10.1116/1.4973372 
 

 

Quality metrics 

Data base Rating Quartile 

Web of Science Impact factor: 1.31 Q3 

Scimago Scientific journal ranking: 0.467 Q2 

 

Publication citations 

Google Scholar Web of Science 

24 22 

 

  

http://dx.doi.org/10.1116/1.4973372
http://dx.doi.org/10.1116/1.4973372
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An in-depth study of the physics behind resistive 

switching in TiN/Ti/HfO2/W structures 
 

G. González-Cordero, F. Jiménez-Molinos, J.B. Roldana) 

Departamento de Electrónica y Tecnología de Computadores, Universidad de Granada (Spain) 

M.B. González, F. Campabadal 

Institut de Microelectrònica de Barcelona, IMB-CNM (CSIC), Campus UAB, 08193 Bellaterra, 

(Spain) 

Electronic mail: jroldan@ugr.es 

 

A physical simulation procedure was used to describe the processes behind the operation of 

devices based on TiN/Ti/HfO2/W structures. The equations describing the creation and destruction of 

conductive filaments formed by oxygen vacancies are solved in addition to the heat equation. The 

resistances connected with the metal electrodes also were considered. Resistive RAMs analyzed were 

fabricated and many of the characteristics of the experimental data were reproduced with accuracy. 

Truncated-cone shaped filaments were employed in the model developed with metallic-like transport 

characteristics. A hopping current also was taken into account to describe the electron transport between 

the filament tip and the electrode. Hopping current is an essential component in the device high 

resistance state.  

 

INTRODUCTION 

Many devices based on metal oxides are currently under study to analyze their capability as 

Resistive Random Access Memories (RRAMs) and analog memristors.1, 2 The operating principle of the 

Resistive Switching (RS) mechanism is based on the ability of the devices to switch between two states 

with different electrical resistance: a Low Resistance State (LRS) and a High Resistance State (HRS). 

This RS process is linked to the creation and rupture of a conductive filament (CF) that connects the two 

device electrodes with a metallic-like path, when its fully formed.2-5 The transition between states takes 

place due to Set (HRS to LRS) and Reset (LRS to HRS) processes. The potential for using RRAMs in 

industrial applications depends on a set of characteristics that make them a promising contender in the 

non-volatile memory landscape: low power consumption (low in program/erase currents), fast switching 

speed (~1ns), good endurance and retention, multilevel cell storage capability, viability for 3D memory 

stacks and ease of integration in the back end of line of standard CMOS processes.2, 6-9 Fabrication, 

characterization and modeling activities for RRAMs have grown in the last few years, both in industry 

and academia. RRAM memory circuits that have been recently reported on include, 128Kb memory 

arrays,10 64Mb,11 4Mb memories with 2.3GB/s Read-Throughput and 216MB/s Program-Throughput,12 

and 8Mb,13 32Gb,14 and 16Gb15 memory circuits. However, some important issues have to be solved 

before these devices are used in massive industrial production. A key challenge is to create new and 

accurate compact models to translate the physics of RRAM operation to a set of analytical equations for 

the purposes of simulating resistive switching (RS) structures in circuits.  

 

There are several important physical effects involved in the RS phenomena. These include 

thermal effects and quantum mechanical effects such as tunneling currents and redox reactions, which 

control the dynamics of CF creation and disruption. 2, 4, 8, 16, 17 In addition, parasitic effects such as series 

resistances, capacitors, etc., also must be considered to properly model RRAMs devices.2, 4, 8, 16, 17 Models 

for circuit simulation have been published based on the formation and rupture of one or several CFs.3-5, 

8, 14, 17-26 However a detailed device thermal description, a correct CF geometrical implementation, and 

an accurate model for parasitic effects are needed to enhance these models. 

 

In this paper and in the context of RRAM modeling, we present a physical model for bipolar RS 

devices where the electrode resistances and the CF temperature and geometry, among other features, are 

included in a comprehensive, analytical and compact numerical scheme. The simulation results using 

mailto:jroldan@ugr.es
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the proposed model are compared to experimental data of TiN/Ti/HfO2/W devices and the most 

representative modeling issues are discussed. 

 

PHYSICAL MODEL 

 

The analysis developed to describe the physics behind RS assumes filamentary RRAM operation, 

where CFs are formed by percolation paths made of oxygen vacancy clusters with metallic-like 

conduction features. These CFs are mainly formed in high temperature and high electric field dielectric 

regions.21  

 

 
Fig. 1. (Color online) Diagram of the physical processes behind the RRAM RS mechanisms. (a) Set process, (b) Reset process, 

(c) RRAM scheme to represent the CF geometry and main modeling variables employed. 

 

Truncated-cone shaped CFs were assumed for the description of RS operation in the devices, 

following previous experimental results (see Ref. 27). A diagram of the physical mechanisms behind 

the set/reset processes and the geometry of the CFs used in the device modeling are shown in Fig. 1. 

The distance between the CF tip and the electrode (𝑔) modulates the hopping conduction21 that was 

included in the study. The ohmic resistances of the electrodes (𝑅 𝑇, 𝑅 𝐵) and of the CF (𝑅 𝐹) were 

considered and the role of the dielectric surrounding the CF and the dielectric region filling the gap 𝑔 

also were included by means of two resistances (𝑅𝑜𝑥, 𝑅𝑔). Note that the CF geometry changes when 𝑔 

or the radii of the higher and lower truncated cone sides (𝑟𝐵, 𝑟𝑇) are modified (see Fig. 1). Taking into 

account the CF shape, we have formulated its variation with time (𝑡) as a function of its total volume. 

The variations for the set and reset processes, are expressed as equations 1 and 2, respectively: 

   

a)

Bottom Electrode (BE)

Top Electrode (TE)

Bottom Electrode (BE)

Top Electrode (TE)

b)

c)

-
-

-

-

-

-

-
-

-

-
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-

-

-
-
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𝑑𝑉𝑇 
𝑑𝑡
= 𝑣0 exp (−

𝐸𝑎 − 𝛼𝑎𝑍𝑒 

𝑘𝑏 
)                      (𝑠𝑒𝑡)     (1) 

  

𝑑𝑉𝑇 
𝑑𝑡
= −𝑣0 exp(−

𝐸𝑟 − 𝛼𝑟(𝑔)𝑍𝑒 

𝑘𝑏 
)              (𝑟𝑒𝑠𝑒𝑡) (2) 

 

where 𝑉𝑇  is the CF volume;   is the electric field;   is the local temperature; 𝑘𝑏 is the Boltzmann’s 

constant; 𝐸𝑎 is the average activation energy of oxygen vacancies; 𝛼𝑎 is the enhancement factor of the 

electric field; 𝑣0 stands for the product of the vibration frequency of the oxygen atom and the oxygen 

vacancy volume; 𝑍 =  2 is the charge number of oxygen ions; 𝑒 is the unit charge; 𝐸𝑟 is an average 

energy that accounts for the processes involved in the reset process21 and 𝛼𝑟  (𝑔) = 𝛾𝑔 + 𝛼ℎ, accounts 

for the electric field enhancement factor that lowers the hopping barrier (𝛼ℎ) and for the external voltage 

enhancement factor (𝛾) during oxygen ion release. We would like to call the reader’s attention to the 

fact that the electric field used in the previous equations was based on a 1D simplification of the real 

electric field distribution. 

 

The CF volume depends on the bottom and top radii (𝑟𝐵, 𝑟𝑇) and on the 𝑔 parameter. Therefore, 

the volume can be modulated by varying the magnitudes of these three factors. Instead of focusing on 

the radii variation17,24,28 and g variation,21 we chose to merge all the dependencies and formulate the 

problem in terms of the CF volume to simplify calculations.  

 

The heat equation also was solved to obtain the CF temperature.17 This step helps provide 

information about the other magnitudes that control the CF geometry evolution.28,29 Joule heating in the 

CF and lateral heat dissipation from the CF to the surrounding dielectric also are considered.4, 5 

 

The volume of the CF is changed by considering variations of the 𝑔 parameter between a 

maximum value (𝑔𝑥) and a minimum value corresponding to the oxygen vacancy radius. Then, the 

variation of 𝑟𝑇 is considered between a maximum value 𝑟𝑇𝑥 and the oxygen vacancy radius. Setting this 

minimum value is coherent with the modeling approach followed here and avoids numerical 

instabilities. Finally, the variation of 𝑟𝐵 is considered between a maximum value 𝑟𝐵𝑥 and a minimum 

value 𝑟𝐵𝑚𝑖𝑛 which was chosen to be 25nm, a fitting parameter (the same value was used for all the 

curves considered) needed to reproduce the experimental data. 

 

The hopping current can be calculated using Equation 3.21 

 

𝐼 = 𝐼0 exp (−
𝑔

𝑔0
) sinh (

𝑉𝑔

𝑉0
) (3) 

 

where 𝑔0 and 𝑉0 are the characteristic length and voltage, respectively. We have taken into consideration 

both the contribution of the hopping currents from the top and lateral sides of the truncated-cone shaped 

CF. For the lateral sides, an average of the distance between the CF surface and the top electrode is 

calculated in order to compute the current.  

 

DEVICE FABRICATION AND MEASUREMENT 

The TiN/Ti/HfO2/W devices were fabricated on (100) p-type CZ silicon wafers. After a standard 

wafer cleaning, a wet thermal oxidation process was performed at 1100 ºC, leading to a SiO2 layer 200 

nm in thickness. Then, a 200 nm W layer was deposited by magnetron sputtering and patterned by 

photolithography and a lift-off process. A 10 nm HfO2 layer was deposited by atomic layer deposition 

(ALD) at 225 ºC using TDMAH and H2O as precursors, and N2 as carrier and purge gas. The top 

electrode, consisting of a 200 nm TiN and a 10 nm Ti layer (as oxygen getter material), was deposited 

by magnetron sputtering and patterned by photolithography and lift-off. Finally, contact windows to the 

bottom electrode were opened by dry etching of the HfO2 layer to allow electrical probing. The resulting 

device structures were square cells of 15 x 15μm2. A schematic representation of the device cross-section 

is shown in Fig. 2(a). 
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The current-voltage (I-V) measurements were performed using a HP-4155B semiconductor 

parameter analyzer. The voltage was applied to the TiN/Ti top electrode, while the W bottom electrode 

was grounded. In order to evaluate the resistive switching (RS) properties and to automatically perform 

successive cycles, a software tool was been developed and implemented in Matlab to control the 

instrumentation via GPIB (General Purpose Instrumentation Bus). The measurement procedure 

consisted of the following steps: after a forming process with a current compliance of 100 𝜇𝐴, several 

hundreds of RS cycles were measured in a double sweep mode, from 0 to 1 V for the set process and 

from 0 to -1.8 V for the reset process.  

RESULTS AND DISCUSSION 

In our numerical scheme, the equations to simulate the physical processes that lead to RS were 

put together and self-consistently solved. First, we fitted the parameters of equations (1), (2) and (3) 

accounting for the heat equation and using an experimental set of hundreds of RS cycles. As shown in 

Fig. 2(b), the experimental curves are well reproduced in both polarities. The modeled curves are shown 

in symbols.  
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Fig. 2. (Color online) (a) Cross-section scheme of the devices under study. (b) Experimental and modeled current versus applied 

voltage for different cycles. The following CF geometrical parameters were employed in the modeling process: cycle 110, 

𝑟𝐵𝑥 = 30𝑛𝑚, 𝑟𝑇𝑥 = 3.9𝑛𝑚 and 𝑔𝑥 = 3.3nm; cycle 402, 𝑟𝐵𝑥 = 30 𝑛𝑚, 𝑟𝑇𝑥 = 4𝑛𝑚 and 𝑔𝑥 = 3.3nm; and cycle 620, 𝑟𝐵𝑥 =
29𝑛𝑚, 𝑟𝑇𝑥 = 4. 𝑛𝑚 and 𝑔𝑥 = 2.8nm.  

 

We have considered several modeling situations in order to evaluate the accuracy of the model 

and the to include different features in the model (see Fig. 3). A curve with fixed temperature, T=300K, 

is included. As can be seen, no set or reset processes occur, as these processes are known to be activated 

by temperature.1,4,5 A curve considering a cylindrical CF also is shown, though the experimental data fit 

poorly in this case. Finally, a curve with a much higher electrode series resistance is plotted. In this case 

the change with respect to the original curve (Fig. 2.b) is lower because the role of this resistance in 

comparison with the CF ohmic and tunneling components is less important; however, a non-negligible 

displacement can be seen for the higher current values. 
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Fig. 3. (Color online) Experimental and modeled current versus applied voltage for the experimental 402 cycle with the 

following CF parameters: 𝑟𝐵𝑥 = 30 𝑛𝑚, 𝑟𝑇𝑥 = 4𝑛𝑚 and 𝑔𝑥 = 3.3nm. The dotted line represents a modeled curve with the 

temperature fixed at 300K, and it can be observed that no set or reset processes occur in this case. If a cylindrical CF is employed 

(dashed line) the fitting is not accurate. A higher electrode resistance is used in the curve shown in dashed-dotted line: a slight 

variation with the original curve can be seen, mostly at high currents.  

 

After fitting the I-V curves, the variability during cycling of some of the most representative 

model parameters was explored. In particular, the statistical distribution of the main CF geometrical 

parameters was studied. It was observed that a Gaussian distribution of these parameters allowed the 

reproduction of a wide set of experimental cycles (728 curve, as shown in Fig. 4). Notice that the 

development of a physically based model allows the possibility of studying internal variables and their 

influence in RRAM filamentary operation, which can be of great use in understanding the device 

characteristics. Consequently, the inherent variability of RRAM devices can be analyzed to establish 

strategies for scaling in order to make this type of device feasible for industrial applications.  
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Fig. 4. (Color online) RRAM current versus applied voltage for a set of 728 experimental and modeled curves. A Gaussian 

distribution for the maxima of the main CF geometrical parameters (𝑟𝑇𝑥, 𝑟𝐵𝑥 and 𝑔𝑥) was used to generate the modeled curves. 
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See how the regions linked to the set and reset processes are reasonably well reproduced; 

however, as expected, the regions where more differences between the experimental and model data are 

these ones. This is due to the self-accelerated processes that lead to CF creation and disruption. They 

are characterized by a fast temperature rise as well as a rapid increase in the oxygen vacancy 

formation/recombination rates. The higher variability is consequently expected in these regions (Fig. 4), 

taking into consideration that a stochastic process is behind the oxygen vacancy generation and 

recombination events that contribute to the CF modification. It is worth highlighting that the gradual 

part of the reset curve is the most complicated region to model because here, a reduction in the CF radii 

and the increase of the CF-electrode gap take place. These parameters are linked but their variation is 

not completely simultaneous, that is why they contribute to the current reduction in different manners. 

Nevertheless, on average, the modeling of this region is quite accurate, as shown in Fig. 2(b).   

 

Furthermore, the distributions of reset and set current voltage (I, V) pairs were modeled: In Fig. 

5 the 𝐼𝑟𝑒𝑠𝑒𝑡 (𝐼𝑠𝑒𝑡) versus 𝑉𝑟𝑒𝑠𝑒𝑡 (𝑉𝑠𝑒𝑡) data are plotted for both measured and modeled results. The fitting 

was achieved by changing the CF geometry, while maintaining the physical constants given in Table I, 

as it was done in the previous figure. The simulated results agree well with experimental values obtained 

in real devices, providing a physical explanation of the key parameters that may induce cycle-to-cycle 

variability and reduce the device performance. 
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Fig. 5. (Color online) (a) 𝐼𝑟𝑒𝑠𝑒𝑡 versus 𝑉𝑟𝑒𝑠𝑒𝑡 calculated for experimental and modeled data. (b) 𝐼𝑠𝑒𝑡 versus 𝑉𝑠𝑒𝑡 calculated for 

experimental and modeled data. 

 
Table I. Technological parameters and fitting constants used in the model. 

 

Parameter Value Units 

𝐿 10 𝑛𝑚 

[𝐿 𝑇 , 𝐿 𝐵] [210 ,  200] 𝑛𝑚 

𝐿𝑐𝑒𝑙𝑙 1  𝜇𝑚 

[𝐸𝑎 , 𝐸𝑟] [1.12,1.3 ] 𝑒𝑉 

𝑣0 1 6.2  𝜇𝑚3/𝑠 
𝛾 0.2    

𝑘𝑡h   𝑊/𝐾 · 𝑚 

ℎ 1010 𝑊/𝐾 · 𝑚  
𝛼𝑇 1.1 · 10−3  𝐾−1 

[𝜎𝑂𝑥, 𝜎 𝐹0] [0.013,   · 105] 𝑆/𝑚 

[𝜎 𝐵, 𝜎 𝑇] [18 · 106, 106] 𝑆/𝑚 

𝐼0 10 𝐴/µ𝑚  
𝑔0 1 𝑛𝑚 

𝑉0 0.30 𝑉 
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SUMMARY AND CONCLUSIONS 

 

The operation of RRAMs built on the basis of the TiN/Ti/HfO2/W stack has been analyzed by 

developing a numerical tool that describes the creation and destruction of conductive filaments formed 

by oxygen vacancies. The main equations involved in the physics of valence change memories are 

solved, and metallic-like and hopping transport mechanisms are considered in addition to the resistances 

corresponding to the metal electrodes. The RRAMs studied were fabricated and measured and their I-V 

curves were fitted with the modeled data. A set of hundreds of experimental cycles has been correctly 

described in terms of I-V curves as well as in the distributions of reset and set voltages and currents. 

Truncated-cone shaped filaments were assumed in the model with metallic-like transport characteristics. 

The equations controlling the CF dynamics were formulated using the filament volume for the first time, 

including the possibility of changing the cone radii and the gap between the filament tip and the 

electrodes.  
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3.4.2. UGR-VCM Model Validation with other Technologies 

 

To validate the UGR-Model it was tested with three different Metal-Insulator-Metal technologies: 

TiN/Ti/HfO2/W with a 10 nm-thick dielectric, Pt/TiO2/Al2O3/TiO2/RuOx/TiN with 28.4 nm oxide 

thickness (0.2nm of Al2O3) and finally, with the same structure reported previously with a 19.6 nm oxide 

thickness (0.4nm of Al2O3), see appendix A.2. and A.3. respectively for fabrication and measured set-

up details. 

 

Some key model parameters affect the device current. For instance: the dielectric layer thickness 

(𝐷), lateral heat transfer coefficient (ℎ) for dissipation between the CF and the surrounding dielectric, 

the average activation energy (𝐸𝑟) accounting for the processes involved in the RESET process and 

activation energy for oxygen vacancy generation (𝐸𝑎). 

 

The model parameter fitting was carried out making use of several I-V curves of the experimental 

data set for each technology. After that, considering random distributions for the geometric model 

parameters (𝑔, 𝑟𝑇, 𝑟𝐵), a set of simulated curves was obtained that fitted reasonably well the overall set 

curves of each experimental technology. Details of the model accuracy for some specific cycles for the 

three technologies are given. It is shown that the proposed model works well for different transition 

metal oxides and for a variety of dielectric thicknesses. 

 

 

This section was published in González-Cordero et al. Proceedings of IEEE 11th Spanish 

Conference on Electron Devices (CDE 2017). IEEE Xplore digital library, the accepted preprint paper 

is presented below. 
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3.4.3. UGR-VCM Model with Variability 

 

The thermal characteristics of the UGR-VCM model are described in this section. They were 

obtained by simplifying the heat equation in one dimension, assuming the CF has metallic-like transport 

characteristics and taking into consideration the truncated-cone geometry. A compact analytical 

expression for the CF temperature was obtained (see details in appendix D.6. ). This expression shows 

dependencies on the average electric field on the CF, the CF thermal conductivity and the heat transfer 

coefficient for the lateral heat dissipation from the CF to the surrounding dielectric. 

 

To include the effects of cycle to cycle variability, the UGR-VCM model is modified introducing 

a random variation of CF volume linked to the self-accelerated process triggered by the temperature. 

 

The modifications introduced into the UGR-VCM model are tested with three different devices: 

 

1.- Pt/TiO2(9.45nm)/Al2O3(0.5nm)/TiO2(9.45nm)/RuOx/TiN (see details in appendix A.3. ) 

 

2.- Pt/TiO2(14.1nm)/Al2O3(0.2nm)/TiO2(14.1nm)/RuOx/TiN (see details in appendix A.3. ) 

 

3.- TiN/Ti/HfO2 (10nm)/W (see details in appendix A.2. ) 

 

The model reproduced accurately specific cycles I-V of the three technologies. The cumulative 

probabilities of 𝑅𝑜𝑛, 𝑅𝑜𝑓𝑓 and of 𝑉𝑠𝑒𝑡, 𝑉𝑟𝑒𝑠𝑒𝑡 are calculated, a good agreement between the experimental 

and simulated data is observed. The good fit obtained of a series of 729 experimental RS cycles of 

TiN/Ti/HfO2 (10nm)/W devices is shown. 

 

This section was published in González-Cordero et al. Microelectronic Engineering (2017), the 

accepted preprint paper is presented below.  
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ABSTRACT 
 

A new model to account for variability in resistive memories is presented. It is included in a previous 
general current model that considers the main physical mechanisms involved in the conductive filament 
formation and disruption processes that lead to different resistive states. The validity of the model has 
been proved for different technologies of metal-insulator-metal bipolar resistive memories. The model 
can be implemented in Verilog-A for circuit simulation purposes. 

Keywords: Resistive RAM; ReRAM; physical model; stochastic variability 

 

 

1. INTRODUCTION 

Resistive Random Access Memories (RRAMs) are known to be one of the most promising 

alternatives to substitute flash technology in the non-volatile memory market [1, 2]. In addition to 

fabrication developments, simulation and compact modeling are essential facets to make a new 

technology pass into the maturity state. In this context, the variability of resistive switching (RS) based 

on the formation and disruption of Conductive Filaments (CF) in Metal-Insulator-Metal (MIM) 

structures has been modeled in this manuscript. The model works well for MIM structures fabricated 

with different technologies, once the corresponding model parameters are fitted. The resistance of the 

electrodes and that of the CFs in different stages of formation is considered, as well as the hopping 

current in the gap (𝑔) between the CF tip and the electrode. The thermal description of the CF is included 

by solving the heat equation where Joule heating and lateral dissipation from the CF to the surrounding 

dielectric are taken into account [3-5]. Variability [6] has also been introduced by employing a sigmoid 

function that allows reproducing the stochastic nature of the device physics. The model is suitable for 

implementation in circuit simulators to analyze circuits based on RRAMs under different operation 

regimes.  

 

 

 
 Corresponding author. Tel.:+ 34 958244071;                  E-mail address: jroldan@ugr.es (J.B. Roldán) 

 



Chapter 3. Modeling of Valence Change Memories. Electrochemical Memories 

 

90 

2. FABRICATED DEVICES 

Two types of MIM devices have been fabricated: Pt/TiO2/Al2O3/TiO2/RuOx/TiN and 

TiN/Ti/HfO2/W. 

 

The fabrication of RRAMs containing the TiO2/Al2O3/TiO2 stack was based on an ALD 

deposition performed in a flow-type reactor (substrate temperature of 350 °C). The Ti precursor was 

TiCl4, the Al precursor was TMA and H2O was used as oxygen source. TiCl4 and TMA were kept at 

room temperature. In Fig. 1a and 1b the fabricated dielectric layer thicknesses and a schematic 

representation of the device cross-sections is shown. 

 

The TiN/Ti/HfO2/W structures were fabricated on (100) p-type CZ silicon wafers. Wet thermal 

oxidation was performed at 1100 ºC to create a 200 nm thick SiO2 layer. A deposition of a W layer (200 

nm) by magnetron sputtering followed. After this process, an ALD deposited 10 nm thick HfO2 was 

formed at 225 ºC using H2O and TDMAH as precursors. The top electrode consisted of a 200 nm TiN 

and a 10 nm Ti layer. Dry etching of the HfO2 layer was employed for the bottom electrode contact 

windows. The device area was a 15 x 15μm2 square. A schematic of the device cross-section is shown 

in Fig. 1c. 
 

 
Fig 1. Cross-section sketch of the fabricated devices based on the following stacks: a) 

Pt/TiO2(9.45nm)/Al2O3(0.5nm)/TiO2(9.45nm)/RuOx/TiN, b)Pt/TiO2(14.1nm)/Al2O3(0.2nm)/TiO2(14.1nm)/RuOx/TiN and c) 

TiN/Ti/HfO2 (10nm)/W. 

 

3. MODEL DESCRIPTION 

The model is based on the geometric scheme shown in Fig 2a. The CF creation is linked to oxygen 

ion migration and the formation of percolation paths (the conductive filaments) made of oxygen 

vacancies [1-3, 5]. The CF time evolution is described by the following equations formulated in terms 

of the CF volume: 

 

𝑑𝑉𝑇 
𝑑𝑡
= 𝑣0 exp (−

𝐸𝑎 − 𝛼𝑎𝑍𝑞 

𝑘𝑏 
)      (𝑠𝑒𝑡) (1) 

𝑑𝑉𝑇 
𝑑𝑡
= −𝑣0 exp(−

𝐸𝑟 − 𝛼𝑟(𝑔)𝑍𝑞 

𝑘𝑏 
)  (𝑟𝑒𝑠𝑒𝑡) (2) 

 

𝑉𝑇  stands for the CF volume, 𝑣0 is obtained as the product of the oxygen vacancy volume and the 

oxygen atom vibration frequency [2], 𝐸𝑎 is the oxygen vacancy activation energy, 𝛼𝑎 is the electric field 

enhancement factor, 𝑍 is the oxygen ion charge number, 𝑞 is the electron charge,   is the electric field, 𝑘𝑏 
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is the Boltzmann constant,   stands for the local temperature (obtained by solving the heat equation, see 

Fig. 3), 𝐸𝑟 is an activation energy linked to the processes involved in the RESET process, and 𝛼𝑟(𝑔) is  

a linear function of 𝑔 that accounts for the electric field enhancement factor that induces a lowering of 

the hopping barrier and the external voltage enhancement factor during oxygen ions release [2]. 

 

 
Fig.2. a) RRAM geometrical scheme, CF features and main model variables. The variability has been implemented as a random 

volume variation (�̃�𝑇 ), b) RRAM equivalent circuit including the different electrical components included in the model.  

 

 
Fig.3. a) Energy dissipation terms included in the heat equation, and geometrical domain for the CF thermal description, b) 

equivalent cylindrical CF employed to simplify the heat equation solution and to obtain a compact analytical expression for the 

CF temperature. 

 

The circuit that models the RRAM operation is sketched Fig. 2b. The scheme was used for the 

Verilog-A implementation of the model. The electrode ohmic resistances are 𝑅 𝑇 and 𝑅 𝐵, the CF 

resistance is 𝑅 𝐹, the dielectric surrounding the CF resistance and the dielectric region filling the gap 𝑔 

associated resistance are 𝑅𝑜𝑥 and 𝑅𝑔, respectively. The no-linear current sources that account for the 

hopping current are modeled through Ig1 and Ig2. The latter depends on the CF geometry and on the 

voltage applied to the gap 𝑔. A capacitance (𝐶𝑝) is also included [7]. 

 

The thermal characteristics are obtained by solving the heat equation within the CF [3,4,7], 

 

𝜎 𝐹 
 = −𝑘𝑡ℎ

𝜕  (𝑥)

𝜕𝑥 
+ 2ℎ

 (𝑥) −  𝑜𝑥
𝑟 𝐹(𝑥)

 (3) 

a) b)

𝐿 𝐹

𝑔𝑟𝑇
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 𝑪𝑭 stands for the CF electric conductivity (we assume metallic-like temperature dependence [3, 7]), 

 𝑪𝑭 is the CF radius (variable because of a non cylindrical shape),   is the CF average electric field,  𝒕𝒉 

the CF thermal conductivity. The parameter 𝒉 stands for heat transfer coefficient (accounts for the lateral 

heat dissipation from the CF to the dielectric). Eq. 3 cannot be solved analytically assuming a CF with 

variable  𝑪𝑭. In order to obtain an approximated explicit solution we consider that a truncated-cone 

shaped CF with constant conductivity is equivalent (after an algebraic transform) to a cylindrical CF 

with    radius (rT (rB) stands for the top (bottom) CF radius) and a conductivity dependent on the spatial 

variable along the CF main axis (see Fig. 3). With this asumption the cylinder maximum temperature 

found is given in Eq. 4 and it is assumed as the CF temperature, 

 =  0 +
𝜎 𝐹𝑟𝑔𝑟𝐵 

 

𝑟𝑇ℎ 
[
1

2
−
𝑒
𝛼
 

𝑒𝛼 + 1
] (4) 

where the 𝛼 parameter is given below: 

𝛼 = 𝐿 𝐹√
2ℎ

𝑘𝑡ℎ𝑟𝑔
 (5) 

 

Finally, a random component �̃�𝑇  is included as a variation of the CF volume to account for the 

device variability. In this manner 𝑉𝑇  can be obtained as follows: 

 

𝑉𝑇 (𝑡) = ∫
𝑑𝑉𝑇 
𝑑𝑡
𝑑𝑡 + �̃�𝑇  (6) 

�̃�𝑇 = 𝑉𝑇 𝑟𝑛𝑑(Δ𝑡)𝐹( )𝑟𝑛𝑑 (7) 

 

where 𝑉𝑇 𝑟𝑛𝑑 is a random number whose Gaussian distribution presents a null mean value and a standard 

deviation 𝜎𝑉𝑇 , 𝑟𝑛𝑑 is a flag parameter to introduce variability in the model and 𝐹( ) is a sigmoid 

function that depends on the temperature, since the CF volume variation is connected with the kinetic 

energy of ions [6] (see Eq. 8): 

 

𝐹( ) =
1

2
[tanh (

 −  𝑐
 𝑠
) + 1  ] (8) 

 

where    is a threshold temperature above which significant random variation of the gap size occurs, 

while  𝑆 is a function smoothing parameter. 

4. RESULTS AND DISCUSSION 

The proposed model was tested for three different RRAM technologies (see Fig. 1). Batch#1 

Pt/TiO2/Al2O3/TiO2/Ru/Si with 19.4nm oxide thickness (0.5nm of Al2O3), batch#2 with the same 

structure than batch #1 and 28.4nm oxide thickness (0.2nm of Al2O3) and batch #3 TiN/Ti/HfO2/W with 

a dielectric 10nm thick (see Figures 4-5). The same physical constants were employed for all the I-V 

curves, the CF geometrical features were selected for each of the fitted curves in Figure 4.  
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Fig.4. Current versus voltage for different RS cycles of the samples under study: a) batch#1 cycle #4 b) batch#2 cycle #4 c) 

batch#3 cycle #289 and d) batch#3 cycle #664. The model reproduces accurately the experimental results. 

 

The variability is also correctly modeled as shown in Figures 5 and 6 by using Equation 6 and 7. 

A better fit than in previous approaches [3] was obtained (see Figure 6).  The cumulative probabilities 

of 𝑅𝑜𝑛, 𝑅𝑜𝑓𝑓 (Fig. 7 a) and of 𝑉𝑠𝑒𝑡 , 𝑉𝑟𝑒𝑠𝑒𝑡 (Fig. 7 b) are also calculated, where a good agreement between 

the experimental and simulated data is observed. 

 

 
Fig.5. a) Batch #3: 729 experimental cycles and 400 modeled cycles.  
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Fig.6. Batch #3 a)Ireset Ireset versus Vreset calculated for experimental and simulated data. b) Iset versus Vset calculated for 

experimental and simulated data. 

 

 
Fig.7. Cumulative probability comparative between experimental and modeled data for batch #3: a)Ireset Ron and Roff @V=0.1V 

b) Vreset and Vset. 

 The introduction of a threshold in a smooth sigmoid function makes sense since RS mechanisms, 

linked to cycle-to-cycle variability, are self-accelerated processes triggered by temperature. The good 

fit obtained in Figures 6 and 7 shows that the selected approach is appropriate. 

5. CONCLUSIONS 

A physically based model for bipolar MIM resistive memories is presented including a detailed 
temperature and variability description. The model was tested for three different RRAM technologies 
and a good agreement was obtained between the experimental and simulated data. The thermal features 
and the variability were modeled reasonably well in all the cases considered. 
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3.4.4. UGR-VCM Model Improvement to Include Distributed Currents 

To conclude with the validation of UGR-VCM model, a new device based on the 

Au/Ti/TiO2/SiOx/n++Si stack was modelled (details of fabrication and measured set-up is presented in 

appendix A.4. ). Previously, in references [González-Cordero2017b, González-Cordero2017d] included 

in the sections 3.4.2. and 3.4.3. the validation of UGR-VCM model with TiO2/Al2O3/TiO2 and 

TiN/Ti/HfO2/W devices was presented. 

 

Figure 3.6 shows the comparative of experimental data (red line) and the data obtained from the 

simulation of the UGR-VCM (blue line) of 100 cycles I-V. It can be seen that the current levels in the 

states of LRS and HRS are fitted with great precision.  

 

 
Figure 3.6 a) Current versus voltage for Au/Ti/TiO2/SiOx/n++Si devices. RS cycles of experimental data (red line) 

and modeled data (blue line) are shown (100 cycles). b) Cross sectional sketch of Au/Ti/TiO2/SiOx/n++Si stacks. 

c)  sketch of the squared switching cells layout. 

 

This new device works under filamentary and distributed switching mechanisms [Xiao2017]. For 

this new issue the UGR-VCM model is adapted by adding a semiempirical current source to account the 

distributed conduction at low voltages, as a generalized trap assisted current described in equation 

(1.28), controlled by the conductive filament volume (𝑉𝑇 ), see equation (3.21). The rest of the UGR-

VCM model elements are the same as described in section 3.4.   

.  

𝐼𝑘 = (
𝑉𝑇 −𝑉𝑇 𝑚𝑖𝑛
𝑉𝑇 𝑚𝑎𝑥 − 𝑉𝑇 𝑚𝑖𝑛

) 𝑖𝑘𝑉𝑅𝑅𝐴𝑀           
𝑎𝑘 𝑓𝑜𝑟          𝑉𝑅𝑅𝐴𝑀 > 0 (3.21) 

where 𝑖𝑘 and 𝑎𝑘 are fitting parameters, 𝑉𝑇  is the filament volume and 𝑉𝑇 𝑚𝑎𝑥 (𝑉𝑇 𝑚𝑖𝑛) is the maximum 

(minimum) conductive filament volume. The maximum value of 𝐼𝑘 is achieved when the CF is fully 

formed (𝑉𝑇 = 𝑉𝑇 𝑚𝑎𝑥) and it has a minimum value is when 𝑉𝑅𝑅𝐴𝑀 = 0 or 𝑉𝑇 = 𝑉𝑇 𝑚𝑖𝑛.   

 

Figure 3.7 a) shows the fit over the experimental data of cycle #6 with the inclusion of source 

current of 𝐼𝑘, and Figure 3.7 b) shows over the cycle #53 and how the inclusion or exclusion of the new  

current source 𝐼𝑘 affects in the fitting process. A comparative of 𝑅𝑜𝑛 and 𝑅𝑜𝑓𝑓 measured and UGR-

VCM modelled data for 𝑉𝑅𝑅𝐴𝑀 = −1𝑉 versus cycle number is shown in Figure 3.8 a) and a 

comparative of  𝑉𝑅𝑒𝑠𝑒𝑡 and 𝑉𝑆𝑒𝑡 versus cycle number for experimental and UGR-VCM modeled data is 

shown in the Figure 3.8 b). 
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Figure 3.7 a) Current versus applied voltage of cycle #6 of RRAM Au/Ti/TiO2/SiOx/n++Si device, experimental 

data are shown in red lines and UGR-VCM modelled data in blue circles. The arrows marked 1 to 4 indicate the 

processes in a RS cycle and the reading voltage for Ron and Roff determination is shown; b) cycle #53, it is shown 

that the fitting process cannot be performed without the inclusion of Ik (Equation (3.21)). 

 

Figure 3.8 a) Ron and Roff calculated for VRRAM = -1V versus cycle number for experimental and modeled data. b) 

VReset and VSet versus cycle number for experimental and modeled data.  

 

Finally Table 3.VI summarizes the technological parameters and fitting constants used in UGR-VCM 

model to fit experimental data based in the Au/Ti/TiO2/SiOx/n++Si device. 

Table 3.VI UGR-VCM model parameters to fit Au/Ti/TiO2/SiOx/n++Si devices. 

Parameter Value Units 

  3.  𝑛𝑚 

      100 𝜇𝑚 

[  ,   ] [0.9 ,1.2] 𝑒𝑉 

𝒗𝟎 12 .17 𝜇𝑚3/𝑠 
𝜸 0.3   

 𝒕𝐡 8.7 𝑊/𝐾 · 𝑚 

𝒉 8.6 · 109 𝑊/𝐾 · 𝑚  
𝜶  1.6 · 10−3  𝐾−1 

[   ,  𝑪𝑭𝟎] [1.7 · 10−10,  8.9 · 104] 𝑆/𝑚 

𝑰𝟎 0.02 𝐴/𝜇𝑚  
 𝟎 0.4 𝑛𝑚 

𝑽𝟎 0.26 𝑉 
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Chapter 4. Quantum and Thermal Effects in 

Resistive Switching Memristor Models 
 

4.1. Introduction 

This chapter focuses on RRAM devices with unipolar operation. Some of the most representative 

compact models of these devices will be described; among them, the IM2NP-U and the quantum contact 

point model. In addition, a new technique for the extraction of the QPC model parameters is presented. 

This latter procedure is based on the calculation of the second derivative of the device current both for 

experimental and modeled data, the modeled data are obtained by means of an algebraic derivative of 

the QPC model equation. A comparison of modeled and experimental data for the current and the second 

derivative of the current allows the extraction of the QPC model parameters by means of a genetic 

algorithm. This methodology is based on the extraction of four important parameters (𝑉𝑅𝑒𝑠𝑒𝑡, 𝑉𝑇ℎ_𝑟𝑒𝑠𝑒𝑡, 
V2dmax1 and V2dmax2) obtained by means of the first and second current derivatives with respect to the 

voltage. These parameters help to localize the operation regions where the QPC model is more 

important, i.e., the quantization due to the narrowing of the conductive filaments in RRAMs with 

filamentary conduction. 

 

The thermal description of these devices is essential. In Appendix D. Thermal Description Used in 

the Devices Under Study, we have described different modeling approaches presented in the literature 

and some proposed in this doctoral thesis. In this Chapter, we present two contributions in this field: 

 

The first one (UGR-QPC1), describes the conductive filament formed by two cylindrical sections 

of variable geometry (characterized by their radii). Under this premise a thermal model is proposed in 

which the equivalent thermal resistances depend on the two cylindrical sections. Secondly (UGR-QPC2) 

model employs the same hypotheses as the previous model; however, it includes a variable thermal 

capacity that allows a more precise characterization of the thermal response with respect to input voltage 

pulses.  
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4.2. Unipolar Compact Model IM2NP-U 

Bocquet et al. proposed a physically based model for unipolar resistive switching devices for 

set/reset operation and checked it with a device based on the Pt/NiO/Pt stack [Bocquet2011]. The 

operation of the device is explained in terms of the formation and rupture of a conductive filament that 

shorts the top and bottom electrodes, both inert electrodes in this case. Figure 4.1 shows a sketch of the 

CF formation and rupture that produces resistive switching operation in these devices. 

 

 
Figure 4.1 Sketch of conductive filament a) ruptured after a reset process, b) formed after a set process. 
 

When the device is in the LRS, the CF is formed. It is assumed to be metallic-like with an electrical 

conductivity much higher than that of the device dielectric (𝜎 𝐹 ≫ 𝜎𝑂𝑥). In contrast, when the device is 

in the HRS (the CF is broken), the resistance depends on the oxide gap that shows up between the two 

CF remnants left after the reset process [Bocquet2011]. 

 

The electric field can be calculated assuming the current conservation through the whole oxide 

layer [Bocquet2011]. Therefore, locally it can be obtained as follows,  

 

 (𝑥) = 𝐼0𝑅(𝑥) (4.1) 

 

where 𝑅(𝑥) is the resistance in each CF section, given as a function of 𝑥, in the vertical axis of the 

device [Bocquet2011, Bocquet2013] (more details are given in section B.1. ) 

 

𝑅(𝑥) =
1

𝑟 𝐹
 (𝑥)𝜋(𝜎 𝐹(𝑥) − 𝜎𝑂𝑥) + 𝑟 𝐹𝑚𝑎𝑥

 𝜋𝜎𝑂𝑥
 (4.2) 

 

where 𝑟 𝐹𝑚𝑎𝑥 is the CF maximum radius. The CF conductivity, 𝜎 𝐹, is of metallic nature. In this respect, 

its thermal dependence is assumed to be as follows [Russo2007], 

 

𝜎 𝐹(𝑥) =
𝜎 𝐹0

1 + 𝛼𝑇(  𝐹(𝑥) −  0)
 (4.3) 

 

where 𝜎 𝐹0 is the CF conductivity at room temperature ( 0) and 𝛼𝑇 is the linear temperature dependence 

coefficient. The ohmic current can be obtained making use of the previous equations by integration over 

the dielectric thickness,  

  

𝑪𝑭

 𝑴 

  b)

  

 𝑴 

  a)

   

𝑆𝐸 

𝑅𝐸𝑆𝐸 

𝒕  

 𝑪𝑭    
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𝐼0 =
𝑉𝑐𝑒𝑙𝑙

∫ 𝑅(𝑥)𝑑𝑥
𝑡𝑂𝑥
0

 (4.4) 

 

where 𝑉 𝑒𝑙𝑙 is the applied voltage between the top and bottom electrodes. 

 

The evolution of the CF radius at each 𝑥 section is governed by oxidation-reduction chemical 

reactions including also diffusion of the metallic species (this issue is described in detail in section B.4. 

). The device thermal evolution is obtained solving the heat equation using the CF thermal conductivity 

𝐾𝑡ℎ and thermal constant to account for the lateral heat losses toward the dielectric, ℎ   [Bocquet2011] 

(see section D.4. ) 

𝜎 𝐹(𝑥) (𝑥)
 = −𝐾𝑡ℎ

𝜕  𝐹(𝑥)

𝜕𝑥 
+ ℎ
  𝐹(𝑥) −  𝑂𝑥 

𝑟 𝐹
 (4.5) 

 

where 𝜎 𝐹(𝑥) is the CF electrical conductivity along 𝑥 axis,   𝐹(𝑥) the CF temperature along 𝑥 axis, 

 𝑂𝑥 the oxide temperature, 𝑟 𝐹 the CF radius, and ℎ the heat transfer coefficient between CF and 

surrounding oxide. 

 

4.3. Quantum Point Contact Model 

The quantum point contact model characterizes the electrical conduction in RRAMs where 

quantum effects are important being taken into consideration. The expression that describes these effects 

is obtained in a device with filamentary conduction in a dielectric film, the CF shorts the top and bottom 

electrode (see Figure 4.2 a). To obtain the current under a finite applied voltage under the zero-

temperature limit, the equation below is employed [Datta1997],  

 

𝐼 =
2𝑒

ℎ
𝑁∫ (𝐸)𝑑𝐸 (4.6) 

 

where 𝑒 is the electron charge, ℎ is the Planck’s constant, 𝑁 is the number of active channels in the 

constriction (the conductive filament narrowing),  (𝐸) is the electron transmission probability and 𝐸 is 

the electron energy. The Landauer approximation for quantum conductors in one dimension is assumed 

and this leads us to Landauer’s integral. A transmission probability function  (𝐸) resembling an 

inverted parabolic function is used [Miranda2001,Miranda2010, Prócel2013]. The diagram of the 

energy band in the constriction that controls the current is shown in the Figure 4.2 b). Under this 

assumptions equation (4.6) can be expressed as follows, 

 

𝐼 =
2𝑒

ℎ
𝑁∫ {1 + exp[−𝛼(𝐸 − Φ)]}−1

𝛽𝑒𝑉

−(1−𝛽)𝑒𝑉

𝑑𝐸   (4.7) 

 

solving the integral, we obtain the general analytical equation for the current [Miranda2010, 

Prócel2013]. 

𝐼 =
2𝑒𝑁

ℎ
{𝑒𝑉 +

1

𝛼
𝑙𝑛 [

1 + 𝑒[𝛼(𝛷−𝛽𝑒𝑉)]

1 + 𝑒{𝛼[𝛷 (1−𝛽)𝑒𝑉]}
]} (4.8) 

 

where 𝑒 the charge of the electron, ℎ the Planck’s constant, 𝑉 for the voltage drop between the two 

electrodes, 𝛽 represents the fraction of voltage drop that falls at each end of the constriction, 𝛼 is the 

parabolic factor assumed in the electron transmission probability function  (𝐸), 𝛷 the height of the 

potential barrier with respect to the Fermi level (𝐸𝐹),  
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Figure 4.2 a) Scheme of the internal structure of the RRAM cell taking into account the quantum effects modeled 

the QPC currents. b) energy band diagram for the QPC current calculation, note that the potential is shown as a 

parabolic barrier. 

 

The width of the potential barrier that has been used in the Figure 4.2 b) is 𝑡𝐵, and is related to 

parameter 𝛼 and the barrier height as follows [Miranda2001, Miranda2010], 

𝛼 = 𝑡𝐵𝜋
 ℎ−1√

2𝑚∗

𝛷
 (4.9) 

 

where 𝑚∗ is the electron effective mass in the QPC constriction, a value of 𝑚∗ =  0.44𝑚0 [Villena2014] 

(for HfO2) could be employed where 𝑚0 stands for the mass of the free electron. The QPC model has 

been used by several authors to model RRAMs in HRS state [Miranda2010, Lian2012, Prócel2013,], 

and for HRS and LRS too [Miranda2010, Lian2012, Prócel2013, Chen2013, Blasco2015, Jiménez-

Molinos2017, González-Cordero2016e, Roldán2018]. The conductance quantization in RRAM devices 

(already measured, see Figure 4.3) is a clear proof that the QPC model is important in the modeling 

context of these devices. 

 

 

 

 
 

Figure 4.3 Conductance measurements in an Ag/Ta2O5/Pt devices. a) Quantized conductance in set process (by 

applying positive voltage pulses every 2s with a pulse width of 20ms). b) Decreasing quantized conductance in a 

reset process by using negative voltage pulses with a period of 2s and a pulse width of 20ms) [Tsuruoka2012]. 
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Table 4.I Devices that exhibit conductance quantization effects reported in the literature (adapted from [Li2015b, 

Mehonic2013]). BRS stands for Bipolar Resistive Switching, URS for Unipolar Resistive Switching and Vo 

represents  oxygen vacancies. 

Device 
Resistive switching 

CF 
Conductance 

Reference 
mechanism polarity level observed 

Ag2S or Cu2S (vacuum gap) ECM BRS Ag 𝐺0 set [Terabe2005] 

Ag/AgI/Pt ECM BRS Ag 𝐺0 set [Tappertzhofen2012] 

Ag/a-La1-xSrxMnO3/Pt ECM BRS Ag 𝐺0 set [Liu2013c] 

Ag/ionic conductor-layer/W ECM BRS Ag 𝐺0 set [Geresdi2011] 

Ag/GeS2/W ECM BRS Ag 𝐺0 set [Jameson2012] 

Ag/Ag2S/Pt (STM tip) ECM BRS Ag 𝐺0 reset [Wagenaar2012] 

Ag/SiO2/Pt ECM BRS Ag 0. 𝐺0 set [Tappertzhofen2015] 

Cr/p+-amorphous silicon/V ECM URS Metal 0. 𝐺0 set [Hajto1991] 

Cu/HfOX/Pt ECM BRS Cu 0. 𝐺0 set [Lv2015] 

Ag/Ta2O5/Pt ECM BRS Ag 𝐺0 set/reset [Tsuruoka2012] 

Ag/P3HT:PCBM/ITO ECM BRS Ag 𝐺0/0. 𝐺0 set/reset [Gao2013] 

Nb/ZnOx/Pt ECM BRS Nb or 𝑉0 𝐺0/0. 𝐺0 set/reset [Zhu2012] 

Pt/HfO2/Pt VCM URS 𝑉0 0. 𝐺0 reset [Long2013b] 

W/CeOx/SiO2/NiSi2 VCM BRS 𝑉0 0. 𝐺0 reset [Miranda2012] 

ITO/ZnOx/ITO VCM URS 𝑉0 0. 𝐺0 set/reset [Zhu2012] 

Ti (Ta, W)/Ta2O5/Pt VCM BRS 𝑉0 𝐺0 set/reset [Chen2013] 

n-Si/SiOx/p-Si VCM U/BRS 𝑉0 𝐺0/0. 𝐺0 set [Mehonic2013] 

Ti/TiO2/SrTiO3/n-Si VCM BRS 𝑉0 𝐺0 set [Hu2013] 

Ti/HfO2/TiN VCM BRS 𝑉0 𝐺0 reset [Syu2013] 

metal-a-Si:H-metal - - - 𝐺0 set [Hajto1996] 

V/V2O5/V - - - 0. 𝐺0 set [Yun1993] 

4.4. Parameter Extraction of QPC Model 

Unipolar Ni/HfO2/Si-based RRAMs were characterized using more than 2800 experimental I-V 

RS cycles (see Appendix A.5.  for details of the fabrication process and measured set-up). For each I-V 

cycle (reset curve) four parameters are obtained: 𝑉𝑅𝑒𝑠𝑒𝑡, 𝑉𝑇ℎ_𝑟𝑒𝑠𝑒𝑡, V2dmax1 and V2dmax2. The  𝑉𝑇ℎ_𝑟𝑒𝑠𝑒𝑡 
corresponds with the voltage of the maximum value for the current first derivative with respect to 

voltage. V2dmax1 and V2dmax2 correspond with the voltages for the two maxima of the current second 

derivative with respect to the voltage. An initial study by multivariable analysis for the parameters 

𝑉𝑅𝑒𝑠𝑒𝑡, 𝑉𝑇ℎ_𝑟𝑒𝑠𝑒𝑡, V2dmax1 and V2dmax2 can help to understand the current components that contribute in 

the LRS. With the help of a genetic algorithm the 2800 I-V curves are fitted with the QPC current model 

and a set of (𝛼, 𝛽, 𝑁 and 𝜙) parameters are obtained for each cycle. The flowchart of the overall process 

is shown in Figure 4.4. 

 
 

Figure 4.4 Flowchart of method for the Quantum Point Contact (QPC) current component is presented. 
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Abstract: 

 

A multivariate analysis of the parameters that characterize the reset process in RRAMs has been 

performed. The different correlations obtained can help to shed light on the current components that 

contribute in the Low Resistance State (LRS) of the technology considered. In addition, a screening 

method for the Quantum Point Contact (QPC) current component is presented. For this purpose the 

second derivative of the current has been obtained using a novel numerical method which allows 

determining the QPC model parameters. Once the procedure is completed, a whole RS series of 

thousands of curves is studied by means of a genetic algorithm. The extracted QPC parameter 

distributions are characterized in depth to get information about the filamentary pathways associated 

with LRS in the low voltage conduction regime.  

 

Index Terms—Resistive switching memory, RRAM, Quantum Point Contact Model, Conductive 

filaments, Parameter extraction. 

 

 

I. INTRODUCTION 

 

Resistive Random Access Memory (RRAM) shows outstanding features to be considered a 

promising alternative technology for non-volatile memory applications [1]. Among the wide set of 

characteristics reported in the literature, the following can be accounted for: good scalability, low power, 

fast speed, the possibility of fabrication in the form of 3D memory stacks and compatibility with the 

BEOL of CMOS processes [1-14].  

 

The viability of RRAMs has been proved at the device level and also in the integrated circuit 

arena as reported in Refs. [15-17]. The advantages of this technology with respect to Flash devices lie 

on remarkable improvements in the reading/writing speed, endurance, operation power, etc. 

Nevertheless, several hurdles have to be overcome to incorporate RRAMs into the industrialization 

lines, e.g.: the poor control of the switching uniformity and the lack of standardized compact models for 

circuit simulation. The stochastic nature of the switching features implies variations in the forming, set 

and reset voltages and in the resistance distributions [2, 11, 13, 18], both in the Low Resistance State 

(LRS) and in the High Resistance State (HRS). Great research efforts are needed to clarify the 
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mechanisms behind the physics of Resistive Switching (RS) and consequently behind the device 

variability. In terms of modelling for circuit simulation, there is also a long way to go: the introduction 

and acceptance by the scientific community of general compact models and clear parameter extraction 

algorithms, inclusion of these models into commercial circuit simulators, the consolidation of a 

publication corpus to offer alternatives to include the different physical effects that show up in RRAM 

operation for the technologies under study nowadays [2, 13, 14]. In this manuscript we deepen into the 

latest issue in line with previous papers in the literature [18-21]. 

 

In particular, a screening method for detecting if a current component, capable of being described 

by the QPC model [22, 23], is contributing to the current of a certain RRAM device is presented. 

Furthermore, once the QPC fingerprints have been detected, a method to extract the model parameters 

is proposed. To do so, we employed Ni/HfO2/Si devices. These RRAMs have been fabricated using the 

ALD technique [24] and were simulated and physically described in Ref. [25, 26]. The devices show a 

non-linear I-V relationship in LRS. The QPC model [22, 25, 27] was proposed in addition to an ohmic 

component to describe the charge transport in this operation regime. It was found that it worked well 

from the modelling viewpoint and helped to explain the device behaviour for different operations 

regimes [25, 27] and temperatures [26].  In RRAM devices showing non-linear I-V curves at low 

voltages in the LRS, different mechanisms can be thought to be responsible for this non-linearity; e. g., 

Schottky barriers, hopping conduction in an irregular contact between the filament tip and the electrode, 

presence of a nanometric constriction in the CF tip to be described by the QPC model, etc. The 

simultaneous contribution of several of these mechanisms is likely and consequently difficult to unveil 

under standard current measurements. That is why a numerical method to detect the presence of a current 

component (one linked to the QPC model in our case) is of utmost convenience. 

 

Since the QPC model has been employed to describe the conduction both in the LRS and HRS 

[23], the proposed procedure might be used for both operation regimes; however, for the devices under 

study here we will only focus on the I-V curves in the LRS at low voltages. In the HRS, since there are 

no favoured conduction paths, different current mechanisms can take place depending on the dielectric 

nature, the electric field range and temperature [28, 29]. Taking into consideration all these issues, we 

find the application of our method extremely complicated. On the contrary, the LRS has been 

characterized in depth previously [25, 26] and a QPC component is recognizable; so, for the sake of 

simplicity, we will concentrate our analysis on this component here.  

 

This new approach not only will allow the model parameters extraction but also will help us to 

deepen into the tunnelling barrier features behind the QPC current component. As it will be shown, we 

have obtained the QPC model parameters for all the curves in a long series of RS cycles by means of a 

genetic algorithm. The results will allow the analysis of device variability from a different perspective 

and the connection between important parameters such as the reset voltage, and others that can be 

extracted with this technique such as VTh_reset introduced in Ref. [27]. For this purpose a multivariate 

statistical analysis has been considered.  

 

The fabricated devices and measurement process are described in Section II, the numerical 

procedure in Section III and the main results and discussion in Section IV. Finally, the conclusions are 

given in Section V. 

 
II. DEVICE DESCRIPTION AND MEASUREMENT 

 

The devices measured were unipolar Ni/HfO2/Si-based resistive RAMs. The RRAMs were 

fabricated on (100) n-type CZ silicon wafers with resistivity (0.007-0.013) Ω cm using a field-isolated 

process. Atomic layer deposition at 225ºC using tetrakis (Dimethylamido)-hafnium (TDMAH) and H2O 

as precursors was employed to deposit 20nm-thick HfO2 layers. The top Ni electrode with a 200nm 

thickness was deposited by magnetron sputtering [24]. A GPIB-controlled HP-4155B semiconductor 

parameter analyser was used to measure different long series of RS cycles under ramped voltage stress. 

The Si substrate was grounded and a negative voltage was applied to the Ni electrode.  
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III. NUMERICAL METHOD 

 

The numerical procedure developed here is based on the calculation of the second derivative of 

the experimental I-V curves. In a previous work [27], we showed that a new parameter can be defined 

employing the first current derivative (see Fig. 1a). The current derivative shows a maximum and, the 

corresponding voltage was named threshold reset voltage VTh_reset. It was found that this parameter is 

correlated with the reset voltage; as highlighted there, VTh_reset can be used to estimate to some extent 

the reset voltage without the need of getting into the operation region where the self-accelerated 

processes that lead to the conductive filament rupture take place [27]. 

  

Figure 1: a) Experimental current versus applied voltage in the RRAMs under study and first derivative of the 

current versus voltage for two reset curves in a long series of RS. Second derivative of the experimental current 

versus voltage (symbols) for the two reset curves shown in a); the analytically calculated QPC modelled current 

second derivative (solid lines) is also shown. The parameters under analysis in this manuscript are shown for 

clarity: VReset, VTh_reset, V2dmax1, V2dmax2. 

 

We introduce now the analysis of the current second derivative (Fig. 1b). See that two maxima 

show up in this curve. The corresponding voltages were termed V2dmax1 and V2dmax2. After a 

massive calculation for a complete series of more than 2800 experimental RS cycles, it was found that 

80% of the second derivative curves showed two maxima for the voltage range employed. The rest 

usually showed only one maximum and in a few cases three maxima were observed. As explained in 

Ref. [27], two conduction mechanisms in series (ohmic conduction and QPC based) are involved. Their 

different weights in each RS cycle, in addition to the stochastic mechanisms linked to the CF formation 

and rupture, can lead to the situations analysed here.   

 
In Ref. [27] it was found that at low voltages the resistance component linked to the QPC model, 

i. e., to a quantum tunnelling conduction regime was the most important component. The current in the 

QPC model is given by Eq. 1 [22].  

 

𝐼 =
2𝑒𝑁

ℎ
{𝑒𝑉 𝑇𝑅 +

1

𝛼
𝐿𝑛 [

1 + 𝑒𝑥𝑝{𝛼[𝛷 − 𝛽𝑒𝑉 𝑇𝑅]}

1 + 𝑒𝑥𝑝{𝛼[𝛷 + (1 − 𝛽)𝑒𝑉 𝑇𝑅]}
]} (1) 

 

The Landauer’s formalism for 1D quantum conductors and the zero-temperature limit were 

employed in the deduction of Eq. 1 [22, 30]. The following parameters are used in Eq. 1: Φ, the 

confinement potential barrier height measured with respect to the equilibrium Fermi level; ∝ describes 

the curvature of the potential barrier in the longitudinal direction; VCTR is the voltage which is assumed 

to drop at both ends of the CF constriction (a fraction of β and (1-β) at each extreme [22]); e is the 

elementary electron charge and N is the number of active channels in the CF (assuming multi-

filamentary contribution) [22, 30]. 

 

For the devices described in Section II, the ohmic conduction contribution at low voltages is 

negligible [25, 27]. Therefore, most of the external voltage drops at the ends of the CF constriction 

described by the QPC model so that VRRAM≈VCTR. Hence, it is reasonable to expect that the device 
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current and its first and second derivatives can be described accurately by the QPC model in this 

operation regime. We have calculated the second derivative of two of the experimental reset curves in a 

long RS series, see the curves plotted in symbols in Fig. 1b. The numerical derivative was performed by 

means of a Weighted Essentially Non Oscillatory (W.E.N.O.) one-dimensional procedure [31, 32]. In 

this manner, we took advantage of the essentially non-oscillatory nature of the corresponding 

polynomial interpolation for the calculation. In this approach, a higher accuracy order can be obtained 

in smooth regions of the data with this procedure [31, 32]. The use of an advanced algorithm based on 

this technique greatly reduces the numerical oscillations and improves the results of the application of 

the usual finite differences techniques, especially when the presence of noise in the data cannot be 

disregarded (see for example [33]). In relation to this issue, an improvement in the noise treatment was 

included with respect to the algorithm employed in Ref. [27].  

 

The corresponding analytical second derivative was calculated from Eq. 1. See that the QPC 

parameters can be tuned to reproduce the low voltage section of the experimental current second 

derivative around V2dmax1 as shown in Fig. 1b. The presence of the first maximum in the experimental 

current second derivative and the possibility to fit the curve with the QPC modelled current second 

derivative suggests that among different transport mechanisms, a QPC-based one is involved. The non-

linear I-V relationship at low voltage also supports this assumption [25]. The shape of the current second 

derivative at low voltages, and most important, the value of V2dmax1 can be employed to obtain 

information related to the physical features of the transport through the CF constriction modeled by the 

QPC model. As shown in Fig. 2, were the role played by the different QPC model parameters can be 

seen in the analytically calculated current second derivative. The position of the curve maximum 

(V2dmax1) is linked to the parameters β and Φ. The steepness of the curve at the maximum sides is 

connected to the ∝  parameter. 

 

Figure 2: Second derivative of the QPC modeled current described in Eq. 1. The curve shapes for different model 

parameter values, in the voltage range where they are usually found [22], can be observed. The position of the 

curve maximum (V2dmax1) is linked to parameters β and Φ. The steepness of the curve at the maximum sides is 

connected to the ∝  parameter. 

 

It is worth assessing now whether different conduction mechanisms in dielectrics are able or not 

to reproduce the experimental results. In particular, it is essential to analyse the voltage dependence of 

these mechanisms and their derivatives. To do so, we have focused the attention on the Poole-Frenkel 

(PF) and Fowler-Nordheim (FN) components in Fig. 3.  

 

We employed a set cycle to obtain the best possible fit for both current components in order to 

determine their main parameters. Later on, the second derivative was calculated. The current second 

derivative of the FN presents tree terms, two of them negligible for the constants previously found, the 

third (the one with the higher value) shows a constant behavior for the voltage range plotted in Fig. 3, 

see the red curves. The ordeçr of magnitude of the current second derivative is much lower than those 

shown in previous figures and that in black line in Figure 3, since a set cycle has been employed for the 

fitting and the current magnitude is much lower than in the reset case. 
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Figure 3: Second derivative of the current versus voltage for two different dielectric conduction mechanisms: 

Poole-Frenkel and Fowler-Nordheim (red lines). An experimental current curve corresponding to a set cycle has 

been employed as a reference to obtain the best fit for both current mechanisms, to determine the fitting constants, 

considering the electric field dependencies of the PF and FN current analytical expressions (see the inset). The 

experimental current second derivative for the reset curve corresponding to the set curve in the inset has also been 

plotted in black line for comparison. 

Apart from PF and FN mechanisms, others could be considered, in particular Schottky emission. 

In that case, if the electron mean free path is lower than the Schottky barrier width, Simmons modified 

equation can be employed [29]. Under this assumption an expression analytically similar to the PF 

current is obtained, except for some differences in the constants. Therefore, a similar second derivative 

can be expected. In relation to the Space Charge Limited Conduction (SCLC), the ohmic region (low 

voltages) and the later region (at higher voltages) where Child’s square law [29] can be applied will not 

produce a second derivative comparable to what we showed in Fig. 1b. For ionic conduction, nearest 

neighbor hopping as well as variable-range hopping no comparable second derivatives are expected 

since the current analytic dependence on the electric field is linear.   

 

In the devices under study here, at low voltage, as commented below, the ohmic conduction 

contribution is negligible [25, 27]. This feature can be extended with respect to the considerations 

connected with the series resistance, although it has been proved that for other devices it could be of 

importance [23]. 

 

The origin of V2dmax2 could be linked to the overlapping of the conduction regimes described 

by the QPC and ohmic models. In addition, other conduction channels describable by the QPC model 

might be also important at higher voltages and could contribute to the existence of V2dmax2 in the 

experimental data. 

IV. RESULTS AND DISCUSSION 

A. Correlations 

We have performed the first and second numerical derivatives for more than 2800 reset curves of 

a continuous RS series. The four parameters shown in Fig. 1 have been obtained and they were 

represented in Figs. 4 and 5. 

 

A correlation between VTh_reset and VReset was reported in [27], this correlation is not very clear in 

connection with V2dmax1, V2dmax2 and VReset as can be seen in Figure 5. To shed light on this issue, 

a multivariate analysis of correlation is needed and is presented below. In doing so, the correlation 

between VTh_reset and VReset has been revisited within this statistical approach.  
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Figure 4: VTh_reset versus VReset for the devices under study. Data relative to a normalized histogram are shown in 

a color map. The calculation of the numerical derivatives has been enhanced with respect to Ref. [27]. The dash-

dot line shows a linear regression fit with the following parameters m=0.8475, n=-0.0357 V. 

 

 

 

Figure 5: a) V2dmax1 versus VReset and b) V2dmax2 versus VReset for the devices under study. Data relative to a 

normalized histogram are shown in a color map. 

 

It is well known that in the multivariate analysis of statistics [34] we must be aware of the dangers 

inherent to the interpretation of cross-correlations. In this respect, some of the variables (the parameters 

under study here) could be confounding variables that, in some sense, explain the relationship between 

reset voltage and each one of the others parameters (VTh_reset, V2dmax1, V2dmax2). Taking this fact into 

consideration, computing and interpreting partial correlations for each pair of variables by controlling 

the others (statistically keeping them constant) is necessary. Summarizing the results obtained for the 

parameters for each cycle in the long RS series that we are considering, the partial correlations ordered 

by magnitude in the parameters under analysis are given in Table I. 

Table I. Partial correlations between the different parameters considered in our analysis. 

Parameter Parameter Correlation 

V2dmax1 V2dmax2 0.826 

VReset VTh_reset 0.655 

VReset V2dmax2 0.452 

VReset V2dmax1 -0.408 

VTh_reset V2dmax2 0.206 

VTh_reset V2dmax1 0.045 

 

𝑦 = 𝑚𝑥 + 𝑛



Roldán et al. Journal of Applied Physics (2018) 

 

113 

The only partial correlation that keeps the same value than the single correlation is the one 

between V2dmax1 and V2dmax2 parameters. The other correlations decrease and even change sign 

when calculating the partial correlations. Therefore, we can conclude that V2dmax1 and V2dmax2 are 

confounding variables that partly explain the correlation between other variables. VReset and VTh_reset are 

also correlated (this was previously observed [27]). In addition, the correlations between VReset and the 

maxima of the current second derivative (V2dmax1, V2dmax2) are much smaller but statistically 

significant.  Let us observe that the partial correlation between VReset and V2dmax1 is negative contrary 

to the associated single correlation that indicated positive correlation.  

 

Assuming that V2dmax1 is linked to the current QPC modeled component, it is, however, not 

clear the connection of V2dmax2 with other current components, although we note that it is correlated 

with V2dmax1. Taking into account that this maximum shows up at higher voltages, a certain link to 

the ohmic current component is expected; that is why, these two variables, could explain partially the 

connection between VReset and VTh_reset. In this manuscript we will focus on V2dmax1 and the 

information that can be extracted from the QPC model. 

 

 B. QPC model parameter extraction 

See that in Figs. 1b and 2, apart from the fact that a QPC current component is detected, 

information related to the model parameters can be extracted. We have designed a fitting procedure 

where the Euclidean distance of the experimental and QPC current second derivative curves in the 

interval [V2dmax1-0.2V, V2dmax1+0.2V] (when it is possible) is minimized along with the Euclidean 

distance of the experimental and QPC currents in the interval [0, V2dmax1]. For the two cycles 

represented in Fig. 1, the fitting is shown in solid lines in Fig 1b. 

 

The fitting process was reproduced for each curve in a complete RS series with more than 2800 

cycles. The QPC model parameters were obtained or calculated accordingly to a Genetic Algorithm 

(GA) [35]. We employed a GA for this purpose because we are dealing with a non-polynomial 

optimization problem and because of the appropriateness of this approach for fitting constants searching 

problems like ours. In our particular case, the best possible fit is selected for obtaining the QPC model 

parameters for each reset cycle in complex spaces, achieving good results in a reasonable run time [36].  

 

The GA was implemented using a real-valued encoding [35], that is, each chromosome was coded 

as an array of 4 floating point values, each one representing a QPC parameter. We chose a stochastic 

uniform selection operator, along with crossover and mutation operators using constraint 

dependence (that is, avoiding the creation of an invalid offstpring). The crossover operator specifies 

how the genetic algorithm combines two individuals, or parents, to form a crossover child for the next 

generation. The constraint dependent crossover operator creates children that are the weighted 

arithmetic mean of two parents. Mutation operators specify how the genetic algorithm makes small 

random changes in the individuals in the population to create mutation offsprings, generally adding 

or subtracting a small value. Mutation provides genetic diversity and enables the genetic algorithm to 

search a broader space. The constraint dependent mutation operator chooses a direction (this direction 

will correspond to an addition or substraction) and step length that satisfies bounds and linear 

constraints. The constraints are upper and lower values for each parameter (i.e., β between 0 and 1, ∝ 

between 0.1 eV-1 and 15 eV-1, N between 1 and 100 and Φ between 0.25 eV and 3 eV). In (1), Φ can 

also be negative leading to nonlinear quantization. There is no limitation to the lower value of Φ; in this 

respect, if it is too negative (top of the barrier below the equilibrium Fermi level) it does not play any 

role. A population size of 500 chromosomes and 400 maximum generations were employed. The results 

are plotted in Figs. 6 and 7. 
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Figure 6: QPC model parameters versus cycle number for the devices under study. The calculation was performed by means 

of a genetic algorithm [35, 36].  
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Figure 7: QPC model parameters versus V2dmax1 for the devices under study. The calculation has been performed by means 

of a genetic algorithm described above.  
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See that the N parameter (number of channels) is below 25 for most cycles, Here we assume that 

the channels are identical, this implies similar barrier height and shape, as well as the rest of features 

characterized by the QPC model parameters. In addition, the barrier height (measured from the Fermi 

level) is low, around 0.5 eV in most cycles. The parameters  ∝ and β are more spread out in a reasonable 

range of values [22].  
 

If the parameters plotted in Fig. 6 are represented versus V2dmax1 (Fig. 7) we can analyze them 

from another perspective. A value of V2dmax1=0.5V is seen to be the most frequent and the 

corresponding parameters values concentrate in a narrow interval around; in particular, N=25 and Φ=0.5 

eV, β=0.85 parameters are predominant values.  

 

The barrier thickness along the CF constriction can be calculated as shown in Eq. 2 [22], 

 

  

𝑡𝐵 =
ℎ𝛼

2𝜋 
√2

𝑚∗
 

(2) 

 

 

where m* is the electron effective mass, and h is Planck’s constant. For this particular calculation, we 

take an effective mass associated with HfO2 with a value in between 0.11m0 [37] and 0.44m0 [38]. See 

Fig. 8b where tB was plotted for the cycles considered here, the most frequent value is close to 1nm as 

can be seen.  

  
Figure 8: a) QPC model  ∝ parameter versus Φ parameter for the RS series considered. b) Barrier thickness (calculated by 

means of Eq. 2) versus cycle number. The QPC parameters have been obtained by means of a genetic algorithm applied to each 

curve in a whole RS series. 

 

It is worth pointing out that assuming that the device CFs are formed by Ni atoms, for tB≈1nm 

there are several Ni atoms in the constriction linked to the potential barrier. There are, however, a few 

cases (see Fig. 8b) with tB≈0.25nm which could correspond to a single atom constriction.  

 
V. CONCLUSIONS 

A new screening method to detect the presence of a QPC modeled current mechanism has been 

developed. The new method is based on the calculation of the experimental current second derivative. 

The features of the second derivative allow the detection of the QPC model fingerprints, the model 

parameter extraction can be performed by minimizing the Euclidean distance between the current and 

the current second derivative in comparison to the analytical QPC model in the context of a genetic 

algorithm. The extracted parameter distributions have been analyzed to characterize the device LRS low 

voltage quantum transport regime. Finally, a multivariate statistical analysis of the correlations between 

the reset voltage and other reset curve characterization parameters has been performed.  
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4.5. UGR-QPC1 model 

 

This section introduces a new QPC SPICE model (UGR-QPC1). It is used for modeling conductive 

bridge memories (described in Chapter 2) with filamentary conduction through a constriction by the 

QPC model (described in section 4.3. Quantum Point Contact Model) and two cylindrical resistances 

with variable geometry (variable radius). The evolution of two radii is carried out at simulation time 

solving the differential equations of the chemical redox reactions (described in section 4.2. Unipolar 

Compact Model IM2NP-U). 

 

A new thermal model is proposed using an equivalent electric circuit that includes longitudinal and 

transversal thermal resistances, both dependant on the radii of the two CF cylindrical sections (described 

in section II in Ref. [González-Cordero2016e]). The UGR-QPC1 model has been tested with I-V and I-

t measured of Ni/HfO2/Si-n+ devices (the fabrication and measurement set-up details are given in section 

A.5. Ni/HfO2/Si-n++ Devices), a reasonable accurate fit was obtained. 

 

This section was published in González-Cordero et al. Proceedings of IEEE. XXXI edition of the 

Design of Circuits and Integrated Systems Conference (DCIS 2016). IEEE Xplore digital library, the 

accepted preprint paper is presented below. 
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4.6. UGR-QPC2 model 

This model is also employed for conductive bridge memories (described in Chapter 2). The charge 

conduction takes place through a filament with a constriction that can be described by the QPC model 

(described in section 4.3. Quantum Point Contact Model). The CF is represented by two cylinders with 

variable geometry (variable radii) with an associated resistance temperature dependent. In addition to 

CBRAM, these models can be employed also to devices with different RS operation such as VCMs. In 

the model under consideration, the evolution of the CF two radii is changed at simulation time by solving 

the differential equations of redox chemical reactions that account for the CF growth (described in 

section 4.2. Unipolar Compact Model IM2NP-U). 

 

A new thermal model is proposed using an equivalent electric circuit that includes longitudinal and 

transversal thermal resistances and thermal capacitances. Both parameters depend on the radii of the 

two cylindrical sections (described in section II of [Jiménez-Molinos2017]). The UGR-QPC2 model has 

been tested in order to reproduce a transient current under a 3V pulse measured in Ni/HfO2/Si-n+ 

devices. The model shows a reasonable fit. 

 

This section was published in Jiménez-Molinos et al. Proceedings of IEEE. 11th Spanish 

Conference on Electron Devices (CDE 2017). IEEE Xplore digital library, the accepted preprint paper 

is presented below. 
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Chapter 5. Random Telegraph Noise 

Modeling 

5.1. Introduction 

 

The read current of some memristors based on resistive switching devices presents Random 

Telegraph Noise (RTN) signals, particularly in the HRS. These fluctuations add serious difficulties for 

the device operation; i.e., they can reduce the noise margin in memory cells arrays [González-

Cordero2016f, Publisi2013] or change the conductivity in devices employed to mimic electronic 

synapses in the context of neuromorphic circuits [González-Cordero2019c, Carboni2019]. These effects 

pose important hurdles to the use of these devices in highly-scaled integrated circuits, and represent a 

technological challenge. RTN fluctuations can also be beneficial as entropy sources of random number 

generators, in cryptography applications like secret key generation, stochastic neurons and stochastic 

spiking signals [Arumi2016, Wei2016, Puglisi2018, Carboni2019]. 

 

The particular operation of memristors, much different to what is seen in other electron devices 

such as MOSFETs, diodes, etc., make this issue more complicated from the mathematical viewpoint. 

Nevertheless, the accurate modeling these type of signals is essential for their use in digital and analog 

applications. RTN signals are linked to the emission and capture of electrons by traps or defects close 

to the conductive filament in devices with filamentary conduction. It is important to highlight, that RTN 

features depend on the number of active traps, on the interaction between these traps with time, on the 

occurrence of anomalous effects, and other related effects [Gonzalez2016, Puglisi2018, Puglisi2015, 

González-Cordero2019a].  

 

This chapter begins with a review of the current methods of representation and analysis of RTN 

signals reported in the literature, which are the starting point for the subsequent synthesis in compact 

models. Two new analysis methodologies are reported: the Locally Weighted Time Lag Plot (LWTLP) 

as a fast method to generate a TLP with information of probability of occurrence, and the differential 

Locally Weighted Time Lag Plot (dLWTLP) that represents the derivative current in a TLP scheme that 

show new events (transitions between states and spikes) into the graph. Finally, we used the LWLTP to 

analyze a long time RTN trace with an artificial neural network (Self Organization Maps), that allow 

the classification of 1203 RTN traces intro six types of standard RTN classes. 
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5.2. Review of RTN Representation and analysis Methods 

In the literature, we can find different methods to analyze and represent RTN signals 

[Nagumo2009, Martín-Martínez2014, Martín-Martínez2014b, Puglisi2013, Realov2013, Puglisi2015, 

Márquez2016, González-Cordero2019a, González-Cordero2019c]. In this section, we will describe 

them with the focus on their main characteristics, the recommended scopes of application, and their pros 

and cons.  

  

 

5.2.1. Current versus Time Trace 

Current versus time (𝐼 − 𝑡) traces is the simplest way to represent RTN signals. It consists of a 

graph with 𝑁 points (𝐼𝑖, 𝑡𝑖) where 𝑁 is the number of sampled data and 𝑖 is an integer (1 ≤ 𝑖 ≤ 𝑁). 

Figure 5.1 shows a RTN trace #640 measured in a Ni/HfO2/Si-n++ device in HRS (details about 

fabrication and measurement set-up can be found in section A.5. Ni/HfO2/Si-n++ Devices). Two stable 

levels can be observed (labelled 𝐿0 and 𝐿1), with mean currents values 𝐼0 =   𝑛𝐴 and 𝐼1 = 72𝑛𝐴; the 

current difference is named as Δ𝐼, the variability of the two stable levels, 𝛿0 and 𝛿1, and the emission 

(capture) time constants 𝜏𝑒 (𝜏𝑐) are marked too. This type of plot is useful when the RTN trace is short, 

but with long RTN traces, the information provided is less effective. It is important to highlight that with 

this representation method the information obtained (Δ𝐼 , 𝛿0, 𝛿1, 𝜏𝑒 and 𝜏𝑐) can be extracted in a visual 

or qualitative manner and it depends on the particularities of the signal. In this context other techniques 

are required. 
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Figure 5.1 Current versus time of 1000 samples measured in Ni/HfO2/Si-n++ device (trace #640).  

 

5.2.2. Time Lag Plot 

The Time Lag Plot (TLP) is a representation method in which the sampled current 𝑖 + 1 is plotted 

versus the sample 𝑖. That is, it consists of a plot of 𝑁 − 1 points (𝐼𝑖 1, 𝐼𝑖) of RTN sampled data, where 

𝐼𝑖 1 is the current value at the time 𝑖 + 1 and 𝐼𝑖 is the current value at time 𝑖 [Nagumo2009]. Figure 5.2 

a) shows an 𝐼 − 𝑡 trace, while Figure 5.2 b) is the corresponding TLP. In a TLP the stable levels of the 

RTN signal, marked as 𝐿0 and 𝐿1, appear as a cluster of points on the main diagonal (the line 𝐼𝑖 1 = 𝐼𝑖). 
In the opposite diagonal, few points also appear. These points are linked to transitions between stable 

current levels. In Figure 5.2, these events are labelled as 𝑡0−1 (𝑡1−0) for transitions from 𝐼0 to 𝐼1 (𝐼1 to 

𝐼0). The variability of the current levels (𝛿0 , 𝛿1) can easily observed in the TLP. For example, it is clear 

that 𝛿0 > 𝛿1. The relative probability of each level is noticeable from the plot: the number of points in 

cluster 𝐿1 is higher than in cluster 𝐿0, but a numerical quantification is not obtained. 
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Figure 5.2 a) Current versus time of 1000 samples measured in Ni/HfO2/Si-n++ device (trace #640), b) Time lag 

plot (TLP) of the same trace [Nagumo2009]. 

 

This type of plot is very useful for short RTN traces, but for long RTN traces, the information 

provided is less effective. For example, the proximity of stable levels, background noise and overlapping 

of points in the same region, make the interpretation and quantification of TLPs a very difficult task 

[Martín-Martínez2014, Martín-Martínez2014b, Puglisi2013, Márquez2016, González-Cordero2019a, 

González-Cordero2019c]. 

 

The approximated number of traps (𝑁𝑇) presented in the RTN signal can be estimated by the 

expression [Nagumo2009, Realov2013] 

𝑁𝑇 = ⌈log (𝑁𝐿)⌉ (5.1) 

where 𝑁𝐿 is the number of local maxima presented in the main diagonal of TLP, and ⌈ ⌉ is the ceiling 

function. 

 

5.2.3. Color Code Time Lag Plot 

The color code time lag plot (CCTLP) is a time lag plot that shows the occurrence probability of 

points (𝐼𝑖 1, 𝐼𝑖) by means of a color spot (high probability: black, medium probability: yellow and low 

probability: red) [Puglisi2013]. Figure 5.3 shows an example of this method. 

 

 

  
Figure 5.3  a) Current versus time with a two level RTN measured in TiN/HfOx/TiN device b) Color code 

time lag plot (CCTLP) of the same trace [Puglisi2013]. 

 

This type of plot introduces in the TLP a visual representation of regions with different relative 

occurrence probabilities, but only with three non-zero possible values. As in the TLP, the number of 

local maxima in the main diagonal provides information about the number of current levels and 

indirectly on the number traps in the oxide layer influencing the RTN trace by equation (5.1). 
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5.2.4. Enhanced Time Lag Plot 

The Enhacement Time Lag Plot (ETLP) is a two-dimensional histogram of 𝐼𝑖 versus 𝐼𝑖 1 obtained of 

the frequency analysis of each point of the TLP with a bin size equal to the less significative bit of 

current (𝐼𝐿𝑆𝐵) of the analog to digital converter used in the data acquisition system [Realov2013]. Figure 

5.4 shows this technique applied for a RTN signal measured in a CMOS transistor of 45nm (TLP and 

ETLP representations are shown). The TLP shows a great quantity of dispersed points along the main 

diagonal. In this case, it is not possible to determine the current levels or the number of local maxima in 

order to obtain the number of traps. On the other hand, the ETLP shows in the main diagonal six regions 

with different probabilities, which allows us to conclude the presence of three traps influencing on the 

RTN trace. 

 

 
 
Figure 5.4  a) Time Lag Plot of a RTN trace measured in a 45nm CMOS transistor b) Enhanced Time Lag Plot 

of the same RTN data [Realov2013]. 

 

5.2.5. Radio Time Lag Plot 

The Radio Time Lag Plot (RTLP) is a method to visualize the probability of a point (𝐼𝑖, 𝐼𝑖 1) in 

the TLP, calculated as the number of counts in the neighborhood  (𝑖, 𝑗) delimited by an area region 

described by a circle of radius 𝑟 [Márquez2016]. The RTLP method can be described by Equations (5.2) 

and (5.3). 

𝑅 𝐿 (𝐼(𝑖), 𝐼(𝑖 + 1)) = ∑  (𝑖, 𝑗)

𝑁−1

𝑗=1

 (5.2) 

 (𝑖, 𝑗) = {
1 𝑖𝑓 √[𝐼(𝑗) − 𝐼(𝑖)] + [𝐼(𝑗 + 1) − 𝐼(𝑖 + 1)] ≤ 𝑟

0 𝑖𝑓 √[𝐼(𝑗) − 𝐼(𝑖)] + [𝐼(𝑗 + 1) − 𝐼(𝑖 + 1)] > 𝑟
 (5.3) 

 

𝑁 is the number of sampled data of the RTN signal. The radius was assumed to be 10−6 𝜎, where 𝜎 is 

the standard deviation of the current fluctuations in the RTN sequence [Márquez2016] (see Figure 5.5 

a). The plot shows the same points that the TLP (Figure 5.5 b) but a colour map is employed to represent 

the number of points in the defined neighborhood (a relative normalized probability is used). The most 

probable state is 𝐿0 ( 𝑟(𝐿0) ≈ 1).The state 𝐿1 (with a relative probability  𝑟(𝐿1) close to 0.2) is shown 

in yellow. The main drawback of this method is related to the need of calculating the neighbourhood 

previously. Furthermore, for each point, the distance and counts added by the other neighbour points 

must be determined by an algorithm whose complexity depends on 𝑁 .  

a) b)
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Figure 5.5  a) Current versus time plot of 1000 samples measured in a Ni/HfO2/Si-n++ device (trace #640),  b) 

Radius time lag plot (RTLP) of the same trace [Márquez2016]. 

5.2.6. Weighted Time Lag Plot 

The Weighted Time Lag Plot (WTLP) provides information about the probability of occurrence 

in a given position of the TLP space considering the occurrences in the rest of positions of the graph by 

means of a bidimensional Gaussian distribution (BGD) [Martín-Martínez2014, Martín-Martínez2014b, 

Maestro2015]. It reduces the data space (𝐼𝑖 1, 𝐼𝑖) of a trace to a 𝑀 ×𝑀 matrix (𝑀 <  𝑁); that is, for 

each position (𝑥, 𝑦), the probability is calculated as a weighted sum of all the sampled data (𝐼𝑖 1, 𝐼𝑖). 
The weights are given by the distance to each occurrence by the corresponding value of the BGD. The 

mathematical methodology can be described by Equation (5.4) [Martín-Martínez2014], 

𝜓(𝑥, 𝑦) =
𝑘

2𝜋𝛼 
∑exp(

−[(𝐼𝑖 − 𝑥)
 + (𝐼𝑖 1 − 𝑦)

 ]

2𝛼 
)

𝑁−1

𝑖=1

 (5.4) 

 

The values of 𝑥 and 𝑦 depend on the range of values to be plotted and the numbers of points in the 

matrix accordingly to equation (5.5). 

(𝑥, 𝑦) = (
�̂�

𝑀 − 1
(𝐼𝑚𝑎𝑥 − 𝐼𝑚𝑖𝑛) + 𝐼𝑚𝑖𝑛,

�̂�

𝑀 − 1
(𝐼𝑚𝑎𝑥 − 𝐼𝑚𝑖𝑛) + 𝐼𝑚𝑖𝑛) (5.5) 

 

where 𝑥 e �̂� are the indices of the matrix of values to be displayed (𝑥 = 0,1, …𝑀 − 1    �̂� = 0,1,…𝑀 −
1), and 𝐼𝑚𝑎𝑥 e 𝐼𝑚𝑖𝑛 are the maximum and minimum current values used in the plot. The current interval 

represented by each matrix cell depends on 𝐼𝑚𝑎𝑥 e 𝐼𝑚𝑖𝑛 and the numbers of points of the matrix 𝑀. 

Figure 5.6 shows the WTLP of the trace #640 in logarithmic scale with a value of 𝑀=200. The state 

with the highest probability of occurrence can be easily visualized in the main diagonal making use of 

a color map. As can be seen, both methods (RTLP and WTLP) add information linked to the probability 

of occurrence in a third axis and, therefore, they solve problems related to hidden information in terms 

of current levels because of background noise or point overlapping found in the TLP. However, both 

techniques are computationally expensive.  
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Figure 5.6  a) Current versus time plot of 1000 samples measured in a Ni/HfO2/Si-n++ device (trace #640). b) 

WTLP (M=200 points, α=0.1) of the same trace [Martín-Martínez2014]. 

 

5.2.7. The Locally Weighted Time Lag Plot 

The Locally Weighted Time Lag Plot reduces the space (𝐼𝑖 1, 𝐼𝑖) to 𝑀 ×𝑀 points (𝑥, 𝑦) 
[González-Cordero2019a], for each of the 𝑁 − 1 pairs of points (𝐼𝑖 1,𝐼𝑖) the method only uses the 

coordinates (𝑥, �̂�) that are determined by the following equation: 

 

(𝑥, �̂�) = (𝑖𝑛𝑡 (𝑀
𝐼𝑖 − 𝐼𝑚𝑖𝑛
𝐼𝑚𝑎𝑥 − 𝐼𝑚𝑖𝑛

) , 𝑖𝑛𝑡 (𝑀
𝐼𝑖 1 − 𝐼𝑚𝑖𝑛
𝐼𝑚𝑎𝑥 − 𝐼𝑚𝑖𝑛

)) (5.6) 

 

Once the coordinates (𝑥, �̂�) are known, the matrix is updated, considering not only the corresponding 

cell but also the surrounding coordinates weighted by a function that depends on the distance. For the 

occurrence probability calculation, different submatrices were used (for example 3×3 or 5×5) 

[González-Cordero2019a]. A 5x5 matrix example is shown in Figure 5.7. 

 

 

Figure 5.7  Example 5x5 matrix used in the LWTLP method. The position in the matrix with same weights are 

presented with the same color. [González-Cordero2019a]. 

Figure 5.8 b) shows the LWTLP of trace #640 calculated for 𝑀=200 and a 5x5 sub-matrices. In 

this plot is easy to identify the regions in the main diagonal which represent the different current states. 

The main advantage of this method is its computational efficiency, approximately 750 times faster than 

WTLP or RTLP [González-Cordero2019a]. 
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Figure 5.8  a) Current versus time plot of 1000 samples measured in a Ni/HfO2/Si-n++ device (trace #640). b) 

LWTLP (M=200 points, M5x5, σf = 1.5) of the same trace [González-Cordero2019a]. 

 

This method was published in González-Cordero et al. Journal of Vacuum Science and Technology 

B (2019), the accepted preprint paper is presented below. 
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A new technique to analyze Random Telegraph Noise (RTN) is proposed. It has been used for 

the analysis of current versus time measurements performed on Ni/HfO2/Si-n+-based resistive random 

access memories (RRAMs). The method allows to study current-time traces with a massive number of 

data without losing the capability of dealing with background noise and discriminating the active defects 

responsible for current fluctuations. A comparison of this algorithm with previous ones is given in terms 

of computing time and RTN description accuracy. The computing efficiency and the validity of the 

model have been proved and, therefore, it is feasible to propose applications for real time analysis 

making use of this new algorithm. 
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I. INTRODUCTION 

The next-generation of non-volatile memory technologies is getting wide attention among 

electronics manufacturers and the scientific community. The expected high-performance and cost-

effective features of these emerging non-volatile memories will simplify memory hierarchy and 

incorporate non-volatility in logic circuits1-7. In addition, they will open paths for novel applications in 

neuromorphic computing and hardware security landscapes3,8,9. Among the technologies available for 

non-volatile memories, resistive random access memories (RRAMs) are promising devices due to their 

potential for scalability, low power operation, fast operation, high endurance, their CMOS compatibility 

and the possibility to be stacked in 3D architectures1-5. These features will be essential to introduce 

RRAMs in industrial production lines, which are focused by the growing prominence of mobile devices 

and the popularity of Internet-of-things (IoT).  

A resistive memory consist of two electrodes made out of a metallic or highly doped 

semiconductor material that are separated by a dielectric material that can be fabricated by different 

types of oxides and even 2D materials. Research on these devices has been intensive in the last few 

years and dozens of devices have been analyzed where the materials employed for the electrodes and 

dielectric are different. 

Although RRAM technology has been successfully employed at the integrated circuit level in a 

promising manner10-12, some issues still exist that have to be urgently improved in order to introduce 

this technology in mass production channels. Variability and reliability have to be addressed. In addition, 

in order to assist design efforts in an industrial context, Electronic Design Automation (EDA) tools are 

needed. This implies the development of physical simulators13-22, and reliable compact models for circuit 

design3,23-29. Recent reviews can be found in references5,30. 

Filamentary conduction is assumed to be the most common physical mechanism behind resistive 

switching (RS) in most of the RRAMs found in the literature. The formation and destruction of 

conductive filaments (CFs) inside the insulating layer permits the differentiation of two resistive states 

that allow the codification of the logic level for memory applications. Nevertheless, the presence of 

single or multiple traps inside or close to the conductive filaments can strongly influence the charge 

conduction giving rise to current fluctuations (named random telegraph noise, RTN) with relative larger 

amplitudes in the high-resistance state (HRS) than in the low-resistance state (LRS)31,32. In memory 

applications, these fluctuations can cause severe operation or read errors. On the other hand, this RTN 

fluctuations in resistive RAMs can be used as an entropy source of random number generators33-35. 

Different methods have been employed to characterize RTN36-39. In this context, an in-depth 

description of RTN signals is needed to unveil the contribution of defects responsible for the current 

fluctuations from the presence of background noise. Some of the previously proposed tecniques can deal 

with this task37-39, but if long traces are under consideration these algorithms might be too expensive in 

terms of computing time because they need to sweep all the data in the current-time (I-t) trace several 

times. 

In this contribution, we present a new method to analyze RTN signals, the Locally Weighted Time 

Lag Plot (LWTLP). This new method (see the details in section II) allows to reduce the computing time 

with respect to previous ones, being also an accurate technique that allows to perform a useful analysis 

as in the case of previous procedures36-37. The usefulness of the new method will be demonstrated for 

(I–t) traces with more than one million data points. 

The paper is organized as follows. In Section II, a brief review of previous tecniques for analyzing 

RTN signals is presented and our new proposal, the LWTLP method, is detailed. In Sec. III, the 

fabricated devices and measurement set-up are described. In Sec. IV, we present the main results and 

the corresponding discussion. Finally, the conclusions are drawn in Sec. V 
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II. LOCALLY WEIGHTED TIME LAG PLOT TECHNIQUE 

The Time Lag Plot (TLP) is a technique used to visualize RTN data36. Given a set of N data points 

of a current versus time trace, (Ii,ti), with 𝑖 ∈ [1, 𝑁], the current value at a certain moment, Ii+1, is plotted 

versus the previous current, Ii. In this way, stable current values appear as clusters of points along the 

diagonal of the graph (Ii+1 = Ii), while transitions between current levels show up outside this diagonal. 

The proximity of two stable levels and/or the background noise can produce the overlapping of point 

clusters, making the interpretation of the plot difficult37-40. Furthermore, the TLP does not provide a 

quantitative direct information about the number of points concentrated (or even overlapped) around a 

given plot region of the TLP space (for stable levels, this information would be related to the probability 

of measuring a particular current linked to these states). In order to overcome these drawbacks, 

alternative time lag plots have been proposed, among them, the Radius Time Lag Plot (RTLP)39 and the 

Weighthed Time Lag Plot (WTLP)37,38,41. On the one hand, considering the RTLP method, the value 

associated to a given position (Ii,Ii+1) depends on the number of counts in the neighborhood (within a 

region described by a given radius). In that way, the zones with a higher concentration of points in the 

space are highlighted. On the other hand, the WTLP method calculates the occurrence probability in a 

given position of the space taking into consideration the occurrences in the rest of positions in the graph 

by means of the bidimensional Gaussian distribution (BGD)37,38,41. That is, for each position, the 

probability is calculated as a weighted sum of all the sampled data. The weights are given by the distance 

to each ocurrency and the corresponding value of the BGD. In that way, both methods (RTLP and 

WTLP) add information about the probability of occurrence in a third axis and, therefore, overcome the 

problem related to the hidden occurrence levels because of background noise. However, both techniques 

are computationally expensive. This is not the case for the technique we present here, the locally 

weighted time lag plot (LWTLP) method. In this new technique, the probability at a given position (Ii, 

Ii+1) is calculated also taking into account the distance to the counts in other positions (by means of a 

BGD), but only if those positions are close to the considered position (Ii, Ii+1). Hence, not all the plot 

domain is considered (as in theWTLP method), but only the neighborhood to each point of the space (as 

in the RTLP method). In that sense, the LWTLP technique holds the best features of both methods. 

Given N data points, (Ii,ti) (with 𝑖 ∈ [1, 𝑁]), the LWTLP method reduces the data space (Ii,Ii+1) of 

a trace to a M×M matrix (M < N), as in the WTLP case37-38. Each pair of values (Ii,Ii+1) is linked to the 

corresponding matrix cell (indexed by the pair of variables (𝑥, �̂�)). The number of events associated to 

this position are counted and also the neighbor sites of the matrix are updated with each event. These 

latter values are weighted by a function dependent on the distance to the point considered in each 

calculation. In our study, the neighbor regions considered for the calculation of the occurrence 

probability are described by 3×3 or 5×5 sub-matrices (a choice to be made at the beginning of the 

analysis). A more detailed algorithm description is given below. 

 

The Locally Weighted Time Lag Plot method is based on the following procedure. First of all, 

the space (𝐼𝑖, 𝐼𝑖 1) is reduced to 𝑀 ×𝑀 points (𝑥, 𝑦), by means of equations (1) and (2): 

𝑥 =
𝑥

𝑀 − 1
(𝐼𝑚𝑎𝑥 − 𝐼𝑚𝑖𝑛) + 𝐼𝑚𝑖𝑛 (1) 

𝑦 =
�̂�

𝑀 − 1
(𝐼𝑚𝑎𝑥 − 𝐼𝑚𝑖𝑛) + 𝐼𝑚𝑖𝑛 (2) 

where 𝑥 e �̂� are the indices of the matrix of values to be displayed (𝑥 = 0,1, …𝑀 − 1    �̂� = 0,1,…𝑀 −
1) and 𝐼𝑚𝑎𝑥 e 𝐼𝑚𝑖𝑛 are the maximum and minimum current values used in the plot. The current interval 

that each matrix cell represents is determined by: 

Δ𝑥 = Δ𝑦 =
𝐼𝑚𝑎𝑥 − 𝐼𝑚𝑖𝑛
𝑀

 (3) 
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Once the matrix has been determined, for each of the 𝑁 − 1 pairs of points (𝐼𝑖,𝐼𝑖   1) of the 

experimental current trace, their coordinates 𝑥, �̂� are calculated: 

𝑥 = 𝑖𝑛𝑡 (
𝐼𝑖 − 𝐼𝑚𝑖𝑛
Δ𝑥

) 

 
(4) 

�̂� = 𝑖𝑛𝑡 (
𝐼𝑖 1 − 𝐼𝑚𝑖𝑛
Δ𝑦

) 

 
(5) 

where 𝑖𝑛𝑡(𝑥) is the function that returns the integer closest to 𝑥. Once the coordinates (𝑥, �̂�) are known, 

the matrix is updated, considering not only the corresponding cell, but also the surrounding coordinates. 

For this latter action, two alternatives are offered (see Figure 1):  

WL5TLP: the nearest cells (until a maximum change of the indices in 2 units from the central cell 𝑥, �̂�) 

are taken into account (Figure 1b), which constitutes a 5×5 matrix centered on (𝑥, �̂�). The matrix values 

are updated with weights following a two-dimensional Gaussian distribution depending on the 

normalized distance between cells (see Figure 1b). That is: 

𝑊𝐿5 𝐿 (x, y) = 𝑊𝐿5 𝐿 (𝑥, 𝑦) + 𝑑𝑘 , (6)  

where the index k takes values from 0 to 5 (k=0 for the central cell (𝑥, �̂�) and k grows as shown in Figure 

1b). The values of dk are shown in Table I.  

WL3TLP. It is a simplified version of the former case. Only the adjacent cells are considered, this 

option constitutes a 3×3 matrix centered on (𝑥, �̂�) (see Figure 1a). The weight values of the nine cells 

(d0, d1 and d2) are shown in Table I. 

Finally, once the calculations are performed, the matrix values are normalized. 

  

 

FIG. 1. Schema of the matrix cells updated for each event linked to the cell (�̂�, �̂�). Two cases have been considered: WL3TLP, 

only the adjacent cells are taken into account (a); WL5TLP, the 5x5 sub-matrix centered in (�̂�, �̂�) is calculated (b). The weight 

values (dk, k = 0..5) are shown in Table I. 

TABLE I. Weights used in the LWTLP technique (with 𝜎𝑓 = 1. ) 

  𝟎  𝟏     3  4  5 

𝑓(𝑎) = 𝑒
−
𝑎2

 𝜎𝑓
2

 

 

𝒇(𝟎) 
 

𝒇(𝟏) 
 

𝒇(√ ) 

 

𝒇( ) 
 

𝒇(√𝟓) 

 

𝒇( √ ) 
 

Value 

 

1 

 

0.8007 

 

0.6412 

 

0.4111 

 

0.3292 

 

0.1690 

 

𝑑 𝑑1 𝑑 

𝑑1 1 𝑑1

𝑑 𝑑1 𝑑 

�̂� + 1�̂� − 1 �̂�

�̂� + 1

�̂� − 1

�̂�

𝑑5 𝑑4 𝑑3 𝑑4 𝑑5

𝑑4 𝑑 𝑑1 𝑑 𝑑4

𝑑3 𝑑1 1 𝑑1 𝑑3
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III. DEVICE FABRICATION AND MEASUREMENT 

 

A. Device Description 

Ni/HfO2/Si devices were fabricated on (100) n-type CZ silicon wafers with resistivity (7-13) 

mΩ·cm following a field isolated process. The 20nm-thick HfO2 layers were deposited by Atomic Layer 

Deposition at 498K using TDMAH and H2O as precursors and N2 as purge and carrier gas. The resulting 

structures are square cells of 5×5μm2. A schematic cross-section of the final device is shown in the inset 

of Figure 2. More detailed information about the process flow can be found in References 42 and 43. 

 
B. Characterization Setup 

The current in both resistive states was recorded in the time domain using a HP-4155B 

semiconductor parameter analyzer. The voltage was applied to the top Ni electrode, while the Si 

substrate was grounded. Both the I-V curves for the forming process and RS cycles were measured 

making use of ramped voltage signals (some set and reset curves are shown in Figure 2). RTN data were 

measured in the high resistance state (HRS) of the devices employing different biases during observation 

periods of several seconds (thousands of data were obtained for each measurement series). The RTN 

signals were recorded by an automatic algorithm that considers the previous measured data making use 

of a smart procedure (a Matlab® software tool was employed to control the instrumentation). This 

algorithm could request to continue the RTN measurement or to measure a new voltage or switching 

cycle when the measured current values are not optimal for the detection of RTN traces. Figure 3 shows 

a long register of 1.2 million data points obtained at -0.5V for 6800 seconds and the detail of a time 

period of 100 seconds (where typical RTN signals can be recognized by current fluctuations between 

different levels).  
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FIG. 2. (Color online) Current-voltage characteristics during typical set and reset cycles with a current compliance of 100µA. 

Inset: schematic cross-section of the device structure. 

 

FIG. 3. (Color online) Current versus time plot measured at an applied voltage of - 0.5V for 6800 seconds (1.2 million of 

samples were recorded). A detail of a time period of 100 seconds is shown, where RTN signals are apparent. 
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IV. RESULTS AND DISCUSSION 

As explained before, in order to characterize RTN signals, several techniques have been used, 

such as the Time Lag plot (TLP) and the Weighted Time Lag Plot (WTLP) methods36-38,41. 

The TLP representation method allows identifying the current levels present in a RTN signal 

when the number of data measured in the traces is low. As the amount of data rises, TLP shows a 

populated point cloud from which no clear information can be extracted. Furthermore, in the case of 

close current levels, clusters of points in the diagonal could overlap because of the background noise 

(see Figure 4a), leading to overlapping stretched clusters instead of rounded clusters40. To improve this 

technique, the RTLP and WTLP were proposed37,39, adding information about the occurrence probability 

in a third axis (a Z axis), see Figure 4b and Figure 4c, as an example. Finally, in Figure 4d, the results 

of the proposed new LWTLP technique are shown for the same experimental samples.  

Figures 4 and 5 show the time-lag plots of two RTN sequences of 2000 samples using the four 

methods analyzed in this study (the corresponding I-t traces can be seen in Reference 40, Table I, cell 

(6,1) and cell (5,1), respectively).  

 

 

FIG. 4. (Color online) RTN plots for the RTN signals shown in Reference 40 (Table I, row 6). Trap density variations lead to 

irreversible changes in the current levels. The trace consists of 2000 data points measured at an applied voltage of - 0.28V on 

a RRAM in HRS. a) Time Lag Plot, b) RTLP, c) WTLP and d) LWTLP with a 5×5 matrix of neighbor points and M = 400. 

RTLP

LWTLP

a) b)

d)c)
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FIG. 5 (Color online) RTN plots for the case of activation and deactivation of two stable RTN signals. The corresponding I-t 

RTN signals and the physical interpretation are shown in Reference 40 (Table I, row 5). The trace consists of 2000 data points 

measured at an applied voltage of - 0.62V. a) Time Lag Plot, b) RTLP, c) WTLP and d) LWTLP with a 5×5 matrix of neighbor 

points and M = 400. 

In order to shed light on the results plotted in Figure 5, and to evaluate the accuracy of the new 

methodology, we have compared the results of the RTLP, WTLP and LWTLP methods by extracting 

the coordinates of points p1 to p6 (see Figure 5a) in the TLP domain. They correspond to the location of 

the TLP cloud points where the higher occurrence probabilities are placed (Table II). 

TABLE II. Evaluation of the regions of higher occurrence probability making use of the RTLP, WTLP and LWTLP (5x5 matrix) 

procedures (data corresponding to Figure 5 where the most populated regions in the TLP domain (p1-p6) are assumed as a 

reference).  

  RTLP WTLP LWTLP 

 𝟏 
Ii(𝑛𝐴) 
Ii 1(𝑛𝐴) 

168.3±1.8 

168.2±1.8 

167.9±1.1 

167.9±1.1 

168.1±1.5 

168.1±1.5 

   
Ii(𝑛𝐴) 
Ii 1(𝑛𝐴) 

109.7±1.9 

109.7±1.9 

109.7±0.6 

109.7±0.6 

109.9±0.85 

109.9±0.85 

   
Ii(𝑛𝐴) 
Ii 1(𝑛𝐴) 

169.2±3.8 

140.9±1.2 

168.9±0.6 

140.3±0.6 

168.9±0.6  

140.3±0.6 

 𝟒 
Ii(𝑛𝐴) 
Ii 1(𝑛𝐴) 

140.9±1.2 

169.2±3.8 

140.3±0.6 

168.9±0.6 

140.3±0.6 

168.9±0.6 

 𝟓 
Ii(𝑛𝐴) 
Ii 1(𝑛𝐴) 

196.9±2.1  

110.5±2.3 

197.6±0.7 

109.7±0.6 

197.6±0.5 

109.7±0.5 

 𝟔 
Ii(𝑛𝐴) 
Ii 1(𝑛𝐴) 

110.5±2.3 

196.9±2.1 

109.7±0.6 

197.6±0.7 

109.7±0.5 

197.6±0.5 

It can be seen (Table II) that the capacity to determine the regions where the higher occurrence 

probabilities are located for the LWTLP method is as good as in the other two methods. This new method 

a) b)

RTLP

Log(LWTLP)

d)c)

Log(LW5TLP(x,y))LWTLP

𝑝3
𝑝 

𝑝4
𝑝1

𝑝5

𝑝6
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is especially useful when the number of samples is high. Figure 6 shows a trace of 1.2 million samples 

recorded at - 0.5V for 10500 seconds. The Locally Weighted Time Lag Plot (LWTLP) has employed 

9.6 seconds (with M=400 and 5×5 matrix of neighbor points), while an equivalent representation of 

probability by means of the WTLP would require an estimated computation time of 11.5 hours. 

 

FIG. 6. (Color online) a) I-t trace of 1.2 million of samples measured at an applied voltage of - 0.5V for 10500 seconds. b) 

Corresponding Time Lag Plot of the RTN signal, c) Time Lag Plot obtained by means of the Locally Weighted method 

(LWTLP). A computation time of 9.6 seconds has been required for the whole data set (M=400 and 5×5 neighbor matrices 

have been employed). The WTLP method would require an estimated computation time of 11.5 hours for this long I-t trace. 

For the sake of comparison, Table III shows the computation times to process these 2000-point 

signals. As commented above, although the four methods give information on the number of defects and 

the corresponding current levels, only the RTLP, WTLP and LWTLP represent the probability regions. 

Furthermore, the latter is much less computationally expensive than the others and, therefore, suitable 

for real time applications. 

TABLE III. Computing time comparison for different RTN analysis methods for a (I-t) trace with 2000 samples. The 

calculations were performed in a PC with a processor Intel®Core™ I7 Q720 CPU@1.6Ghz. N is the number of samples in the 

trace, n×n is the matrix size used in the LWTLP method (where n<<M), and M×M is the matrix size of discrete (Ii,Ii+1) pairs. 

For the LWTLP we use N=2000, M =400 and n=5. 

Method 

Reduction of the 

space (Ii,Ii+1) to 

(x,y) (eqs. (1-2)) 

Order of 

complexity 

Computation 

time 
Probability 

Fitting 

parameters 

TLP No N-1 0.31s No No 

WTLP Yes (N-1) M2 3.94s Yes Yes (α) 

RTLP No N2 3.68 s Yes Yes (r) 

LWTLP Yes (N-1)n2  5.23ms Yes No 

a)

b) c)

LWTLP         
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Different flavors of this method could be implemented if the 5×5 matrix is increased to 7×7 or 

9×9 matrices, or reduced to 3x3 matrices, depending on the accurary required for a specific application. 

In these cases, there would be a trade-off between an agile computational implementation and the 

required accuracy in the occurrence probability description. In line with this consideration, and for the 

sake of clarity, we have compared the results obtained making use of 3x3 and 5x5 matrices (the I-t data 

related to Figures 4 and 5 are considered). The occurrence probabilities are described in a better manner 

in the 5x5 case at the cost of a slightly higher computation time, as it is shown in Figure 7. 

 
Finally, it is worth pointing out that in relation to the weights employed in the LWTLP technique 

(given in Table I), we have tried different values of the σf parameter (Figure 8). We have found that for 

σf=1.5 a good trade-off is obtained for all the experimental data sets under study. In the LWTLP method 

we can change the σf parameter and matrix size, and these two options determine the LWTLP procedure 

accuracy. Nevertheless, we have shown that σf=1.5 works reasonably well in all cases and the option to 

refine accuracy could be just linked to the matrix dimension determination, although 3x3 and 5x5 

matrices work well. In this respect, we determine a local weighting approach of the surrounding points 

in the TLP domain in the LWTLP; however, in the other plot methods, such as the WTLP, the standard 

deviation is used to perform the fitting parameter determination since the whole experimental data 

sequence is considered. 

 

 

FIG. 7. (Color online) RTN plots for the RTN signals shown in Reference 40 (Table I, row 6). The trace consists of 2000 data 

points measured at an applied voltage of - 0.28V on a RRAM in HRS. a) LWTLP with a 3×3 matrix of neighbor points, M = 

400 and computation time 4.9ms. b) LWTLP with a 5×5 matrix of neighbor points, M = 400 and computation time 5.23ms. 

RTN plots for the case of activation and deactivation of two stable RTN signals. The corresponding I-t RTN signals and the 

physical interpretation are shown in Reference 40 (Table I, row 5). The trace consists of 2000 data points measured at an 

applied voltage of - 0.62V. c) WTLP with a 3×3 matrix of neighbor points, M = 400 and computation time 4.9ms. d) WTLP 

with a 5×5 matrix of neighbor points, M = 400 and computation time 5.23ms. 

LWTLP (5x5)

LWTLP (5x5)LWTLP (3x3)

LWTLP (3x3)

a) b)

d)c)
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FIG. 8. (Color online) RTN plots for the case of activation and deactivation of two stable RTN signals for different 𝜎𝑓 values 

and 5x5 matrices (see Table I). a) 𝜎𝑓 = 0.2 , the matrix central point is close to 1 and the others neighboring points are close 

to zero. The neighbor points scarcelly contribute to the plot,  b) 𝜎𝑓 = 0.7 , the closest neighbor points slightly contribute, and 

the maximum occurrence probability regions are highlighted, c) 𝜎𝑓 = 1. , a reasonable trade-off between the magnitude of the 

occurrence probability maxima and the contribution of non-null occurrence probability regions is achieved, d) 𝜎𝑓 = 2. , the 

neighboring points contribute almost the same than the matrix central points.  

 
V. CONCLUSIONS 

 

A new technique to obtain time lag plots of Random Telegraph Noise (RTN) signals has been 

proposed and applied to I-t traces measured in Ni/HfO2/Si-n+-based resistive RAMs (RRAMs). As other 

previously proposed methods (RTLP and WTLP), this new technique allows to calculate the probability 

associated to each position in the (Ii,Ii+1) plot, taking also in consideration the occurrencies in the 

neighborhood. However, the computation time is much lower. In this way, the method allows the study 

of current-time traces with a massive number of data without losing the capability of dealing with 

background noise and discriminating the presence of active defects responsible for current fluctuations. 

A comparison of this algorithm with previous ones is given in terms of computing time and RTN 

description accuracy. 
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5.2.8. Differential Locally Weighted Time Lag Plot 

The Differential Locally Weighted Time Lag Plot (DLWTLP) is a method that plots the current 

derivative with respect to time in the sample 𝑖 + 1 versus the current derivative with respect to time of 

sample 𝑖 in a LWTLP. The current derivative is calculated numerically by the quotient of the current 

and time increments, as described in equation (5.7) This plot offers information about the temporal 

sequence of current values, such as the probability of occurrence of changes between current states (𝑝1, 
𝑝 , 𝑝3 and 𝑝4) and the presence of spikes (𝑝5), described in the Table 5.I. Figure 5.9 b) shows the 

DLWTLP of the trace #640, the occurrence of 𝑝5 indicates the presence of spikes in the RTN signal. 

The marks 𝑝1 and 𝑝  indicate the transition from state 0 to state 1, and the presence of marks 𝑝3 and 𝑝4 
indicates the transition from state 1 to state 0.  

 

𝑑𝐼𝑖
𝑑𝑡
≈
𝐼𝑖 1 − 𝐼𝑖
𝑡𝑖 1 − 𝑡𝑖

  , 𝑖 = 1. . N − 1. (5.7) 
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Figure 5.9  a) Current versus time plot of 1000 samples measured in a Ni/HfO2/Si-n++ device (trace #640). b) 

DLWTLP (M=200 points M5x5, σf = 1.5) of the same trace [González-Cordero2019c]. 

 

Table 5.I Description of the labels employed in Figure 5.9 

Mark Description 

 𝟎 Current switch between stable current levels. It is obtained for stable levels, 0 or 1 

 𝟏 Beginning of the current transition from state 0 to state 1. The i-derivative is close to 

cero, while the following (i+1-derivative) is positive. 

   End of transition revealed by p1 (from 0 to 1). The i-derivative is positive, the i+1 one 

is close to cero. 

   Beginning of the current transition from state 1 to state 0. The i-derivative is close to 

cero, while the following (i+1-derivative) is negative. 

 𝟒 End of the transition revealed by p3 (from 1 to 0 states). The i-derivative is negative, 

the i+1-derivative one is close to cero. 

 𝟓 Spike between states 0-1-0. It reveals a duration in the 1 state shorter than two 

sampling time steps.  

 

 

This method was published in González-Cordero et al. Microelectronic Engineering (2019), the 

accepted preprint paper is presented below. 
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ABSTRACT 
 
A new technique to study random telegraph noise is proposed. It is based on an analysis of the 

variations of the sampled current instead of the current itself. These current variations are represented 
following a time-lag-plot scheme. The meaning of the graphical patterns obtained is discussed. 
Specifically, this new method is very effective for detecting current spikes due to the presence of fast 
traps. In addition, it can be used to easily detect an unsuitable sampling rate and achieve optimum RTN 
measurement conditions. This technique has been used for analyzing several current versus time traces 
for the state-of-the-art Resistive Random Access Memories (RRAMs). The results are analyzed and the 
patterns obtained with the proposed method are linked to the characteristic features of the corresponding 
random telegraph noise signals, showing the validity and effectiveness of the proposed method. 
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*Corresponding author. Tel.:+ 34 958244071;                  E-mail address: jroldan@ugr.es (J.B. Roldán) 

 

 

 

 

 

 

 

 

 

 

 

 



Chapter 5. Random Telegraph Noise Modeling 

 

164 

1. INTRODUCTION 

 RRAMs are currently one of the most outstanding technologies for non-volatile memories 

(NVMs). Among them, those based on volume conduction or based on filamentary conduction can be 

distinguished. For the latter case, the presence or destruction of one or several conductive filaments 

(CFs) inside an insulator allows the differentiation of two resistive states: low resistance state (LRS) and 

high resistance state (HRS) [1]. The formation and disruption of CFs both in metal-insulator-metal 

(MIM) or metal-insulator-semiconductor (MIS) structures is assumed to be the mechanism behind 

resistive switching (RS) in these devices. 

 

 Random telegraph noise (RTN) in filamentary RRAMs is usually related to the presence of 

charged traps in the oxide inside or near the CF [2-5]. Activation and deactivation of traps may produce 

fluctuations between different current levels [2,4,5]. RTN should be correctly modeled and taken into 

account because it could cause read errors in digital applications. Analog operation may be influenced 

by RTN as well. For instance, in analog neuromorphic applications (where RRAMs can be used as 

synapsis emulators), RTN would lead to random fluctuations of the synaptic weights. On the other hand, 

RTN can be exploited for applications such as Physically Unclonable Functions (PUF) [6] or Random 

Number Generation (RNG) [5]. 

 

 RTN is usually characterized by means of different techniques based on Time-Lag-Plots [7], 

which are representations of the temporal i+1 sampled current value versus the i value. In this paper, 

we briefly review TLP methods and present our new technique (section 2) in this context. In section 3, 

we describe the device fabrication and measurement processes. The results and discussion are given in 

section 4. Finally, the main conclusions are drawn. 

 

2. TIME LAG PLOTS AND THE NEW CURRENT DERIVATIVE TECHNIQUE 

The Time Lag Plot (TLP) is a graphic tool used to easily visualize RTN data [7]. Given a sampled 

current versus time trace (Ii, ti), where 𝑖 ∈ [1, 𝑛] and n is the number of sampled data points, the current 

value at a certain time, Ii+1, is plotted versus the previous value, Ii. Therefore, stable current levels appear 

as clusters of points along the diagonal of the graph (Ii+1 = Ii) while transitions between current levels 

show up outside this diagonal. However, TLP does not provide quantitative information about the 

number of points concentrated or even overlapped around a given region (this information would be 

related to the occurrence probability of current levels). Furthermore, the proximity of two stable levels 

and/or the background noise can produce the overlapping of points within the clusters, being the 

interpretation of the plot difficult in these cases [4,8,9]. 

 

In order to overcome these drawbacks, alternative methods based on TLP have been proposed. 

These techniques add information linked to the occurrence probability in a third axis. Among them, the 

Radius Time Lag Plot (RTLP) [9] considers that the value associated to a given position (Ii, Ii+1) in the 

TLP depends on the number of counts in a circular neighbourhood (defined by a certain radius). On the 

other hand, the Weighted Time Lag Plot (WTLP) [8] method calculates the occurrence probability in a 

given position of the TLP space as a weighted sum of all the sampled data. The weights are given by the 

distance between each position and the corresponding sampled data following a bidimensional Gaussian 

distribution (BGD). In this way, zones with a higher point concentration in the TLP space are highlighted 

by both methodologies (RTLP and WTLP). 

 

However, both techniques are computationally expensive. In order to reduce computation time 

for extremely long traces, the authors of this work recently proposed the Locally Weighted Time Lag 

Plot (LWTLP) [10] that holds the best features of both methods, RTLP and WTLP. In the LWTLP 

method, a surrounding square will be defined for each position (Ii, Ii+1) of the TLP space. After that, the 

probability at a given position (Ii, Ii+1) is calculated taking into account the distance to points in the 

surrounding positions (by means of a BGD) [10]. In the present work, we propose a new technique based 

on a representation of the temporal numerical derivative of the current, instead of the current itself; i.e.: 
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𝑑𝐼𝑖

𝑑𝑡
≈
𝐼𝑖+1−𝐼𝑖

𝑡𝑖+1−𝑡𝑖
  , 𝑖 = 1. . 𝑛 − 1. (1) 

 

Once the derivatives have been calculated, the data are represented by means of a time-lag-plot 

scheme. That is, the derivative corresponding to sample i+1 is plotted versus the current derivative of 

sample i. In this work, LWTLPs [10] of the current derivative have been used to analyze the results, see 

Fig. 1.  

 
Fig.1. Summary of the LWTLP method: the time current levels were transformed in a normalized coordinate system (�̂�, �̂�). 
Each point in the neighborhood was weighted by a bidimensional Gauss distribution function 𝑤(�̂�, �̂�). An example of LWTLP 

5x5 matrix is shown, similar weights are written with the same color [10]. 

 

As we will describe in section 4, this new representation allows obtaining additional information 

hidden in a TLP of the current, such as the presence of spikes (defined here as current level changes 

whose time length equals a sampling time). Basically, the new method is a representation of the current 

transitions between states and in this respect it would be a complementary technique to the methods 

described above. Note that if the sampling rate is constant, the TLP of the current derivative (Equation 

1) is equal to the TLP of the current variations (∆𝐼𝑖 = 𝐼𝑖 1 − 𝐼𝑖), except for a scale factor (the sampling 

time). 

3. DEVICE FABRICATION 

 Devices based on a Ni/HfO2/Si-n+ stack were fabricated on silicon wafers with resistivity 7-

13mΩ·cm. The fabricated structures are square cells of 5x5µm2 with a 20nm-thick HfO2. More detailed 

information about the process flow can be found in Ref [3]. These devices show unipolar resistive 

switching features. The RTN data were recorded using a HP-4155B semiconductor parameter analyzer 

controlled by an automatic software tool based in a smart procedure implemented in Matlab®. The RTN 

traces were measured at different biases in the HRS. Different time intervals were considered with the 

following features: (2000 samples, ~20s).  

�̂� = 𝑖𝑛𝑡
𝐼𝑖 − 𝐼𝑚𝑖𝑛
Δ𝑥

�̂� = 𝑖𝑛𝑡
𝐼𝑖 1 − 𝐼𝑚𝑖𝑛
Δ𝑦

𝑤 �̂�, �̂� = 𝑒
−
�̂�2 �̂�2

 𝜎𝑓

LWTLP 5x5 Matrix

Normalized coordinates Weights used in the matrix
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Fig.2. Typical RTN signals measured in the HRS of Ni/HfO2/Si-n+ devices for an applied bias VRRAM=-0.6V. a) Current versus 

time plot. Two current levels can be clearly identified. b) Plot corresponding to the 100 current data points of the RTN signal 

highlighted in the red box in a). c) dI/dt of the signal in b), where different events are labeled according to Table I.  

4. RESULTS AND DISCUSSION 

 Fig. 2a shows a measured RTN signal with 2000 data points at a bias of VRRAM= -0.6V. Two 

current levels are clearly identified, around 137nA and 164nA, as indicated in the zoom-in plot of 100 

current points shown in Fig. 2b. The two states are labelled ’0’ and ‘1’, respectively. Fig. 1c shows the 

corresponding current derivative (dI/dt) versus time of the RTN trace. 

 The LWTLP of the I-t data is represented in Fig. 3a using a dB scale (10log10(X/Xmax), taking as 

a reference level the point of greatest probability [10]. The two RTN levels are revealed in the main 

diagonal. Fig. 3b shows the corresponding LWTLP of the dI/dt in dB scale, where the events indicated 

in Fig. 2b and 2c have been highlighted. Table I shows a description definition of the types of events 

found in the experimental RTN signal of Fig. 2. The events that have been detected with this new 

technique include information about the beginnings and ends of the current transitions and the possible 

spikes between states, with their relative probabilities. The presence of spikes with a large relative 

probability could be an indication of a too low sampling frequency. Therefore, this new technique can 

provide a method to determine if the sampling time is low or high in comparison with trap emission and 

capture times. If the sampling time is low more events associated with spikes would appear (0-1-0 or 1-

0-1). On the contrary, if the sampling rate is high enough and the sampling time much shorter than the 

capture and emission times, the number of spike events should be reduced and events p0 to p4 would be 

more frequent. 
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 Event Description  Pr(dB) 

 𝟎 
No current switch between stable levels are revealed. It is 

obtained for both levels, 0 or 1 (Fig. 1a) 
 

0 

(ref.) 

 𝟏 
Beginning of the current transition from state 0 to state 1. 

The i-derivative is close to cero, while the following is 

positive.  
-17.6 

   
End of transition revealed by p1 (from 0 to 1). The i-

derivative is positive, the i+1 one is close to cero. 
 

-9.3 

   
Beginning of the current transition from state 1 to state 0. 

The i-derivative is close to cero, while the following is 

negative.  
-10.4 

 𝟒 
End of transition revealed by p3 (from 1 to 0). The i-

derivative is negative, the i+1 one is close to cero. 
 

-16.8 

 𝟓 
Spike between states 0-1-0. It reveals a duration in the 1 

state shorter than two sample periods.  
 

-16.7 

 𝟔 
Spike between states 1-0-1. It reveals a duration in the 0 

state shorter than two sample periods. 
 

-10.4 

Table I. Description of the events detected in the RTN signal of Fig. 2 with the proposed analysis technique based on the 

current derivative (they correspond to the labels employed in Figs. 2 and 3). The last column shows the probability values in 

dB that are obtained by the following expression 10log10(X/Xmax) assuming the most probable event to be the reference (Xmax), 

see LWTLP in Fig. 3b. 

 

 
Fig.3. a) LWTLP in dB scale calculated for the data in Fig. 2. In the main diagonal the two most frequent RTN current levels 

are located (137nA @ -19dB and 164nA @ 0dB). b) LWTLP for the current derivative dI/dt in dB scale. The different events 

shown in Fig. 2b and 2c are indicated. 

 

 Note that in the LWTLP of the I-t trace (Fig. 3a) the two current levels result in the two clusters 

in the main diagonal. The lowest current level (labeled with 0) is much less probable than the other one 

(labeled with 1), although many transitions occur between both states, as can be seen in the clusters 

outside the main diagonal of Fig. 3a and in the current fluctuations of the I-t trace (Fig. 2a). 

 The current level transitions can be better described in a LWTLP of the current derivative, as 

shown in Fig. 3b. The different transition events and its relative frequency are indicated in Fig. 3b. For 

example, transitions from the high state to the low state are highlighted in the cluster labelled as p3. It 

should be noticed that transitions between two states can result in two different events: p1 or p3 events 

(the current remains at least two sampled data points at the low level previous to the transition) or p5 or 

p6 events (which correspond to spikes, the current rapidly returns to the initial level). These two different 

cases are indistinguishable in a conventional current TLP, but they appear clearly differentiated in the 

TLP of the current derivative. This is due to the fact that the last one includes information about three 

data points of the I-t trace in each point of the TLP (as illustrated in the schematic figures of Table I). 
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 Fig. 4a shows another example of RTN data (current versus time, VRRAM=-0.31V). Again, two 

current levels are clearly seen. The corresponding current derivative time-lag-plot is shown in Fig. 4b. 

In the secondary diagonal, a coloured cluster (p5) reveals the presence of spikes 0-1-0, but with much 

lower probability than the other highlighted events. This indicates that the RTN trace has been sampled 

with a suitable frequency to properly detect the RTN levels. This proposed RTN analysis can be useful 

to complement previously published analysis and methods [4, 8, 10, 11] and can help in the 

implementation of compact modeling [5, 12-14]. 

 In order to validate the proposed technique for long traces. We employed RTN data measured at 

VRRAM=-0.5V in the HRS of the devices during 6800s, where 1.2 × 106 samples were recorded. The 

obtained current-time trace is represented in Fig 5a, in the inset a more detailed plot for 100s period is 

shown, RTN signals are clearly observed. For these data the Time Lag Plot obtained by means of the 

LWTLP method with M = 400 and 5 × 5 neighbor matrices has been employed [10] and represented in 

Fig 5b. In this representation no clear conclusions can be extracted due to the high number of data and 

the long measurement time. This long assessment time increases the probabilities that the current levels 

can be slightly shifted during the RTN measurements. This current shift may increase the difficulties to 

detect clustered levels in the TLP of the full trace.   

 
Fig. 4. RTN data measured for the studied Ni/HfO2/Si-n+ at VRRAM=-0.31V in the HRS. a) current versus time plot, b) LWTLP 

for the current derivative. In the secondary diagonal appears a highlighted region (p5) that indicates the presence of spikes 0-1-

0 with a very low probability in relation to the other events. 
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 In order to extract more useful information from long signals, we used the LWTLP method for 

the current derivative for the whole current trace under consideration, see Fig. 5. The corresponding plot 

suggests that there are four current levels (Fig. 6a). The first two levels 0-1 (more likely) have the 

associated events p1 to p6, these states present capture and emission times of the same order (the 

description of these events is shown in Table I). It is worth highlighting that there is a large probability 

of spikes of the type 0-1-0 (event p6). In addition, there are two other levels (labeled 2 and 3 in Fig. 6a). 

For these levels, the capture and emission times are also approximately similar. These news levels have 

associated events q1 to q6 with the same interpretation as p1 to p6 previously described in Table I, except 

that instead of the 0 initial state, in the case of q events their “ground” state corresponds to current level 

2 and the high current level shifts to level 3. In these states there is a greater probability of spikes of type 

2-3-2 (event q5). As can be seen, this new representation based on the LWTLP of the current derivative 

allows a clearer representation of some of the RTN features than with previously proposed 

methodologies [7-9]. 

 

 
Fig. 5. a) RTN data obtained during a long measurement time. The devices were biased at VRRAM=-0.5V in the HRS for a 

measurement time of 6800s (1.2 × 106 samples were recorded). See in the inset a detailed plot of the recorded data for a time 

period of 100s, RTN signals are clearly shown. b) Time Lag Plot obtained by means of the LWTLP method with M = 400 and 

5 × 5 neighbor matrices.  

a)

b)
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Fig. 6. a) Plot of an RTN signal for a time interval of 350s. The current levels referred to the text are shown. b) LWTLP for the 

current derivative obtained from the long set of RTN data measured and shown in the Fig. 5. 

 

5. CONCLUSIONS 

A new method to analyze RTN signals has been proposed. This method has been employed to 

study RTN traces in the HRS of Ni/HfO2/Si-n+ resistive switching devices. The technique is based on a 

time-lag-plot representation of the current derivative instead of the current itself, allowing a better 

understanding of the characteristic RTN signal features and better visualization of the complete range 

of current transitions than when a representation based on the current is considered. In addition, this new 

technique provides information to assess if the sampling rate is adequate to determine the presence of 

the electrically active defects in relation to their capture and emission times. So, it could be a 

complementary tool to the conventional representations employed for RTN analysis.  
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5.3. Neural Network Based Analysis of RTN with LWTLP 

 

As explained above, the LWTLP method allows us to characterize long RTN traces with short 

computation efforts. However, if the recording time is very long, the RTN patterns could evolve because 

the number and location of active traps could change while the measurement is carried out. As a 

consequence, if the complete trace is divided in regular time intervals, different TLPs could be obtained. 

Therefore, the question that arises naturally is related to the repetition of certain patterns or if the 

complete trace could be characterized by a reduced set of patterns. Regarding this issue, an automatized 

classification of the pattern would be very valuable. In this context, an automatic classification tool 

based on Artificial Neural Network using Self-Organizing Maps has been developed and used in order 

to analyse a long 𝐼 − 𝑡 trace with 1.2 million of samples.  

 

This method was published in González-Cordero et al. Semiconductor Science and Technology 

(2019), the accepted preprint paper is presented below. 
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Abstract 

 

The characterization of Random Telegraph Noise (RTN) signals in Resistive Random 

Access Memories (RRAM) is a challenge. The inherent stochastic operation of these devices, 

much different to what is seen in other electron devices such as MOSFETs, diodes, etc., makes 

this issue more complicated from the mathematical viewpoint. Nevertheless, the accurate 

modeling of these type of signals is essential for their use in digital and analog applications. RTN 

signals are revealed to be linked to the emission and capture of electrons by traps close to the 

conductive filament (CF) that can influence resistive switching (RS) operation in RRAMs. RTN 

features depend on the number of active traps, on the interaction between these traps at different 

times, on the occurrence of anomalous effects, etc. Using a new representation technique, the 

Locally Weighted Time Lag Plot (LWTLP), a highly efficient method in terms of computation, 

data from current-time (I-t) traces can be represented with a pattern that allows the analysis of 

important RTN signal features. In addition, Self-organizing maps (SOM), a neural network 

devoted to clustering, can be employed to perform an automatic classification of the RTN traces 

that have similar LWTLP patterns. This pattern analysis allows a better understanding of RTN 

signals and the physics underlying them. The new technique presented can be performed in a 

reasonable computing time and it is particularly adequate for long (I-t) traces. We introduce here 

this technique and the most important results that can be drawn when applied to long RTN traces 

experimentally obtained in RRAMs. 

 

Keywords: Resistive memories, RRAMs, RTN signals, Time Lag Plot, LWTLP, Self organizing 

maps, Unsupervised learning, Clustering, Neural networks 
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1.- INTRODUCTION 

New emerging non-volatile memory technologies are getting wide attention among 

electronics manufacturers and the academic community. These new devices show a set of 

advantages that makes the viability of high-performance and cost-effective applications a 

reasonable possibility [1-4]. The applications are not only linked to non-volatile storage-class 

memory modules but also to neuromorphic circuits and hardware security implementations [2, 5-

7]. The growing prominence of mobile devices and the popularity of Internet-of-things (IoT) is 

pushing the technology towards the use of devices such as RRAMs that can be easily scaled and 

show fast read and writing times, low power operation, non-volatility and CMOS compatibility.  

A resistive memory is made of metal or highly doped semiconductor electrodes and a dielectric 

in between the electrodes that can be fabricated by different types of oxides and even 2D 

materials. A wide variety of materials has been employed for dielectric and electrodes [1, 2]. 

These devices have been successfully used at the integrated circuit level with a promising degree 

of scalability [8-10]. However, prior to massive industrial use, key issues such as variability and 

reliability have to be improved. In addition, characterization and modeling have to be pushed 

forward. Although great efforts from the physical simulation [3, 11-17] and compact modeling 

[18-22] have been made, new studies in terms of characterization and modeling are needed. With 

respect to modeling, noise is a significant issue to deal with, in particular RTN, a noise source 

that is important in RRAMs [5, 23-27].  

 

The CF creation and rupture gives rise to resistive switching (RS) operation. The presence 

of single or multiple traps inside or close to the CFs influences charge conduction and produces 

current fluctuations that can lead to RTN [23-25]. These fluctuations can reduce noise margin in 

memory cell arrays [24, 25] or affect the analog behavior of the devices necessary to mimic 

electronic synapses in neuromorphic circuits [28], posing important hurdles to the use of these 

devices in highly-scaled integrated circuits. RTN fluctuations can also be beneficial, for instance, 

when used as entropy sources in random number generators [23, 29, 30]. 

 

Several methods to characterize RTN can be found in the literature [24, 25, 27, 31- 35]. 

Different facets of RTN signals can be studied making use of them; however, if long (I-t) traces 

are considered some of these procedures are not appropriate due to their heavy burden from the 

computational viewpoint. We have recently presented a methodology based on the Locally 

Weighted Time Lag Plot (LWTLP) [25]. This new method allows a quick analysis of (I-t) RTN 

signals.  

 

Making use of an experimental (I-t) trace as a starting point, a pattern based on the LWTLP 

is obtained that produces information about the current levels, their frequency, the transitions 

between different current levels, etc [25, 32, 36]. In a long trace, different characteristic patterns 

can be obtained if the trace is divided in regular time intervals, since the traps that influence 

current fluctuations get activated or deactivated as the measurement goes on. In this respect, the 

number of active traps, i.e., the different RTN current levels, evolve with time. If a long (I-t) trace 

with millions of measurements is divided in time windows, we would obtain a characteristic 

pattern for each of these windows. The question that reasonably comes up is connected with the 

possibility of repetition of certain patterns, or if any pattern could be characterized by a finite set 

of patterns. In implementing this analysis, we enter in the data mining/machine learning realm 

and in particular we deal with a (unsupervised) clustering problem. We have adopted in this work 

an Artificial Neural Network (ANN) approach using Self-Organizing Maps (SOM), also known 

as Kohonen networks [37, 38]. SOM has been employed instead of k-Means approach [39] due 

to the topology preservation and 2-D visualization (as a map) properties.  

 

The paper scheme is the following, section II describes the device fabrication and 

measurement procedures and section III is devoted to a summary of some of the techniques to 
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analyze RTN signals. In section IV, the new technique is explained and in section V the main 

results are discussed. Finally, the conclusions are drawn in Sec. VI. 

2.- DEVICE FABRICATION AND MEASUREMENT 

The fabricated devices were based on the Ni/HfO2/Si stack, with n-type silicon with a 

resistivity of (7-13) mΩ·cm. A 20nm-thick HfO2 layer was deposited by ALD at 498K using 

TDMAH and H2O as precursors. The structures are 5x5μm2 square cells. The cross-sectional view 

of the device is shown in the inset of Figure 1. More detailed information about the fabrication 

process flow is given in Refs. [40, 41]. 

The current was recorded in the time domain by means of a HP-4155B semiconductor 

parameter analyzer. The voltage was applied to the top Ni electrode, while the Si substrate was 

grounded. Both, the I-V curves for the forming process and RS cycles were measured making use 

of ramped voltage signals (some set/reset curves are shown in Figure 1). Two clearly 

differentiated resistive states were detected (see Figure 1). The low resistance state (LRS) shows 

up when the CF is fully formed and the two electrodes are shorted; if the CF is ruptured in a reset 

process, the device conductance drops off resulting in the high resistance state (HRS).  
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Figure 1. Current versus applied voltage for different set and reset cycles (#55, #46 and #47) within a long 

RS series of more than a thousand curves, ICC=100µA. Inset: device schematic cross section. The device 

operation region where RTN signals are measured is highlighted. 

 

RTN data were measured in the HRS at constant bias af VRRAM=-0.5V for time intervals 

of several seconds (thousands of data were measured). The RTN signals were recorded by an 

automatic algorithm that considers the previous measured data making use of a smart procedure 

(a Matlab® software tool was employed to control the instrumentation) [41, 36]. Figure 2 shows 

a long register of approximately 1.2 million samples obtained for 10500 seconds and the details 

of two time intervals of 10 seconds (where typical RTN signals can be recognized).  
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Figure 2: Current versus time for the HRS of Ni/HfO2/Si devices at VRRAM=-0.5V (more than 1.2 million data were 

measured in 10500 seconds). Zoomed in plots of RTN in two time windows are also shown. 

 

 

3.- REVISION OF RTN ANALYSIS TECHNIQUES 

 

The basic RTN signal representation consist of a current versus time plot. The trace 

consist of a series of points (𝐼𝑖, 𝑡𝑖), where 𝑖 ∈ [1, 𝑁], being 𝑁 the number of sampled data. In a 

basic plot it is easy to identify the number of current levels involved; in addition, a rough 

estimation of the more likely current states in a certain time window can be performed visually, 

see for instance Figure 3a (the description of the symbols employed in the Figure is presented in 

Table I) where a two-level RTN signal is shown in trace#640 (the original (I-t) trace was divided 

in 1203 intervals, from trace#1 to trace#1203). The current levels were labeled as states 0 and 1 

(55nA and 72nA respectively), the 0 state being more stable than the 1 state. If the number of 

sampled data is high or the signal is very complex, including many current levels, irreversible 

states, background noise, etc., this type of plots is not adequate since much of the statistical 

information is not described.  
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Figure 3. Different analysis methods for RTN signals. a) Current at VRRAM=-0.5V versus time, trace #640 (1000 

samples), b) Time lag plot (TLP) [31], c) Radius time lag plot (RTLP) [34], the most likely state is  𝑟(0) presented by 

points in black, state 1 with a relative probability  𝑟(1) close to 0.2 is shown in yellow, d) WTLP (M=200 points, 

α=0.1) [32,33], e) LWTLP (M=200 points,  M5x5, 𝜎𝑓 = 1. ) [25], f) DLWTLP (M=200 points, M5x5, 𝜎𝑓 = 1. )  [35]. 

 

A step ahead from the direct current trace plot is the Time Lag Plot (TLP), a representation 

method to easily visualize some RTN features. In this type of plot, the 𝐼𝑖 1 current level versus 

the previous value, 𝐼𝑖, is plotted [31], see Figure 3b. The stable current levels appear as points 

clusters along the diagonal of the TPL graph (𝐼𝑖 1 = 𝐼𝑖), while transitions between the current 

levels show up outside this diagonal. Figure 3b shows the TLP of trace#640, where two clusters 

represent states 0 and 1 shown in Figure 3a. Few points outside the diagonal correspond to the 

transitions from state 0 to state 1, 𝑡0−1, and the transitions from state 1 to 0, 𝑡1−0. State 0 is 

described by a cluster with a greater number of points and also with greater dispersion than the 

cluster that describes state 1 (𝛿0 > 𝛿1).  
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a.- An alternative to the TLP to improve its features, known as the Radio Time Lag Plot 

(RTLP) incorporates a method to visualize the likelihood of occurrence of a point in the TLP 

(Figure 3c). The value associated to a given position (𝐼𝑖, 𝐼𝑖 1) depends on the number of counts 

in the neighborhood  (𝑖, 𝑗), within a region described by a given radius, 𝑟, [34]. In that manner, 

the areas with a higher point concentration are highlighted. The method can be described by 

Equations 1 and 2, 

𝐴(𝐼(𝑖), 𝐼(𝑖 + 1)) = ∑  (𝑖, 𝑗)

𝑁−1

𝑗=1

 (1) 

 (𝑖, 𝑗) = {
1 𝑖𝑓 𝑑{(𝐼(𝑗), 𝐼(𝑗 + 1)), (𝐼(𝑖), 𝐼(𝑖 + 1))} ≤ 𝑟

0 𝑖𝑓 𝑑{(𝐼(𝑗), 𝐼(𝑗 + 1)), (𝐼(𝑖), 𝐼(𝑖 + 1)}) > 𝑟
 (2) 

 

where 𝑁 is the number of samples (measured points in a (I-t) trace), 𝑑 is the Euclidean distance 

function. The plot shows the same points as in the TLP (Figure 3b) but a colour map is employed 

to represent the number of points in the determined neighborhood (Pr, the relative probability 

normalized to unity is used).  

 

Table I. Description of the symbols employed in Figure 3.  

Mark Description 

1/0 stable states corresponding to the high/low current levels  

𝑰𝟏 (𝑰𝟎) Mean current values corresponding to the high/low current levels  

𝚫𝑰 Difference between the high and low current levels 

𝒕𝟎−𝟏 (𝒕𝟏−𝟎) Transition of low-high (high-low) current states 

𝜹𝟏 (𝜹𝟎) Variability of the high (low) current states 

   (  ) Emission (capture) times 

 𝟎 Current switch between stable current levels. It is obtained for stable levels, 0 or 1 

 𝟏 
Beginning of the current transition from state 0 to state 1. The i-derivative is close 

to cero, while the following (i+1-derivative) is positive. 

   
End of transition revealed by p1 (from 0 to 1). The i-derivative is positive, the i+1 

one is close to cero. 

   
Beginning of the current transition from state 1 to state 0. The i-derivative is close 

to cero, while the following (i+1-derivative) is negative. 

 𝟒 
End of the transition revealed by p3 (from 1 to 0 states). The i-derivative is negative, 

the i+1-derivative one is close to cero. 

 𝟓 
Spike between states 0-1-0. It reveals a duration in the 1 state shorter than two 

sampling time steps.  

 

 

b.- The Weighted Time Lag Plot (WTLP) calculates the occurrence probability in a given 

position of the TLP space considering the occurrences in the rest of positions in the graph by 

means of the bidimensional Gaussian distribution (BGD) [32, 33, 42]. It reduces the data space 

(𝐼𝑖, 𝐼𝑖 1) of a trace to a 𝑀 ×𝑀 matrix (𝑀 <  𝑁); that is, for each position (𝑥, 𝑦), the probability 

is calculated as a weighted sum of all the sampled data (𝐼𝑖, 𝐼𝑖 1). The weights are given by the 

distance to each occurrence and the corresponding value of the BGD. The mathematical 

methodology can be described by Equation 3 [32], 

𝜓(𝑥, 𝑦) =
𝑘

2𝜋𝛼 
∑exp(

−[(𝐼𝑖 − 𝑥) + (𝐼𝑖 1 − 𝑦)
 ]

2𝛼 
)

𝑁−1

𝑖=1

 (3) 

 

The values of 𝑥 and 𝑦 depend on the range of values to represent and the numbers of points in the 

matrix accordingly to Equation 4. 
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(𝑥, 𝑦) = (
𝑥

𝑀 − 1
(𝐼𝑚𝑎𝑥 − 𝐼𝑚𝑖𝑛) + 𝐼𝑚𝑖𝑛,

�̂�

𝑀 − 1
(𝐼𝑚𝑎𝑥 − 𝐼𝑚𝑖𝑛) + 𝐼𝑚𝑖𝑛) (4) 

where 𝑥 e �̂� are the indices of the matrix of values to be displayed (𝑥 = 0,1, …𝑀 − 1    �̂� =
0,1,…𝑀 − 1), and 𝐼𝑚𝑎𝑥 e 𝐼𝑚𝑖𝑛 are the maximum and minimum current values used in the plot. 

Figure 3d shows the WTLP of the trace #640 in logarithmic scale with a value of M=200. The 

state with the higher probability of occurrence can be easily visualized in the main diagonal 

making use of a color map. Both methods (RTLP and WTLP) are computationally expensive.  

 

c.- The Locally Weighted Time Lag Plot reduces the space (𝐼𝑖, 𝐼𝑖 1) to 𝑀 ×𝑀 points (𝑥, 𝑦) 
[25], like the method WTLP (Equation 4 to discretize the space (𝐼𝑖, 𝐼𝑖 1) can be also used here). 

For the WTLP case, instead of calculating for each point (𝑥, 𝑦) the contribution of all the points 

(𝐼𝑖, 𝐼𝑖 1) weighted by BGD, the coordinates (𝑥, �̂�) are determined for each of the 𝑁 − 1 pairs of 

points (𝐼𝑖,𝐼𝑖 1) by the following equation: 

(𝑥, �̂�) = (𝑖𝑛𝑡 (𝑀
𝐼𝑖 − 𝐼𝑚𝑖𝑛
𝐼𝑚𝑎𝑥 − 𝐼𝑚𝑖𝑛

) , 𝑖𝑛𝑡 (𝑀
𝐼𝑖 1 − 𝐼𝑚𝑖𝑛
𝐼𝑚𝑎𝑥 − 𝐼𝑚𝑖𝑛

)) (5) 

where 𝑖𝑛𝑡(𝑥) is the function that returns the integer closest to 𝑥. For the occurrence probability 

calculation, different submatrices were used (for example 3×3 or 5×5) [25]; a 5x5 matrix example 

is shown in Figure 4 with the corresponding weights. 

 

 

Figure 4: An example of LWTLP 5x5 matrix is shown, equal weights are plotted with the same color [25]. 

Figure 3e shows the LWTLP of trace #640 calculated for M=200 points and a 5x5 sub-matrix. 

The main virtue of this method is its computational efficiency, approximately 750 times faster 

than WTLP or RTLP [25]. 

 

d.- The Differential Locally Weighted Time Lag Plot (DLWTLP) is a new method of RTN 

representation [35] based on the numerical derivative (Equation 8) of the current with respect to 

time, instead of the current itself. This plot does not represent directly the RTN signal stable levels 

but offers information about the temporal variation sequence of current values, such as the 

probability of occurrence of changes between current states (𝑝1, 𝑝 , 𝑝3 and 𝑝4) and the presence 

of spikes (𝑝5), as described in the Table I [35]. 
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𝑑𝐼𝑖
𝑑𝑡
≈
𝐼𝑖 1 − 𝐼𝑖
𝑡𝑖 1 − 𝑡𝑖

  , 𝑖 = 1. . 𝑁 − 1. (8) 

 

Figure 3f shows the DLWTLP of trace #640, the occurrence of 𝑝5 indicates the presence of 

spikes in the RTN signal. The marks 𝑝1 and 𝑝  indicate the transition from state 0 to state 1, and 

the presence of marks 𝑝3 and 𝑝4 indicates the transition from state 1 to state 0.  

 

4.- NEW TECHNIQUE BASED ON NEURAL NETWORK ANALYSIS 

 

4.1.-Study of characteristic patterns in the LWTLP domain for different RTN signals 

Among the methods described in the previous section, the LWTLP allows to characterize 

the RTN signal in a determined (I-t) trace with a low computational cost. This computation 

efficiency becomes evident when we need to analyze long RTN traces in comparison with other 

methodologies. Figure 5 shows the LWTLP (M5x5 and M=50 points) for different types of RTN 

signals found in the long trace in Figure 2.  Figure 5a shows trace #21 (multilevel fluctuation with 

three current levels) and Figure 5b the corresponding LWLTP; Figure 5c shows trace #148 

(representing background noise), Figure 5d shows the related LWTLP. Figure 5e represents trace 

#268 (a stable two current level fluctuation), Figure 5f plots the LWTLP for trace #268. Figure 

5g shows trace #1074 (a multilevel (6 levels) non correlated transition fluctuation) and Figure 5h 

the corresponding LWTLP. It is revealed that different types of RTN signals show characteristic 

representations in terms of LWTLP patterns. The LWTLP patterns can be seen as a representation 

of RTN in a different domain that highlights important signal features with respect to the temporal 

domain, just as Fourier domain allows for the frequency analysis of a certain temporal signal. 

The long-duration signal in Figure 2 (around 1.2 million sampled data) is divided into 1203 

pieces (m=1203), for each of these pieces the LWTLP (M5x5 M= 50 points) is obtained. These 

LWTLP plots are the input set to train an artificial self-associative neural network. In SOM, each 

neuron plays the role of a cluster head and is connected to all the input variables. During training, 

neurons adapt the weights that connect them to inputs. Specifically, a similarity measure-based 

algorithm is used to determine the most similar neuron or cluster head. This neuron and their 

neighboring nodes slightly modify their own weights in order to increase the similarity with that 

particular input in the training process. The strength of the adaptation process decreases both with 

distance (the effect is higher on closer neurons) and time (the last training examples have less 

influence on the map than the first examples). After training, the patterns are clustered by mapping 

them to the most similar neuron. One advantage of using SOM with respect to well-known 

methods, such as k-means [39], and which motivated our choice, is the preservation of the 

topology. In our application, it is interesting to know that patterns corresponding to a certain 

neuron will be similar to patterns corresponding to the neighboring nodes and visualize this 

information in the 2D map. See the Appendix for further details. 

Several network sizes have been tested for this purpose and we found that a 5x4 neurons 

network is an acceptable compromise between the number of clusters or classes obtained and the 

elements classified in each of the classes. In the training process 1203 input vectors (2500 

dimension) were used for their training employing 4000 epochs (iterations for learning performed 

by the network, updating the weight 𝑊𝑖), using 31 minutes in this process (for an Intel ® Core™ 

i7-7700HQ CPU @2.8GHz and 24GB RAM). The graphic representation of the neural network 

is presented in Figure 6. The degree of connection of each neuron with its neighbors is represented 

by a color scale (dark black furthest, clear-yellow closer). 
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Figure 5: Examples of different types of RTN signals found in the long trace represented in Figure 2. 

Comparison of (I-t) trace time intervals and the corresponding LWTLPs (with M5x5 and M=50 points 

[25]). a) Trace #21 (multilevel fluctuation with 3 current levels), b) LWTLP of trace #21; c) Trace #148, 

(background noise), d) LWTLP of trace #148; e) Trace #268 (stable two current level fluctuation), f) 

LWTLP of trace #268; g) Trace #1074 (multilevel (6 levels) non correlated transitions fluctuation), h) 

LWTLP of trace #1074.   
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Figure 6. Representation of the SOM 5x4 neural network employed for our analysis. The circles represent 

the neurons, the number within the circles stand for the number of LWTLP patterns associated to each 

clusterhead (neurons). The neighborhood connection strength of the neurons in the self-associative network 

is represented in colour (a dark colour connection between the neurons corresponds to a large Euclidean 

distance between them, i.e., Euclidean distance of the corresponding neurons weights d(Wi,Wj). On the 

other hand, a light colour between the neurons connection means that neurons are close to each other in 

terms of Euclidean distance). A two-dimensional mapping is employed for the implemented ANN, we have 

chosen this particular topology although others can be employed.  

 

 

The neural network provides a total of 20 clusters (C#1 to C#20) to classify each of the 1203 

input vectors (RTN traces), notice that the sum of the number of patterns associated to the 20 

different clusters represents the 1203 traces. Figure 6 represents the number of input vectors that 

have been classified in each cluster, we have clusters with many associated vectors (C#10 =106) 

and others sparsely populated (C#16 =7).  

 

 

5.- RESULTS AND DISCUSSION 

 

The main result of the new procedure introduced here can be found at the output of the ANN 

training process. A set of clusters that allow the classification of the RTN signals experimentally 

measured is obtained. The pattern characteristics associated to each cluster represent a particular 

configuration of the RTN signal in terms of number of current levels, their corresponding 

likelihood of occurrence, current levels transitions, background noise, etc. In order to shed light 

on this issue, we present three examples of the patterns associated to the cluster C#1, C#11 and 

C#16, obtained after the ANN training process. They are shown in Figure 7, C#1: a) trace #188, 

b) trace #101, c) trace #868; Figure 8,  C#11: a) trace #1061, b) trace #1069, c) trace #1086; and 

Figure 9 C#16: a) trace # 148, b) trace # 427, c) trace # 553). In these figures we can observed the 

(I-t) traces and the corresponding LWTLPs (calculated with M5x5 and M=50 points). 
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Figure 7. I-t trace plots and corresponding LWTLPs (calculated with M5x5 and M=50 points) classified in 

the same cluster C#1: a) trace #188, b) trace # 101, c) trace # 868.  

 

 

In Figure 7 we deal with signals that show three current levels. Notice that the traces 

considered are just different parts of a long RTN trace (Figure 2), these traces corresponding to 

different time windows. The three corresponding dark clusters of points in the LWTLPs plots are 

clearly detected. In all cases we see this behavior, although we can distinguish certain differences 

in the probability of occurrence of each of these current levels.  
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Figure 8. I-t trace plots and corresponding LWTLPs (calculated with M5x5 and M=50 points) classified in 

the same cluster C#11: a) trace #1061, b) trace # 1069, c) trace # 1086. 

 

 

In Figure 8 the signals associated to cluster C#11 show four current levels, the LWTLP 

patterns clearly indicate this fact, although variance in the probability of occurrence is observed. 

The traps linked to the current levels seem to be independent and additive since the patterns in 

the LWTLP domain are stable and independent.  
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Figure 9. I-t trace plots and corresponding LWTLPs (calculated with M5x5 and M=50 points) classified in 

the same cluster C#16: a) trace #148, b) trace #427, c) trace # 553. 

 

In Figure 9 the representations indicate that we are facing background noise. No clear current 

levels can be appreciated. As expected, a single cluster of points at the LWTLP domain center is 

obtained in all cases. 

 

According to the obtained results, for the neuron set selected, the most representative 

LWTLP patterns (and consequently the RTN signals) are classified after the training process. In 

order to highlight this point, one LWTLP pattern (footprint) for each of the 20 clusters produced 

(C#1 to C#20) is shown in Figure 10. A general view of this figure allows to summarize the main 

features of the RTN signal plotted in Figure 2.  
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Figure 10: LWTLP pattern types for each of the 20 clusters obtained (C1 to C20) after SOM training 

process. The classification of the obtained RTN signal reference patterns is described in Table II. 

 

These results are comprehensively classified in Table II, the classification of the LWTLP 

patterns is done by considering six different RTN signal reference types (T1 to T6). The 

corresponding probability for these reference types is also given for comparison purposes.  

 

 

Table II. LWTLP pattern classification based on RTN fluctuation types. 

Type of RTN fluctuation Clusters # RTN Type % 

Two-Levels Stable-Current 14,15,17,18,19,20 T1 32,67 

Background noise 16 T2 0,58 

Multilevel 

 

Non 

correlated 

transitions 

3-levels 1,2,3,5,8,9,10,13 T3 44,97 

4-levels 4,7 T4 9,23 

5-levels 6,12 T5 8,81 

Interactive defects 11 T6 3,74 

 

 

Finally, the evolution of the reference fluctuation types (shown in Table II) along the RTN 

trace under consideration is represented in Figure 11. It can be observed that the most probable 

LWTLP pattern corresponds to the reference type T3 (44.97%) followed by reference type T1 

(32.67%). Reference type T3 corresponds to a RTN signal with three current levels. This pattern 

may be explained by the activation of two defects, one generates two different current levels and 

#82 C1-T1 #255 C2-T3 #156 C3-T3 #704 C4-T4

#51 C6-T5 #582 C7-T4 #1097 C8-T3 #21 C9-T3
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#93 C5-T3

#429 C10-T3

#148 C16-T2 #735 C17-T1 #67 C18-T1 #120 C19-T1

#345 C15 –T1
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the other produces other two levels, one of them merges with one of the levels of the companion 

defect. Reference type T1 corresponds to a two level stable current fluctuation produced by a 

single active defect. These are the two most probable situations. In relation to reference type T6, 

it is important to highlight that interactive defects refer to defects whose fluctuation may involve 

changes in the occupation probability of other traps, resulting in a large distribution of switching 

times and RTN amplitudes [36]. In our calculations, T6 is unlikely although it can occur. T4 and 

T5 can be attributed to two or three active defects. 
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Figure 11. Evolution of the reference fluctuations types (T1-T6) employed to classify the RTN signals 

corresponding to the LWTLP patterns shown in Figure 10.  

 

An interesting issue is related to the ability of the method to track the probability that a 

transition type is reached from another type. The evolution of the RTN signal reference types (T1-

T6) shown in Figure 11 allows the determination of the state transition matrix that represents the 

count of observed transitions from state 𝑖 to state 𝑗 (𝑖 and 𝑗 ϵ [T1, T6]) and can be represented 

graphically as a Discrete-Time Markov Chain, see Figure 12. This latter mathematical tools has 

been previously employed in the analysis of RTN signals [49]. 

 

 
Figure 12: Discrete-Time Markov Chains extracted from evolution of the fluctuations reference types of 

figure 11. Notice that we have used a non-normalized transition matrix, the transition probabilities are 

multiplied by 100 to ease the interpretation with percentages.  
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Several conclusions can be drawn from the interpretation of Discrete-Time Markov 

Chains. Being in state T1, it is most likely to remain in T1 (44.75%) and the most probable 

transition from T1 is to T3 with a probability of 41.73% (this would correspond to the activation 

of an additional defect in addition to one currently active). Most likely, T1 will be preceded by 

T3 (32.77%) or T4 (24.32%) and these two latter transitions could correspond to the deactivation 

of a defect. The transition from T2 (14.28%) may be due to the activation of a defect in the case 

none were active and the transition from T5 (11.32%), corresponds to the deactivation of two 

defects, which has less likelihood as expected. The probability of reaching T2 is low and the most 

probable case would be preceded by T4 (1.8%). From T2 we will most likely end up in T3 

(85.71%) as well as it is not likely to remain in T2. Other transitions can be easily described by 

using Figure 12. The knowledge of the state transitions and the occupancy probability of RTN 

reference types can be employed to deepen physically speaking on the nature of RTN signals. 

This is linked to the number and type of active defects in each time window. In addition, this 

method correlates the nature of electrically active defects with the trap response at the device 

level. This correlation allows to define optimal design rules to keep a defect control and optimize 

the device performance. The Markov chain transition matrix can also help on facets such as the 

use of RRAMs as entropy sources for random number generators and physical unclonable 

functions, used in applications such as stochastic computing or hardware security [50]. 

It is also interesting to comment on the issue linked to the time intervals employed to perform 

this study since these time intervals can be chosen at will for a determined long experimental (I-

t) set of data. The length of the time intervals could affect the results obtained by the methodology 

presented here that is why we analyze it. The number of traces (denoted by 𝑁 in previous sections) 

would change depending on the number of sampling points (NSP) for the time windows selected 

(𝑁, as we denoted it Section 2). This choice would influence the LWTLPs obtained; therefore, 

there could be changes in the types of clusters obtained (Figure 10) and in the time linked to the 

RTN signal reference types (last column of Table II). We have tried to perform a study to clarify 

the impact of the NSP on the obtained results. In Fig. 13, experimental current values for a 

determined time interval corresponding to 𝑁=1500 (Figure 13a) are shown. It can be observed 

that depending on 𝑁 in this particular case (i.e., the length of the time window), the associated 

LWTLPs are different since certain current levels can be included (or not) and this is reflected 

upon the LWTLP. 

The whole study for intervals with different 𝑁 has been performed, where no significant 

differences were observed regarding the clusters shown in Figure 10. With respect to the time 

associated to the different RTN fluctuation types, the results have been presented in Table III. 

 
Table III. Time expressed in percentage associated to the RTN fluctuation types obtained in the SOM training process 

for intervals with different number of sampling points. 
 

NSP = 500 NSP = 750 NSP = 1000 NSP = 1250 

T1 (%) 44.20 39.72 32.67 30.61 

T2 (%) 6.48 1.01 0.58 - 

T3 (%) 41.71 43.82 44.97 47.67 

T4 (%) 4.53 7.82 9.23 8.69 

T5 (%) 1.45 4.29 8.81 9.31 

T6 (%) 1.62 3.34 3.74 3.72 

 

Although some differences can be appreciated for the shorter time intervals, there is a 

saturation effect for 𝑁 > 750. In this case no significant changes are obtained in the results, as can 

be seen in Table III. We selected 𝑁=1000 both to have a higher number of traces (𝑚) than for 

𝑁>1000, and consequently increase the number of input vectors for the ANN training process, 

and because of the results obtained in Table III show no significant differences to the case 

𝑁=1250. In these considerations it is the optimum 𝑁 value. 
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Figure 13. (a) Current versus time for the studied time intervals of measured data indicated by (b), (c), (d), (e) and (f). 

LWTLPs for time intervals with different N, b) 500 sampling points, c) 750 sampling points, d) 1000 sampling points, 

e) 1250 sampling points and f) 1500 sampling points. 
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5.- CONCLUSIONS 

A new technique based on ANN has been implemented to analyze RTN signals. The 

procedure takes advantage of the analysis of SOMs based on the data obtained by means of the 

LWTLP technique for sets of experimental RTN data taken from a long (I-t) trace. In particular, 

we can graphically characterize by the LWTLP sequence of RTN data (for instance, 1000 sampled 

current versus time data) with a high processing speed by means of a pattern (50x50 points) set. 

With these pattern set, making use of its vector form, we train a SOM neural network (in our case 

a network made of 5x4 neurons) that allows us to classify each of the 1203 input sequences (RTN 

signals for a determined time window) in each of the 20 patterns that have been generated by the 

neural network training process. An individualized analysis of each of the 20 patterns allows the 

classification of the different types of current fluctuations present in a long sequence of RTN data, 

more than 1.2 million sampled data for our particular measurement. Once these results have been 

achieved, the graphical representation of the type of fluctuations that can be found at each time 

window in the complete long RTN signal can be determined. Finally, we concluded that six types 

of patterns were present in the RTN signal trace we analyzed, including stable 2-level current 

fluctuations, multilevel transitions and the presence of background noise. 
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7.- APPENDIX 

 

Self-organizing maps (SOM), also namely as Kohonen networks [37, 38], are accounted 

among the artificial neural networks (ANN). They are bio-inspired software models based on 

neuron organization into the human brain [Ch. 4, 43].  In this work, SOMs are used for the task 

of clustering patterns as a visual alternative to other well-known approaches such as k-means [39]. 

Note that in the context of deep learning [44], other unsupervised approaches such as the 

Restricted Boltzmann Machine (RBM) [45], Variational Autoencoders (VAEs) [46] or 

Generative Adversarial Networks (GANs) [47] among others go beyond the clustering task and 

try to learn a probabilistic model of the dataset.  

 

The training process linked to SOMs makes use of an unsupervised learning algorithm, it 

allows to analyze and visualize high-dimensional data into a low-dimensional discretized space 

(they are mostly employed in a two-dimensional domain, the designated map) that represents the 

input space of the training samples. Two main SOM features make them different from other 

widely used ANNs in supervised or semi-supervised tasks, such as the Multi-Layer Perceptron 

(MLP), Convolutional Neural Networks (CNNs) or Recurrent Neural Networks (RNNs) [44]. On 

the one hand, they are competitive neural networks that implement the winner-take-all function; 

on the other hand, they have a neural network plasticity that modifies the local synaptic weight as 

a function of the neighborhood related data. 

 

The training expression for a neuron 𝑖 with weight vector 𝑊𝑖(𝑒) that we have employed here 

is the following: 

𝑊𝑖(𝑒 + 1) = 𝑊𝑖(𝑒) + Ω(𝑖, 𝑗, 𝑒) · 𝛼(𝑒) · [𝐿𝑊 𝐿 (𝑡) −𝑊𝑖(𝑒)]  {
∀𝑖 = 1…𝑛
𝑗 ∈ {1. . 𝑛}
∀𝑡 = 1. . . 𝑚

   (A.1) 

Ω(𝑖, 𝑗, 𝑒) = {
0 𝑖𝑓 𝑑𝑖,𝑗 > 𝑑

1 𝑖𝑓 𝑑𝑖,𝑗 ≤ 𝑑
 (A.2) 

Where 𝑒 is the step training index, 𝑖 is the index of the actual neuron weight vector to update 

𝑊𝑖(𝑒 + 1), 𝐿𝑊 𝐿 (𝑡) is the vector input characteristic of each RTN signal trace,  𝑗 is index of 
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the best matching unit (BMU) that represents the neuron whose weight vector 𝑊𝑗(𝑒) is most 

similar to the input vector 𝐿𝑊 𝐿 (𝑡), 𝑡 is the index of the input vector 𝐿𝑊 𝐿 (𝑡), 𝑚 is the 

number of input vectors 𝐿𝑊 𝐿 (𝑡). 𝛼(𝑒) is a monotonically decreasing learning coefficient (for 

example, we could use this analytical description 𝛼(𝑒) =  𝛼0/(1 + 𝑘 · 𝑒), where, 𝛼0 is the initial 

learning coefficient and 𝑘 is a parameter, 𝑘 > 0), Ω(𝑖, 𝑗, 𝑒), as a function of variable 𝑒, represents 

the neighborhood function which gives the distance (𝑑𝑖,𝑗) between the neuron 𝑖 (actually updated 

neuron 𝑊𝑖(𝑒 + 1)) and the best matching unit 𝑗. If the neuron 𝑖 is near neuron j (𝑑𝑖,𝑗 ≤ 𝑑)  then 

the neuron 𝑖 is updated (Equation A.2). Variable 𝑛 is the number of neurons in the network 

(usually 𝑛 =  𝑥 · 𝑦, where 𝑥 and 𝑦 are integers; in this respect, although we have employed 10·10, 

6·6, 5·5 topologies, we found that an optimum choice was 5·4). 

The training utilizes a competitive learning method to update the weight of the network 

𝑊𝑖(𝑒 + 1). When an input training vector 𝐿𝑊 𝐿 (𝑡) is fed to the neurons network, 𝑊𝑖 (∀𝑖 =
1. . . 𝑛), its Euclidean distance to all weight vectors is computed. Neuron 𝑗, whose weight vector, 

𝑊𝑗(𝑒), is the most similar to the input vector 𝐿𝑊 𝐿 (𝑡) (BMU), is determined. The BMU 

weights and neurons close to it in the SOM grid are recalculated taking into consideration the 

input vector (in our particular case, as explained in section 4, we have m=1203 input vectors and 

4000 epochs). The magnitude of the changes in 𝑊𝑖(𝑒 + 1) decreases with each training step 

(depending on function 𝛼(𝑒)) and with the grid-distance too (function of Ω(𝑖, 𝑗, 𝑒)) [48]. 

 

 
Figure A1: Example of SOM neighbors connections on a 5x4 neurons network. The connection of the 

neurons is done in the form of a bee panel (hexagonal arrangement), the number of inputs is an array of m 

values of K dimension (in our application m=1203 and K=2500). Each input pattern is assigned to the most 

similar neuron 𝑊𝑖. In training time the weight of each neuron is updated by equation A.1 (taking into 

account the neighborhood function described in Equation A.2). When the training process is finished, each 

new input pattern produces the activation of only one neuron of the network (for example, input pattern 𝑥𝑚 

produced the excitation of neuron 𝑊13, the output signal of this is 1) while the rest of the neurons in the 

network are deactivated (producing a null output signal), the index of the active neuron determines the 

cluster or class assigned to the input. 

 

The input 𝑥(𝑡) of the SOM is one 𝐾 dimensional vector, the matrix LWTLP  (𝑀 ×𝑀)  is 

transformed in a 𝐾 dimensional vector (𝐾 = 𝑀 ×𝑀), concatenating each row LWTLP matrix to 

the following one.   

 

These are the ANN we have employed here to perform the analysis presented in this work. 

The results consisted of a set of clusters (where each neuron is a cluster head) obtained by using 

SOM with the goal to classify LWTLP patterns and characterize RTN signals.  

𝑊1 𝑊 𝑊3 𝑊4 𝑊5

𝑊6 𝑊 𝑊 𝑊9 𝑊10
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Bidimensional Network K-Dimensional 
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Chapter 6. Simulation Study of Circuits 

Based on Resistive Switching Memristors  

6.1. Introduction 

This chapter describes several circuit simulations and applications of some memristor 

models devoted both to analog and digital approaches.   

 

For the digital application we analyze the appropriateness of three different RRAM compact 

models based on the SU-VCM (described in section 3.2. ), for different non-volatile circuit 

configurations (1T1R and 3x3 matrix). Several features are taken into account in the models: the 

ohmic resistance linked to the conductive filaments and a detailed thermal description assuming 

cylindrical and truncated cone-shaped CFs. These models have been implemented in Verilog-A 

and compiled in the ADS circuit simulator. 

 

For the analog application a physically based compact model UGR-VCM (described in 

section 3.4. New Compact Model for Bipolar VCM (UGR-VCM)) is used to assess the device 

behavior as an electronic synapsis. The simulation study has been employed to describe the 

influence of the compliance current on the resistive switching processes. This compact modeling 

approach can be used to aid neuromorphic circuit designers by allowing simulations at a circuit 

level and a design procedure for conductance modulation for these kind of applications. 

 

Analog and digital circuit studies were also presented by means of two compact models 

(IM2NP-CBM and SU-VCM, described previously in chapter 2 section 2.2. and chapter 3 section 

3.2. respectively). The models are compared in depth and a description of their sub-circuit 

implementation in SPICE is given. 
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6.2. Simulation on RRAM Memory Circuits 

In this section we show results of two types of circuits:  

 

1.- A single memory cell, making use of a NMOS transistor [Chen2015] and comparing 

different design parameters like set, reset and read times (𝑡𝑠𝑒𝑡, 𝑡𝑟𝑒𝑠𝑒𝑡, 𝑡𝑟𝑒𝑎𝑑), noise margin and 

threshold. 

 

2.- A memory matrix built in a 3x3 crossbar configuration [Ariza2015]. 

 

Three different RRAM compact models implemented in Verilog-A and compiled in the ADS 

circuit simulator (Keysight Technologies) are taken into consideration: 

 

1.- Stanford Model (SM-VCM) [Guan2012, Guan2012b, Yu2012, Jiang2014 , Chen2015, 

Jiang2016], where the evolution of the gap between the bottom electrode an the metallic-like 

filament tip determines the average tunneling current in the device (described in the paper 

[González-Cordero2016f]. The model is described in section II.A and a more extensive 

explanation is given in section 3.2. Unidimensional Compact Model for VCM Bipolar RRAMs 

(SU-VCM)). A single temperature is employed for the device obtained with a simple approach 

based on a thermal resistance (see section D.1.  ).  

 

2.- Valence Change Memory model with Cylindrical Cone (UGR-VCMCF). This model 

introduces a cylindrical CF [Li2014, Li2015, Huang2013] with variable length and accounts for 

the surrounding oxide resistance. The CF temperature is calculated solving the heat equation with 

this geometric CF. The thermal conductivity, a heat transfer coefficient, the average electric field, 

the electrical conductivity and the CF radius are considered (as described in appendix D.4. 

Temperature for a memristor with a Cylindrical conductive filament with Thermal Conductivity 

kth and Heat Transfer Coefficient h).  

 

3.- Valence Change Memory model with Truncated Cone (UGR-VCMTCF). It introduces a 

truncated-cone shaped conductive filament with the other features similar to the previous model.  

 

Table 6.I shows a summary of second order effects included in each model. 

 
Table 6.I Summary of main features of the models used for the memory circuit simulations.  

Model features SM-VCM UGR-VCMCF UGR-VCMTCF 

CF Geometry 

without shape 

for the 

filament 

Cylinder Truncated Cone 

Effect of CF Resistance ( 𝑪𝑭) no yes yes (C.4.3. ) 
Effect of the resistance of the oxide 

surrounding the CF (   ) 
no yes yes (C.4.4. ) 

Effect of the resistance of the oxide 

between the CF tip and the 

electrode (  ) 
no yes yes  

Thermal description 𝑅𝑡ℎ (0) 𝐾𝑡ℎ, ℎ (D.4. ) 𝐾𝑡ℎ, ℎ (D.6. ) 

Model description 3.2. and II.A II.B II.C 

 

 

This section was published in González-Cordero et al. Proceedings of IEEE. XXXI edition 

of the Design of Circuits and Integrated Systems Conference (DCIS 2016). IEEE Xplore digital 

library, the accepted preprint paper is presented below. 
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6.3. Simulation of Circuits Including RRAMs 

In this section, two different RRAM models assuming filamentary conduction are 

compared in depth and their implementation in a SPICE-based simulator is described. One model 

accounts for RRAMs where conductive filaments (CFs) change their geometry laterally, changing 

the radius, these models have been usually linked to Conductive Bridge Memories (CBM) 

[Bocquet2014, Bocquet2013] (described in section 2.2. Compact Model of Bipolar CB-RRAM 

(IM2NP)), although this approach could be employed for other type of devices. The other model 

takes into consideration vertical variations of the CF (calculating the gap between the filament tip 

and the electrode). This approach has been  usually employed in Valence Change Memories 

(VCMs) where the CFs are formed by oxygen vacancies [Guan2012, Guan2012b, Yu2012, 

Jiang2014 , Chen2015, Jiang2016] (described in section 3.2. Unidimensional Compact Model for 

VCM Bipolar RRAMs (SU-VCM)).  

 

The SPICE model for the Compact Model of Bipolar CB-RRAM (IM2NP) was made with 

four blocks:  

 

1. Thermal Block: this block computes the temperature of the cylinder CF by solving the 

heat equation takes into account the electrical conductivity, the average electric field 

applied to the CF, the thermal conductivity and the heat transfer coefficient that account 

for the lateral heat dissipation. [Villena2013, González Cordero2016a]. (See appendix 

7D.4. for details).  

 

2. Kinetic Block: this block computes the CF radius variation by solving the Butler-Volmer 

equation for the redox processes that produce the SET and RESET events[Bocquet2014] 

(See appendix B.3. for more details). 

 

3. Conductive Filament Resistance: this block represents the characteristic ohmic 

resistance dominant in the LRS. The resistance is computed taking into account the CF 

geometrical features and its temperature dependence.  

 

4. Other elements: the resistance (𝑅𝑐) at the top and bottom contacts, the capacitor (𝐶𝑝) 

between the top and bottom electrodes and the current (𝐼𝑜𝑥) through the oxide layer 

surrounding the CF [González Cordero2016a] were also considered. 

 

The SPICE model for the Compact Model of Bipolar CB-RRAM (IM2NP) was implemented 

employing four blocks too: 

 

1. Thermal block: this block is calculated with the same premises than the previous model. 

The main difference is linked to the CF length that depends on the gap (𝑔). (See appendix 

D.4. for more details). 

 

2. Kinetic block: this block computes the variation of the gap (𝑔) between the CF tip and 

the bottom electrode as a consequence of the migration of oxygen vacancies [Guan2012, 

Guan2012b, Yu2012, Jiang2014 , Chen2015, Jiang2016]. (See section 3.2. for more 

details). 

 

3. Conductive filament resistance: in this block we use the same features of the previous 

models, save the difference linked to CF length dependence on the gap (𝑔). 

 

4. Other Elements: the resistance (𝑅𝑐) at the top and bottom contacts, the capacitor (𝐶𝑝) 

between the top and bottom electrodes, and the tunneling current (𝐼𝑔) were considered in 

the model. 
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With these models different types of circuit simulations were made:  

 

a) Extraction of I-V curves to extract the influence of physical constant such as: oxide 

thickness, thermal conductivity and heat transfer coefficient. 

 

b) Response to a step voltage input to assess the device resistance response starting from an 

initial HRS. 

 

c) Ramped input voltage analysis to obtain the typical DC curves and extract characteristics 

such as 𝑉𝑠𝑒𝑡, 𝑉𝑟𝑒𝑠𝑒𝑡, 𝐼𝑠𝑒𝑡, 𝐼𝑟𝑒𝑠𝑒𝑡, 𝑅𝑜𝑛, 𝑅𝑜𝑓𝑓. 

 

d) Simulations in single memory cells with a NMOS transistor [Hosoi2006] selector 

operated by pulses with the same sequence of operations (set-read-read-reset-read-read). 

The noise margin was obtained as well as the temporal evolution of internal variables (for 

example: CF radius or gap evolution). 

 

 

This section was published in González-Cordero et al. Proceedings of IEEE. 11th Spanish 

Conference on Electron Devices (CDE 2017). IEEE Xplore digital library, the accepted preprint 

paper is presented below. 
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6.4. Electronic Synapses Based on Resistive Switching Devices.  

As discussed above, resistive switching devices have similarities in their functional behavior 

to biological synapses, therefore, these synapses can be easily mimicked [Huang2017]. Figure 

6.1 show a sketch of a biological synapse and the implementation in a cross-bar architecture of 

electronic synapses based on RRAMs for the construction of an Artificial Neural Network (ANN) 

[Huang2017]. 

 
 
Figure 6.1 Artificial Neural Network based in a cross-bar architecture with electronic synapses 

implemented with memristor located in the intersection of horizontal bottom metal and vertical top metal. 

[Huang2017]. 

 

A more detail representation of an artificial neural network is shown in Figure 6.2, the 

weights 𝑤𝑖𝑗 are implemented in a hardware approach by means of memristors controlling their 

conductivity [Park2016]. 

 

 
 
Figure 6.2 a) Schematic diagram of an artificial neural network with three layer (denoted by the super 

indices 1 to 3 in the weight wij) with an input signal x1
i and an output signals yi. b) Schematic diagram of 

an electronic synaptic devices implemented with memristor [Park2016]. 
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1.- Conductance modulation by means of 𝑽𝒔𝒕   [Yu2012]:  the device is assumed to be in 

LRS (previously, a set process is undertaken). After that, an applied ramped voltage with a limited 

voltage 𝑉𝑠𝑡𝑜𝑝 provokes the reset process; however, not all the 𝑉𝑠𝑡𝑜𝑝 values lead the device to a 

full HRS. In this respect, different conductance values can be achieved. An example of four 

current levels is shown in Figure 6.3. 

-1.5 -1.0 -0.5 0.0 0.5 1.0

10
-7

10
-6

10
-5

10
-4

10
-3

I C
e
ll
 (

A
)

V
Cell

 (V)

 V
Stop1

=1.4V

 V
Stop2

=1.2V

 V
Stop3

=1.0V

 V
Stop4

=0.8V

 

Figure 6.3 Example of a multilevel approach (four levels) represented in the I-V curves with different Vstop 

voltages (obtained from Yu et al. [Yu2012]). 

 

2.- Conductance control by means of 𝑰𝑪𝑪 [Pedro2017, González-Cordero2019b] : the 

device is assumed to be in the HRS (after a previous reset process). Later on an applied ramped 

voltage with a compliance current 𝐼   provokes the set process. Nevertheless, not all 𝐼   values 

produce a full LRS. Different device conductance values can be achieved. An example of eight 

current levels obtained with this procedure are shown in Figure 6.4. 
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Figure 6.4 Eight current levels by controlling the conductivity are plotted versus voltage (different Icc 

currents were used) [Pedro2017, González-Cordero2019b]. 

 

These methods can be implemented in and 1T1R cell architecture [Chiang2015]. In this case 

𝐼   depends on the voltage applied to the NMOS transistor gate (see Figure 6.5 b). 
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Figure 6.5 Conductance control in memristors within 1T1R circuits, a) three levels obtained by three 

different Vstop , b) three levels obtained by three different biases on the transistor gate [Chiang2015]. 

 

3.- Conductance control by means of voltage pulse modulation [Park2016]: with voltage 

pulses of different amplitudes (assuming a constant time scheme for the pulses) is possible to 

control dynamically RRAM conductance. On bipolar resistive switching devices, if the pulse is 

positive, a rising conductance is obtained (potentiation), in the case of negative pulses a 

decreasing conductance is achieved (depression). Figure 6.6 shows an example of 64 level 

conductivity control with this technique [Park2016]. 

 

0 20 40 60 80 100
0

100

200

300

400

500

600

700

C
o
n

d
u

ct
a
n

ce
 (

n
S

)

# Pulse

 3V

 2.5V

 2 V

1ms

Potentiation

a)
 

0 20 40 60 80 100
0

100

200

300

400

500

600

700

b)

C
o
n

d
u

ct
a
n

ce
 (

n
S

)

# Pulse

 -2V

 -2.5V

 -3V

1ms
Depression

 
Figure 6.6 Example of 64 levels control by using sequences of different voltage pulse amplitudes. a) 

Potentiation increases the conductivity through positives pulses. b) Depression decreases the conductivity 

through negative pulses [Park2016]. 

 

4.- Other method of conductance control: Stathopoulos et al. reported a 92 levels of 

conductance control (6.5 bits memory per unitary cell) in a AlxOy/TiO2 RRAM by an incremental 

step pulse with verify algorithm (ISPVA) [Stathopoulos2017]. Perez et al. reported in the table 1 

at [Perez2019] different methods to control the conductance of a memristor and proposed a new 

method named multi incremental step pulse with verify algorithm (M-ISPVA). 

 

An implementation based on TiN/Ti/HfO2/W stacks using the control of 𝐼   is employed to 

mimic synapses operation. The fabrication and measurement set-up for these devices is described 

in the section A.2. TiN/Ti/HfO2/W Devices. We used the UGR-VCM model (described in section 

3.4. New Compact Model for Bipolar VCM (UGR-VCM)) to fit a complete series of 890 RS 

cycles with different compliance currents values (𝐼  ) with the help of parameter fitting using a 

gradient descent algorithm. A good fit between experimental and modeled I-V curves for each 

𝐼   under study was obtained.  

The results of this section were published in González-Cordero et al. Solid State Electronics 

(2019), the accepted preprint paper is presented below. 
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Abstract: 

 

The potential of resistive switching (RS) devices based on TiN/Ti/HfO2/W stacks to mimic 

synapses within a neuromorphic applications context is analyzed in depth. The fabrication and 

characterization process are explained and a physically-based modeling description is performed 

to understand the devices resistive switching operation and conductance modulation. The model 

employed considers truncated-cone shaped conductive filament (CF) geometries and parasitic 

ohmic resistances linked to the device conductive filaments in addition to device capacitances. 

The temporal evolution is analysed assuming a valence change memory operation, where the 

oxide surrounding the CF is considered as well as the CF thermal description. A complete series 

of RS cycles has been fitted with the model by means of the gradient descent algorithm to study 

the compliance current effects on the conductance modulation. To do so, experimental and 

modeled results are extensively compared.  

 

Index Terms — Conductive filaments, Neuromorphic applications, Parameter extraction, 

Physical model, Resistive switching memory, RRAM. 
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I. INTRODUCTION 

 

RRAM technology has been proved to be suitable for the implementation of electronic 

synapses in a neuromorphic architecture, because of its non-volatile memory properties, the 

analog control of its conductivity state, scalability and compatibility with CMOS technology [1-

3]. Moreover, its device-level variability, which is a well-known issue in these devices [4, 5], 

could be mitigated by the learning algorithms employed in artificial neural networks, leading to 

a system with high resilience to device variability. In order to optimize the device operating point, 

electrical characterization and further modeling is needed to understand the underlying 

mechanisms of resistive switching (RS) phenomena. RS mastering is one of the keys for the 

implementation of an electronic synapse, where, analog control of the conductance is required to 

imitate the potentiation and depression processes that take place in the connections between 

neurons [3, 6]. This analog control allows to build a stronger or weaker link between neuronal 

circuits, mimicking the variation of the synaptic weight, i.e., the connection strength between 

neurons. 

 

In this context, the use of simulations at both device and system-level can be essential to 

deepen on the physics behind RS and the operation of circuits based on RS devices. The 

information obtained by means of simulators can be used to explore the capabilities of RRAM 

technology for neuromorphic applications [3]. In this respect, we make use in this work of a 

previously developed RRAM physically-based model [7, 8] to characterize the device operation 

as synapses within a neuromorphic hardware landscape where electronic circuits are thought to 

be employed in neuro-inspired computing. This compact model, once its capacity to work 

correctly by reproducing the behavior and main characteristics of the studied devices as electronic 

synapsis is proved, could be used in the future to aid the design of new neuromorphic circuits 

based on the technology presented here. 

 

The model employed here has been previously described and validated [7-9] and includes 

important physical effects involved in the RS operation of the devices under consideration [7, 8]. 

Thermal effects and quantum mechanical effects, such as tunneling currents, are included along 

with redox reactions to control the dynamics of CF rupture and rejuvenation [5, 7, 9, 10-13]. 

Parasitic effects such as series resistances and capacitances are also incorporated in the physical 

description. In addition, the model, in a compact form, has been implemented in circuit simulators 

[7, 9] with the purpose of analyzing RS cycles with a fixed compliance current. In this work, RS 

cycles under variable compliance currents are experimentally obtained and analyzed with our 

model in order to characterize TiN/Ti/HfO2/W devices. We have studied the possibilities to 

modulate the device conductance state by means of the compliance current and assess the devices 

potential to be employed as electronic synapses. 

 

The fabrication technology and measurement details are explained in section II, the model 

main features are described in section III and results and discussion are given in section IV. 

Finally, we extract the main conclusions in section V. 

 

II. DEVICE DESCRIPTION AND MEASUREMENT SET-UP 

 

The devices employed in this study are TiN/Ti/HfO2/W Metal-Insulator-Metal (MIM) 

structures in a single device cross-bar configuration and an area of 5 × 5 μm2 (see Figure 1) [7, 

8]. They were fabricated on 100 mm-diameter Si wafers. The fabrication process started with a 

thermal oxidation, leading to a 200 nm SiO2 layer to isolate the MIM devices from the Si substrate. 

Next, the bottom electrode, consisting of a 200 nm-thick W layer was deposited by magnetron 

sputtering and patterned by photolithography and dry etching. Then, a 10 nm HfO2 insulator layer 

was deposited by atomic layer deposition (ALD) at 225 °C using TDMAH and H2O as precursors 

and N2 as carrier and purge gas. After the ALD process, the top electrode, consisting of 200nm 

TiN and 10nm Ti, was deposited by magnetron sputtering and patterned by photolithography and 
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dry etching. Finally, the contact area to the bottom electrode was defined by photolithography 

and dry etching of the HfO2 film on top of the W layer. 

 

 
Figure 1. a) Stack structure built on the silicon wafer, b) schematic of the TiN/Ti/HfO2/W Metal-Insulator-Metal 

(MIM) RRAM devices. 

 

A particular measurement scheme was used here involving smart control of the 

compliance current (ICC) of each RS cycle. Ad hoc software was developed for this purpose 

making use of a Semiconductor Parameter Analyzer (Ag4156C) [1]. The voltage was applied to 

the top electrode, while the bottom electrode was grounded. After a forming process of Icc = 

100μA, a ramped voltage was employed and the negative stop voltage was fixed to -1.6V, to make 

sure the devices reach the high resistance state (HRS) within the reset process. The smart control 

of the measurement allows taking decisions during the set process depending on the current, i.e., 

the voltage will increase until the measured current reaches ICC. At this point the ramped voltage 

is reversed. In Figure 2a the I-V curves of complete RS cycles are shown for different current 

compliances. A gradual modification of the compliance current was considered by means of the 

ramped signal shown in Figure 2b. 

 

-1.5 -1.0 -0.5 0.0 0.5 1.0

10
-5

10
-4

10
-3

10
-2

a)

I
CC7

I
CC6

I
CC5

I
CC4

I
CC3

I
CC2

I
CC8

I
CC1

I
CC1

=4.47 mA

I
CC2

=2.51 mA

I
CC3

=1.41 mA

I
CC4

=0.78 mA

I
CC5

=0.44 mA

I
CC6

=0.25 mA

I
CC7

=0.14 mA

I
CC8

=0.08 mA
TiN/Ti/HfO

2
/W

 

 

I 
C

e
ll(

A
)

V
Cell

 (V)

I
CC7

I
CC6

I
CC5

I
CC4

I
CC3

I
CC2

I
CC8

I
CC1

0 200 400 600 800

10
-5

10
-4

10
-3

10
-2

436

490

544

598

652

b)

TiN/Ti/HfO
2
/W

 

 

I 
C

C
(A

)

#Cycle  
Figure 2. a) I-V curves from RS cycles 545 to 595. The curves were selected in steps of 5 cycles, and they correspond 

to measurements for different compliance currents. b) ICC variation for the series of 890 RS cycles employed in this 

manuscript.    

As expected, the higher Icc the higher ISet (and IReset) due to the formation of thicker conductive 

filaments and correspondingly lower device resistances in the low resistance state (LRS) [4, 5, 

14, 15]. A universal trend behind this behavior has been reported previously [16, 17]. 

 

  

 𝑜𝑝 𝐸𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒

𝐵𝑜𝑡𝑡𝑜𝑚 𝐸𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒a) b)
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III. PHYSICAL MODEL 

 

The model employed here has been described previously [8, 9] and the devices used in 

the fitting process reported in [7, 8] are similar. Therefore, the fitting constants reported in the 

latter references are also used here. The devices are modeled making use of a truncated-cone 

filament whose shape changes through the RS cycle (reset and set processes) as depicted in Figure 

3 [8]. The approach based on the variation of the CF size is in line with previous models found in 

the literature [5, 12, 13, 17-20]. In this respect, single cylinders [5, 12], truncated-cone-shaped 

filaments [5, 18] and two cylinder structures in which the smaller cylinder modifies its length and 

radius [13, 20] and the bigger one is fixed are employed as conductive filaments. 

 

Figure 3. Conductive filament geometry evolution in the model employed to describe RS cycling. The filament volume 

of the truncated-cone depends on gap (g), the top radius (rT) and the bottom radius (rB) that evolve according to 

equations (1) and (2) following the fixed schema shown in the figure. a) (HRS) Initial CF geometry at its minimum 

value during the cycle, characterized by a gap length higher than the minimum value (gm) and close to the maximum 

(gx), the minimum top radius (rTm) and the minimum bottom radius (rBm). A positive voltage increase leads to a reduction 

of the gap between the filament tip and the electrode (process 1), until its minimum value, 𝑔𝑚, is reached; if the applied 

voltage keeps on rising, the CF volume continues its growth by increasing its top radius, 𝑟𝑇 (process 2). This parameter 

is limited by two determined values, 𝑟𝑇𝑚 < 𝑟𝑇 < 𝑟𝑇𝑥. Finally, once rT reaches its maximum value, it is the bottom 

radius, 𝑟𝐵, the one that rises till the CF is fully formed (process 3) (the volume reaches its maximum value) and the set 

process is over. The limits for this radius are the following: 𝑟𝐵𝑚 < 𝑟𝐵 < 𝑟𝐵𝑥. In this case, the LRS is achieved. If the 

device voltage changes its polarity, the process would lead to a CF volume reduction (a reset process initiates) that 

would be translated first to a change in 𝑟𝐵, a (process 4) reduction till 𝑟𝐵=𝑟𝐵𝑚. Later on, a reduction of 𝑟𝑇 takes place 

(process 5) and, finally, a g increase (process 6). At this point, the CF volume reduction is over (the reset process is 

finished). b) 3D scheme of the CF volume growth (set process, represented by blue arrows, corresponding to positive 

voltages in Figure 2a) and volume decrease (reset process, represented by green arrows, corresponding to negative 

voltages in Figure 2a). 
 

The CF geometrical features are shown in Fig 3. We have assumed a truncated-cone 

shaped CF in line with previous studies involving devices based on Ag/ZrO2/Pt [21] and 

Pt/TiO2/Pt [22] stacks. The CF, with a metallic-like conductivity, is assumed to be made of oxygen 

vacancies. The migration of oxygen ions, the generation of oxygen vacancies and the 

recombination of both species are assumed in simplified the formulation of the Equations 1 and 
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2, as reported previously [7, 8]. In this work, the evolution of the CF is described by means of 

Equations 1 and 2 and it is formulated in terms of the CF volume. Taking into consideration the 

geometrical particularities of our model (Figure 3), we use a three dimensional approximation 

that allows the description of the truncated-cone shaped CF geometric parameters [23, 24] instead 

of the variation of the CF radius as was employed in Refs. [5, 12, 25, 26] or the gap between the 

CF tip and the electrode, as described in Ref. [27]. 

 

For the set process, the main physical mechanism that controls the filament evolution is 

the generation of oxygen vacancies [13, 27]. However, the reset is determined by three processes 

[13]: electrode release of oxygen ions, movement of the oxygen ions in the oxide layer (via 

hopping) and recombination between oxygen ions and vacancies. The three processes are also 

thermally activated. For the sake of simplicity and compactness in the mathematical formulation, 

we merged in a single equation the previous components [7]. In this respect, we call the reader’s 

attention to the fact that our development falls in the compact modeling approach; an accuracy-

simplicity trade-off has been considered since the model is thought to be implemented in 

simulators to analyze circuits with a very high number of devices. 

 

  Therefore, the CF volume temporal evolution is obtained by means of the following 

equations, 

 
𝑑𝑉𝑇 
𝑑𝑡
= 𝑣0 exp (−

𝐸𝑎 − 𝛼𝑎𝑍𝑞 

𝑘𝑏 
)      (𝑠𝑒𝑡) (1) 

𝑑𝑉𝑇 
𝑑𝑡
= −𝑣0 exp(−

𝐸𝑟 − 𝛼𝑟(𝑔)𝑍𝑞 

𝑘𝑏 
)  (𝑟𝑒𝑠𝑒𝑡) (2) 

 

where 𝑉𝑇  stands for the CF volume, 𝑣0 for the product of the oxygen ion vibration frequency 

and the approximated separation between oxygen vacancies, 𝐸𝑎 is the average activation energy 

for oxygen vacancies generation, 𝛼𝑎 is the enhancement factor of the electric field, 𝑍 is the charge 

number of oxygen ions, 𝑞 is the unit charge,   is the electric field and 𝑘𝑏 is the Boltzmann’s 

constant. The local field strength can be bigger than the average electric field. For this reason, it 

is usual to employ  𝛼𝑎 as a fitting parameter [13], [7]; in addition, it accounts for the polarizability 

of the dielectric.   is the local temperature obtained by means of the approach detailed in 

references [7, 8]. In this case the heat equation is solved, and for this purpose a simplifying 

procedure that considers an equivalent cylinder instead of a truncated-cone shape is employed in 

order to obtain an analytical expression for the temperature. 𝐸𝑟 stands for the average energy that 

accounts for the aforementioned processes involved in the RESET event. Note that the factor 

𝛼𝑟(𝑔), which takes into account the local electric field enhancement depends on the gap because 

it is expected that the local electric field enhancement in the gap region was bigger than the 

average electric field as the gap is narrower [27]. For each I-V curve and voltage point, once the 

CF state has been determined, the current is calculated [7]-[8]. The RRAM equivalent circuit for 

the current calculation is sketched in Figure 4a. The current sources Ig1 and Ig2 correspond to 

hopping currents through the gap between the filament and the top electrode and from the sides 

from the filament to the top electrode, respectively. They are calculated according with expression 

(19) in [13]. In addition, the top and bottom electrode resistances are represented by RCT, RCB, 

while RCF is the ohmic resistance due to the formed filament. Finally, Rox and Rg are the 

resistances linked to the dielectric surrounding the CF and to the dielectric region filling the gap, 

respectively [7]-[8]. 
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Figure 4. a) Circuit representation of the different electrical components included in the model [7, 8]. b) Description 

of the I-V curve of a modeled cycle (experimental data are shown in solid lines and modeled data in symbols). Initially, 

the RRAM is in the HRS. Section 1 of the I-V characteristic and the previous curve region represent a current rise due 

to a positive ramped voltage applied to the device, a set process takes place when the applied voltage equals VSet (the 

device enters the LRS). The maximum current is limited by Icc. In section 2, a negative ramped voltage is applied to 

the RRAM, still with positive voltage values. In section 3, a negative voltage ramp is employed with negative voltages; 

a final voltage value, VStop=-1.6V is used. For VCell=-0.25V (section 3) the Ron resistance is measured, and when the 

voltage reaches VReset the RRAM changes to the HRS. In section 4, a positive voltage ramp is used increasing voltage 

values. For VCell=-0.25V, Roff resistance is determined. 

 

IV. RESULTS AND DISCUSSION 

 

The modeling results for a selected set of experimental I-V curves are shown in Figure 

4b and Figure 5 for different ICC values. A good fit is obtained.  
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Figure 5. RRAM current versus applied voltage. Experimental data (lines) and modeled data (symbols) are shown for 

different compliance currents: a) cycle #545 - Icc=4.5mA, cycle #561 - Icc= 0.7mA and cycle #576 - Icc=0.12mA, b) 

cycle #650 - Icc=3.98mA, cycle #666 - Icc= 1mA and cycle #675 - Icc=0.3mA.  

 

A massive fitting of the 890 RS cycles obtained for the Icc depicted in Figure 2b has been 

performed. A general framework for the modeling procedure was established by selecting the 

following geometrical parameters for the truncated-cone shaped CFs: The minimum filament 

volume is determined by the maximum gap length (gx=5.4nm) and the minimum top and bottom 

radii (rTm =1nm and rBm=12nm, respectively). The device is in the HRS and during the set process 

a single oxygen vacancy could close a percolation path, therefore these geometrical values are 

reasonable. The cycle-to-cycle variability and the different compliance currents used for each 

cycle lead to different initial and final filament sizes. A different fit was performed for each 

experimental I-V curve as follows: given an I-V curve, we assume a set of parameters for the 

model. With these parameters, we obtain (for the same experimental voltages) an array (Imod) of 

current values provided by the model for each voltage. Taking into account the Euclidean distance 

a)
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between this array and the array given by the corresponding experimental curves (Iexp), the relative 

error mI (Equation 3) is determined [28]. 

 

𝑚𝐼 =
||𝐼𝑒𝑥𝑝 − 𝐼𝑚𝑜𝑑||

||𝐼𝑒𝑥𝑝||
 (3) 

 

where ||…|| represents the norm of the corresponding vector. This value gives us a measure of the 

error between the experimental and modeled data. A method based on gradient descent algorithm 

[29] is employed to change the model parameters until a local minimum for mI is obtained. Figure 

6 shows the geometrical parameters corresponding to the state of the filament once the compliance 

current and maximum positive voltage have been reached. As can be seen, at low compliance 

currents, the filament barely changes (g~gx, rT = rTm, rB = rBm).  

 

If the compliance current is higher than 0.055 mA, the filament is allowed to evolve, 

entering in the tunable region (Figure 6). The higher the compliance current, the lower the final 

gap length. Once the gap reaches its minimum value, the top radius is allowed to grow to its 

maximum value and, after that, the bottom radius grows. Therefore, for the cycles where the set 

process is well completed and the LRS reached, the gap is minimum, the top radii maximum and 

the bottom radius takes a value between its minimum and maximum values that determines the 

current in the LRS for each cycle. Note that the CF volume obtained for each I-V curve is 

different, as expected, and that, because of the scheme we have followed in order to reproduce 

the CF evolution, the dispersion in the values of the current for completely formed CFs is reflected 

as a dispersion in the values of the radii, while a variation in the values of the gap (g) reproduces 

the dispersion in the values corresponding to the HRS. This result is coherent with the role that 

Icc plays in limiting the current in each RS cycle and therefore fixing Ron value (IReset is linked to 

ICC because of this [16]). The region where the gap starts to be reduced is signaled by a vertical 

dashed line. In these cases an operation region with tunable conductivity is entered and RS effects 

can be employed to mimic synaptic potential in the devices [1, 3] within a neuromorphic circuit 

context.  
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Figure 6: Filament size after the compliance current and the maximum positive voltages are reached (set process), as 

a function of the compliance current for some of the fitted cycles. The filament final size is given by the gap length (g) 

and the top and bottom CF radii (rT and rB, respectively). In the low ICC region a complete set process is not performed 

since there is a gap between the CF and the electrode. The tunable region starts when the CF geometry changes 

(indicated by a dashed line).  
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A comparison between measured and modeled (after the fitting process) resistances, both in the 

LRS and HRS, is plotted in Figure 7 to show the goodness of the modeling technique presented 

for the RS series under study.  
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Figure 7. a) Roff evolution for the 890 cycles under consideration (measured at VCell=-0.25V), experimental (modeled) 

data are shown in blue crosses (red circles), b) Roff versus Icc for the cycles considered, c) Ron evolution for the 890 

cycles under consideration (measured at VCell=-0.25V), d) Ron versus Icc, e) Roff/Ron ratio versus cycle number, f) 

Roff/Ron versus Icc. 

 

A narrow set of Roff values is obtained, centered around 10kΩ. The Ron value is similar to 

Roff for Icc values below 0.055mA. As highlighted above, it is clear that for these low compliance 

currents the set process is not performed, therefore Ron≈Roff (see Figure 7f). The values for 

parameter g shown in Figure 6 show clearly the non-zero distance from the filament tip to the 

electrode; in fact, the gap is not modified in these cases. On the contrary, for Icc values higher than 

0.055mA, a difference between Ron and Roff can be seen. 
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The Roff/Ron ratio is a measure used by analog circuit designers to determine the level of 

tuning that the device supports. In our case, this measure shows a two orders of magnitude 

maximum. Depending on the application, there may be sufficient margin (e.g. to fix weights in 

neural network implementations). Another issue to highlight here is linked to the possibilities in 

the realm of multilevel memory circuits. 

 

The histogram and cumulative probability for Roff have been shown in Figure 8. It can be 

seen that the fitting obtained allowed us to reproduce the values accurately.    
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Figure 8. Histogram and cumulative probability for the Roff obtained in a set of 890 RS cycles for different Icc values, 

experimental data (blue) and modeled data (red). 

 

Ron versus Icc has been plotted in Figure 9 for modeled and experimental data. The 

expected values and dependencies are obtained. The plateau observed at low Icc values 

corresponds to the region where the set process is far from being reached (g remains at its higher 

value gx in Figure 6). The on resistance behavior versus the compliance current, 𝑅𝑜𝑛(𝐼𝑐𝑐), can be 

semiempirically modeled making use of the following analytical expression, with Icc as 

independent variable,  

𝑅𝑜𝑛(𝐼𝑐𝑐) =
𝑅𝑜

1 +
𝐼𝑐𝑐
𝐼𝑜

 
(4) 

The paremeter Ro is linked to the HRS resistance (this expression gives a resistance of Ro 

at low compliance currents). Equation (4) points out how the ratio Roff/Ron can be modulated by 

means of the compliance current, ICC. This fact suggests a promising potential for neuromorphic 

circuit applications taking into consideration the capacity to tune the device conductance (as 

illustrated by the fitting shown in Figure 9). Comparison of Figures 9a and 9b highlights again 

the accuracy of the modeling procedure. 

 

Note that Expression (4) reduces to the well known relationship Ron = Ro·I0/ICC [30], for 

ICC >> I0. Furthermore, with the values used in this work, the product Ro·I0 is 0.6-0.7V, in the 

order of VC = 0.4V in the expression Ron = VC/ICC [20]. In the relation we propose in this work 

(Expression 4), the parameter I0 represents a compliance current limit. For compliance currents 

much lower than this limit, the CF would remain basically unchanged. 
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Figure 9. 𝑅𝑜𝑛 versus 𝐼𝑐𝑐  for the RS series under consideration. Blue crosses and line are used for modeled data, the 

fitting curve shown (Equation 4) is obtained by means of the following parameters (𝑅𝑜 = 9461Ω, 𝐼𝑜 = 64.41𝜇𝐴); red 

circles and line are used for experimental data, the fitting curve shown (Equation 4) is obtained making use of the 

following parameters ( 𝑅𝑜 = 910 Ω, 𝐼𝑜 = 77.0 𝜇𝐴). In both cases the fit reflects 95% confidence bounds.  

 

 

As explained above, the CF volume was assumed in Equations 1 and 2 as the variable to 

be calculated in order to describe RS in the devices under study. The volume reached by the 

filament after a SET process has been plotted in Figure 10. 

 

 
 

Figure 10: CF volume when the compliance current and the maximum voltage have been reached versus cycle number 

(a) and versus ICC (b). The shape of the modeled data can be reproduced by a sigmoid function (Equation 5) in a log-

log scale. We have performed the fitting with the following parameters (a=8.69, b=6.81, c=14.87 and d=0.52). 

 

See that the CF volume follows the ICC signal employed in the measurement technique, 

as expected (Figure 10a). The CF volume increases as ICC rises, once a threshold value is reached 

(the tunable region starts around 0.055 mA, as it can be also seen in Figure 6). This higher volume 

is reflected in the Ron reduction as shown in Figure 9. However, for the highest compliance 

currents, a certain degree of saturation of the final volume (or resistance) versus compliance 

current plots appears. That fact is linked to the enhancement of the side components of the current 

at the highest voltages (modeled by means of Ig2, see Figure 4) at the expense of the main current 

component Ig1 (which is, therefore, limited by the growing of that side component and that mainly 

determines the evolution of the filament). This behavior make the shape of the VTC-ICC plot 

resemble an “S” and, therefore, the distribution of CF volume data shown in Figure 10b can be 

well fitted with a sigmoid function within a semiempirical approach. In this respect, we have 

proposed the function given in Equation 5. The fitting is reasonably good, as can be seen in Figure 

10b. 
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𝑉𝑇 (𝐼  ) = 𝑒𝑥𝑝

(

 
 𝑎 − 𝑏

1 + 𝑒𝑥𝑝 (−(
𝑙𝑛(𝐼𝑐𝑐)
𝑑
+ 𝑐 ))

+ 𝑏

)

 
 

 (5) 

 

The previous explanation concerning the two hopping currents (Ig1, Ig2) is coherent with 

the CF truncated-cone shapes reported in the literature and also with the consideration of other 

CF shapes, such as tree-branch shapes, where tunneling current components can be found in 

parallel with ohmic ones due to role played by intermediate oxygen vacant clusters close to the 

percolation paths.  

 

It has been highlighted that when small variation of the compliance current is employed, 

a better control of the device resistance is achieved in comparison with random variations of the 

compliance current [1]. A coherent explanation of this effect can be given in the context of RS 

Kinetic Monte Carlo simulation [4, 11, 31-34]. It is seen that reduction (oxidation) activation 

energies of ion (atoms) within the dielectric that contribute to the percolation paths and configure 

the CFs depend on the number of atoms surrounding them [4, 31]. Therefore, the cluster 

formation, that constitutes the first stage in percolation path evolution, can be favored if small 

variations of ICC are employed in a cycle-to-cycle basis. In this manner, better control of the 

density of defects in the CF is achieved and consequently the device conductivity can be 

modulated more easily. It was also addressed the issue connected to the different manners of 

defining the end of reset processes [1]. One of them fixing a stop voltage allows better control of 

Roff; while other processes, which are stopped when a current drop is detected, does not allow 

control of Roff. This effect can be explained if we concentrate our reasoning on the parameter g in 

our model (the gap distance, see Figure 3). In this respect, the current drop is produced by the 

sudden increase of the gap between the filament tip and the electrode. Since the device current 

depends exponentially on g [8], we would find out different gaps if the reset process is stopped 

when the device current drops off. Consequently, different gaps could be formed and very 

different currents (since the current depends exponentially on the gap distance) would be 

obtained, this could lead to a great Roff variability. 

   

Finally, we can assess the maximum temperature obtained in the set process for each of 

the ICC modeled. It has been plotted in Figure 11. The temperature was obtained by solving the 

1D heat equation considering a cylindrical shaped CF. We include a term weighted by a heat 

transfer coefficient to account for the lateral heat dissipation from the CF to the dielectric. The 

Joule heating was calculated by means of the electrical conductivity and the electric field in the 

CF. More details are given in Ref. 8.  

 

 
Figure 11. Maximum temperature in the set process versus compliance current.  
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As expected, at low compliance currents the temperature does not increase due to the 

lower currents achieved and the low Joule heating effects. However, once the gap parameter 

achieves its minimum value, the current, heating effects and CF temperature go up. 

 

V. CONCLUSIONS 

 

A physical compact model to analyze electronic synapses based on resistive switching 

devices has been employed to describe the influence of the compliance current on the resistive 

switching processes. The modelling approach makes use of truncated-cone shaped CF geometries 

and parasitic ohmic resistances. A new measurement procedure was employed to gradually 

change the compliance current. The analysis consisted of a massive fitting of 890 RS cycles to 

understand the effects of compliance current variation. An in-depth comparison between 

measured and modeled data was performed to show the accuracy of the modeling technique in 

reproducing a modulation ratio of the resistance and the compliance current in two decades. 

Therefore, the results helped to clarify the devices potential to work as synaptic elements in 

neuromorphic circuits taking into consideration the conductivity gradual control capacity 

observed. As shown, this compact modeling approach could be used to aid neuromorphic circuit 

designers by allowing simulations at a circuit level. 
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Chapter 7. Conclusions 
 

 

 

In the current electronic industry there is a growing demand for temporary (volatile) and 

permanent (non-volatile) data storage, in portable devices this demand is even higher and also 

requires low power consumption. This memory demand becomes evident in smartphones, laptops, 

internet of things (IoT) devices, solid-state drives (SSD), cloud storage, data mining, artificial 

intelligence, among others applications [Gupta2019]. RRAMs are the main memory emerging 

technology since it is the more viable alternative due to its ease of integration into the current 

CMOS technology in the Back-End-Of-Line (BEOL), good scalability, data retention, endurance, 

speed and latency, low energy consumption and the possibility of 3D integration and multibit 

programming. 

 

In this doctoral thesis we have focused on the modeling of memristors based on resistive 

switching devices implemented with different technologies. The models are used both for analog 

and digital applications. This doctoral thesis includes eight publications in scientific journals 

indexed in the Journal Citation Report of Science Citation Index, five Proceedings published in 

IEEE Xplore digital library and twelve contributions to International Conferences. 

 

More precisely, the summary of the main results obtained here are the following: 

 

Three new RRAM compact models have been implemented: UGR-CBM, UGR-VCM and 

UGR-QPC. The models take into consideration different facets regarding the device operation 

bias (bipolar and unipolar) and account for different conduction mechanisms in the dielectric layer 

(ohmic, tunneling and QPC conduction components). 

 

1.- The UGR-CBM model was implemented in Verilog A and includes second order effects. 

Among its main features, the following can be counted: 

 

▪ Truncated cone-shaped CFs with a non-linear resistor that includes thermal dependence. 

▪ Inclusion of the oxide resistance surrounding the CF, series resistance and the capacitance 

formed between the electrodes. General dielectric conduction mechanisms are used.  

▪ Development of a new thermal model that accounts for the CF temperature evolution at the 

two regions close to the electrodes. This allows the description of the rupture process at the 
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conductive filament narrowest part and also the correct calculation of the main CF body 

electrical conductivity. 

 

The UGR-CBM model allows multiple conductive filaments to be incorporated. The results 

have been compared to a long RS series of 128 I-V measured curves obtained from Ti/ZrO2/Pt 

RRAM devices. A good fit was achieved in all cases. It has been proven that the UGR-CBM 

model is efficient in a real circuit simulation environment and can be used to implement a memory 

cell with a 1T1R architecture. 

 

2.- The UGR-VCM model implemented in Verilog-A and Matlab©. It includes second order 

effects and has the following characteristics: 

 

▪ It is based on the creation and destruction of conductive filaments formed by oxygen 

vacancies in the context of Valence Change Memories. The main equation employed to articulate 

the model describes the CF volume evolution by controlling the dynamics of resistive switching 

in these devices. The truncated-cone shaped filaments can be changed in terms of radii and the 

gap between the filament tip and the electrodes. The CFs are metallic-like and the transport 

mechanisms combine ohmic conduction and hoping currents. Series resistances are also included. 

 

▪ The model was tested for several RRAM technologies based on HfO2 dielectrics or 

multilayer stacks such as TiO2/Al2O3/TiO2, with different combinations of layer thicknesses. A 

good agreement was obtained in the comparison with hundreds of experimental curves for the 

technologies analyzed. 

 

▪ A random component was employed to variate the CF, it was described by a thermally 

activate mechanism to account for the device cycle to cycle variability. A good fit of experimental 

data was obtained. 

 

▪ The UGR-VCM model was easily adapted to account for Au/Ti/TiO2/SiOx/Si-n++. In this 

devices both filamentary and bulk distributed conduction takes place. A semiempirical current 

source was employed for the latter conduction mechanism. A good fit between experimental and 

modeled results was achieved in terms of I-V curves as well as in reset and set voltages and Ron 

and Roff distributions. 

 

▪ The UGR-VCM model could be used to aid neuromorphic circuit designers by allowing 

simulations at a circuit level. The electronic synapses based on resistive switching 

TiN/Ti/HfO2/W devices have been employed to describe the compliance current influence on the 

resistive switching processes with a massive fitting of 890 RS cycles. The conductivity gradual 

control capacity observed helped to clarify that the devices have potential to work as synaptic 

elements. 

 

3.- The UGR-QPC model was implemented in a SPICE-based simulator. It includes the QPC 

conduction mechanism and two different thermal models were considered. The main features are 

given below:  

 

3.1. The first model describes the conductive filament formed by two cylindrical sections of 

variable geometry (radius) under the premise of a thermal approach that makes use of variable 

equivalent thermal resistances that depend on the two cylindrical sections radii. This modeling 

scheme allows to fit the static I-V characteristics of Ni/HfO2/Si-n+ devices. 

 

3.2. The second model, implemented also in a SPICE-based simulator uses the same basis 

of the previous one, but includes a variable thermal capacity that allows a more precise 

characterization of the thermal response working in a pulsed voltage operation regime. The model 

worked well when compared with Ni/HfO2/Si-n+ device measurements. 
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 Wrapping up the results linked to the models developed. The following facts can be 

highlighted: 

 

Five RRAM technologies have been modeled. The devices are based on the following stacks: 

Ti/ZrO2/Pt, TiN/Ti/HfO2/W, Ni/HfO2/Si-n+, Au/Ti/TiO2/SiOX/n++Si and Pt/TiO2/Al2O3/TiO2/ 

RuOx/TiN. A compact model capable of describing the main operation features has been provided 

and the fitting of experimental data measured in DC and AC conditions was good along RS series. 

 

Two SPICE-like models (UGR-BTS and UGR-SMS) reported in the literature have been 

implemented and the variability in the transfer function I-V was studied. A comparison of the 

models against different inputs of pulsed and ramped voltages was performed. The model 

performance in a 1T1R memory simulation was analyzed. 

 

Three models were implemented in Verilog-A (UGR-VCMCF, UGR-VCMTCF and UGR-

SMVA). Different CF shape configurations (cylinder, truncated-cone and the one proposed in the 

Stanford model) were employed with the purpose of comparing the characteristics at the 

behavioral level. 1T1R memory cells and 3x3 memory arrays for different RRAM technological 

nodes were considered. A 65nm NMOS transistor was included as a selector device. Read and 

write times, noise margin and thresholds for the different models were implemented. 

 

Table 7.I shows the summary of models implemented in this doctoral thesis and theirs 

associated publications. 

 
Table 7.I Summary of models implemented. 

Model Name Devices used to test Implementation Polarity type References 
UGR-CBM Ti/ZrO2/Pt Verilog-A/Matlab Bipolar [González-Cordero2016a] 

UGR-VCM 

TiN/Ti/HfO2/W 

Pt/TiO2/Al2O3/TiO2/RuOx/TiN 

Au/Ti/TiO2/SiOX/n++Si 

Verilog-A/Matlab Bipolar 

[González-Cordero2017a, 

González-Cordero2017b, 
González-Cordero2017d, 

González-Cordero2019b] 

UGR-QPC Ni/HfO2/Si-n+ Spice Unipolar 
[González-Cordero2016e, 

Jiménez-Molinos2017] 

UGR-VCMCF - Verilog-A Bipolar 

[González-Cordero2016f] UGR-VCMTCF - Verilog-A Bipolar 

UGR-SMVA - Verilog-A Bipolar 

UGR-BTS - Spice Bipolar 
 [González-Cordero2017c] 

UGR-SMS - Spice Bipolar 

 

We have also developed activity in the context of parameter extraction and measurement 

characterization. The more important results are given below: 

 

Three methodologies have been implemented for the analysis of RTN signals. The LWTLP, 

DLWTLP and a procedure based on the use of neural networks for the classification of RTN 

traces in a long-term sequence. Table 7.II shows the summary of methods implemented with 

theirs associated publications. 

 

The first technique reported above is named Locally Weighted Time Lag Plot (LWTLP). It 

allows the calculation of the probability associated to each position in the (Ii, Ii+1) TLP plot taking 

into consideration the occurrences in the neighborhood of the current points with a computation 

time much lower than previous methods reported in the literature. The procedure is used to study 

I-t traces measured in Ni/HfO2/Si-n+-based RRAMs with a massive number of data. 

 

The second method is named differential Locally Weighted Time Lag Plot (DLWTLP). It 

is based on a TLP representation of the current derivative, allowing the visualization of the 

complete range of current transitions. This new method provides information to assess if the 

sampling rate is adequate to determine the presence of the electrically active defects in relation to 

their capture and emission times. It has been employed to study RTN traces in Ni/HfO2/Si-n+ 

devices operating in the HRS with a massive number of data. 
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The third method is devoted to the classification of traces of RTN based on Artificial Neural 

Network, using SOM networks. Employing 1203 input experimental traces in a long trace 

measured in a Ni/HfO2/Si-n+ device in the HRS and characterizing by the LWTLP patterns, 20 

clusters were obtained that allow the classification of entire input RTN patterns into six types of 

RTN signals: stable 2-level current fluctuations, multilevel transitions with 3, 4 and 5 levels, 

background noise and interactive defects. 

A new method based on the use of the QPC model to detect the presence of tunnelling effects 

in RRAM conduction has been presented. The presence of conduction able to be modeled by the 

QPC current model is built upon the calculation of the current second derivative of experimental 

data. The model parameter extraction is performed with a genetic algorithm using the Euclidean 

distance between the current modeled and experimental current, and the modeled and 

experimental second derivative of the current. The procedure was tested with a series of more 

than 2800 measurements RS cycles in a Ni/HfO2/Si-n+ device. 

 
Table 7.II Summary of parameter extraction methods development in this doctoral thesis tested with 

Ni/HfO2/Si-n+ devices. 

Method References 

QPC parameters extraction [Roldán2018] 

Locally Weighted Time Lag Plot (LWTLP) [González-Cordero2019a] 

Differential Locally Weighted Time Lag Plot (DLWTLP) [González-Cordero2019c] 

Neural Network Based Analysis of RTN [González-Cordero2019d] 
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Appendix A. Device Fabrication and 

Measurement Description 
 

This appendix describes the fabrication processes and measurement set-ups for the different 

experimental devices used in this thesis and summarized in Table A.1. The publications derived 

from the modeling of this devices are shown in Table A.2. 

Table A.1 Summary of main characteristics of fabricated devices used in this work. 

Device #1 #2 #3 #4 #5 

Top electrode Ti Ti/TiN Pt Au/Ti Ni 

Dielectric 

TMO 
ZrO2 HfO2 TiO2/Al2O3/TiO2 TiO2/SiOX HfO2 

Dielectric 

Thickness 

(nm) 

15 10 
28.2-TiO2 

0.2-Al2O3 

19.2-TiO2 

0.4-Al2O3 

2-TiO2 

1.5-SiOX 
20 

Bottom 

electrode 
Pt W Ru/Si n++Si Si-n+ 

Switching 

polarity 
Bipolar Bipolar Bipolar Bipolar Unipolar 

Cycles 

set/reset* 
128 728 9 15 100 2800 

Pulses** yes no no no no 

RTN** no no no no yes 

Fabricated by 
F1 F2 

F3 
F4 F2 

Measured by F5 

Used in 

sections 
2.4.  3.4.  3.4.2.  3.4.4.  

4.4. , 4.5.  

5.2.7. 

5.2.8. and 

5.3.  
Notes: 

* Number of cycles of the resistive switching series employed in this thesis. 
**These rows indicate if these features (pulsed operation/RTN) have been modeled in this thesis.  

F1: Lab of Nanofabrication and Novel Device Integration, Institute of Microelectronics, Chinese Academy of 

Sciences, Beijing. 

F2: Institut de Microelectrònica de Barcelona IMB-CNM (CSIC) Bellaterra, Spain. 

F3: Institute of Physics, University of Tartu, Ravila, Estonia. 

F4: Institute of Functional Nano & Soft Materials (FUNSOM), Collaborative Innovation Center of Suzhou Nano 

Science & Technology, Soochow University, China. 

F5: Departamento de Electrónica, Universidad de Valladolid, Spain. 
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Table A.2 Summary publications associated with the devices used in this work. 

# TMO Publications (references) 
1 ZrO2 [González-Cordero2016a] 

2 HfO2 [González-Cordero2017a, González-Cordero2017b, González-Cordero2017d, González-

Cordero2019b] 

4 TiO2/Al2O3/TiO2 [González-Cordero2017b, González-Cordero2017d] 

5 Ni/HfO2/Si-n+ [González-Cordero2016e, Jiménez-Molinos2017, Roldán2018, González-Cordero2019a, 

González-Cordero2019c, González-Cordero2019d] 

 

A.1. Ti/ZrO2/Pt Devices  
 

A.1.1. Fabrication Process 
 

These devices were made in the Laboratory of Nanofabrication and Novel Device 

Integration, Institute of Microelectronics, Chinese Academy of Sciences, Beijing. The steps of 

the fabrication process of the Ti/ZrO2/Pt stack are described in Table A.3. (more details are given 

in reference [Wang2015]) 

Table A.3 Main fabrication processes for Ti/ZrO2/Pt RRAM. The devices have an area of 100x100 µm2  

RRAM Step Layer (nm) Description 

 Cleaning wafer  Chemical cleaning 

Deposited SiO2 100 Thermally grown by dry oxidation 

BE Deposited Ti 30 
E-beam evaporation 

Deposited Pt 70 

TMO Grown ZrO2 15 Ion-beam sputtering 

TE Deposited Ti 10 E-beam evaporation and patterned by lift-off 

process Deposited Pt 70 

 

A.1.2. Mesurement Set-up 
 

The electrical characteristics of the Ti/ZrO2/Pt devices were obtained by the measuring 

equipment and the connection scheme shown in Figure A.1. The voltage was applied to the TE 

while the BE is grounded through a load resistance, 𝑅𝑙𝑜𝑎𝑑. 

 
Figure A.1 Connection scheme of the measuring equipment of Ti/ZrO2/Pt RRAMs [Wang2015]. 

 

The measuring equipment consisted of:  

• PGU: it is an Agilent B1525A HV-SPGU used in order to study pulsed operation: 

set/reset transitions are caused by means of AC signals in the form of square pulses (with 

programmable rise/fall times, pulse duration and amplitude). 

• 4200-SCS: it is a Keithley 4200-SCS semiconductor characterization system. It generates 

DC voltage sweeps in order to obtain the characteristic I-V curves of the devices. 

• Matrix: it is a matrix Keithley 707A that allows to select the signal source applied to the 

device. 
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• OSC: is a Tektronix DPO7104 digital oscilloscope used to capture the switching transient 

signals produced during the set/reset processes in the device. 

 

The DC measurements obtained with the 4200-SCS are shown in Figure A.2. A symmetrical 

voltage ramp of ± 1V was used, limiting the set current to 𝐼  =  𝑚𝐴 and carrying out a total of 

128 set/reset cycles. 
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Figure A.2 Experimental 𝐼–𝑉 curves of 128 consecutive resistive switching set/reset processes in a 

Ti/ZrO2/Pt RRAM device. 

 

The AC measurements obtained with the two oscilloscope channels (𝑉𝐴 corresponds to the 

top electrode voltage and 𝑉𝐵 to the bottom electrode voltage) when the matrix selects the PGU 

instrument, see Figure A.3. 
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Figure A.3 Experimental measurement of pulsed operation in a Ti/ZrO2/Pt RRAM device. 

These experimental measurements are used to calibrate de model described in section 2.4. 

New Bipolar CB-RRAM Compact Model (UGR-CB).  
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A.2. TiN/Ti/HfO2/W Devices 
 

A.2.1. Fabrication Process 
 

These devices were fabricated at the Institut de Microelectrònica de Barcelona IMB-CNM 

(CSIC) Bellaterra, Spain. The main fabrication process of the TiN/Ti/HfO2/W stack  are described 

in Table A.4. (more details are given in reference [Poblador2017]). 

 

Table A.4 Main fabrication steps for the TiN/Ti/HfO2/W RRAMs. 

RRAM Step Layer (nm) Description 

 Initial Wafer  (100) p-type CZ silicon wafers 

 Cleaning wafer  With a standard wafer cleaning  

 Deposited SiO2 200 Wet thermal oxidation process at 1100 ºC  

BE Deposited W 200 Magnetron sputtering and patterned by 

photolithography and lift-off process for deposit 

W 

TMO Deposited HfO2 10 Atomic layer deposition (ALD) at 225 ºC with 

precursors TDMAH and H2O, and a carrier and 

purge gas N2 

TE Deposited Ti 10 Magnetron sputtering and patterned by 

photolithography and lift-off 

Deposited TiN 200 TE: deposited by magnetron sputtering and 

patterned by photolithography and lift-off 

 Open Contact  Dry etching of the HfO2 layer 

 

A representation of the device cross-section is shown in Figure A.4. The device structures 

are square cells of 15×15μm2, 5×5μm2 and 2×2μm2. 

 

  

 

Figure A.4 (a) Optical image of the TiN/Ti/HfO2/W devices with a 100µm reference line. (b) Detailed 

dark field image of the crossbar architecture. (c) Cross-section diagram of the device structure. (d) Optical 

image during the measurement process and marked dimensions of square cells of 15×15μm2, 5×5μm2 and 

2×2μm2 [Poblador2017]. 
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A.2.2. Measurement Set-up 
 

The electrical characteristics of the TiN/Ti/HfO2/W devices were obtained by means of a 

HP-4155B semiconductor parameter analyzer controlled via a General Purpose Instrumentation 

Bus (GPIB) by a software tool developed and implemented in a Matlab script. 

 

The measure procedure was performed as follows: 

 

1. The HP-4155B is connected to the TiN/Ti top electrode while the W bottom electrode 

was grounded. 

2. A voltage weep is applied to the fresh devices to guarantee the formation process with a 

compliance current 𝐼  = 100µ𝐴. 

3. A positive ramped voltage with an amplitude of 1 V is applied to force the set process. 

4. A negative ramped voltage with an amplitude of -1.8 V is applied to force the reset 

process. 

5. Steps 3 and 4 are repeated to obtain hundreds of RS cycles in the same RS series. 

 

The 728 measurements cycles obtained with this procedure are shown in Figure A.5.  
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Figure A.5 Current versus applied voltage for a set of 728 experimental measured cycles of a 

TiN/Ti/HfO2/W device. 

 

This experimental measured are used to calibrate de model described in section 3.4. New 

Compact Model for Bipolar VCM (UGR-VCM). 
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A.3. Pt/TiO2/Al2O3/TiO2/RuOx/TiN Devices 
 

A.3.1. Fabrication Process 
 

These devices were fabricated at the Institute of Physics, University of Tartu, Ravila, 

Estonia. The steps of the fabrication process of the Pt/TiO2/Al2O3/TiO2/RuOx/TiN stack  are 

described in Table A.5.A.3.  The dielectric layer thicknesses depend on the number of cycles uses 

in the ALD process (see Table A.6). 

Table A.5 Main fabrication processes of the following stack TiO2/Al2O3/TiO2. 

Step Layer (nm) Description 

Initial substrate  

Assumed previous deposited layer of TiN and RuO2 TiN 10 

RuO2 15 

Deposited TiO2 
See Table 

A.6 

Atomic Layer deposition (ALD) performed in a flow-type 

reactor (with substrate at 350 °C). 

Ti precursor was TiCl4 and H2O was used as oxygen source 

Deposited Al2O3 
See Table 

A.6 

Atomic Layer deposition (ALD) performed in a flow-type 

reactor (with substrate at 350 °C). 

Al precursor was TMA and H2O was used as oxygen source 

Deposited TiO2 
See Table 

A.6 

Atomic Layer deposition (ALD) performed in a flow-type 

reactor (with substrate at 350 °C). 

Ti precursor was TiCl4 and H2O was used as oxygen source 

 
Table A.6 Deposited layer thicknesses of the thin films of TiO2 and Al2O3 as a function of the number of 

cycles of TiCl4+H2O and TMA+H2O respectively [González-Cordero2017b, González-Cordero2017d]. 

TiCl4+H2O 

cycles 

Deposited 

TiO2 (nm) 

TMA+H2O 

cycles 

Deposited 

 Al2O3 (nm) 

300 28.2 1 0.2 

300 19.2 2 0.4 

 

 

A.3.2. Measurement Set-up 
 

These devices were measured at Departamento de Electrónica at the Universidad de Valladolid, 

Spain. The electrical characteristics of Pt/TiO2/Al2O3/TiO2/RuOx/TiN devices were obtained by 

using a HP-4155B semiconductor parameter analyzer. The measurement process was as follows: 

 

1.- The HP-4155B is connected to the Pt top electrode while the TiN bottom electrode was 

grounded, with a compliance current of 0.1 A for both HRS and LRS states. 

 

2.- A positive ramped voltage with an amplitude of 3 V is applied to force the set process with a 

compliance current of 0.1 A. 

 

4.- A negative ramped voltage with and amplitude of -4 V is applied to force the set process with 

a compliance current of 0.1 A. 

 

5.- Steps 3 and 4 are repeated to obtain different RS cycles. 

 

The results with different oxide thicknesses are shown in Figure A.6 and Figure A.7. 
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Figure A.6 Current versus applied voltage for a set of 9 cycles of Pt/TiO2 (28.2nm)/Al2O3(0.2nm)/ 

TiO2(28.2nm)/RuOx/TiN devices. 
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Figure A.7 Current versus applied voltage for a set of 15 cycles of a Pt/TiO2(19.2nm)/Al2O3(0.4nm)/ 

TiO2(19.2nm)/RuOx/TiN stack device. 

 

These experimental measurements were used in section 3.4.2. UGR-VCM Model Validation 

with other Technologies. 
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A.4. Au/Ti/TiO2/SiOX/n++Si Devices 
 

A.4.1. Fabrication Process 
 

These devices were made at Institute of Functional Nano & Soft Materials (FUNSOM), 

Collaborative Innovation Center of Suzhou Nano Science & Technology, Soochow University, 

China. The steps of the fabrication process of the Au/Ti/TiO2/SiOX/n++Si RRAMs are described 

in Table A.7 (more details are given in reference [Xiao2017]). The cross section TEM view and 

the SEM image of the squared devices are shown in Figure A.8. 

Table A.7 Main fabrication processes of Au/Ti/TiO2/SiOX/n++Si RRAMs with areas of 100 μm×100 μm, 

50 μm ×50μm and 25μm×25μm. 

RRAM Step Layer (nm) Description 

 Initial wafer  Highly doped (n++) n-type Si (N100)  

resistivity between 0.008 and 0.02 Ω·cm-1 

with native SiOX oxide 
BE n++ Si  

TMO 

 

SiOx 1.5 

Cleaning wafer  HF solution for 2 min 

Deposited TiO2 2 Plasma-enhanced atomic layer deposition 

(PEALD) at 200ºC 

40 cycles using Tetrakis(Dimethylamido) 

Titanium (Ti(NMe2)4) and oxygen inductively 

coupled discharge as Ti and O sources 

TE Ti 20 Deposited by electron beam evaporator and a 

laser-patterned shadow mask was used Au 40 

 

 

 

 
 
Figure A.8 a) Cross sectional TEM images of TiO2/SiOX/n++Si stacks. b) SEM image of the squared 

Au/Ti/TiO2/SiOX/n++Si resistive switching cells [Xiao2017]. 
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A.4.2. Measurement set-up 
 

The electrical measurement of Au/Ti/TiO2/SiOX/n++Si RRAM devices were made by means 

of a probe station M150 from Cascade and a Keithley 4200 Semiconductor Parameter Analyzer. 

The n++Si substrate was grounded, and the voltage was applied to the Au/Ti electrode. Figure A.9 

shows the semilogarithmic representation of the current of the Au/Ti/TiO2/SiOX/n++Si RRAMs. 

A set of 100 cycles were obtained with a voltage sweep range from −4 to 2.4 V. Note that these 

devices perform the set process under a negative voltage, while the reset requires a positive 

voltage. 

 

Figure A.9 Current versus applied voltage for a set of 100 experimental measured cycles of a 

TiO2/SiOX/n++Si device. 

 

These measurements are used to calibrate de model described in section 3.4. New Compact 

Model for Bipolar VCM (UGR-VCM). The results are used in section 3.4.4. UGR-VCM Model 

Improvement to Include Distributed Currents  
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A.5. Ni/HfO2/Si-n++ Devices 
 

A.5.1. Fabrication Process 
 

These devices were fabricated at the Institut de Microelectrònica de Barcelona IMB-CNM 

(CSIC) Bellaterra, Spain. The main fabrication steps of Ni/HfO2/Si-n++ devices are described in 

Table A.8. (more details are given in references [Gonzalez2014, Gonzalez2015]). 

Table A.8 Main fabrication processes of Ni/HfO2/Si-n++ devices, different areas were employed. 

RRAM Step Layer (nm) Description 

BE Initial wafer   Highly doped (n++) n-type Czochralski Si 

(N100)  

resistivity between 0.007 and 0.013 Ω·cm-1 

 Wafer cleaning   

 Deposited SiO2 200 Wet thermal oxidation at 1100ºC and patterned 

by photolithography and wet etching 

 Cleaning  With H2O2/H2SO4 and a dip in HF(5%)  

TMO 

 

HfO2 deposition 20 Atomic layer deposition at 225ºC using tetrakis 

(Dimethylamido)-hafnium (TDMAH) and H2O 

as precursors and N2 as carrier and purge gas 

TE Deposited Ni 200 Magnetron sputtering 

 

A.5.2. Measurement Set-up 
 

The electrical measurements of Ni/HfO2/Si-n++ RRAMs were made by means of a HP- 

4155B semiconductor parameter analyzer, controlled by a computer using a Matlab script and 

connected to the instruments by a GPIB bus. The n++Si substrate was grounded, and the voltage 

was applied to the Ni electrode.  Figure A.10 shows three representative current versus voltage 

curves, (thousands of consecutives curves were measured) with a voltage sweep range from 0V 

to -4V and a compliance current of 100µA.  

 

-3.5 -3.0 -2.5 -2.0 -1.5 -1.0 -0.5 0.0
10

-10

10
-9

10
-8

10
-7

10
-6

10
-5

10
-4

10
-3

10
-2

𝑆𝑖 − 𝑛 
𝑁𝑖  𝑓  

𝑆𝑖  

RESET

 R#2795

 S#2795

 R#2803

 S#2803

 R#2804

 S#2804

I R
R

A
M

 (
A

)

V
RRAM

 (V)

SET

 

Figure A.10 Current versus applied voltage for different set and reset cycles (#2795, #2803 and #2804) 

within a long RS series of more than a thousand curves, ICC=100µA. Inset: schematic cross section of 

Ni/HfO2/Si-n++ stack structure device.  

These experimental measurements are used in sections: 4.4. Parameter Extraction, 4.5. 

UGR-QPC1 model and 4.6. UGR-QPC2 models. 
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Additional measurements of RTN signals were performed. Different time intervals were 

considered (details in Table A.9): traces with 20 seconds (2000 samples) and long traces with 

11660 seconds (1.3 million of samples) were recorded. An example piece of long time trace of 

6800 seconds with a RRAM bias of -0.5 V is presented in Figure A.11. 

 

 

Figure A.11 Current versus time plot measured at an applied voltage of - 0.5V for 6800 seconds. A detail of a time 

period of 100 seconds is shown, where RTN signals are apparent. 
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Figure A.12 Detail of 1000 sample of RTN of a long time trace measured on Ni/HfO2/Si-n++ stack structure 

device: a) anomalous RTN b) Three levels stable RTN c) Two levels stable RTN d) four levels RTN (based 

on RTN classification proposed in [González2016]). 

These measurements are used in sections: 

 

5.2.7. The Locally Weighted Time Lag Plot. 

5.2.8. Differential Locally Weighted Time Lag Plot. 

5.3. Neural Network Based Analysis of RTN with LWTLP.  
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Table A.9 Catalogue of RTN measurements performed on the Ni/HfO2/Si-n++ device. 

Measure 

Ref. 

VRRAM 

(V) 

Samples 

# 

Observation 

Time (s) 
RTN type* 

1 -0.50 2000 17.3738 Noncorrelated transtion 

2 -0.28 2000 18.9488 Irreversible digital-like current changes 

3 -0.46 2000 18.2301 Interacting defects 

4 -0.47 2000 18.3743 Interacting defects 

5 -0.48 2000 18.4323 Interacting defects 

6 -0.59 2000 17.9474 Activation and deactivation 

7 -0.60 2000 17.7738 Stable current fluctuation 

8 -0.61 2000 17.518 Activation and deactivation 

9 -0.62 2000 17.4576 Activation and deactivation 

10 -0.29 2000 19.2055 Noncorrelated transtion 

11 -0.30 2000 19.1426 Noncorrelated transtion 

12 -0.31 2000 19.3012 Stable current fluctuation 

13 -0.32 2000 19.1083 Stable current fluctuation 

14 -0.33 2000 19.1337 Stable current fluctuation 

15 -0.34 2000 19.0137 Stable current fluctuation 

16 -0.35 2000 19.3301 Stable current fluctuation 

17 -0.36 2000 19.0829 Stable current fluctuation 

18 -0.37 2000 19.2792 Stable current fluctuation 

19 -0.38 2000 19.2803 Noncorrelated transtion 

20 -0.50 1334237 11660.4 Long time serie 

*RTN types is described in reference [Gonzalez2016]. 

 

The samples were recorded in plain text files, using scientific notation separated by space 

with fixed precision of six decimal digits for the argument and three digits for the exponent. The 

first column represents the voltage applied to the RRAM in volts, the second column the current 

flowing in amps and the third column the elapsed time in seconds. The detail of the first four lines 

of a measure register file is shown as follow: 

 

-5.000000e-001 6.420370e-008 6.712802e-002 

-5.000000e-001 6.716610e-008 7.580191e-002 

-5.000000e-001 6.549200e-008 8.452412e-002 

-5.000000e-001 6.334480e-008 9.313828e-002 

 

 

Figure A.13 a) Schematics of the connection of the measuring instruments. SPA is a semiconductor 

parameter analyzers (Agilent 4156C), DSO is a digital storage oscilloscope (Tektronix TDS220), DUT is   

device under test (Ni/HfO2/Si-n++ stack) and Log-IVC is logarithmic current-to-voltage converter. b) Flow 

chart of the RTN measurement process [Maestro2016]. 
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Appendix B. Additional Developments to 

the CB-RRAM Model 
 

 

In this appendix we introduce some additional developments assumed in the literature which 

are fundamental to fully understand the modeling process of the CB-RRAM device described in 

Chapter 2. Modeling of Conductive Bridge RRAMs. 

 

 

B.1. Equivalent Electrical Conductivity of CF 
 

Figure B.1 shows the sketch of the geometrical representation of the device to calculate the 

equivalent electrical conductivity assuming a cylindrical CF proposed in reference 

[Bocquet2013].  

 

Figure B.1 Geometrical representation of the RRAM for the device resistance calculation [Bocquet2013]. 

 

The electrical resistance of a cylinder with radius 𝑟 𝐹 and height 𝐿𝑥 , with electrical 

conductivity 𝜎 𝐹 can be calculated as follows: 

𝑅 𝐹 =
𝐿𝑥

𝜎 𝐹 · 𝜋 · 𝑟 𝐹
  

(B.1) 

The oxide surrounding layer is a hollow cylinder of radius 𝑟 𝐹𝑚𝑎𝑥  and height 𝐿𝑥, and the 

electrical conductivity is assumed to be 𝜎𝑂𝑥. The conductive filament is assumed to be within the 

oxide, i.e., a cylinder with radius 𝑟 𝐹 and height 𝐿𝑥. Therefore, the oxide resistance can be 

obtained as: 

 

  

  

 𝑪𝑭

 𝑪𝑭   
  

𝜎 𝐹
𝜎𝑂𝑥
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𝑅𝑂𝑥 =
𝐿𝑥

𝜎𝑂𝑥 · 𝜋 · (𝑟 𝐹𝑚𝑎𝑥
 −𝑟 𝐹

 )
 

(B.2) 

As the two resistances are connected in parallel, the equivalent resistance for the devices can be 

obtained as  

 

𝑅𝑒𝑞 =
𝑅 𝐹 · 𝑅𝑂𝑥
𝑅 𝐹 + 𝑅𝑂𝑥

= 
𝐿𝑥

𝜎 𝐹 · 𝜋 · 𝑟 𝐹
 + 𝜎𝑂𝑥 · 𝜋 · (𝑟 𝐹𝑚𝑎𝑥

 −𝑟 𝐹
 )

 
(B.3) 

 

Now, we assume that there is a cylinder with radius 𝑟 𝐹𝑚𝑎𝑥 and height 𝐿𝑥 with a uniform 

equivalent electrical conductivity 𝜎𝑒𝑞 (see Figure B.1). The value of this electrical resistance can 

be expressed as follows, 

 

𝑅𝑒𝑞 =
𝐿𝑥

𝜎𝑒𝑞 · 𝜋 · 𝑟 𝐹𝑚𝑎𝑥
  

(B.4) 

 

Matching both expressions 

 

𝐿𝑥

𝜎𝑒𝑞 · 𝜋 · 𝑟 𝐹𝑚𝑎𝑥
 =

𝐿𝑥

𝜎 𝐹 · 𝜋 · 𝑟 𝐹
 + 𝜎𝑂𝑥 · 𝜋 · (𝑟 𝐹𝑚𝑎𝑥

 −𝑟 𝐹
 )

 
(B.5) 

 

 

 

The equivalent electrical conductivity 𝜎𝑒𝑞 is calculated as follows, 

 

𝜎𝑒𝑞 =
𝜎 𝐹 · 𝑟 𝐹

 + 𝜎𝑂𝑥(𝑟 𝐹𝑚𝑎𝑥
 −𝑟 𝐹

 )

𝑟 𝐹𝑚𝑎𝑥
  (B.6) 

 

 

The source current 𝐼 𝐹 can be calculated starting from the equations (B.4) and (B.6) 

 

𝐼 𝐹 =
𝑉𝑐𝑒𝑙𝑙
𝑅𝑒𝑞
=
𝑉𝑐𝑒𝑙𝑙
𝐿𝑥
[𝑟 𝐹
 · 𝜋 · ( 𝜎 𝐹 − 𝜎𝑂𝑥) + 𝑟 𝐹𝑚𝑎𝑥

 · 𝜋 · 𝜎𝑂𝑥] (B.7) 
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B.2. Equivalent Electrical Conductivity of CF Including the Work Area 
 

Figure B.2 shows the sketch diagram to calculate the equivalent electrical conductivity of a 

cylindrical CF, proposed in reference [Bocquet2014]. In this case the equivalent cylinder has a 

radio 𝑟𝑤𝑜𝑟𝑘. This case is very similar to the previous one, although it is included here for the sake 

of completeness. 

 

 

Figure B.2 Geometrical representation of the RRAM for the device resistance calculation [Bocquet2014]. 

 

With this new description of the device, equations (B.1), (B.2) and (B.3) are the same, and 

(B.4) now is replaced by 

 

𝑅𝑒𝑞 =
𝐿𝑥

𝜎𝑒𝑞 · 𝜋 · 𝑟𝑤𝑜𝑟𝑘
  

(B.8) 

 

Matching both expressions (B.8) and (B.3) 

 

𝑅𝑒𝑞 =
𝐿𝑥

𝜎 𝐹 · 𝜋 · 𝑟 𝐹
 + 𝜎𝑂𝑥 · 𝜋 · (𝑟 𝐹𝑚𝑎𝑥

 −𝑟 𝐹
 )
=

𝐿𝑥

𝜎𝑒𝑞 · 𝜋 · 𝑟𝑤𝑜𝑟𝑘
  

(B.9) 

 

The equivalent electrical conductivity 𝜎𝑒𝑞 is calculated 

𝜎𝑒𝑞 = 𝜎 𝐹
𝑟 𝐹
 

𝑟𝑤𝑜𝑟𝑘
 + 𝜎𝑂𝑥

𝑟 𝐹𝑚𝑎𝑥
 − 𝑟 𝐹

 

𝑟𝑤𝑜𝑟𝑘
  (B.10) 

The 𝑟𝑤𝑜𝑟𝑘 is fixed in the forming process described in [Bocquet2014]. It can be seen that the case 

described in appendix B.1. is a particular case to the one highlighted here if 𝑟𝑤𝑜𝑟𝑘 = 𝑟 𝐹𝑚𝑎𝑥. 
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B.3. Dynamics of Oxidation-Reduction Reactions 
 

 

The reduction-oxidation (redox) process is a reversible electrochemical reaction described 

by equation (B.11). This reaction is the basis of the formation and rupture of conductive filaments 

in many different resistive memories. 

𝑅
 𝑥
⇄
𝑅𝑒𝑑
 𝑧 + 𝑧𝑒− 

(B.11) 

 

𝑅 are reductant species,  𝑧  are the oxidized ionic species and 𝑧𝑒− are the number of 

charges delivered/trapped in the corresponding reaction. During the oxidation reaction, the 

reductant specie 𝑅 are transformed into and ionic oxidized species  𝑧  with delivery of 𝑧 
electrons (𝑅    𝑧 + 𝑧𝑒−). When the reduction reaction takes place, the electrochemical 

reaction is driven in the reverse direction ( 𝑧 + 𝑧𝑒−  𝑅 ), the oxidant species  𝑧  with 𝑧 
trapped electrons 𝑧𝑒− produces the reductant species 𝑅. Denoted 𝐶𝑅(𝐶𝑂) the dimensionless 

concentration of ionic(reduced) species, the oxidation/reduction reaction rates 𝜐𝑂𝑥 (𝜐𝑅𝑒𝑑) can be 

calculated as  [Bocquet2014], 

 

𝜐𝑂𝑥 = 𝑘0𝑒
−
Δ𝑟𝐺0−(1−𝛼)·𝑧·𝐹·(𝐸−𝐸𝑒𝑞)

𝑅·𝑇 · 𝐶𝑅 (B.12) 

 

 

𝜐𝑅𝑒𝑑 = 𝑘0𝑒
−
Δr𝐺0 𝛼·𝑧·𝐹·(𝐸−𝐸𝑒𝑞)

𝑅·𝑇 · 𝐶𝑂 (B.13) 

 

Where standard 𝐺0 is the Gibbs energy, 𝛼 is the charge transfer coefficient, 𝑧 is the number of 

electrons involved in the reaction, 𝐹 is the Faraday constant, 𝑅 is the universal gas constant, 𝐸 is 

the energy and   is the temperature. 

 

At each time in the chemical reaction the following relations is fulfilled,  

𝐶𝑂 = 1 − 𝐶𝑅 
(B.14) 

 

The rate of change of species 𝐶𝐴 is expressed as: 

 

𝑑𝐶𝐴
𝑑𝑡
= 𝜐𝑅𝑒𝑑 − 𝜐𝑂𝑥 (B.15) 

 

The current density 𝐽 in the redox reaction is described by the Butler-Volmer formulation 

[Bocquet2014]: 

 

𝐽 = 𝐽0 · [𝑒
𝛼·𝑧·𝐹·
𝑅·𝑇

(𝐸−𝐸𝑒𝑞) − 𝑒
(1−𝛼)·𝑧·𝐹·
𝑅·𝑇

(𝐸−𝐸𝑒𝑞)] (B.16) 

 

Where 𝐽0 is the exchange current density, α is a dimensionless charge transfer coefficient, 𝑧 
is the numbers of electrons delivered/trapped in the reaction, 𝐹 is the constant of Faraday, 𝐸 is 

the electrode potential, 𝐸𝑒𝑞 is the potential at equilibrium, 𝑅 is the universal gas constant and   

is the absolute temperature. 
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Bocquet et al. [Bocquet2013, Bocquet2014] assume, that the of oxidation (reduction) 

constant times 𝜏𝑂𝑥 (𝜏𝑅𝑒𝑑) can be expressed as 

𝜏𝑂𝑥 = 𝜏𝑅𝑒𝑑𝑂𝑥𝑒
𝐸𝑎 𝑞·(1−𝛼)·𝑉𝑐𝑒𝑙𝑙

𝑘𝑏·𝑇  (B.17) 

 

 

𝜏𝑅𝑒𝑑 = 𝜏𝑅𝑒𝑑𝑂𝑥𝑒
𝐸𝑎−𝑞·𝛼·𝑉𝑐𝑒𝑙𝑙
𝑘𝑏·𝑇  (B.18) 

 

Where 𝜏𝑅𝑒𝑑  (𝜏𝑂𝑥) is the time constant for electrochemical reduction (oxidation) rate,  𝜏𝑅𝑒𝑑𝑂𝑥 is 

the nominal redox rate, 𝐸𝑎 is the activation energy, 𝑞 is the unitary charge of the electron, α is the 

transfer coefficient (with values between 0 to 1),  𝑘𝑏   is the Boltzmann constant,   is the absolute 

temperature and 𝑉𝑐𝑒𝑙𝑙 is the applied voltage. 

 

 At this point it is important to note that equations (B.17) and (B.18) are equivalent to the 

classic equations (B.12) and (B.13) that govern chemical oxidation/reduction reactions, under the 

following considerations: 

 

1.- The oxidation (reduction) mechanism is isotropic and therefore the redox potential is assumed 

to be equal to the applied voltage  

 

𝐸 − 𝐸𝑒𝑞 = −|𝑉 𝑒𝑙𝑙| (B.19) 

 

2.- The following constant values can be matched, 

1

𝜏𝑅𝑒𝑑𝑂𝑥
= 𝑘0 ,  𝐸𝑎 =

Δr𝐺0
𝑅
𝑘𝑏 (B.20) 

matching the equations (B.18) and (B.13) 

𝑘0𝑒
−
Δr𝐺0 𝛼·𝑧·𝐹·(𝐸−𝐸𝑒𝑞)

𝑅·𝑇 =
1

𝜏𝑅𝑒𝑑𝑂𝑥
𝑒
−
𝐸𝑎−𝑞·𝛼·𝑉𝑐𝑒𝑙𝑙
𝑘𝑏·𝑇  (B.21) 

matching the equations (B.17) and (B.12) 

 

𝑘0𝑒
−
Δr𝐺0−(1−𝛼)·𝑧·𝐹·(𝐸−𝐸𝑒𝑞)

𝑅·𝑇 =
1

𝜏𝑅𝑒𝑑𝑂𝑥
𝑒
−
𝐸𝑎 𝑞·(1−𝛼)·𝑉𝑐𝑒𝑙𝑙

𝑘𝑏·𝑇  (B.22) 

Then, the oxidation/reduction reaction rates 𝜐𝑂𝑥 (𝜐𝑅𝑒𝑑) of equation (B.12), (B.13) as a function 

of the oxidation and reduction times (equation (B.17) and (B.18)) can be simplified as equations 

(B.23) and (B.24) 

𝜐𝑅𝑒𝑑 =
𝐶𝑜
𝜏𝑅𝑒𝑑

=
1 − 𝐶𝑅
𝜏𝑅𝑒𝑑

 
(B.23) 

𝜐𝑂𝑥 =
𝐶𝑅
𝜏𝑂𝑥

 
(B.24) 

And equation (B.15) can be written as 

 

𝑑𝐶𝐴
𝑑𝑡
=
1 − 𝐶𝑅
𝜏𝑅𝑒𝑑

−
𝐶𝑅
𝜏𝑂𝑥

 
(B.25) 



Appendix B. Additional Developments to the CB-RRAM Model 

 

256 

If we consider that the dimensionless concentration of reduced species (𝐶𝑅) is proportional 

(𝑟 𝐹𝑚𝑎𝑥) to the conductive filament radius (𝑟 𝐹): 

𝑟 𝐹 = 𝑟 𝐹𝑚𝑎𝑥 · 𝐶𝑅 
(B.26) 

Then, the dimensionless concentration of reduced species is a function of two radii (𝑟 𝐹, 𝑟 𝐹𝑚𝑎𝑥), 

𝐶𝑅 =
𝑟 𝐹
𝑟 𝐹𝑚𝑎𝑥

 
(B.27) 

Expressing equation (B.25) in terms of equation (B.27), we obtain, 

 

𝑑𝐶𝐴
𝑑𝑡
=
1 −

𝑟 𝐹
𝑟 𝐹𝑚𝑎𝑥
𝜏𝑅𝑒𝑑

−

𝑟 𝐹
𝑟 𝐹𝑚𝑎𝑥
𝜏𝑂𝑥

 (B.28) 

 

In an infinitesimal time interval, from the equation (B.26), the rate of change of the filament radius 

is obtained, 

 

𝑑𝑟 𝐹
𝑑𝑡
= 𝑟 𝐹𝑚𝑎𝑥 ·

𝑑𝐶𝑅
𝑑𝑡

 (B.29) 

 

And finally, replacing the equation (B.28) into the equation (B.29), we get the master equation of 

the rate of change of 𝑟 𝐹 

 

𝑑𝑟 𝐹
𝑑𝑡
=
𝑟 𝐹𝑚𝑎𝑥 − 𝑟 𝐹
𝜏𝑅𝑒𝑑

−
𝑟 𝐹
𝜏𝑂𝑥

 
(B.30) 
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B.4. Dynamics of Oxidation Reduction Reactions with Local Diffusion of 

Metallic Species (kdif) 
 

In this section the diffusion of the metallic species is taken into account, then the rate of reduction 

of species 𝐶𝑅 in equation (B.15) needs a new term 𝜐𝑑𝑖𝑓 

 

𝑑𝐶𝐴
𝑑𝑡
= 𝜐𝑅𝑒𝑑 − 𝜐𝑂𝑥 − 𝜐𝑑𝑖𝑓 (B.31) 

 

Where 𝜐𝑑𝑖𝑓 is the ratio of local diffusion of the metallic species, that can be expressed as follows, 

 

𝜐𝑑𝑖𝑓 = 𝑘𝑑𝑖𝑓 · 𝑒
−
𝐸𝑎𝑑
𝑘𝑏·𝑇 · 𝐶𝑅 (B.32) 

 

Where 𝐸𝑎𝑑 is the diffusion activation energy and 𝑘𝑑𝑖𝑓is the diffusion coefficient rate. The constant 

time of diffusion is consequently expressed as, 

𝜏𝑑𝑖𝑓 =
1

𝑘𝑑𝑖𝑓
· 𝑒
𝐸𝑎𝑑
𝑘𝑏·𝑇 

(B.33) 

Then the ratio of local diffusion of the metallic species is rewritten as, 

𝜐𝑑𝑖𝑓 =
𝐶𝑅
𝜏𝑑𝑖𝑓

 
(B.34) 

 

And including equations (B.23), (B.24) and (B.34) into equation (B.31), we obtain, 

 

𝑑𝐶𝐴
𝑑𝑡
=
1 − 𝐶𝑅
𝜏𝑅𝑒𝑑

−
𝐶𝑅
𝜏𝑂𝑥
−
𝐶𝑅
𝜏𝑑𝑖𝑓

 
(B.35) 

 

 

naming the equivalent time constant oxide as 𝜏𝑂𝑥𝑒𝑞 

1

𝜏𝑂𝑥𝑒𝑞
=
1

𝜏𝑂𝑥
+
1

𝜏𝑑𝑖𝑓
 

(B.36) 

 

And regrouping terms,  

𝑑𝐶𝐴
𝑑𝑡
=
1 − 𝐶𝑅
𝜏𝑅𝑒𝑑

−
𝐶𝑅
𝜏𝑂𝑥𝑒𝑞

 

 
(B.37) 

Finally, replacing equations (B.37) and (B.28) into (B.29), we get the master equation of the rate 

of change of 𝑟 𝐹 including metallic species local diffusion: 

 

𝑑𝑟 𝐹
𝑑𝑡
=
𝑟 𝐹𝑚𝑎𝑥 − 𝑟 𝐹
𝜏𝑅𝑒𝑑

−
𝑟 𝐹
𝜏𝑂𝑥𝑒𝑞

 

 
(B.38) 
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B.5. Analytical Solution of the Conductive Filament Radius Time 

Evolution 
 

The master equation obtained in the sections B.3. and B.4. show the following formulation, 

𝑑𝑟 𝐹(𝑡)

𝑑𝑡
=
𝑟 𝐹𝑚𝑎𝑥 − 𝑟 𝐹(𝑡)

𝜏𝑅𝑒𝑑
−
𝑟 𝐹(𝑡)

𝜏𝑂𝑥
 (B.39) 

 

To improve the efficiency of the simulator, equation (B.39) could be solved analytically with 

help of the following symbolic Matlab live script, although other programming languages, such 

as C, R or python could be used. In these appendices we show Matlab code as an example. 

 

clc, clear 
% Declaration of symbolic variables 
syms r_CF(t) r_CFmax tau_red tau_Ox r_i 
% Solve the diffetential equation  
r_i1=dsolve(diff(r_CF,1)==((r_CFmax-r_CF)/tau_red-
r_CF/tau_Ox),r_CF(0)==r_i) 
r_i1 =  

 

 

 

If we rename the variables as follows, 

𝜏𝑒𝑞 =
𝜏𝑅𝑒𝑑 · 𝜏𝑂𝑥
𝜏𝑅𝑒𝑑 + 𝜏𝑂𝑥

 
(B.40) 

Then  

𝜏𝑂𝑥
𝜏𝑅𝑒𝑑 + 𝜏𝑂𝑥

= 𝜏𝑒𝑞/𝜏𝑅𝑒𝑑 
(B.41) 

 
 

The following equation is obtained, 

𝑟 𝐹(𝑡) = (𝑟𝑖 − 𝑟 𝐹𝑚𝑎𝑥 ·
𝜏𝑒𝑞
𝜏𝑅𝑒𝑑
) 𝑒−𝑡/𝜏𝑒𝑞 + 𝑟 𝐹𝑚𝑎𝑥 ·

𝜏𝑒𝑞
𝜏𝑅𝑒𝑑

 
(B.42) 

 

It can be described iteratively, 

𝑟 𝐹𝑖+1 = (𝑟 𝐹𝑖 − 𝑟 𝐹𝑚𝑎𝑥 ·
𝜏𝑒𝑞

𝜏𝑅𝑒𝑑
) 𝑒−Δ𝑡/𝜏𝑒𝑞 + 𝑟 𝐹𝑚𝑎𝑥 ·

𝜏𝑒𝑞

𝜏𝑅𝑒𝑑
 

(B.43) 

 

Note that 𝜏𝑒𝑞, 𝜏𝑅𝑒𝑑 and 𝜏𝑂𝑥 change in each iteration, because they depends on applied voltage, 

and temperature (see equations (B.17) and (B.18)). 
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Appendix C. Additional Developments to 

the UGR-VCM Model 
 

In this appendix we introduced some additional calculations we used in order to develop the 

UGR-VCM model. (Presented in Chapter 3. Modeling of Valence Change Memories. 

Electrochemical Memories). 

 

C.1. Volume of Truncated-Cone CF (VTC) 
 

A truncated cone is the object obtained when a cone is cut by a plane parallel to its base, 

after removing the new resulting cone (see Figure C.1). The volume 𝑉𝑇  of a truncated cone can 

be expressed as 

 

𝑉𝑇 =
𝜋

3
· 𝐿 𝐹 · 𝑟𝑥 (C.1) 

where 𝑟𝑥 is given by 

 𝑟𝑥 = 𝑟𝑇
 + 𝑟𝐵

 + 𝑟𝑇𝑟𝐵 
 

(C.2) 

where 𝐿 𝐹 is the length of a line segment that connects the two bases perpendicularly, 𝑟𝑇 is the 

radius of the top basis and 𝑟𝐵 , the bottom basis radius. Note that 𝑟𝑥 has unit of area. 

 

 

 

Figure C.1 Truncated cone drawing with the definition of the three geometric dimensions. 

𝑟𝑇

𝑟𝐵

𝐿 𝐹
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C.2. Modeling the Physical Processes of Resistive Switching in VCM 
 

The resistive switching is described by the creation and disruption of a conductive filament 

in the most frequent case of filamentary conduction. Its geometry is intimately related to the 

oxygen vacancies (𝑉𝑜) located in the oxide layer. Therefore the processes of generation, 

recombination and migration of oxygen vacancies determine the shape of the conductive paths 

and, consequently, the charge transport mechanisms [Yu2012c, Vandelli2011, Huang2012e]. 

Figure C.2 shows a sketch of the processes of RS in the oxide layer, taking into account the 

generation of oxygen vacancies, movement of oxygen ions, absorption and generation of ions in 

the electrodes and recombination between oxygen vacancies and oxygen ions (adapted from 

[Chen2015, Huang2012e, Huang2013]). When the conductive filament is partially formed, there 

is a gap between the filament tip and the electrode, a dielectric region without oxygen vacancies 

is shown as the gap (g) in the Figure below. 

 

 

 
Figure C.2 Sketch model the process of RS in the oxide layer, taking into account the generation of oxygen 

vacancies, movement of oxygen ions, absorption and generation of ions in the electrodes and recombination 

between oxygen vacancies and oxygen ions (adapted from [Chen2015, Huang2012e, Huang2013]). a) Set 

process, the gap (g) is reduced and the length of CF (LCF) increased to maximum value of oxide thickness 

(L) b) reset process. 

 

C.2.1. Physical Description and Modeling of the Set Process 
 

During the Set process, oxygen vacancies (𝑉0) are generated and dissociated oxygen ions 

(  −) drift toward the TE electrode. As a consequence, a CF of oxygen vacancies is formed 

between the top and bottom electrodes (TE and BE). Thus, the device state switches from HRS 

to LRS (see Figure C.2 a). The probability of generation of 𝑉𝑂 oxygen vacancies ( 𝑔), subjected 

to an electric field  , during an infinitesimal interval of time 𝑑𝑡, can be determined by the 

following equation [Huang2013] 

 

𝑑 𝑔 = 𝑓 · 𝑒
−
𝐸𝑎−𝛼𝑎·𝑍·𝑒·𝜉
𝑘𝑏·𝑇 · 𝑑𝑡 (C.3) 

 

 

where 𝑓 is the vibration frequency of the oxygen atom,   is the temperature, 𝐸𝑎 is the activation 

energy, 𝛼𝑎is an enhacement factor of the electric field, 𝑍 is the charge number of the oxygen ion 

(2), 𝑒 is the electron charge, 𝑘𝑏 is the Boltzmann constant and   is the electric field in the gap 

between the filament tip and the electrode  ( = 𝑉𝑔/𝑔) [Huang2013]. 

a) Bottom Electrode (BE)

Top Electrode (TE)

𝐿

𝑥

𝒚

𝑧

-

-
-

-
-

-

-

+

𝑉𝑂
  −

𝐿𝑎𝑡𝑡𝑖𝑐𝑒  𝑥𝑖𝑔𝑒𝑛
𝑉𝑂+

𝑒−

 𝑜𝑝𝑝𝑖𝑛𝑔

𝑑𝑟𝑖𝑓𝑡
- 𝑀𝑒𝑡𝑎𝑙𝑙𝑖𝑐 𝑙𝑖𝑘𝑒 𝑡𝑟𝑎𝑛𝑠𝑝𝑜𝑟𝑡

𝑆𝑒𝑡

 

Bottom Electrode (BE)

Top Electrode (TE)

𝑥

𝒚

𝑧 -
-

-

-

-

-

𝑅𝑒𝑠𝑒𝑡

  𝐹

b)

+ 𝑅𝑒𝑐𝑜𝑚𝑏𝑖𝑛𝑒   −, 𝑉𝑂+ 

𝐶𝑎𝑝𝑡𝑢𝑟𝑒 𝑟𝑒𝑔𝑖𝑜𝑛

+

+
+

+

+
-

𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑒 𝑉𝑂,  
 −,

  𝐹

 𝑔

𝐿 𝐹



C.3. Evolution of Truncated Cone CF 

 

261 

C.2.2. Physical Description and Modeling of the Reset Process 
 

The reset switching requires three processes: 

 

1.- Ion release (  −) from the upper electrode  𝐸 (see Figure C.2 b). Its probability  𝑚 

during an infinitesimal time interval, 𝑑𝑡, is determined by the expression [Huang2013] 

 

𝑑 𝑚 = 𝑓 · 𝑒
−
𝐸𝑖−𝛾·𝑍·𝑒·𝑉𝑔
𝑘𝑏·𝑇 · 𝑑𝑡 (C.4) 

 

where 𝐸𝑖 is the activation energy of    − ions release from the TE, and 𝛾 is a multiplier coefficient 

of the voltage 𝑉𝑔. 

 

 

2.- Hopping of dissociated negative ions,   − (see Figure C.2 b). Its probability  ℎ in the 

oxide layer when an electric field   is applied during an infinitesimal time interval 𝑑𝑡 is 

determined by the expression [Huang2013], 

 

𝑑 ℎ = 𝑓 · 𝑒
−
𝐸ℎ−𝛼ℎ·𝑍·𝑒·𝜉
𝑘𝑏·𝑇 · 𝑑𝑡 (C.5) 

 

where 𝐸ℎ  is the hopping activation energy of the negative ions   − and 𝛼ℎ is a multiplier 

coefficient of the applied field ξ. 

 

3.- Recombination between oxygen vacancies 𝑉𝑂 and ions   − (see Figure C.2 b). Its 

probability  𝑟 in the oxide layer during an infinitesimal time interval 𝑑𝑡 is determined by the 

expression [Huang2013], 

𝑑 𝑟 = 𝑓 · 𝑒
−
ΔEr
𝑘𝑏·𝑇 · 𝑑𝑡 (C.6) 

 

where 𝛥𝐸𝑟  is the relaxation energy of the recombination process of oxygen vacancies, 𝑉𝑂, and 

oxygen ions,   −. 

 

C.3. Evolution of Truncated Cone CF 
 

C.3.1. Description of SET Process Evolution 
 

Given the probability of generation,  𝑔, of oxygen vacancies 𝑉𝑂 in a region under the 

influence of an electric field  , the increase of volume of the filament can be calculated by means 

of equation (C.7) 

𝑑𝑉𝑇 
𝑑𝑡
= 𝑎0

3 ·
𝑑 𝑔

𝑑𝑡
 (C.7) 

where 𝑎0 is the average distance between two oxygen vacancies that are close together, it could 

be also considered as the average oxygen vacancy size. We have assumed that a cluster of 

vacancies has been formed and that its concentration is saturated in a region of the oxide, where 

the conductive filament is formed. Using equation (C.3), the following expression is obtained: 

 

𝑑𝑉𝑇 
𝑑𝑡
= 𝑣0 · 𝑒

−
𝐸𝑎−𝛼𝑎·𝑍·𝑒·𝜉
𝑘𝑏·𝑇  (C.8) 
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where 𝑣0 is a constant equal to 𝑎0
3 · 𝑓. By numerical integration of equation (C.8), volume 𝑉𝑇  is 

calculated. Assuming a truncated-cone shaped CF, its state is determined by three variables (𝑔, 
𝑟𝑇 and 𝑟𝐵, see Figure C.1). In order to get an accurate compact model, we assumed that the set 

process follows these consecutive steps: firstly the increase in volume is located in the area of the 

gap (𝑔), which is narrowed down until its minimum value is reached (set step 1); then, the minor 

radius, 𝑟𝑇, is increased from its minimum value until its maximum allowed value (set step 2); and 

finally, the bottom radius 𝑟𝐵 is increased (set step 3).  

 

Set step 1 

 

If the gap length, 𝑔, is higher than a given minimum value, 𝑔𝑚,  the change of the filament 

volume is applied on the gap distance. Considering that 𝐿 𝐹  = 𝐿 − 𝑔, g is calculated from 

equation (C.1):  

 

𝑔 = {
𝐿 −
3 · 𝑉𝑇 
𝜋 · 𝑟𝑥

, 𝑔 ≥  𝑔𝑚

  
𝑔𝑚 , 𝑔 < 𝑔𝑚 

 (C.9) 

 

 

Note that 𝑟𝑥 has unit of area and that 𝑟𝑇 and 𝑟𝐵 are constant during set step 1. 

 

Set step 2 

 

If the gap reaches its minimum value, 𝑔𝑚, the increase of the filament volume is translated 

into a growth of the smaller radius 𝑟𝑇 until it reaches its maximum value, 𝑟𝑇𝑥. From equation 

(C.1), the following expression for 𝑟𝑇 is obtained (taking the positive solution from the two 

possible results): 

𝑟𝑇 =

{
 
 

 
 
√
3 · 𝑉𝑇 

𝜋 · (𝐿 − 𝑔𝑚)
−
3 · 𝑟𝐵

 

4
−
𝑟𝐵
2

 , 𝑟𝑇 ≤ 𝑟𝑇𝑥

  
𝑟𝑇𝑥 , 𝑟𝑇 ≥ 𝑟𝑇𝑥 

 

 

(C.10) 

Set step 3 

 

If 𝑟𝑇 = 𝑟𝑇𝑥, the smaller radius of the truncated cone will stop growing  and any increase in 

the volume will be translated to an increase in the greater radius, 𝑟𝐵 (until it reaches the maximum 

value, 𝑟𝐵𝑥). From equation (C.1), 𝑟𝐵 is calculated (taking the positive solution from the two 

possible results): 

 

𝑟𝐵 =

{
 
 

 
 
√
3 · 𝑉𝑇 

𝜋 · (𝐿 − 𝑔𝑚)
−
3 · 𝑟𝑇

 

4
−
𝑟𝑇
2

 , 𝑟𝐵 ≤ 𝑟𝐵𝑥

  
𝑟𝐵𝑥 , 𝑟𝐵 ≥ 𝑟𝐵𝑥  

 (C.11) 

After this final step (if the maximum value of 𝑟𝐵, 𝑟𝐵𝑥  is reached), the filament will remain 

fixed until the voltage is reversed and the volume is reduced again. 
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C.3.2. Description of Reset Process Evolution 
 

The filament volume decrease can be determined with the conditional probability of the three 

processes: probability  𝑚 of release of   − ions in the upper electrode TE, probability of hopping 

 ℎ in the oxide layer subjected to an electric field   and  probability of recombination  𝑟 of oxygen 

vacancies 𝑉𝑂 and   − ions. 

 

𝑑𝑉𝑇 
𝑑𝑡
= −𝑎3 ·

𝑑

𝑑𝑡
( 𝑚 ·  ℎ ·  𝑟) (C.12) 

 

Developing and regrouping terms we get (using equations (C.4), (C.5) and (C.6)): 

 

𝑑𝑉𝑇 
𝑑𝑡
= −𝑣0 · 𝑒

−
𝐸𝑟−𝛼𝑟(𝑔)·𝑍·𝑒·𝜉

𝑘𝑏·𝑇  (C.13) 

Where: 

𝐸𝑟 = 𝐸𝑖 + 𝐸ℎ + 𝛥𝐸𝑟 (C.14)  

and 

𝛼𝑟(𝑔) =  𝛾 · 𝑔 + 𝛼ℎ (C.15) 

 

The electric field applied in the gap is calculated by means of the next equation: 

 

 =
𝑉𝑔

𝑔
 (C.16) 

The change of the volume of the truncated cone in the reset process is translated to its 

geometry parameters following a reverse order to that described in the set process. 

 

 

Reset step 1 

 

Reduction of 𝑟𝐵 until it reaches its minimum value, 𝑟𝐵𝑚 

 

𝑟𝐵 =

{
 
 

 
 
√
3 · 𝑉𝑇 

𝜋 · (𝐿 − 𝑔𝑚)
−
3 · 𝑟𝑇

 

4
−
𝑟𝑇
2
, 𝑟𝐵 ≥ 𝑟𝐵𝑚

  
𝑟𝐵𝑚 , 𝑟𝐵 ≤ 𝑟𝐵𝑚 

 (C.17) 

Reset step 2 

 

Reduction of 𝑟𝑇 until it reaches its minimum value, 𝑟𝑇𝑚 

 

 

𝑟𝑇 =

{
 
 

 
 
√
3 · 𝑉𝑇 

𝜋 · (𝐿 − 𝑔𝑚)
−
3 · 𝑟𝐵

 

4
−
𝑟𝐵
2
, 𝑟𝑇 ≥ 𝑟𝑇𝑚

  
𝑟𝑇𝑚 , 𝑟𝑇 ≤ 𝑟𝑇𝑚 

 

 

(C.18) 
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Reset step 3 

 

Increase of g until it reaches the maximum value 𝑔𝑥 
 

𝑔 = {
𝐿 −
3 · 𝑉𝑇 
𝜋 · 𝑟𝑥

, 𝑔 ≤ 𝑔𝑥

  
𝑔𝑥 , 𝑔 > 𝑔𝑥 

 

 

(C.19) 

 

C.4. Electrical Sub-Circuit of UGR-VCM Model 
 

This section described the different element that are included in the UGR-VCM sub-circuit model 

and determine their mathematical expression. Figure C.3 a) shows the scheme of the geometry 

assumed in a RRAM cell, and in Figure C.3 b) the equivalent circuit proposed. 

 
Figure C.3 a) RRAM scheme, CF geometry and main model variables. b) Circuit representation of the 

different electrical components included in the model. 

 

C.4.1. Electrode Resistors RCT and RCB 
 

 The resistance of the top and bottom electrodes, 𝑅 𝑇 and 𝑅 𝐵, are constants and are 

determined by the technological processes of the RRAM fabrication, under the corresponding 

approximations to considered that their geometries are rectangular parallelepipeds. Taking into 

account the dimensions and electrical characteristics described in Figure C.3 a), the following 

equations are obtained, 

 

𝑅 𝑇 =
𝐿 𝑇

𝜎 𝑇 · 𝑆𝑐𝑒𝑙𝑙
 

 
(C.20) 

𝑅 𝐵 =
𝐿 𝐵

𝜎 𝐵 · 𝑆𝑐𝑒𝑙𝑙
 (C.21) 

Where  𝜎 𝑇 (𝜎 𝐵) is the electrical conductivity of the top (bottom) electrode, 𝐿 𝑇 (𝐿 𝐵) is 

the thickness of the top (bottom) contact and 𝑆𝑐𝑒𝑙𝑙 the device area.   

a) b)
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C.4.2. Gap Resistor Rg 
 

𝑅𝑔 takes into account the resistance linked to the conductive path between the top electrode 

and the top of the conductive filament through the oxide layer. For the sake of simplicity, an 

ohmic behavior has been assumed. The value of the resistance is variable and depends on 𝑔: 

𝑅𝑔 =
𝑔

𝜎𝑂𝑥 · 𝑆 𝑒𝑙𝑙
 (C.22) 

where  𝜎𝑂𝑥 is the electrical conductivity of the oxide layer. 

 

C.4.3. Resistance of a Truncated-Cone Conductive Filament  
 

The main geometrical features of a truncated-cone shaped CF, taken into account to calculate 

its ohmic resistance, are sketched in Figure C.4.a) 

 

 
Figure C.4. a) Schematic diagram to compute the equivalent resistance of the truncated-cone shaped CF 

(RCF) as a function of the top and bottom radii (rT, rB), the CF length (LCF) and the electrical conductivity 

(σCF). b) 3D plot of the RCF calculated for σCF= 12.5 105m-1Ω-1 and LCF=10nm. 

 

The resistance of each infinitesimal section 𝑑𝑥 can be expressed as follows, assuming a 

homogeneous electrical conductivity, 𝜎 𝐹: 

𝑑𝑅 𝐹 =
𝑑𝑥

𝜎 𝐹 · 𝑆(𝑥)
 (C.23) 

Where 𝑆(𝑥) is the area at 𝑥 and 𝑟(𝑥) is the corresponding radius. 

 

𝑆(𝑥) = 𝜋 · 𝑟(𝑥)  (C.24) 

The radius 𝑟(𝑥) is given by:  

𝑟(𝑥) =
𝑟𝐵 − 𝑟𝑇
𝐿 𝐹

· 𝑥 + 𝑟𝑇 (C.25) 

Then, the overall resistance 𝑅 𝐹 is determined by integration of expression (C.23) between  

𝑥 = 0 and 𝑥 = 𝐿 𝐹 

𝑅 𝐹 =
1

𝜋 · 𝜎 𝐹
∫

𝑑𝑥

[
𝑟𝐵 − 𝑟𝑇
𝐿 𝐹

· 𝑥 + 𝑟𝑇]
 

𝐿𝐶𝐹

0

 (C.26) 

 

a) b)
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Solving the integral with a change of variable 𝑢 =
𝑟𝐵−𝑟𝑇

𝐿𝐶𝐹
· 𝑥 + 𝑟𝑇 we obtain: 

𝑅 𝐹 =
𝐿 𝐹

𝜋 · 𝜎 𝐹 · 𝑟𝑇 · 𝑟𝐵
 (C.27) 

 

Figure C.4.b) shows the values calculated by means of (C.27) with 𝜎 𝐹 = 12.  10
5𝑚−1𝛺−1 

and 𝐿 𝐹 = 10𝑛𝑚, as a function of 𝑟𝑇 and 𝑟𝐵. 

 

C.4.4. Resistance of Oxide Surrounding the Truncated-Cone CF 

In this section we perform the calculation of the resistance (𝑅𝑜𝑥) corresponding to the oxide 

surrounding the CF, as sketched in light blue in Figure C.5.a). 

 

Figure C.5. a) Schematic diagram to compute the equivalent resistance of the oxide surrounding the 

truncated cone shaped CF (Rox) as a function of the top and bottom CF (rT, rB), the CF length (LCF) and 

oxide electric conductivity(σox). b) 3D plot of the Rox calculated for an example value of the oxide 

conductivity σox = 0.1 m-1Ω-1 and LCF=10nm. 

 

As in the previous appendix section, the resistance of a slice of oxide of infinitesimal height 

can be calculated as follows: 

𝑑𝑅𝑜𝑥 =
𝑑𝑥

𝜎 𝐹 · 𝑆(𝑥)
 (C.28) 

Where 𝑆(𝑥) can be obtained from the following expression: 

𝑆(𝑥) = 𝑆 𝑒𝑙𝑙 −  𝜋 · [
𝑟𝐵 − 𝑟𝑇
𝐿 𝐹

· 𝑥 + 𝑟𝑇]
 

 (C.29) 

Then overall resistance 𝑅𝑂𝑥 is determined by integrating between the values 𝑥 = 0 and 𝑥 =
𝐿 𝐹 

𝑅 𝐹 =
1

𝜎 𝐹
∫

𝑑𝑥

𝑆 𝑒𝑙𝑙 −  𝜋 · [
𝑟𝐵 − 𝑟𝑇
𝐿 𝐹

· 𝑥 + 𝑟𝑇]
 

𝐿𝐶𝐹

0

 (C.30) 

Solving the integral with a change of variable 𝑢 =
𝑟𝐵−𝑟𝑇

𝐿𝐶𝐹
· 𝑥 + 𝑟𝑇 we obtain: 

a) b)

104

103

102

101

100

103

102

101

100

S
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𝑅𝑂𝑥 =

{
 
 

 
 
𝐿 𝐹 · 𝛿 · [𝑡𝑎𝑛ℎ

−1(𝑟𝑇 · 𝛿) − 𝑡𝑎𝑛ℎ
−1(𝑟𝐵 · 𝛿)]    

𝜎𝑜𝑥 · 𝜋 · (𝑟𝑇 − 𝑟𝐵) 
, 𝑟𝑇 ≠ 𝑟𝐵

  
𝐿 𝐹

𝜎𝑜𝑥 · (𝑆𝑐𝑒𝑙𝑙 − 𝜋 · 𝑟𝑇
 )

, 𝑟𝑇 = 𝑟𝐵 

 (C.31) 

 

Where 

𝛿 = √
𝜋

𝑆𝑐𝑒𝑙𝑙
 (C.32) 

 

Figure C.5. b) shows the resistance of the oxide surrounding the truncated-cone  CF values 

obtained with and electrical oxide conductivity 𝜎𝑂𝑥 = 0.1 𝑚
−1𝛺−1 and 𝐿 𝐹 = 10𝑛𝑚, as a 

function of 𝑟𝑇 and 𝑟𝐵. 

 

C.4.5. Tunnel Current Along the Truncated Cone-Shaped Conductive Filament 
 

In this section we analyze the possible paths of the tunnel currents that can be generated 

through the cone-shaped filament structure represented in Figure C.6 a). 
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Figure C.6 a) Scheme of the possible paths of tunnel currents in the half part of a truncated cone conductive 

filament b) graphical representation of the three components of the tunnel current with I0 = 1mA/μm2, g0 = 

0.5nm, V0 = 0.4V, rT = 1nm, rB = 30nm, g = 3nm, L = 15 nm, VTB = 0 to 1 V; Vg = VTB · 0.75 V. (Computed 

by equations(C.37), (C.42) and (C.45)). The relation between the current components depends on the CF 

shape in each particular case. 

 

Taking cylindrical coordinates from the center axis of the truncated cone in an infinitesimal 

section of radius 𝑑𝑟 and angle 𝑑𝜃, we assume that there may be differential current 𝑑𝐼𝑔 due to a 

Generalized Tunneling effect (described by equation (1.29)), which can be expressed as, 
 

𝑑𝐼𝑔 = 𝐼0 · 𝑒
−
𝑔(𝑟)
𝑔0 · sinh (

𝑉𝑔

𝑉0
) · 𝑟 · 𝑑𝑟 · 𝑑 (C.33) 

where 𝐼0 is a current density. 

 

The total current can be divided in three components 

𝐼𝑔 = 𝐼𝑔1 + 𝐼𝑔 + 𝐼𝑔3 (C.34) 

a)
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First component, 𝑰 𝟏. 

 

In this case, the area is delimited by the smaller radius 𝑟𝑇 for all angle 𝜃. In this region the 

gap is constant  𝑔(𝑟) = 𝑔. Let's integrate equation (C.33) with these boundary conditions, 

𝐼𝑔1 = ∫ ∫ 𝐼0 · 𝑒
−
𝑔(𝑟)
𝑔0 · sinh (

𝑉𝑔

𝑉0
) · 𝑟 · 𝑑𝑟 · 𝑑𝜃

𝜃= ·𝜋

𝜃=0

𝑟=𝑟𝑇

𝑟=0

 (C.35) 

Taking from the integrals the constant terms: 

𝐼𝑔1 = 𝐼0 · 𝑒
−
𝑔
𝑔0 · sinh (

𝑉𝑔

𝑉0
)∫ 𝑟 · 𝑑𝑟∫ 𝑑𝜃

𝜃= ·𝜋

𝜃=0

𝑟=𝑟𝑇

𝑟=0

 (C.36) 

Integrating we get the value of 𝐼𝑔1: 

𝐼𝑔1 = 𝜋 · 𝑟𝑇
 · 𝐼0 · 𝑒

−
𝑔
𝑔0 · sinh (

𝑉𝑔

𝑉0
) (C.37) 

 

Second component, 𝑰   

In this area the region is delimited between the radii 𝑟𝑇 and  𝑟𝐵 for any angle, 𝜃. In this region 

the gap depends linearly on 𝑟  
 

𝑔(𝑟) = 𝑚 · 𝑟 + 𝑛 (C.38) 

Were 𝑚 and 𝑛 are determined by solving the linear equation (C.38) with the conditions 

𝑔(𝑟𝑇) = 𝑔 and 𝑔(𝑟𝐵) = 𝐿 

𝑚 =
𝐿 − 𝑔

𝑟𝐵 − 𝑟𝑇
      ,     𝑛 =

𝑔 · 𝑟𝐵 − 𝐿 · 𝑟𝑇
𝑟𝐵 − 𝑟𝑇

 (C.39) 

For obtaining an analytical solution of the integral, we assumed that the voltage applied in 

this stretch is constant 𝑉𝑔
∗ and equal to the median of voltages in the extremes 𝑉𝑇𝐵 and 𝑉𝑔 

 

𝑉𝑔
∗ =
𝑉𝑇𝐵 + 𝑉𝑔

2
 (C.40) 

Let's solve the integral in equation (C.33) with the following boundary conditions: 

 

𝐼𝑔 = 𝐼0 sinh(
𝑉𝑔
∗

𝑉0
)𝑒
−
𝑛
𝑔0∫ 𝑒

−
𝑚·𝑟
𝑔0 · 𝑟 · 𝑑𝑟∫ · 𝑑𝜃

𝜃= ·𝜋

𝜃=0

𝑟=𝑟𝐵

𝑟=𝑟𝑇

 (C.41) 

Integrating by parts, the following expression is obtained as a result: 

𝐼𝑔 = 2 · 𝜋 · 𝐼0 sinh(
𝑉𝑔
∗

𝑉0
) · 𝐹 (C.42) 

where 

𝐹 =
𝑒−𝜓·𝑟𝑇−χ · (𝑟𝑇 · 𝜓 + 1) − 𝑒

−𝜓·𝑟𝐵−𝜒 · (𝑟𝐵 · 𝜓 + 1)

𝜓 
 (C.43) 

and  

𝜓 =
𝑚

𝑔0
  , 𝜒 =

𝑛

𝑔0
 (C.44) 
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Third component, 𝑰  . 

The third component is determined by the cell area (once the bottom basis area has been 

subtracted) and the distance between the two electrodes, 𝐿. 

𝐼𝑔3 = (𝑆𝑐𝑒𝑙𝑙 − 𝜋 · 𝑟𝐵
 ) · 𝐼0 · 𝑒

−
𝐿
𝑔0 · sinh (

𝑉𝑇𝐵
𝑉0
) (C.45) 

Figure C.6 b) shows the three current components calculated according to (C.37), (C.42) 

and (C.45). Note that 𝐼𝑔3 is negligible in relation to 𝐼𝑔1 and 𝐼𝑔  

 

C.4.6. Capacitor Cp 
 

The capacitor 𝐶𝑝 in Figure C.3 b) takes into account the capacity of the parallel flat plate 

capacitor formed by the upper and lower electrodes, with the oxide layer as insulator. Its value is 

determined by the expression 

𝐶𝑝 = 𝜖0 · 𝜖𝑜𝑥
𝑆𝑐𝑒𝑙𝑙
𝐿

 (C.46) 

where 𝜖0 is the vacuum permittivity and 𝜖𝑜𝑥 is the relative permittivity of the dielectric oxide 

layer. 

 

C.5. Numerical Procedure to Computed the Device Current (IRRAM) 
 

In this section, we will show a multidimensional Newton-Raphson based procedure for the 

numerical resolution of the device current, 𝐼𝑅𝑅𝐴𝑀. This procedure is suitable for implementing 

the model into non electrical simulators, Mathematica, R, phyton and Matlab can be employed. 

 

For the sake of clarity we do not use Ig3 here, just  𝐼𝑔1 and 𝐼𝑔 . 

 

 
Figure C.7 Representation of nodes, voltages and currents of the electrical circuit to be solved. 
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The current flowing through the RRAM can be determined (observing node   in Figure 

C.7) 

 

𝐼𝑅𝑅𝐴𝑀 =
𝑉𝑔

𝑅𝑔
+ 𝐼𝑔1(𝑉𝑔) + 𝐼𝑔 (𝑉𝑔, 𝑉𝑇𝐵) (C.47) 

 

𝐼𝑅𝑅𝐴𝑀 depends on voltages 𝑉𝑔 and 𝑉𝑇𝐵. Looking at node 𝐺, the voltage 𝑉𝑔 has dependencies 

on 𝐼𝑔1 and on the voltage between the top and bottom electrode 𝑉𝑇𝐵. From this node we can build 

a function of the type 𝑓1(𝑉𝑔, 𝑉𝑇𝐵) = 0 

 

𝑓1(𝑉𝑔, 𝑉𝑇𝐵) = 𝑉𝑇𝐵 − (𝐼𝑔1(𝑉𝑔) +
𝑉𝑔

𝑅𝑔
) · 𝑅𝐹𝑂 − 𝑉𝑔 (C.48) 

 

Where 𝑅𝐹𝑂 is the equivalent resistor of the parallel connection of 𝑅 𝐹 and 𝑅𝑂𝑥 
 

𝑅𝐹𝑂 =
𝑅 𝐹 · 𝑅𝑂𝑥
𝑅 𝐹 + 𝑅𝑂𝑥

 (C.49) 

 

To determine the voltage 𝑉𝑇𝐵, we analyze the voltage drop in the resistors of the electrodes 

(𝑅 𝐵, 𝑅 𝑇) when applying a voltage to the device 𝑉𝑅𝑅𝐴𝑀 between the top and bottom contacts 

(see Figure C.7). With this relationship, we can build a second function 𝑓 (𝑉𝑔, 𝑉𝑇𝐵) = 0   

𝑓 (𝑉𝑔, 𝑉𝑇𝐵) = 𝑉𝑅𝑅𝐴𝑀 − (𝐼𝑔1(𝑉𝑔) + 𝐼𝑔 (𝑉𝑔, 𝑉𝑇𝐵) +
𝑉𝑔

𝑅𝑔
) · 𝑅 − 𝑉𝑇𝐵 (C.50) 

 

Where 𝑅  is the equivalent resistor of the serial connection of 𝑅 𝑇 and  𝑅 𝐵. 

 

  𝑅 = 𝑅 𝑇 + 𝑅 𝐵 (C.51) 

 

Equations (C.48) and (C.50) form a system of coupled nonlinear equations. For its solution, 

the multidimensional Newton-Raphson method is used: 

 

[
𝑉𝑔
𝑖 1

𝑉𝑇𝐵
𝑖 1
] = [

𝑉𝑔
𝑖

𝑉𝑇𝐵
𝑖
] −

[
 
 
 
 
𝜕𝑓1(𝑉𝑔

𝑖, 𝑉𝑇𝐵
𝑖 )

𝜕𝑉𝑔

𝜕𝑓1(𝑉𝑔
𝑖, 𝑉𝑇𝐵
𝑖 )

𝜕𝑉𝑇𝐵

𝜕𝑓 (𝑉𝑔
𝑖, 𝑉𝑇𝐵
𝑖 )

𝜕𝑉𝑔

𝜕𝑓 (𝑉𝑔
𝑖, 𝑉𝑇𝐵
𝑖 )

𝜕𝑉𝑇𝐵 ]
 
 
 
 
−1

[
𝑓1(𝑉𝑔

𝑖, 𝑉𝑇𝐵
𝑖 )

𝑓 (𝑉𝑔
𝑖, 𝑉𝑇𝐵
𝑖 )
] 

(C.52) 

 

Particularizing the method for our problem, we follow an iterative scheme. In each iteration 

we get a better approximation of 𝑉𝑔
𝑖 1 and 𝑉𝑇𝐵

𝑖 1 based on initial values 𝑉𝑔
𝑖 = 𝑉𝑅𝑅𝐴𝑀/2 and  𝑉𝑇𝐵

𝑖 =

𝑉𝑅𝑅𝐴𝑀 

 

The Jacobian  𝐽 matrix is obtained after performing the partial derivatives of the functions 

𝑓1(𝑉𝑔, 𝑉𝑇𝐵), 𝑓 (𝑉𝑔, 𝑉𝑇𝐵),  
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𝐽 =

[
 
 
 
 −𝑅𝐹𝑂 (

𝑘1
𝑉0
cosh (

𝑉𝑔

𝑉0
) +
1

𝑅𝑔
) − 1 1

−𝑅 (
𝑘 
2𝑉0
cosh (

𝑉𝑇𝐵 + 𝑉𝑔

2𝑉0
) +
𝑘1
𝑉0
cosh (

𝑉𝑔

𝑉0
) +
1

𝑅𝑔
) −

𝑘 𝑅 
2𝑉0
cosh (

𝑉𝑇𝐵 + 𝑉𝑔

2𝑉0
) − 1

]
 
 
 
 

 (C.53) 

 

 

Where the values of  𝑘1 and 𝑘  are 

 

𝑘1 = 𝜋𝑟𝑇
 𝐼0𝑒

−𝑔 𝑔0⁄     ,     𝑘 = 2𝜋𝐼0𝐹 (C.54) 

 

The next step is to calculate the inverse matrix 𝐽−1 numerically to obtain the solution of the 

proposed system of equations (C.53) , as follow 

 

𝐽−1 =

[
 
 
 

𝐽  
𝐽11 · 𝐽  − 𝐽 1

−1

𝐽11 · 𝐽  − 𝐽 1
−𝐽 1

𝐽11 · 𝐽  − 𝐽 1

𝐽11
𝐽11 · 𝐽  − 𝐽 1]

 
 
 

 (C.55) 

 

The absolute error of each iteration can be calculated by means of this equation: 

 

‖𝑒𝑖‖ = ‖𝑉𝑖 − 𝑉𝑖−1‖ (C.56) 

 

 

And the relative error is determinate by 

 

‖𝑒𝑟
𝑖‖ =

‖𝑉𝑖 − 𝑉𝑖−1‖

‖𝑉𝑖−1‖
< 𝜀 (C.57) 

 

 

The iterative process finishes when a solution is achieved with a relative error below a 

predefined value 𝜀. 
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C.6. Description of UGR-VCM Model Parameters 
 

The following table summarizes the model parameters and their default values 

 

Table C.1 Technological parameters and fitting constants used in the model. 

Parameter Description Value Unit 

  Oxide thickness 10 𝑛𝑚 

[ 𝑪 ,  𝑪 ] [Top, Bottom] electrode thickness [210 , 200] 𝑛𝑚 

[  ,    ,    ] Minimum [gap, Top, Bottom] radii [0.2 ,0.2 ,2 ] 𝑛𝑚 

      Side of the RRAM cell 1  𝜇𝑚 

[  ,   ] Average active energy of generation oxygen 

vacancies, Equivalent reset energy  
[1.12,1.3 ] 𝑒𝑉 

𝒗𝟎 Volume velocity (𝑎0
3 · 𝑓) 1 6.2  𝜇𝑚3/𝑠 

[𝜶 , 𝜶𝒉] Enhancement factor of electric field for 

lowering of [𝐸𝑎, 𝐸ℎ] 
[0.00 ,0.0 4] 𝑛𝑚 

𝜸 Enhancement factor of voltage during the   − 

release process 

0.2   

[ 𝟎,  𝑪] [Initial room, Critical] temperature [300,780] 𝐾 

 𝒕𝒉 Thermal conductivity   𝑊

𝐾 · 𝑚
 

𝒉 Heat transfer coefficient 109 𝑊

𝐾 · 𝑚 
 

𝜶  Thermal conductivity coefficient 1.10−3  𝐾−1 
[   ,  𝑪𝑭𝟎] [Oxide, C.F.] electrical conductivity [0.013,  · 105] 𝑆/𝑚 

[ 𝑪 ,  𝑪 ] [Bottom,Top] electrode electrical conductivity  [18 · 106, 106] 𝑆/𝑚 

𝑰𝟎 Current coefficient 10 𝐴/µ𝑚  
 𝟎 Gap coefficient 1 𝑛𝑚 
𝑽𝟎 Voltage coefficient 0.30 𝑉 
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Appendix D. Thermal Description Used in 

the Devices Under Study 
 

This appendix describes the different approaches reported in the literature to describe the 

temperature evolution of the studied devices (memristors based on resistive switching devices) 

and presents some new approaches followed in this doctoral thesis. (D.4. Temperature for a 

memristor with a Cylindrical conductive filament with Thermal Conductivity kth and Heat 

Transfer Coefficient h, D.5. Thermal model of a memristor with a Cylindrical Conductive 

Filament with Thermal Conductivity kth and Heat Transfer Coefficient h by using Laplace 

Transform, and D.6. Thermal Description of a memristor with a Truncated-Cone Shaped 

Conductive Filament). 

 

Some memristor models do not take into account thermal effects, but a behavioural 

description of the electrical characteristic of the devices is carried out [Chua1971, Chua1976, 

Benderli2009, Biolek2009, Joglekar2009, Pickett2009, Miller2010, Oblea2010, Pino2010, 

Radwan2010 Lehtonen2010c, Rák2010, Jo2010, Sharifi2010, Laiho2010, Mahvash2010, 

Yakopcic2011, Abdalla2011, Chang2011, Kavehei2011, Kvatinsky2012, Kvatinsky2013, 

Fang2013,  Kvatinsky2015, Garcia-Moreno2015]. 
 

However, since most of the physical mechanisms which control resistive switching are 

thermally activated, an accurate device modeling requires a good thermal model. The calculation 

of the memristor temperature in the context of compact modeling is based on one-dimensional 

simplifications of the thermal flux caused by dissipated energy in the device, this latter effect is 

assumed to be the only heat source avaliable [Ielmini2016]. 

 

If more precise results were required, the conductive filament shape and a three-dimensional 

approach should be considered by means of the Fourier equation [Ielmini2016] 

−∇𝑘𝑇ℎ∇ = |𝜎∇Ψ|
  (D.1) 

Where 𝑘𝑇ℎ is the thermal conductivity, the term |𝜎∇Ψ|  represents the local dissipated 

power density given by the product of the electric field ∇Ψ and the electrical conductivity 𝜎, while 

the term ∇𝑘𝑇ℎ∇  corresponds to the space variation of the heat flow (∇ ) due to thermal 

conduction (∇𝑘𝑇ℎ). This equation can be solved following a finite element method, as it is the 

case of some macroscopic simulators [Panda2018, Russo2009, Aldana2017, Aldana2018, 

Cazorla2019]. 

 

Also, in the case of circuits with several devices that are dissipating heat simultaneously, the 

coupled influence of all heat sources that exist in the vicinity of each device must be taken into 

account. One example of the temperature distribution in a crossbar configuration is presented in 

[Deshmukh2015], where the thermal influence across two nearby RRAM cells is shown. 
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D.1. Models with a Lumped Thermal Resistance 
 

This is the simplest concentrated parameters model to calculate the temperature in one 

device. It is characterized by a single thermal resistance, 𝑅𝑡ℎ. It is used in different RRAM 

compact models [Sheridan2011, Huang2013, Li2014, Jiang2014, Jiang2015, Jiang2016, 

Chen2016]. Its main advantage is due to be a very simple thermal description and differential 

equations have not to be solved. Therefore, it is a model computationally very efficient. The 

device is thermally characterized with a unique temperature. 

 

The thermal resistance is defined as the temperature difference ( −  0) across a structure 

when a unit of heat energy (1 Watt) flows through it during a unit of time [Moran2011, 

Walker2007]. It is measured in the International System of Units in 𝑊/𝐾. It is assumed that heat 

energy is due to the power dissipation by the Joule effect. Therefore, the relationship between 

temperature increase and heat flux can be calculated as [Moran2011, Walker2007] 

 

𝑅𝑇ℎ =
 −  0
𝑉 · 𝐼

 (D.2) 

where 𝑉 is the applied voltage and 𝐼 is the flowing current through the device.  

 

With this simple model, the device temperature can be calculated from (D.2) as 

[Sheridan2011, Huang2013, Li2014, Jiang2014, Jiang2015, Jiang2016, Chen2016] 

 =  0 + 𝑅𝑇ℎ · 𝑉 · 𝐼 (D.3) 

From a simulation point of view, equation (D.3) can be implemented with the equivalent 

electrical sub-circuit show in Figure D.1: the heat power is represented by a dependent current 

source of value 𝐺𝑝𝑤 = 𝑉 · 𝐼, where the voltage is sensed by the two input sub-circuit terminals 

𝑉  and 𝑉−, and the current is sensed by a cero voltage source 𝑉𝑠𝑒𝑛𝑠𝑒  between the input terminals 

𝐼  and 𝐼−. The thermal resistance is represented by and electrical resistance 𝑅𝑡ℎ, and the room 

temperature by a constant voltage source  0 with an assigned value equal to the value of the 

absolute room temperature ( 0), in 𝐾. The output sub-circuit terminal ( ) provides a voltage that 

represents the temperature T (in 𝐾). 

 

 

 
 
Figure D.1 Equivalent electric circuit for the temperature model based on a thermal resistance Rth 

 

This approach does not take into account the conductive filament geometry. Furthermore, it 

does not include thermal inertia, which it could be relevant in pulsed operation. 
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D.2. Models with a Lumped Thermal Inertia 
 

Thermal models based only on a thermal resistance do not provide memory effects, the 

temperature depends only on the instantaneous dissipated heat. In order to include thermal inertia 

in the model a capacitor is added. Its capacitance, 𝐶𝑡ℎ, represents the thermal capacitance of the 

device. This approach is used in different RRAMs compact models [Guan2012, Chen2015, 

Chiang2015]. As in the models described in the previous section, the device is thermally 

characterized by a sole homogeneous temperature. 

 

The ability of a material to store thermal energy is linked to the thermal capacitance or heat 

capacity (𝐶𝑡ℎ). It is defined as the amount of heat needed for a mass to produce a unitary 

temperature change. It is measured in the International System of Units in 𝐽/𝐾 or J/K (or also in 

𝐽/°𝐶) [Moran2011, Walker2007]. It is assumed that heat energy in one device is due to the power 

dissipated by the Joule effect (𝑉 · 𝐼), and taking into account the thermal capacitance (𝐶𝑡ℎ) and 

thermal resistance (𝑅𝑡ℎ), the thermal balance can be expressed as [Moran2011, Walker2007], 

 

𝑉 · 𝐼 =
 −  0
𝑅𝑡ℎ

+ 𝐶𝑡ℎ
𝑑 

𝑑𝑡
 (D.4) 

 
From this equation we obtain the equivalent electrical circuit shown in the Figure D.2. 

[Guan2012, Chen2015, Chiang2015]. Solving the temperature we obtain the expression given in 

equation (D.5)  

 =  0 + 𝑉 · 𝐼 · 𝑅𝑡ℎ − 𝜏𝑡ℎ
𝑑 

𝑑𝑡
 (D.5) 

Where 𝜏𝑡ℎ is the time constant of thermal inertia defined as follow, 

 

𝜏𝑡ℎ = 𝐶𝑡ℎ𝑅𝑡ℎ (D.6) 

 

From a simulation point of view, equation (D.5) can be implemented with the equivalent 

electrical sub-circuit showed in Figure D.2. The values of the different electric elements and the 

role of the pins is the same as in Figure D.1. However, a capacitor has been added in order to 

reproduce the behavior of the thermal capacitance.. 

 

 
Figure D.2 Equivalent electric circuit of temperature model based on a lumped inertial thermal for a 

SPICE-like circuit simulator. 

 

Again, this approach does not take into account the conductive filament geometry. However, 

it is provide a simple description of thermal effects, including thermal inertia.   
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D.3. Temperature of a memristor Cylindrical Filament with Thermal 

Conductivity kth 
 

The thermal conductivity (𝐾𝑡ℎ) is a material property that describes the efficiency of heat 

transport through a conductive material as the result of a temperature difference, as follows 

[Moran2011]: 

𝑞 = −𝐾𝑡ℎ∇  

 
(D.7) 

where 𝑞 is the heat flux and ∇  is the temperature gradient. It is measured in the International 

System of Units in 𝑊/𝑚 · 𝐾. 

 

In this thermal model, the filament temperature is calculated along the filament assuming 

that it has a cylindrical geometry with constant electrical and thermal conductivities. Boundary 

conditions  𝑖𝑛 and  𝑜 𝑡 are imposed at the extremes of the filament (𝑧 = 0 and z=𝐿 𝐹, 

respectively), see Figure D.3. The following Fourier equation (D.8) is obtained with these 

assumptions [Bocquet2014, Bocquet2013]: 

𝜎 𝐹 
  = −𝐾𝑡ℎ

𝜕    (𝑧)

𝜕𝑧 
 (D.8) 

where   is the electric field. 

 

 
Figure D.3 Schema showing the different elements taken into account in order to solve Fourier equation 

in a cylindrical and homogenous conductive filament. 

Table D.1 Procedure for obtain the temperature solving the heat equation. 

Step Description 

1 
Select the effect that include in the thermal study (𝐾𝑡ℎ,ℎ) generally 1D simplification in 

compact modelling approach. 

2 
Select the geometry and boundary conditions eg.  (𝑧 = 0) =  0,  (𝑍 = 𝐿 𝐹) =  0 . Its good 

idea to represent graphically. (see Figure D.3). 

3 
Solve the ordinary differential equation (with Laplace Transform or standard differential 

equation methods). Obtain a general expression of the temperature as a function of the spatial 

coordinate. For example:  (𝑧) = 𝑓(𝑧) 

4 
Verify that the expression obtained  (𝑧) = 𝑓(𝑧) satisfies the boundary conditions imposed on 

the step 2. 

5 Derive  (𝑧)  respect to 𝑧 and find the value of 𝑧𝑚𝑎𝑥  that 𝑑 (𝑧𝑚𝑎𝑥)/𝑑𝑧 = 0.  

6 
Obtain the maximum value of  (𝑧𝑚𝑎𝑥). It will be considered in simulation time as the device 

temperature. 
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Equation (D.8) was solved with with a Matlab live script, following the steps described in Table 

D.1. Other programming tools such a R or python could have been used. 

 

 

clc, clear 
% Declaration of symbolic variables 
syms TCF(x) sigma K_th T_0 xi L_CF T_in T_out T_0;   
% Solve the diffetential equation of calor 
Tx=dsolve(diff(TCF,2) ==-sigma*xi^2/K_th ,TCF(0)==T_in, TCF(L_CF)==T_out)  

Tx =  

 

% Simplity and represent T(x) 
Txs=simplify(Tx,'steps',1000) 

Txs =  

 

% Calculate the derivative dT(x)/dx to obtain the value of the maximum 
value of T(x) 
simplify(diff(Txs,1),'steps',1000) 

ans =  

 

% Find the value of xmax 
xmax=solve(diff(Txs,1)) 

xmax =  

 

% Value of Temperature for x=xmax T(xmax) 
T_max=simplify(subs(Txs,{x},xmax),'steps',1000) 

T_max =  

 

% Verify the contour value T(x=0) 
simplify(subs(Txs,{x},{0})) 

ans =  

% Verify the contour value T(x=L_CF) 
simplify(subs(Txs,{x},{L_CF})) 

ans =  

% Value of Temperature for x=xmax T(xmax) if T_in=T_out=T_0 
Tm0=simplify(subs(Txs,{T_out,T_in},{T_0,T_0}),'steps',1000) 
Tm0 =  

 

% Verify the contour value T(x=0) 
simplify(subs(Tm0,{x},{0})) 
ans =  

% Verify the contour value T(x=L_CF) 
simplify(subs(Tm0,{x},{L_CF})) 
ans =  
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The general solution for the maximum temperature in the CF, with different boundary 

temperatures, is: 

 𝑚𝑎𝑥 =
 𝑖𝑛 +  𝑜 𝑡
2

+
𝜎 𝐹𝐿 𝐹

   

8𝑘𝑡ℎ
+
𝐾𝑡ℎ( 𝑖𝑛 −  𝑜 𝑡)

 

2𝐿 𝐹
 𝜎 𝐹 

 
 (D.9) 

 

For the particular case in which  𝑖𝑛 =  𝑜 𝑡 =  0, the following expression is obtained: 

 𝑚𝑎𝑥 =  0 +
𝜎 𝐹 · 𝐿 𝐹

 ·   

8𝐾𝑡ℎ
 (D.10) 

and calculating the electric field as a function of the applied voltage ( = 𝑉𝑐𝑒𝑙𝑙/𝐿 𝐹), equation 

(D.11) is obtained: 

 𝑚𝑎𝑥 =  0 +
𝜎 𝐹𝑉𝑐𝑒𝑙𝑙

 

8𝐾𝑡ℎ
 (D.11) 

This temperature description for the CF is used in section 2.2. Compact Model of Bipolar 

CB-RRAM (IM2NP) equation  (2.9). 
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D.4. Temperature for a memristor with a Cylindrical conductive filament 

with Thermal Conductivity kth and Heat Transfer Coefficient h 
 

In the previous model, heat transfer to the surrounding insulator is not taken into account. In 

this section, this heat losses are included by means of the heat transfer coefficient (ℎ), given by 

the ratio between the heat lateral flux and the temperature difference between the filament and 

the surrounding dielectric [Moran2011], 

ℎ =
𝑞

Δ 
 (D.12) 

where 𝑞 is the lateral heat flux and Δ  is the difference of temperature between the 

considered filament and the surrounding oxide. It is measured in the International System of Units 

in 𝑊/𝑚 · 𝐾. 

 

In this thermal model, the filament temperature is calculated along its length assuming that 

it has a cylindrical geometry with constant electrical and thermal conductivities. As said before, 

the heat transfer towards the surrounding oxide is included by means of the coefficient ℎ. 

Boundary conditions  𝑖𝑛 and  𝑜 𝑡 are imposed at the extremes of the filament (z=0 and z=𝐿 𝐹, 

respectively), see Figure D.3. The following Fourier equation (D.8) is obtained with these 

assumptions [Bocquet2011, Villena2013, Jiménez-Molinos2015, González-Cordero2016f, 

González-Cordero2017c]: 

𝜎 ·   = −𝐾𝑡ℎ
𝜕  (𝑥)

𝜕𝑥 
+ 2ℎ

 −  𝑜𝑥
𝑟 𝐹

 (D.13) 

 

 
 
Figure D.4 Sketch of a cylindrical filament with thermal conductivity kth and heat transfer coefficient h to 

solve the 1D heat equation. 

 

 

 

 

 

 

 

 

 

 

 

𝑟 𝐹

  𝐹 𝑧 = 𝐿 𝐹 =  0

𝐿 𝐹

  𝐹 𝑧 = 0 =   0

𝑘𝑡ℎ
𝜕    (𝑧)

𝜕𝑧 

2
ℎ

𝑟  
𝐹
  
𝐹
( 
)
−
 𝑜
𝑥

𝜎 𝐹 
 

𝑧

𝜃

  𝐹 𝑟 = 𝑟 𝐹 =   0

  𝐹(𝑧)

𝑟
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Equation (D.13) is solved with help of symbolic Matlab live script, following the steps described 

in the procedure described in the Table D.1. 

 

 

clc, clear 
% Declaration of symbolic variables 
syms T_CF(x) sigma K_th T_0 xi L_CF h r_CF 
% Solve the diffetential equation of calor 
Tx=dsolve(diff(T_CF,2) ==-sigma*xi^2/K_th +2*h/(r_CF*K_th)*(T_CF-T_0), 
T_CF(0)==T_0, T_CF(L_CF)==T_0) 

Tx =  

  

% Simplity and represent T(x) 
Txs=simplify(Tx,'steps',4000) 
Txs =  

 

% Calculate the derivative dT(x)/dx to obtain the value of the maximum 
value of T(x) 
simplify(diff(Txs,1),'steps',4000) 

ans =  

 

% Find the value of dT(x)/dx=0 (xmax) 
xmax=solve(diff(Txs,1)) 

xmax =  
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% Value of Temperature for x=xmax T(xmax) 
Tmax=simplify(subs(Txs,{x},xmax),'steps',1000) 

Tmax =  

 

% Verify the contour value T(x=0) 
simplify(subs(Txs,{x},{0})) 
ans =  

% Verify the contour value T(x=L_CF) 
simplify(subs(Txs,{x},{L_CF})) 

ans =  

 

 

 𝑚𝑎𝑥 =  0 +
𝜎 𝐹 ·  

 · 𝑟 𝐹 · (𝑒
𝛼 − 1) 

2 · ℎ(𝑒 𝛼 + 1)
 (D.14) 

Where 

 

𝛼 =
𝐿 𝐹
2
√
2 · ℎ

𝑘𝑡ℎ · 𝑟 𝐹  
 (D.15) 

 

This thermal model is used in sections:  

 

6.2. Simulation on RRAM Memory Circuits and in the reference 6.2. [González-Cordero2016f]. 

6.3. Simulation of Circuits Including RRAMs and in the reference[González-Cordero2017c]. 
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D.5. Thermal model of a memristor with a Cylindrical Conductive 

Filament with Thermal Conductivity kth and Heat Transfer Coefficient h 

by using Laplace Transform 
 

In this section we work on equations (11), (12) and (13) of paper included in the section 2.4. 

New Bipolar CB-RRAM Compact Model (UGR-CB) and in the reference 2.4. [González-

Cordero2016a]. 

 

Using the symbolic Matlab© live script the heat equation (D.13) is solved used Laplace 

Transform, The analytical expression obtained is equivalent to the one extracted in the previous 

section. 

%% Analytical Resolution of the Heat Equation with Laplace Transform 
clear, clc 
% Symbolic variables 
syms s sigma_CF xi_z h r_CF T T_ox K_th z L_CF LT T_0 d_T0;    
% definition of Ordinary Diferenctial Ecuation (ODE) 
eq ='sigmaCF*xi_z^2-2*h/r_CF*(T(z)-T_ox)=-K_th*D(D(T))(z)' 

eq = 'sigmaCF*xi_z^2-2*h/r_CF*(T(z)-T_ox)=-K_th*D(D(T))(z)' 

% Laplace Transform of ODE   
ltode=laplace(eq,z,s)  

ltode =  

 

%% Change some Symbolic expresion 
% LT <- laplace(T(z), z, s) 
% d_T0 <- subs(diff(T(z), z), z, 0) 
% T_0 <- T(0) 
eqn=(sigma_CF*xi_z^2)/s + (2*h*(T_0/s - LT))/r_CF == K_th*(s*T_0 + d_T0 - 
s^2*LT) 

eqn =  

 

%% solve LT 
T2=solve(eqn,LT) 

T2 =  

 

%% inverse Laplace Transform -> T(z) 
TZ=ilaplace(T2,s,z) 

TZ =  

 

% Verification z=0 -> T(z)=T0 
TZ0=simplify(eval(subs(TZ,{'z'},0)))  
TZ0 =  

%% with T(z=L_CF)=T0 -> solve dT0 
TzL=subs(TZ,{'z'},{'L_CF'});  
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Tzls=simplify(eval(TzL-T_0),2000) 

Tzls =  

 

%% solve dT0 
dt0=simplify(solve(Tzls,d_T0),2000) 

dt0 =  

 

%% Find the maximum value of T(z) 
Tzdto=subs(TZ,{d_T0},dt0); 
% determine dT(z)/dz 
DTzdx=simplify(eval(diff(Tzdto,z))) 

DTzdx =  

 

%% solve dT(z)/dz=0  
zmax=simplify(solve(DTzdx,z),2000) 
zmax =  

 

%% Tmax=T(zmax) 
Tmax=subs(TZ,{z},{L_CF/2}) 

Tmax =  

 

Namely (equation (12))   

𝛼 = √
2ℎ

𝑘𝑡ℎ · 𝑟 𝐹
 (D.16) 

The value of dt0 obtained can be rewiten as (same as the equation (13)), 

 

𝑑 0 =
𝜎 𝐹 · 𝑟 𝐹 ·  

 𝑡𝑎𝑛ℎ (
𝛼𝐿
2 )

√2 · 𝐾𝑡ℎ · ℎ · 𝑟 𝐹
 (D.17) 

The maximum temperature (Tmax) taking out the term 𝜎 𝐹𝑟 𝐹 
  as a common factor and replacing 

𝛼 parameter, can be rewritten as (same as the equation (11)), 

  𝐹 =  0 +
𝜎 𝐹𝑟 𝐹 

 

2ℎ
(1 − 𝑐𝑜𝑠ℎ (

𝛼𝐿 𝐹
2
)) +

𝑑 0
𝛼
𝑠𝑖𝑛ℎ (

𝛼𝐿 𝐹
2
) (D.18) 
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D.6. Thermal Description of a memristor with a Truncated-Cone Shaped 

Conductive Filament 
 

In this section we describe the thermal model assumed for a memristor with a CF with 

truncated-cone shape. The boundary condition are shown in Figure D.5 a). Notice that the radius 

𝑟 𝐹(𝑥) of the truncated cone depends on the 𝑥 position. The heat equation taken into account 

thermal conductivity 𝐾𝑡ℎ and a heat transfer coefficient ℎ is expressed as follows, 

𝜎 𝐹(𝑥) ·   𝐹(𝑥)
 −

2ℎ

𝑟 𝐹(𝑥)
(  𝐹(𝑥) −  0) = −𝐾𝑡ℎ

𝜕   𝐹(𝑥)

𝜕𝑥 
 (D.19) 

This equation cannot be solved analytically with a variable 𝑟 𝐹(𝑥). In order to obtain an 

approximated analytical solution, we consider that a truncated-cone shaped CF with constant 

conductivity is equivalent to a cylinder with radio (𝑟𝑔 = √𝑟𝑇 · 𝑟𝐵) with variable 

conductivity 𝜎 𝐹(𝑥), see Figure D.5 b). For a fixed applied voltage, we include the electric field 

maximum, that is a value affected by the ratio between the two truncated cone radii (𝜂 = 𝑟𝑇/𝑟𝐵 ). 
The following simplified heat equation 

𝜎 𝐹 · 𝑉 𝐹
 

𝐿 𝐹
 · 𝜂

−
2ℎ

𝑟𝑔
(  𝐹(𝑥) −  0) = −𝐾𝑡ℎ

𝜕   𝐹(𝑥)

𝜕𝑥 
 

  

(D.20) 

 

Figure D.5 a) Energy dissipation terms included in the heat equation and geometrical domain for the CF 

thermal description, b) Cylindrical CF equivalent employed to simplify the heat equation solution and 

obtain a compact analytical expression for the CF temperature. 

 

Equation (D.20) is solved with help of a symbolic Matlab live script, following the steps 

described in Table D.1. 

 

% Declaration of symbolic variables 
syms T_CF(x) sigma_CF K_th T_0 xi L_CF h r_g eta 
% Solve the diffetential equation of calor 
Tx=dsolve(diff(T_CF,2) ==-sigma_CF*xi^2/(K_th *eta) 
+2*h/(r_g*K_th)*(T_CF-T_0), T_CF(0)==T_0, T_CF(L_CF)==T_0) 

Tx =  

 

b)a)
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% Simplity and represent T(x) 
Txs=simplify(Tx,'steps',1000) 

Txs =             

% Calculate the derivative dT(x)/dx to obtain the value of the maximum 
value of T(x) 
simplify(diff(Txs,1),'steps',4000) 
ans =  

 

% Find the value of dT(x)/dx=0 (xmax) 
xmax=simplify(solve(diff(Txs,1)),1000) 

xmax =  

 

% Value of Temperature for x=xmax T(xmax) 
Tmax=simplify(subs(Txs,{x},{L_CF/2}),'steps',1000) 

Tmax =  

 

% Verify the contour value T(x=0) 
simplify(subs(Txs,{x},{0})) 
ans =  

% Verify the contour value T(x=L_CF) 
simplify(subs(Txs,{x},{L_CF})) 
ans =  
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Namely: (Equation (5) of section 3.4.3. UGR-VCM Model with Variability) 

 

𝛼 = 𝐿 𝐹√
2ℎ

𝑘𝑡ℎ𝑟𝑔
  (D.21) 

 

 

The value of Tmax obtained can be rewritten as (same as the equation (4)). 

 

 =  0 +
𝑟𝑔𝜎 𝐹 

 

𝜂ℎ
[
1

2
−
𝑒
𝛼
 

𝑒𝛼 + 1
] 

  

(D.22) 

This thermal model is used in sections: 

 

3.4.1. Model Development and in the reference [González-Cordero2017a] 

3.4.2. UGR-VCM Model Validation with other Technologies and in the reference [González-

Cordero2017d] 

3.4.3. UGR-VCM Model with Variability and in the reference [González-Cordero2017b,] 

3.4.4. UGR-VCM Model Improvement to Include Distributed Currents  

6.4. Electronic Synapses Based on Resistive Switching Devices. and in the reference [González-

Cordero2019b] 
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