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How to read this thesis

In the preface (chapter 1) we gather the common features about the research con-
tained in this thesis. Within this chapter, the introduction (section 1.1) represents a
global overview of the problems that the present thesis is concerned with. We also in-
clude in this chapter the motivations of the problems into consideration (section 1.2),
the specific objectives of the research (section 1.3), a summary of the results that are
proven (section 1.3) and, finally, some aspects about the methodology that is employed
(section 1.4).

Next five chapters constitute the core of the thesis. They contain the precise state-
ments of the results that have been obtained together with their proofs, among further
comments and consequences. This thesis adjusts to the compendium form, so the men-
tioned chapters are, indeed, independent papers written by the author of the thesis and
collaborators. Namely, in chapter 2 we include a joint work with J. Carmona, T. Leonori
and P.J. Martinez-Aparicio [38]; chapter 3 corresponds to a paper in collaboration with
J. Carmona and P.J. Martinez-Aparicio [39]; in chapter 4 we reproduce an article of
single author [103], and chapters 5 and 6 correspond to two preprints, the first one of
single author [104] and the second one in collaboration with A. Molino [105]. The enu-
merated chapters have been included in chronological order of appearance of the work
that they refer to. The only exceptions are chapters 5 and 6, which are the last works of
the author but have been handled in inverse order; we have permuted them for the sake
of a more coherent presentation. Naturally, these central chapters are self-contained and
they may present slightly different notations due to the nature of the compendium form.
Thus, they must be read as independent entities.

After presenting the main results and proofs, we gather the conclusions of the re-
search in chapter 7. Finally, a summary in Spanish language of the whole thesis, as well

as the list of references, can be found at the end of the document.
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Chapter 1

Preface

1.1 Introduction

This PhD thesis provides contributions to the field of Nonlinear Partial Differential
Equations. More specifically, it is concerned with the existence and qualitative pro-
perties of solutions to nonlinear elliptic boundary value problems of Dirichlet type. The

general model, from which many interesting particular cases arise, is the following:

—div(A(x)Vu) = F(x,u,Vu), x€Q,
u=0, x€dQ.

(#)

Here, Q C R" is a bounded domain with sufficiently smooth! boundary 9Q, where
N € N (N > 3) stands for the dimension; A is an N x N matrix whose coefficients are
bounded functions in Q, and F : Q x (R\ {0}) x R¥ — R is a Carathéodory function,
i.e., F(x,-,-) is continuous for a.e. x € Q and F(-,s, &) is measurable for every s # 0 and
& € RY. Note that lim,_,o F(x,s,&) need not exist. The implications of this peculiarity

are remarkable and will be commented below.

The fact that the second order term in the equation is given in divergence form allows
us to consider solutions only weakly differentiable that satisfy (£) in the distributional
sense. To be more precise, if we denote {u # 0} := {x € Q : u(x) #0 a.e. x € Q},
then a weak solution (or simply a solution) to () is a function u € H! (Q) such that

loc
u|” € HY(Q) for some y > 0, F(x,u,Vu) € L. ({u # 0}) and the following equality
holds:

"'We will specify the required smoothness for each result in section 1.3.
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14 CHAPTER 1. PREFACE

/A(x)VuV¢:/F(x,u,Vu)¢ Vo € CH(Q). (1.1)
Q Q

The reader may have noticed that, if lim,_,o F(x,s,&) does not exist, then the right
hand side of (1.1) is not well defined in principle, as one would have to give a sense to
Jtu=oy F (x,u, Vu)@. In order to overcome this issue, it is usual in the literature to look
only for positive solutions, i.e., functions u satisfying (1.1) and, in addition, u(x) > ¢
for a.e. x € @ for every domain @ compactly contained in , where ¢ > 0 is a constant
that depends on @. However, there are functions F' for which sign-changing solutions
appear in a natural way. We will show in chapter 3 that general sign-changing solutions
can be rigorously defined in a way that generalizes the usual concept of weak solution

for functions I which are continuous at s = 0.

Throughout the thesis, some specific conditions on A, F' will be assumed, and spe-
cially the ones for ' will determine the particular nature of the problem. On the one
hand, the following condition on A implies that the principal operator —div(A(x)V) is
uniformly elliptic:

IN>0: AX)EE>N|EP ae xeQ, VEeRY. (1.2)

On the other hand, we will consider lower order terms with natural growth in the third
variable. That is to say, for some Carathéodory functions f,g: Q x (R\ {0}) — [0, +o0),
the following estimate holds:

IF(x,5,&)| < g(x,8)|EP + f(x,5) ae. x€Q, V(s,E) € (R\{0}) xRV, (1.3)

Last condition allows F', in particular, to be nonlinear with respect to the gradient varia-
ble. We will focus precisely in the case in which F presents this kind of nonlinearity,

1.e., the equation becomes quasilinear.

Several difficulties appear due to this kind of lower order terms. The most evident
is that problem () is not variational. Thus, variational techniques are not applicable
to our problem, at least not in a direct way. Another handicap is the lack of regularity
of the solutions. Note that, due to hypothesis (1.3), div(A(x)Vu) belongs at most to
L! (Q) for any solution u € H! (Q), even if g(-,u), f(-,u) € L*(Q). Hence, classical
elliptic regularity theory does not yield any information. Going further, not even the
maximum principle holds unless F' enjoys nice properties. The challenges that problems
with natural growth present will become more clear later when analyzing more specific
situations.

As the variational theory seems not to be useful for our purposes, we deal with

problem () by means of fopological methods. It is well-known that, when employing
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such methods, probably the main issue is the proof of the existence of a priori estimates
on the solutions. Particularly in our weak framework, this represents a nontrivial task
due to the low regularity of the data and the quadratic growth in the gradient. The
classical references for the existence of solution to natural growth problems through
topological approaches are [4,27-32,91]. Specially the works by Boccardo, Murat
and Puel [27-32] are remarkable because of the method that they developed for finding
the estimates, which requires minimal conditions on the regularity of the data. These
works signified a starting point of a new area of research which has become very prolific
and remains an active field in the present as many open problems are still unsolved.
Nowadays, the literature concerning natural growth problems is vast. Without the aim
of being exhaustive, the interested reader is referred to the bibliography of this thesis
for further references.

In the quoted classical references [4,27-32,91], it is always assumed that the lower
order term F is continuous at s = 0. However, as we announced, we will consider
problems for which limy_,o F(x,s,&) may not exist for a.e. x € Q and all & € RN, In
other words, the nonlinear term is possibly singular near s = 0. This fact adds a further
difficulty to the problem since the solutions vanish (at least in a weak sense) on the
boundary, so the nonlinear term may blow up as x — dQ. Even more, observe that, in
principle, the solutions could vanish in the interior of Q as well, in which case the blow-
up could happen also far from the boundary and problems of definition of the solutions

appear, as we commented above.

Elliptic equations with lower order terms singular as s — 0 have been widely studied
since the seminal papers [51, 124] (see also [61,97]). The present thesis will be mainly
concerned with singularities that appear in combination with the gradient term. To be

more precise, the lower order terms that we consider will take the form
F(x,5,&) =g(x,9)[E|7+ f(x,s) ae. xeQ ¥(s,§) e (R\{0})xRY,  (14)

where 1 < g <2 and f, g are Carathéodory functions such that f is continuous at s = 0,
while g is possibly singular at s = 0. The study of elliptic problems involving this kind
of nonlinearities was initiated roughly a decade ago with the works [6, 8, 14,24,76] and

remains as an active field nowadays.

Summarizing, the main features of the nonlinearities under consideration that we
have presented so far are the natural growth with respect to the gradient variable and the
singularity as s — 0. It remains to introduce a more specific peculiarity which represents
one of the principal motivations of the research contained here. In order to present this

new feature, we will describe in a formal way a usual procedure in the study of equations
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with natural growth which has its origin in [91].

Indeed, let us assume that A is the N x N identity matrix, and suppose also that there
exist a continuous function g : R\ {0} — R and a Carathéodory function f: Q xR — R
such that

F(x,5,8) = g(s)lE>+ f(x,5) ae xeQ, ¥(s,§) € (R\{0}) xR". (1.5)
Thus, problem (£) becomes

A= gW)|VuP + f(u), xEQ,
u=>0, x € Q.

(1.6)

Observe that F satisfies (1.3) and g may be singular as s — 0, but the latter does not

depend on x. We will assume in addition that

< oo Vse (—1,1)\{0}. (1.7)

/ymw%
0

Note that the last condition holds whenever g is continuous at s = 0, but it does not, for
instance, if there exists a constant k > 1 such that g(s) < —’E‘ for s > 0O near zero. Also

assumption (1.7) allows us to consider the function ¥ : R — R defined by
S
W@:/amww Vs € R.
0

Since ¥’ > 0, we may also consider the inverse function ¥~! : Im(¥) — R.

In this setting, if there exists a solution « to (1.6), then the function v = W¥(u) satisfies

—Av =Y (¥ () f(x ¥ (v), xeQ,
v=0, x € Q.

(1.8)

Reciprocally, if v is a solution to (1.8), then v(x) € Im(¥) for almost every x € Q and
u= lI’_l(v) is a solution to (1.6). Hence, problem (1.6) can be handled through the
associated problem (1.8). The advantage of this approach is that the lower order term
in (1.8) does not depend on the gradient any more, i.e., the equation is semilinear. In
particular, variational techniques and regularity theory are available tools in general.
Without being exhaustive, some examples of works in which this approach is strongly
followed are [1,15,16,59,90,111].

In view of last references, it seems apparent that the change of variable represents

a very useful tool for studying natural growth problems. However, it works only for
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very specific nonlinearities of type g(u)|Vu|>. On the contrary, just to give some simple
examples, last approach does not work for lower order terms of type g(u)|Vu|? with
g < 2, nor for g(x,u)|Vu|?. Thus, we will be mainly interested in problem (), for F
satisfying (1.3), such that the equation is not convertible into a semilinear one. We will
refer to such problems as purely quasilinear. The difficulties that purely quasilinear
problems present should be now clear: the techniques that apply for semilinear equa-
tions do not work in this setting. Consequently, this kind of problems forces to develop
new techniques that are compatible with the presence of a gradient term in the equation.

Of course, the study of purely quasilinear problems is not new. Actually, the pionee-
ring works by Boccardo, Murat and Puel themselves consider general equations which
are not reducible to semilinear ones. Nevertheless, the more complex the equation into
consideration is, the poorer and less precise the results that one can prove are. For ins-
tance, problems like determining the specific structure of the set of solutions, showing
uniqueness and/or multiplicity of solutions, etc., are specially hard to deal with in the
general context of purely quasilinear problems. Our aim is to overcome some difficulties
that purely quasiliear problems present in order to prove accurate results, as an attempt

of getting closer to the sharpness that characterizes the semilinear theory.

In conclusion, as the title of the thesis reads, our goal is to study purely quasilinear
problems with natural growth and singularities and prove results about them as complete
as possible in this general framework. For this purpose, we have to derive new tools that

work for quasilinear equations in the sense that they do not get rid of the gradient term.

The next section is devoted to explaining in detail some known results about pro-
blem () for particular choices of F'. These results give rise to open problems that will
mean the specific motivations to this thesis. As a matter of fact, we will also present
some open questions concerning a semilinear problem. This problem may be considered
independent of the rest which are included in this thesis, though it represents a future
challenge to be explained from a purely quasilinear point of view. As the problem
remains within the elliptic framework and combines simplicity and interest, we consider

that it deserves to be included in this report.

1.2 Motivation

1.2.1 Problems with a linear zero order term

Let us consider the following problem
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—Au=Au+p(x)|Vul?+ f(x), xe€Q,
u=0, X € 0Q,

(1.9)

where 0 < € L™(Q), 0 < f € LP(Q) for some p > 5, 1 <g<2and A € R. Of
course, this corresponds to the choices A =1 and F(x,s,&) = As+ u(x)|E]7+ f(x) in
(). The existence of solution to this problem was first proved in [32], even though the
condition A < 0 is required by the authors in order to provide the problem with enough
coercivity. Thus, the study of (1.9) for A > 0 arises in a natural way. In this regard, the
case A = 0 has been shown to be of special interest itself. In fact, it is proved in [69]
that there exists a solution to (1.9) for A = 0 provided ||| ;=(q) and || f]|zr(q) are small
enough (see also [68] for a similar result where the hypothesis on the summability of
f is relaxed). This existence result for A = 0 and small data, as well as the previous
one for A < 0 and without size condition on the data, have been improved in [85] in the
case g < 2 by requiring less summability on f. As far as the uniqueness of solution is

concerned, it was first proved in [18] and improved in several directions in [11,17,19].

Furthermore, it has been also proved that the smallness assumptions on the data in
the case A = 0 are not just technical. Indeed, in [3] (see also [1,87]) it is shown that there
are smallness conditions on f and u that are necessary in order problem (1.9) to admit

a solution for A = 0. It follows that existence of solutions for A = 0 is not guaranteed.

The case of nonexistence for A = 0 has been deeply analyzed in [113]. Here, it is
proved that the solutions to (1.9) blow up pointwise in Q as A — 0. Moreover, the rate
of explosion is studied. Finally, the author gives a necessary and sufficient condition
for the existence of solution to (1.9) in terms of the sign of the ergodic constant to the

associated ergodic problem.

The case A > 0 has been much less studied. The reason is that problem (1.9) be-
comes highly non-coercive, so a priori estimates (and, in turn, existence results) are hard
to obtain. The first results in this direction appeared in [90], where a multiplicity result
is proven for A > 0. Roughly speaking, the authors prove that, if ¢ =2 and u = constant,

and p f is small enough in some sense, then

there exists Ay > 0 such that (1.9) admits at least two solutions for all 0 < A < Ay.
(1.10)
We emphasize that the authors of [90] are restricted to the case ¢ = 2 and U = constant.
These choices allow them to perform the change of variable explained in the previous
section and handle problem (1.9) via the associated semilinear problem by means of

variational methods.
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An outstanding improvement of [90] can be found in the recent work [12]. Here,
the authors prove a result of type (1.10) under more general hypotheses. Namely, they
allow u to be x dependent, though they require the existence of two positive constants
0 < uy < U such that

W <ux)<u ae xeQ. (1.11)

Furthermore, they do not impose smallness conditions on f nor u at the expense of
assuming the existence of solution to (1.9) for A = 0. However, they do not relax the
growth condition on the gradient, i.e., ¢ = 2 is needed. The proof of the multiplicity
result relies on an a priori estimate that they show to hold for A > Ay, for any fixed
Ao > 0. The proof of such an estimate is based in turn on a sort of “double change
of variables” in the spirit of the one introduced in the previous section. Indeed, using
that g =2 and u > y; (resp. 4 < Wp), one can check that every solution to (1.9) is
a subsolution (resp. supersolution) to a certain semilinear problem. Thus, the authors
develop a technique, inspired by the approach due to [35] for semilinear equations,
which leads to proving the estimate. The proof of (1.10) works also thanks to the fact
(which they also prove to hold) that the set of pairs (A,u), where A > 0 and u satisfy
(1.9), constitutes an unbounded continuum emanating from (0, %), being i the unique
solution to (1.9) for A = 0. Thus, the a priori estimate for A > Ay implies that A = 0 is
a bifurcation point from infinity to the right. This phenomenon encloses an interesting
consequence, which is that A = 0 is always a bifurcation point from infinity, no matter

that there exists a solution to (1.9) for A = 0 or not.

Shortly after [12], the very related paper [120] was published. Here, the same ap-
proach based on bifurcation and an a priori estimate for A > A is employed to prove
(1.10) for g = 2 and u nonconstant. The difference is that u is allowed to vanish in
subsets of Q. This implies that the double change of variables is useful only in the set
where p is positive. The loss of information implies that the approach in [120] works

only for low dimension N.

Several other works proving (1.10) for ¢ = 2, and under various conditions involving
new terms in the equation, have appeared very recently. For instance, in [89] the authors
consider the equation in (1.9) with A = A (x) possibly changing sign, while in [56] any
coefficient in the equation is allowed to change sign. We remark [55] as well, where
(1.10) has been proven for a more general problem involving the p—Laplace operator
(of course, in this case the condition ¢ = 2 becomes ¢ = p). Furthermore, in [57] it is
proven that the structure of the set of solutions to (1.9) for g =2 and A > 0 is even richer
by assuming different sign conditions on f. However, to the best of our knowledge,
the case 1 < g < 2 has not been considered in the literature. Thus, proving (1.10) for
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1 < g < 2 (under suitable conditions on U, f,N,£2) remains as an open problem.

Moving forward to further motivations, we introduce now a problem related to the

previous one:

|Vult
—Au = Au+ p(x) " +f(x), x€Q,
u>0, xeQ, (1.12)
u=>0, X € 0Q,

where 0 < € L*(Q), 0 < f € LP(Q) for some p > 5, 1 <¢g<2, A €Rand a > 0.
The novelty with respect to problem (1.9) is that the gradient term is now singular as
x — dQ. The existence of solution to elliptic problems involving singular lower order
terms depending on the gradient was first studied in [6,8, 14,24,76] and it is currently an
active research topic. Some more recent references are [25,36,42], among many others
that will appear throughout the thesis. The literature for the uniqueness of solution is

more limited, we quote [10, 15,16, 37].

Concerning problem (1.12) specifically, existence of solution has been proven in
[76] for A <0, g=2, a € (0,1) and f € L~(Q). Regarding the case A = 0, it has
been studied in [7, 77, 78] for ¢ = 2, and in [2] for 1 < g < 2, each of them under
several conditions on i, f, &. The first work in the literature, as far as we know, dealing
with the noncoercive case A > 0 is the recent paper [15]. Here, the authors set ¢ = 2
and o = 1. With this choice, they prove that there exists at least a solution to (1.12)

for every A < where A; denotes the principal eigenvalue of the operator

M
[l (0)+17
—A in Q with zero Dirichlet boundary conditions. Moreover, if i = constant € (0, 1),

they prove that the solution is unique, that the condition A < % is necessary for the

existence of solution, and also that % is a bifurcation point from infinity. Thus, it is
shown that the presence of the singular term |Vu/|? /u produces a structural change in the
set of solutions with respect to the nonsingular case |Vu/|?. Indeed, the singular problem
behaves like the well-known linear one corresponding to u = 0. However, the proof of
this linear-like result for 4 = constant € (0, 1) is based one more time on the mentioned
change of variable. The question of whether an optimal existence and uniqueness result

holds in the singular case also for ¢t nonconstant was left unanswered in [15].

In any case, it is noteworthy that the singular term has linear homogeneity in the
sense that |V (tu)|?/(tu) = t|Vu|?/u for all t > 0, while the nonsingular one enjoys su-
perlinear homogeneity, i.e., |V (tu)|* = t*|Vu|? for all t > 0, and this is irrespective of
U being constant or not. Hence, one may think that a linear homogeneity of the lower
order term yields a linear-like behavior of the solutions. Moreover, in the known linear-

M

like result for ¢ =2, @ = 1 and pu = constant € (0, 1), the critical value o1 may be
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seen as the principal eigenvalue of the operator u +— —Au — pt|Vu|? /u. That is to say, if
qg=2,a =1, u=constant € (0,1) and f =0, then it is easy to prove (via the change
of variable) that problem (1.12) admits a solution if, and only if, A = “)“—j&] Thus, also
in the purely quasilinear case 1 < ¢ <2, a =¢g—1and 0 < u € L*(Q), it is natural to
expect the existence of a principal eigenvalue of the nonlinear 1-homogeneous opera-
tor u — —Au — ((x)|Vu|?/|u|9~!. Therefore, it seems reasonable to deal with problem

(1.12) (in the 1-homogeneous case & = g — 1) by means of nonlinear eigenvalue theory.

Up to our knowledge, the first work dealing with nonvariational (though linear)
eigenvalue problems is [21]. In this paper, the authors characterize the principal eigen-
value, say A*, associated to the linear operator that they consider, say L, by using only
supersolutions and avoiding any variational argument. Formally, the authors defined A *

as follows:
A* =sup{A € R: Iv > 0in Q satisfying —Lv > Avin Q}. (1.13)

Such a characterization has been proven to be valid even for the principal eigenvalue
to fully nonlinear elliptic problems (see [22] and references therein). It is surprising
that the so-called ergodic constant, which appears when studying large solutions to
ergodic problems (see [95, 98]), can be characterized in a similar way, as was shown
in [113]. Actually, the connection between principal eigenvalues and ergodic constants
was already observed in [95]. Our claim is that a characterization of type (1.13) applies

also in our quasilinear and singular framework in the 1-homogeneous case o« = g — 1.

In the general situation of problem (1.12) for 1 < ¢ <2 and o € (0,q), the lower
order term presents homogeneity g — & > 0. The previous discussion motivates the
study of problem (1.12) focusing specially on the different possible homogeneities of
the lower order term, i.e., either g — a € (0,1), org—a = 1, or else, g — o > 1. In each
case one expects a different structure of the set of solutions for A > 0. However, the
fact that u is allowed to be nonconstant and ¢ might be different from 2 implies that the
usual change of unknown is not useful. Therefore, a purely quasilinear approach must
be derived.

So far we have observed that the interaction between the exponents g, o might deter-
mine the structure of the solutions to problem (1.12). We want now to turn the attention
to a different aspect of (1.12), which is the singularity as such. We have already stressed
that, since the solutions vanish on dQ in some sense, then the lower order term may
blow up as x — dQ. On the contrary, when dealing with singular problems it is usual
to look for positive solutions in the interior, as in (1.12), so that the singular term re-

mains locally bounded away from zero, and thus, it is well-defined in Q. Nevertheless,
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if o € (0,q), the equation in (1.12) can be easily rewritten in such a way that solutions

which are not positive are perfectly meaningful:

a

=2+ 3) [V 5N+ £ ), xe o
u=0, X € 0Q,

(1.14)

q
where [l = (q_%) u. Written this way, the nonlinear term in (1.14) may still blow up

_a —
whenever u = 0, even though it remains bounded if, for instance, |u|' ¢ € C'(Q).

Anyway, it is typical in the literature to impose conditions on the data in order to
assure that every solution to (1.14) is positive, solving in turn (1.12). In fact, the con-
ditions A < Aj,u > 0 and f > O are sufficient to apply the strong maximum principle,
which guarantees the positivity of the solutions to (1.14). However, there are exam-
ples of sign-changing data f for which there exists at least a solution to (1.14) which

vanishes in subsets of Q. Indeed, let u € C*(B;(0)) be defined by

1

el’-1 x ¢ B (0),

0, x € B>(0)\ B1(0).
Then, it is straightforward to verify that u satisfies (1.14) for A =0,u=1,g=2,a =1
and 5 A
L_N—-2N N—4
flx) = (1—1[x]?)
0, XGBz(O)\Bl(O).

It can be checked that f(x) > 0 for |x| &~ 0 while f(x) < 0 for |x| < I, |x| =~ 1.

There are few works dealing with the existence of solution to quasilinear singular
problems admitting sign-changing data. Up to our knowledge, the first publication in
this topic is [77] (see also [36,78]). In this work, the authors set a suitable concept
of solution to (1.12) (in the spirit of the rewritten version (1.14)) and they prove the
existence of at least a solution provided A = 0,g =2, € (0,1),0 < u € L*(Q) and
fe L? (). The main difficulty that they have to overcome relies on the lack of local a

priori estimates from below of the following type:
VoCCQ dcp>0: u>cy inw (1.15)

for every solution u to the problem into consideration (we clarify that ¢, does not de-
pend on u). Whenever it holds true, the estimate (1.15) keeps the singularity controlled
far from dQ and permits to pass to the limit in suitable approximated problems (see [8],

where this issue is specially highlighted, and see also reference therein). Of course,
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(1.15) cannot hold for sign-changing data, as the previous explicit example shows.
Therefore, for passing to the limit the authors of [77] argue in a different way, namely,
by proving a global estimate of the nonlinearity in L'(€) which eventually leads to
the existence of a solution. As far as we know, the question of whether there exists a
solution to problem (1.14) for sign-changing datum f and general A,q, & has not been

solved.

In relation to this last question, we finally introduce a homogenization problem.
Namely, consider an € —family of bounded smooth domains {Qf} and assume that, for
every € > 0, there exists a solution u® to (1.12) replacing Q with Qf. Assume also that
QF C Q for every € > 0 and for a fixed bounded smooth domain Q. Then, we may
define the function u® : Q — R as follows:

~ ut(x), xeQf,

0, xEQ\QF.

~

The homogenization problem consists of finding estimates on u®, independent of &,
which yield the existence of some limit # : Q@ — R of a subsequence of {u®} and, if
this is the case, of characterizing u as a solution to a certain boundary value problem.

Intuitively, such a problem would be close to (1.12), though need not be the same.

The main reference for linear elliptic homogenization problems (with zero Dirichlet
boundary conditions) is [49]. Here, the authors show that a particular choice of se-
quences {Qf} yields the appearance of a so-called “strange term” in the limit equation.
Thus, the limit equation indeed defers from the original one. Regarding nonlinear ellip-
tic homogenization problems that involve a gradient term (with or without singularity),
we quote [41,45,46].

As we announced above, the homogenization problem that we consider is some-
how related to the ex1stence of solution to (1.14) for sign-changing data. The reason 1s
that the sequence {us} does not satisfy a local estimate of type (1.15) because each u®
vanishes in Q \ Qf. As explained before, this fact makes difficult to prove that the limit
of the sequence satisfies a singular boundary value problem, as the terms |Vu8 |7/ ( g
in principle, are not well defined in Q \ Q, and, in any case, might not be controlled by
appropriate estimates independent of €. This is why a suitable strategy for passing to the
limit is necessary. The challenges that the singular homogenization problem presents

motivates a thorough analysis.
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1.2.2 Problems with a superlinear zero order term

We introduce now a different type of problem:

Vul>
_Au+u(x)(u+6>y—/lu , XEQ,
I/t>0, xEQ, (1.16)
u=0, X € 0Q,

where u € L*(Q), 6 >0, >0, y,A >0, p > 1. Thus, we have chosen A = [ and

F(x,5,&)=As” —u(x) (SEE)Y in (). Note that, if § > 0, then u = 0 satisfies the equation

in (1.16) as well as the boundary condition. Conversely, if 6 = 0, then the gradient

term presents a singularity as x — dQ. In both cases, it is natural to look for positive
solutions. We stress also that this problem presents a new difficulty apart from the the
ones coming from the gradient term and the possible singularity (6 = 0), which is the
zero order term on the right hand side. Of course, such a term is nonlinear too and, since

p > 1, it has superlinear growth.

For u = 0, the semilinear problem with superlinear growth that we obtain is clas-
sical. Indeed, as the problem becomes variational, then the celebrated Mountain Pass
Theorem in [5] yields the existence of at least a (positive) solution provided p < 2* — 1.
Topological methods have also being developed in order to study more general nonvari-
ational semilinear problems with superlinear growth. To this respect, the classical refe-
rences are [60, 82], where it is proved in particular that there exists a solution to (1.16)

for every A > 0 provided u =0 and p € (1,2* —1). It is also worth to mention the

)

though the technique is original and has been shown to be very useful in deferent con-

work [35], in which the authors prove a similar existence result only for p € (1

texts (see [12] for instance). On the other hand, as a consequence of the well-known
Pohozaev Identity in [112], it follows that there exists no solution to problem (1.16) for
u =0 provided p > 2* — 1 and Q is starshaped. Therefore, it was shown that 2* — 1 is

a natural critical value for the existence of solutions.

As far the case u # 0 is concerned, the first work in considering problem (1.16)
is [111]. To be more precise, the authors study the following problem:

—Au+g(u)|Vul?> = 2uP, xeQ,
u>0, x € Q, (1.17)
u=0, X € 0Q,

where g : [0,+00) — [0,+00) is a general continuous function. Observe that g is neither
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allowed to depend on x, nor to be singular as s — 0. Among the several results that the

authors of [111] prove, we remark the following one:

Result 1 (Theorem 1.2in [111]). If 1 < p <2* — 1 and g € L'((0,+o0)), then there exits
a solution to (1.17) for all A > 0.

Thus, the authors show that an integrable coefficient of the gradient term yields the
same behavior as the classical semilinear case. In particular, they prove existence of
solution to (1.16) for all A > 0 in the case u = constant > 0, 6 > 0 and v > 1. The key
point in the proof is the change of variable explained in the introduction (section 1.1)
above, which permits the authors to apply the Mountain Pass Theorem on the resulting
semilinear problem.

Note that problem (1.16) with ¥ < 1 is not covered by Result 1, not even for 6 > 0

and u = constant, since g(s) = (s+”—5)7 is not integrable at +oo. Nonetheless, noninte-
grable functions g are also considered in [111]. For such functions, the authors show
that the nature of problem (1.17) differs from the semilinear case. In particular, regar-

ding problem (1.16), they prove the following

Result 2 (Theorems 1.5 and 1.8 in [111]). Let u = constant >0, 6 >0, ¥y > 1 and
1 <p<2*=1. Ify=1, assume also that L > p. Then problem (1.16) admits at least

a solution uy,_ for A > 0 large, while admits no solution for A > 0 small. Moreover,

lim) oo [[up || =) = 0.

As the authors themselves point out, they do not handle the possibility ¥ = 1 and
u = constant € (0, p]. To this respect, a first improvement of Result 2 can be found
in [9], where the authors extend the nonexistence statement for A > 0 small to the case
Y =1 and u = p. Regarding the existence of solution, the next remarkable advance
appears almost simultaneously in [100]. There, the authors study a general quasilinear
problem with superlinear growth in u and natural growth in Vu, so that problem (1.16)
is included in their framework as long as y = 1, u = constant and 6 > 0. What they
prove is gathered in the following

Result 3 (Theorem 4.1 in [100]). Let p > 1, 4 = constant < 2*2:%2’7, 0>0andy=1.
Then, problem (1.16) admits at least a solution for every A > 0.

Observe that the result allows p to be supercritical (i.e., p > 2* — 1), even though

in such a case u is forced to be negative. It is also interesting that the existence state-

2*2::” < 1 < p. The apparently

ment for ¥ =1 in Result 2 is improved in [100] since
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*7 f— .
22* L 52 shows up in a natural way when one performs the change

strange critical value

of variable
(u+ 5)1_” — 5l

1—p
where p = constant € (0,1) and § > 0. Then, problem (1.17) with y =1, § > 0 and

u = constant € (0, 1) is equivalent to

?

u _—
v:/ e horisdr g — g1
0

—Av="h(v), x€Q,
V>0, xeQ, (1.18)
v=0, X € 0Q,

where

_p=p ) ) .
It is clear that limg_, ;.o s ~# h(s) = constant > 0. Then, [82] implies that there exists at

least a solution to (1.18), and thus, to (1.16), provided % < 2% — 1. This last condition

is equivalent to 1 < 22::” :

The approach of [100] lies, in fact, on the previous transformation. However, as
their original problem is rather general, the resulting problem after the transformation
is not semilinear, so not directly solvable in principle. Actually, the change of variable
removes a quadratic term of the form g(u)|Vu|? from the equation that they consider,
though a lower order term still depending on Vv remains after the transformation. The
advantage is that its growth with respect to the gradient is less than quadratic. This
fact allows the authors to employ blow-up techniques to derive a priori estimates of the
solutions. Nevertheless, a lower order term of the form g(x,u)|Vu|? cannot be handled
with their approach since it remains in the equation after performing whichever change
of unknown of the type v = y(u). At this point, a natural question arises: can a priori
estimates (and, in turn, solutions) be found for problem (1.16) if 6 > 0, y=1 and u
depends on x? As far as we know, the question is still unanswered.

On the other hand, focusing again on problem (1.16) for p € (1,2*—1),6 >0,y=1

and 1 = constant, the range u € <2*2_* i 52, p> has not been studied in the literature, to

the best of our knowledge. Nevertheless, some direct conclusions can be deduced by
looking at the associated semilinear problem (1.18). Indeed, the behavior of 4 at infinity

varies in terms of the size of . Namely, it has superlinear and supercritical growth

for u € (2*21%2”, 1>, exponential growth for 4 = 1, and has an asymptote at s = ﬁ
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for’ u € (1,p). In any case, formally speaking, A(s) grows faster than s> ~! at infinity,
so the classical results for semilinear problems with superlinear growth do not apply.
However, it is immediate to check that limy_,os™”h(s) = constant > 0, no matter the
size of p. This means that problem (1.18) is subcritical at zero for p € (1,2* — 1)
and U € (2*2:%2’7, p). For this kind of problems, it has been proved in [13], by means
of variational methods, that there exists at least a solution to (1.18) for A > 0 large
enough. To be more precise, from the results in that paper we deduce the following
straightforward

Result 4 (corollary of Theorem 8 in [13]). Let p € (1,2 —1), 6 >0, y=1 and
U = constant € (%, p). Then, there exists Ay > O such that problem (1.16) ad-

mits at least a solution uy, for every A > Xy. Moreover, lim _, |, [|uy || z=(q) = 0.

In particular, Results 2, 3 and 4 imply that, if p € (1,2*—1),0 > 0,y =1 and
U = constant > 0, then problem (1.17) admits at least a solution for every A > 0 large
enough, no matter the size of . An interesting open problem consists of showing
whether a similar statement holds true in the general case y = p(x) with no assumptions
on its size. As usual, in this case the change of unknown does not turn the quasilinear
equation into a semilinear one, so variational methods are not allowed and a specific

approach for quasilinear problems must be derived.

Just to finish with problem (1.16), we consider the singular case 6 = 0. As far as
we know, the only reference dealing with the existence of solution to problem (1.16)
in the singular case is [43] (see also [33, 44] for related singular problems involving
a nontrivial source term). The authors consider again only the case u = constant > 0
and they prove an existence result for A > 0 large, as well as a nonexistence result for
A > 0 small, provided the singularity is somehow mild and p > 1 is small. Thus, the
situation reminds of the nonsingular case, as Result 4 reads. However, they show that
the singular problem has a special behavior in the sense that, if the singularity is too
strong, then there is no solution to problem (1.16) for any A > 0. To be precise, they
prove the following

Result 5 (Theorem 1.3 in [43]). Let p > 1, 6 =0, ¥ > 0 and u = constant > 0. On the
one hand, if y < 1 and p < 2—1, then there exists Ay > 0 such that problem (1.16) admits
at least a solution for every A > Ay, while it admits no solution for any A € (0,9). On

2 Actually, in this last case one cannot talk about “behavior at infinity” since %(s) is not defined for

s> ﬁ However, as lims N ﬁ h(s) = oo, one can formally extend & by continuity to the whole real

line and think of A(s) to be identically 4o for s > ﬁ In these terms, its “growth at infinity” would be
higher than exponential.
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the other hand, if either Yy > 1, or Yy=1and | > 1, then there exits no solution to (1.16)
for any A > 0.

As before, the case u depending on x is not handled, neither the case Yy =1 and
U = constant € (0, 1], nor the case ¥y < 1 and p > 2 — 7. Thus, several open questions
arise in the singular framework which deserve a careful study.

1.2.3 A semilinear problem

Let us consider now the following simple problem:

—Au=f(u), xeQ,
u=0, x€0Q,

(1.19)

where f : Q — R is a continuous function. This corresponds to the choice A = I and
F = fin (g). Since f does not depend on Vu, the equation is semilinear. The literature
about existence results for problem (1.19), under diverse hypotheses on f, is huge. The

interested reader is referred to the review [101] and references therein.

We will focus here on finding general necessary conditions for the existence of solu-
tion to (1.19) or, from another point of view, on proving nonexistence results. Actually,
a first nonexistence result can be proved by means of a simple computation. Indeed,
assume that there exists a solution u to (1.19) and let us take it as test function in the

weak formulation of (1.19). Then we obtain
| 1vuP = [ st
Q Q

fls)s<0 VseR, (1.20)

Therefore, if

then there exists no solution to (1.19) but the trivial one u = 0. Observe that, if f is
continuous and satisfies (1.20), then f(0) = 0, so u = 0 is always a solution to (1.19).

Anyway, last statement represents a nonexistence result of nontrivial solutions.

The well-known Pohozaev Identity (see [112]) generalizes last result, though only
for equations posed in domains with a special geometry. To be more precise, every

solution u to (1.19) satisfies Pohozaev identity:

1 N-2
= Vuzx‘v—l——/ VuzzN/Fu,
> | vu = [ vuP = | Fw
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where v = v(x) denotes the unit normal vector to dQ at the point x € dQ pointing
outward, and F(s) = [, f(r)dt for all s € R. It is clear that, if Q is starshaped with
respect to the origin, then x - v(x) > 0 for all x € dQ. Therefore, if in addition

F(s)<0 VseR, (1.21)

then there exist no nontrivial solutions to (1.19). It is easy to see that (1.20) implies
(1.21), but not conversely. For instance, a counterexample is f(s) = A sin(s) for any
A < 0. It is natural now to wonder whether the previous geometrical assumption is
essential or just technical. In other words, are there nontrivial solutions to (1.19) for

some non-starshaped € and for some f satisfying (1.21) but not (1.20)?

It is remarkable that the geometry of €2 does determine the existence or nonexistence
of nontrivial solutions in the specific case f(s) = |s|P~'s, where p € (1,2* — 1). In this
case, it is easy to derive also from Pohozaev identity that, if Q is starshaped with respect
to the origin, then there are no nontrivial solutions to (1.19). On the contrary, there are

non-starshaped domains for which there exist nontrivial solutions to (1.19) (see [62,92]).

Much less is known about the influence of the geometry of Q on the existence of
nontrivial solutions to (1.19) if (1.21) holds. The scarce literature contains only par-
tial nonexistence results (see [66, 84, 116]). We consider that this problems deserves a
thorough study.

1.3 Objectives and results

In view of the motivations that we presented above, we set next the goals for this thesis
and the main results that have been obtained. Their proofs and a deeper analysis can be

found in the subsequent chapters.

1.3.1 Study of (1.12)

The first target that we propose is the study of problem (1.12) for 0 < u € L*(Q),
0< felP(Q) with p > %’, 1 <g<2,a>0and A € R, specially in the non-coercive
case A > 0. Specifically, we want to describe in a precise way the set

Y ={(A,u) :uisasolution to (1.12)}.

Thus, we will consider A to be a free parameter and we will work to determine the
bifurcation diagram of (1.12). Therefore, we aim not only to prove existence, nonexis-

tence, uniqueness and multiplicity results for problem (1.12), but also to analyze the
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dependence of the solutions with respect to A and to find bifurcation points. We will
put the focus on the effect produced by the different homogeneities of the gradient term,
coming in turn from the different choices of the exponents ¢, .

Some specific goals are listed here:

1. We will consider the nonsingular case & = 0 and try to prove a multiplicity result
for A > 0and 1 < g < 2, extending thus the known results for A > 0 and g = 2.

2. We will analyze the particular case ¢ =2 and o = 1 with the aim of proving
existence, nonexistence and uniqueness results for A > 0 and y nonconstant. Such

results would improve the ones which are known for y = constant.

3. If we relax the hypotheses on f by letting it change sign, a specific goal will be to
prove the existence of a sign-changing solution to (1.14) for some choices of the

parameters.

4. We also want to deal with the homogenization problem associated to problem

(1.12) for particular choices of the parameters.

All those objectives led to proving several results which we present here. First of

all, we consider the following hypotheses:

([ Q C RY is a bounded domain of class €2,
u € L*(Q) satisfies that u > gy in Q for some constant ty > 0,
0 < f € LP(Q) for some p > &, (H1)
q € (1,2),

| a€[0,g—1).

Observe that ¢ — o« > 1, so we are placed in the superlinear homogeneity range. The
main result in the superlinear case implies what we claimed in section 1.2: multiplicity

of solutions for A > 0 small. It reads as follows:

Theorem 1.3.1. Assume that (H1) holds and that (1.12) admits a solution for A = 0. If
q> 1%, suppose also that

q—l—Oc< q—o
g—200 ~ N—g+1

(1.22)

Then, there exists A € (0,A1) such that problem (1.12) admits at least two different
solutions for all A € (O,Z]. Moreover; zero is the unique bifurcation point from infinity
to problem (1.12).
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The proof of the theorem can be found in chapter 4. Just to sketch the general ideas
in the proof, it is based in a bifurcation argument from [12]. The estimates required
by such an argument are obtained by combining some techniques from [120], that take
advantage of weighted Hardy-Sobolev inequalities, with a bootstrap argument inspired
by [85].

In order to understand condition (1.22) in a better way, we derive the following
two corollaries as direct consequences of Theorem 1.3.1 in which stronger conditions

implying (1.22) are imposed. The first of them reads as follows:
Corollary 1.3.2. Assume that (H1) holds with g € (1,Qn]\ {2}, where
2 VN <4,

Ov=9q N+2—+VN?>—4N—4
4

VN > 5.

Assume also that there exists a solution to (1.12) for A = 0. Then, the conclusions of
Theorem 1.3.1 hold true.

Observe that Q,, > 1 but lim,,_,. @, = 1. This means that, if N is large, then g has
to be chosen close to 1. The advantage is that the previous corollary allows to choose
whichever a € [0,4 — 1). In particular, for ¢ = 0 we extend the known multiplicity
results in the literature which are valid only for g = 2.

The following corollary adopts a different point of view: it permits to take whichever
g € (1,2) at the expense of restricting & to be far from zero.

Corollary 1.3.3. Assume that (H1) holds and that there exists a solution to (1.12) for
A=0 Ifqg> 1%, suppose also that o0 > (q— ]\%) %%é Then, the conclusions of

Theorem 1.3.1 hold true.

The following results will show that, in Theorem 1.3.1, the condition g — a > 1 is
necessary in order to have multiplicity of solution for A > 0 small. In other words, next

results imply uniqueness of solution for A > 0 small enough provided ¢ — o < 1.

We first focus on the sublinear homogeneity range, i.e., ¢ — & < 1, in which the
following (weak) hypothesis on the domain will be used:
There exist rg, 8y > 0 such that, if x € dQ and 0 < r < ry, then A)
|Q,| < (1—6)|B,(x)| for every connected component Q, of QN B, (x).
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We will also need the following set of hypotheses:

[ Q C RY is a bounded domain satisfying condition (A),
0 pel(Q),

§ 0< feLP(Q) for some p > 5, (H2)
q € (1,2),

[ 9— l<a<l.

Next theorem is the main result in the sublinear case.

Theorem 1.3.4. Assume that (H2) holds. Then, there exists a solution to (1.12) for all
A < A, and there exists no solution to (1.12) for all A > A|. Moreover, the solution is
unique for all A < 0. Finally, if f satisfies that

VoCCQ Hdep>0: f(x)>cop ae xew,

then the solution is unique for all A < Ay and Ay is the unique bifurcation point from
infinity to problem (1.12).

The proof of Theorem 1.3.4 is contained in chapter 4. The main issue in the proof is

to develop a comparison principle valid for singular problems with gradient terms.

It is left to deal with the critical case & = g — 1, which corresponds to a linear ho-

mogeneity of the lower order term. To this aim, we establish the following hypotheses:

[ Q C RY is a bounded domain of class ¢,
q € (1,2],
a=q—1, (H3)
0 < p e L”(Q) with |||~y < lif ¢=2,

| f € LP(Q) for some p > x.

This new case is special since the linear homogeneity allows to look at (1.12) as a
nonlinear eigenvalue problem. Thus, for f = 0, one expects to prove an eigenvalue-type
result. Indeed, the following real number will play the role of a principal eigenvalue:
e H(Q)NL*(Q), Jc > 0:
A =sup< A €R V| (1.23)
v(x) > ¢, —Av > lv+u(x)ﬁ, a.e. x € Q.
v

The main result in the linear homogeneity range for f = 0 is the following:
Theorem 1.3.5. Assume that (H3) holds for f = 0. Then A* € (0,41] and problem

(1.12) admits a solution if, and only if, A = A*. Moreover such a solution is unique up

to multiplication by positive constants.
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The previous eigenvalue-type result in proved in chapter 2. It turns out to be an
essential tool to prove the main theorem for f > 0. Actually, for some parts of that
theorem we will need to impose stronger positivity conditions on f, such as

Elye(%,l>,5|c>0: fx) > coi(x)?  ae.xeQ; (f1)
1

dc>0: x) > c@(x)? in Q, wherey= ——— (f2)

fix) 2 em(x) (T ris 2

where ¢; > 0 denotes the principal eigenfunction corresponding to A; normalized as
[91][z=(q) = 1. Here we state the main result for f > 0 and & = g — 1 (for the proof,
see chapter 2):

Theorem 1.3.6. Assume that (H3) holds for f > 0. Then, (1.12) has a unique solution
if A <0, has at least a solution if A < A*, and has no solution if A > A*. If, in addition,
f satisfies that

VoCCQ dcp>0: f(x)>cop ae xcw,

then (1.12) has a unique solution for every A < A*. Finally, if f satisfies condition
(f1) for 1 < g <2 and (f>) for g =2, then (1.12) has no solution for any A > A* and,

moreover, A* is the unique bifurcation point from infinity to problem (1.12).

Notice that the case g = 2 is included in last theorem, so it improves some results
in [15] in the sense that Theorem 1.3.6 allows to take y nonconstant and yet it implies
an optimal existence and uniqueness result. It is also remarkable that, in this critical
case o = g — 1, the structure of the set of solutions differs again from the previous two
cases. Actually, it shares with the sublinear case the uniqueness of solution for A > 0
small. Nevertheless, the critical value for the existence of solution and the bifurcation
point, namely A*, depends on u,q and, in fact, A* < A; if p(x) > 0 for almost every
x € Q (see Remark 2.6.3 in chapter 2). This was not the case when ¢ — a < 1 since,

recall, the bifurcation point was A, which obviously does not depend on , q.

Going further, if we drop the positivity conditions on f and allow it to change sign,
we can still prove an existence result for problem (1.14); recall that (1.14) is a gene-
ralized version of problem (1.12) which includes solutions that change sing. Actually,
such an existence result will be valid for a more general problem (see chapter 3), even

though we present it here in a simpler version for the sake of clarity:

Theorem 1.3.7. Assume that (H3) holds for 1 < g < 2. Then, (1.14) has at least a
solution provided A < A*.
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Just to finish with the results related to problem (1.12), we handle the homogeniza-
tion problems that we described in section 1.2. Thus, we prove a general homogenizaton
result which, again, we introduce here in a simplified version. The general statement
and the proof can be found in chapter 3.

Theorem 1.3.8. Assume that (H3) holds for 1 < g < 2, and assume that A < A*, where
A* is given by (1.23). Let {QFf} be an €—family of bounded domains contained in Q,
and let {uf} be a sequence of solutions to (1.14), replacing Q with Qf. Then, there
are conditions on {QF} (to be specified in chapter 3 )Nthat assure the existence of a
distribution 6 € H~'(Q) such that a subsequence of {uf} weakly converges in H} (Q)
to a solution u € H} (Q) NL=(Q) to the following problem:

q
+f(x), x€Q,
u=0, X € 0Q,

—Au+ou=Au+ fi(x) ‘V!u\l_%

q— () : : -] _
where [l = (q_—a) W. More precisely, u satisfies that ‘V|u! ¢! €L ({|u| >0}) and

/Qwv¢+<c,u¢>,,l(g) A/ /DO} HZ‘ZV& /f

forall ¢ € Hy(Q)NL™(Q).

Thus, in Theorems 1.3.7 and 1.3.8 we overcome the difficulty of the absence of
local positive a priori estimates from below. In fact, the proofs rely on alternative global

estimates on the lower order term. More details can be found in chapter 3.

We point out that the results we have introduced for o« = ¢ — 1 are also contained in

the review [40] with unified proofs and explanations.

1.3.2 Study of (1.24)

The next goal of the thesis is the study of the following problem:

—Au+g(x,u)|Vul> = AuP, x€Q,
u>0, x€EQ, (1.24)
u=>0, X € JQ,
where p > 1,4 > 0 and g : Q X (0, 4c0) — [0,+c0) is a general Carathéodory function
satisfying certain conditions that will be specified below. As before, we aim to describe

the set ¥ = {(A,u) : u is a solution to (1.24)} and determine the dependence of the so-

lutions with respect to A. We want (1.24) to embrace the following particular cases:
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1. We attempt to deal with the case g(x,s) = % forsome 0 < u € L*(Q) and 6 > 0.
Our purpose is to prove an existence result for every A > 0, assuming if necessary
a smallness condition on . On the other hand, we expect to find solutions to
(1.24) for every A > 0 large enough, irrespective of the size of . Such results
would generalize the ones which are known for tt = constant.

2. Furthermore, we will consider the case g(x,s) = @ for some 0 < u € L*(Q)
and ¥ > 0. In view of Result 5 in the previous section, we expect to prove no-
nexistence results for ¥ > 1, as well as for y =1 and u large in some sense. On
the contrary, if either y < 1, or Yy =1 and pu is sufficiently small, solutions are

expected to exist at least for A > 0 large.

We state now the main results that we have proved concerning problem (1.24) in

order to accomplish the previous objectives. Let us consider the following hypotheses:

([ Q c RN is a bounded domain of class €2,
1,0>0:71<o<l,0-717<1-o0,
0 € [0,+00), M € (0,+c0],
g:Q x (0,40) — [0,+c0) is a Carathédory function such that
e Jlim,_,¢sg(x,s) for a.e. x € Q and
e T < (s+08)g(x,s) <oforae. xcQ Vse (0,M).

(H4)

\

Moreover, for g as in (H4) and for p € (1,2* — 1), we will need the following condition:

0CCQ uelC(Q\o):
]| = @\e) < S (H5)
limg— oo [[s8(+,5) — 1| 2(@\@) = O

We point out that, in last condition, ® is a possibly empty bounded domain.

The main existence result about problem (1.24) reads as follows:

Theorem 1.3.9. Let p € (1,2 — 1). Assume that (H4) is satisfied for M = +oo and also
that one of the following possibilities holds true:

1. (HS) is satisfied with ® = 0.

2. (HS) is satisfied with ® # 0 and p < NJXZ, o < N_(A;_Z)p~

N+1 N+1-(N-1)p
3. p<3yq,0 < 5 .

Then, there exists at least a solution uy to (1.24) for every A > 0. Moreover, in case

item 3 holds, then lim, _, | ., |[uy || 1=(q) = 0.
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p(x)
s+0°

with § > 0 and 0 < u € C(Q) satisfying certain size conditions, then there exists a

In particular, the previous theorem shows that, if p € (1,2* — 1) and g(x,s) =

solution to (1.24) for every A > 0. This fact was somehow expected, as we claimed

above, and it generalizes the known results for (t = constant.

On the other hand, relaxing hypothesis (H4) at infinity, i.e., taking M < 4o, we will
be able also to prove an existence result but only for A > 0 large enough. The statement

of the result is the following.

Theorem 1.3.10. Let p € (1 N—H) Assume that (H4) is satisfied for M < +oo and

' N—1
N+1-(N-1)
2

o< P Then, there exists Ay > O such that there exists at least a solution up

to (1.24) for every A > Ay and, moreover, lim, _, , .. [|uy || 1=(q) = 0.

This result includes the cases g(x,s) = % with 6 > 0 and g(x,s) = @ with
vy € (0,1). The proofs of the previous two theorems rely on a priori estimates that
are obtained via a blow-up method, following [82]. It is remarkable that, due to the
presence of the gradient term, the adaptation of such a method to problem (1.24) is not

trivial. The details are gathered in chapter 5.

We present also a general nonexistence result about problem (1.24). It asserts the

following:

Theorem 1.3.11. Consider a bounded domain @ C RN with N > 3. Let p > 1,A >0
and let g : Q x (0,4o) — R be a Carathéodory function satisfying that there exist a
domain @ CC Q and constants T > 1, so € (0, 1) such that

sg(x,s) > 1T a.e x€Q\w, Vse(0,s0).

Then, there exists no solution to (1.24).

Of course, the previous theorem includes the cases g(x,s) = ’: fj‘s) with either € > 0
and u(x) > 0 for a.e. x near dQ, or € =0 and p(x) > 1 for a.e. x near Q. This shows
that strong singularities are impediments for the existence of solution to (1.24). The

proof follows some ideas in [43] and can be found in chapter 5.

1.3.3 Study of (1.19)

Our last target is the study of problem (1.19) provided (1.21) is satisfied, but (1.20) is
not. In this setting, there are two possibilities: either there exist non-starshaped domains

Q for which (1.19) admits a nontrivial solution, or it admits no nontrivial solutions for
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any Q, irrespective of its shape. In other words, we aim to determine whether the
geometry of Q has any influence on the existence of nontrivial solution to (1.19). The

answer to this question is contained in the following result.

Theorem 1.3.12. Let N € N and let Q C RN be a bounded domain of class €. Let
also f : R — R be a locally Lipschitz function, and assume that [y f(t)dt < 0 for all

s € R. Then, there exists no nontrivial solution to (1.19).

In conclusion, last theorem shows that, if any primitive of f is nonpositive, then
there is never a nontrivial solution to (1.19), irrespective of the geometry of the domain

Q. For a more extensive exposition we refer to chapter 6.

1.4 General aspects in the proofs

As we announced in section 1.1, the existence results (and even the multiplicity results)
that we prove in this thesis rely on topological methods and, in consequence, on the
existence of a priori estimates. The way of proving the existence of such estimates
depends on each specific problem. Just to give some examples, for problem (1.24) it is
appropriate to employ a blow-up method for deriving the estimates, while for problem
(1.12) with ¢ = g — 1 the key point is the characterization of the principal eigenvalue
A* together with a suitable comparison principle. We will show the specific methods in

the subsequent chapters.

In contrast, there are some common features in terms of the uniqueness and regu-
larity of the solutions that deserve comments in this section. First of all, regarding
the regularity of the solutions, we observed in section 1.1 that the classical Calderon-
Zygmund theory is not valid for natural growth problems. Nevertheless, in spite of
the presence of a gradient term and a singularity, the solutions to the problems that we
handle belong to C%%(Q) N W™ (Q) for some a € (0,1). The proof of the Holder
regularity is performed by following the methods developed in [94], while the local
regularity of the gradients is actually a consequence of the Holder regularity and follows
from a bootstrap argument. More details about the proof can be found in the Appendix

of chapter 2.

The mentioned regularity is evidently important by itself, though it implies side
consequences as well. For instance, one can prove not only Holder regularity with these
techniques. Actually, an a priori bound in L=(Q) yields an a priori bound in C%%(Q)
(see the Appendix in chapter 2). On the other hand, it is also remarkable that the joint
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regularity C%%(Q) N Wk,lc’N(Q) implies uniqueness of solutions to some of the problems
under consideration. To this respect, the other essential ingredients are the comparison
principles that we prove in several papers contained in this report. Next three results
constitute a representative sample of such comparison principles. The proofs follow
essentially [11] and they can be found in chapter 4 (see also chapters 2, 3 and 5).

Roughly speaking, the first of the results allows to compare positive sub and super-
solutions to the model equation
[Vul?

MOC

—Au = Au+ u(x)

+f(x), xeQ (1.25)

provided they are well-ordered on the boundary. In (1.25), one may consider any
0<uel3(Q), feLl (Q),1<g<2anda >0, even though A must be non-positive.

loc

The statement reads as follows:

Theorem 1.4.1. Let 1 < ¢ <2, A <0, f€ Ll (Q) and g: Q x (0,40) — [0, +o0)
satisfying

s+ g(x,s) is nonincreasing for a.e. x € Q,

x+— g(x,s) is locally essentially bounded for all s > 0.

Let u,v € C(Q)NWLN(Q), with u,v > 0 in Q, be such that
/QVuV(P <A /Qu(]) —{—/Qg(x,u)|Vu|q(]) ~l—/Qf(x)¢ and (1.26)
L9V =2 [ vo+ [ eten)Vilig+ [ rx)o (127)

forevery) < ¢ € H& (Q)NL>(Q) with compact support. Suppose also that the following
boundary condition holds:

limsup(u(x) —v(x)) <0 Vxp € Q.

X—X0

Then, u <vin Q.

The second theorem is valid also for equation (1.25). The advantage is that it allows
to choose A > 0 at the expense of taking @ > ¢ — 1 and f locally bounded away from

Z€10.

Theorem 1.4.2. Let 1 < g<2, AcR,0< fe Ll (Q)and g:Q x (0,+00) — [0, +o0)
satisfying

s+ 577 1g(x,s) is nonincreasing for a.e. x € Q,

x> g(x,s) is locally essentially bounded for all s > 0.
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If A > 0, assume also that
Vo CCQ dcy>0: f>cyino.

Letu,v € C(Q)N W,}C.’N(Q), with u,v > 0 in Q, satisfying respectively (1.26) and (1.27)
forevery 0 < ¢ € Hé (Q) N L*(Q) with compact support. Suppose also that, for every
€ > 0, the following boundary condition holds:

, u(x)
1 <1 IQ.
tmsup (v(x) T s) =1 Toe

Then, u <vin Q.

Finally, next result can be applied also to (1.25), where u is allowed to change sign
and f > 0 may vanish in subsets of €. The counterpart is that one has to impose g = 2,
o =1 and infeq u(x) > —1.

Theorem 1.4.3. Let 0 < f € L] (Q) and let g : Q x (0,+00) — R be a Carathéodory
function. Assume that there exist a continuous function h : (0,+e) — [0,4) and a
constant ¢ € (0, 1) such that

—h(s) < glx,s) <

c
— aexeQ Vs>0.
s

Assume in addition that the function s — sg(x,s) is nondecreasing for a.e. x € Q. Let
u,v € C(Q)NWLIN(Q), with u,v > 0 in Q, be such that

/QVuV(lH—/Qg(x,u)\VuF(])S/Qf(x)q) and
[ 9o [etxniviPo= [ rivo

forevery 0 < ¢ € H}(Q)NL™(Q) with compact support. Suppose also that the following
boundary condition holds:

limsup(u(x)! =% —v(x)!7%) <0 Vxg € 0Q.

X=X

Then, u <vin Q.
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Quasilinear elliptic problems with
singular and homogeneous lower order

terms

J. Carmona, T. Leonori, S. Lopez-Martinez, P.J. Martinez-Aparicio, Quasilinear elliptic prob-
lems with singular and homogeneous lower order terms. Nonlinear Anal. 179 (2019), 105-130.
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Abstract. We deal with singular quasilinear elliptic equations, namely

—Au = Au+ p(x) pr +f(x), x€Q,
u>0, x€Q,
u=0, x€dQ,

where Q is a bounded smooth domain of RY (N >3), A €R, 1 <¢<2,0<u € L?(Q) and
0< feLP(Q) for some p > % We completely describe the set of values of the parameter A for
which the problem admits solution. Thus, we study existence, nonexistence and uniqueness of

bounded weak solutions in both cases f > 0 and f = 0.

41
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2.1 Introduction

The present paper is devoted to the study of the following quasilinear elliptic problem:

[Vul?

—Au = Au—+ p(x) T +f(x), xeQ,
u>0, x€Q, (Py)
u=>0, X € 0Q,

where Q is a bounded domain in RV (N > 3) with smooth boundary (say, of class C L1,
AER0<UEL(Q),0< feLP(Q)withp>Fandl <g<2.

Problem (P,) is a particular case of the following general model

—Au=Au+ p(x)g(u)|Vul?+ f(x), xe€Q,

u>0, xeQ, (2.1)

u=0, X € JQ,
for some nontrivial real function g. We first observe that, for 4 = 0, the equation above
becomes linear. In fact, it is an eigenvalue problem if f = 0 which admits solution if
and only if A = A (the principal eigenvalue of the Laplacian in Q with zero Dirichlet

boundary condition), while if f # 0, it is well known that there exists a solution to (2.1)
for any f if and only if A < A (and in such a case, the solution is also unique).

The picture changes drastically if u # 0. Indeed, in such a case the equation becomes
quasilinear and the above results are no longer true. In fact, when the gradient term is
considered, existence and/or uniqueness of solutions may fail. For instance, the model
problem, with u € L*(Q) and f € LP(Q), p > N/2,

—Au=Au+p(x)|Vul> + f(x), xeQ,
u>0, x€Q, (2.2)
u=0, X € 0Q,

can be studied, for p(x) = u € RT, through the Hopf-Cole transformation, and it is

turned (v = em;l—’l) into the following semilinear problem

A
—Av = (,uv+1)(f(x)+ﬁlog(1+uv)), xXeQ,
v>0, x € Q,
v=0, X € Q.
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Thus it is clear that the existence and (possibly) the uniqueness of a solution depends
on the sizes of u and f. Furthermore the nature of the problem is essentially different
from the one of the linear problem. Indeed, it has been recently proved in [12] (see
also [90]) that if problem (2.2) with t(x) > up > 0 admits a solution with A = 0, then
there exist at least two different solutions to (2.1) for 0 < A < A*, for a suitable value
0<A* <A

Our idea is that the threshold value A* is associated, in some sense, to the principal
eigenvalue of the nonlinear differential operator that appears in the equation in (2.1)
(with f(x) = 0). Thus the lower order term has necessarily to satisfy a 1-homogeneous
condition, that leads to the choice of a singular term of the form g(u) = 1/u9~!in (2.1)

(see (Py).

The study of boundary value problems of Dirichlet type with singular gradient terms
having quadratic (¢ = 2) growth in the gradient has raised considerable interest in recent
years. Let us quote the main references [2, 6-8,24,43,76-78], among others, dealing
with existence (and nonexistence) results for equations with singular lower order terms,
while we mention [10, 16,37] for uniqueness results on this type of problems.

In contrast with the results of [12], when one considers a singular function g(u) = i

in problem (2.1) with g =2 and f > 0, in [15] the authors prove the existence of solution

Moreover, if p(x) = u € (0, 1), they prove that there exists a

A A
u+1 p+1
bifurcation point from infinity.

A
for every A < Nl (o) +1°

solution if and only if A < and in such a case, the solution is unique and isa

Surprisingly, this phenomenon, analogous to the one observed in the the linear case,
is not only due to the presence of a singularity at u = 0. Actually, the technique devel-
oped in [12] applies (with some small changes) to problem (2.1) with u(x) > o > 0,
qg=2,g(s)=1/s% 6 €(0,1) and consequently if there exists a solution with A = 0,

then multiplicity occurs for A > 0 small enough (as in the nonsingular case g(s) = 1).

In the present paper we aim to provide a general method to deal with problem (P;)
in the general framework 1 < g < 2, depending only on the quasilinear nature of the
problem and allowing the complete description of the set of values of the parameter A
such that (P ) admits a solution. Of course, the main difficulties in order to study such
a problem are due to the superlinearity of the lower order term and the singularity as
u approaches 0. In fact, we will notice that the key point is not (only) the singularity

by itself, but the homogeneity that the singularity gives to the lower order term which
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allows us to look at (P, ) through the following eigenvalue problem

[Vul?

—Au = Au+ p(x) ey x€Q,
u>0, xeQ, (E)
u=0, x € Q.

We provide a kind of eigenvalue existence result for problem (E;) making use of a

precise characterization of the principal eigenvalue:

. (2.3)
such that v > ¢ in Q for some ¢ > 0

/l*:sup{/le]R

there exists a supersolution v to (£ ) }

(the precise meaning of supersolution used in (2.3) is specified in Section 2.2 below).
This characterization has been inspired by the seminal paper [21] and allows us to study
the (nonvariational) eigenvalue problem (E ) since it requires only working with super-

solutions, but does not involve any variational structure of the problem.

However, the definition (2.3) will be useful only if we can compare subsolutions
and supersolutions to problem (£, ) that are appropriately ordered on the boundary of
the domain. Indeed, we will be able to derive the required Comparison Principle (see
Theorem 2.3.1 below) by adapting the ideas contained in [11].

Let us stress that, at least formally, the change of unknown v = —log(u) turns the
solutions to (£, ) into solutions to

—AvH VP ux)[VV[74+4 =0, xeQ,

(E3)
v — foo, x— Q.

Quasilinear problems whose solutions blow up at the boundary of the domain (known in
literature as large solutions) have been widely studied (see for instance [95,98,113]). A
particular feature of (E 2) 1s that it is invariant under transformations of the type v — v+t
for all + € R. For problems of this class, it has been proven in [95, 98] that there is a
unique value of the parameter A (the so called ergodic constant) for which the problem

into consideration admits a (unique, up to additive constants) large solution.

We state now our first theorem about problem (Ej ), in which we show by an ap-

proximation and compactness argument that, in fact, A* is the principal eigenvalue to
(Ep)

Theorem 2.1.1. Assume that 1 < q<2and 0 < u € L™(Q), with ||t/ =) < 1 if g =2.
Then A* € (0,A] and problem (Ey) admits a solution if and only if A = A*. Moreover

such a solution is unique up to multiplication by positive constants.
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As far as (P)) is concerned, some parts of the main result will require stronger
hypotheses on the datum f, that we list here:

Vo CCQ Fcp>0: f(x)>cp ae x€w; (fo)
1
. 1
3C1 >0: fZCl(PB/ m Q, where Y= m (f2)
LOO

Now we state our main result.

Theorem 2.1.2. Assume that 1 < q <2, 0<p € L*(Q), with ||l||z=q) <1ifg=2,
and 0 < f € LP(Q) with p > %’ Then (Py) has a unique solution if A < 0, has at least
a solution if A < A*, and has no solution if A > A*. If, in addition, f satisfies condition
(fo), then (Py) has a unique solution for every A < A*. Finally, if f satisfies condition
(f1) for 1 < g <2 and (f>) for g =2, then (Py) has no solution for any A > A* and
moreover the set ¥.:={(A,uy ) : uy, is a solution to (Py)} is an unbounded continuum in

R x C(Q) which bifurcates from infinity at A* to the left.

We stress that the previous theorem improves the existence result contained in [15]
for u nonconstant and g = 2. In fact, we determine that the set of A € R where problem
(P,) admits a solution is either (—oo,A*) or possibly its closure. Moreover, we consider
the whole range 1 < g < 2. The critical problem corresponding to A = A*, and also
the uniqueness for A > 0, exhibit some difficulties. Nonetheless, we overcome them by
imposing stronger hypothesis on f. Doing so, we prove that the interval (—oo, %) is

optimal for the existence of solution, and we even prove uniqueness in this interval.

It is worth to stress that one of the main contributions of this paper is the comparison
principle. In fact it is not obvious, an indeed the literature on this topic is extremely poor,
that a comparison principle holds true when we deal with positive values of A in (2.2).

The plan of the paper is the following: we devote Section 2.2 to introduce the defi-
nitions of solution, supersolution and bifurcation point from infinity, and we also prove
some regularity properties of the solutions; in Section 2.3 we state and prove some
comparison principles and a uniqueness result to problem (P, ); Section 2.4 is devoted
to proving that A* is well defined and positive, to give some alternative characterizations
of it, and to prove some nonexistence results; in Section 2.5 we introduce the approxi-

mate problems, we prove some a priori estimates and a compactness result, and we give
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several existence and bifurcation results, and in Section 2.6 we collect the proofs of
Theorem 2.1.1 and Theorem 2.1.2. Finally, in Appendix A we show that problem (7))
possesses two equivalent formulations and we also prove the regularity of the solution.

2.2 Definitions and preliminary results

In this section we make precise some definitions and we prove some results that we will

use in the rest of the paper.

First of all we specify the meaning of solution to problem (P;,), as well as the concept
of supersolution used in (2.3).

Definition 2.2.1. For every A € R, we say that u € H} (Q)NL*(Q) is a solution to (P)
ifu>0ae. inQ, 4" e 1! (Q)and it holds

/VuV(]) ?L/u¢+/,u - 1¢+/f N6 Vo eHN(QNIL™(Q).  (2.4)

Similarly, we say that u € H'(Q) NL?(Q) is a supersolution to (P) if u > 0 a.e. in Q,
\Vu\" 1
€L

loc

(Q) and the following inequality holds

/VuV¢>7L/u(P+/[.L q1¢+/f X6 Vo €HN(Q)NIZ(Q), ¢>0.
(2.5)

Some remarks on about the formulation are in order.

Remark 2.2.2. Let us observe that, since the lower order term is only locally integrable
in Q, there is a term above that, a priori, might not make sense. Actually, applying
some density arguments we can show that, in spite of the presence of a singular lower
order term, the above formulations are equivalent to the ones in which the test functions
belong to CCl (Q) both in (2.4) and (2.5). We collect the proof of such an equivalence in
the Appendix.

Remark 2.2.3. In the model case ¢ =2 and u constant, it is clear that the condition
u < 1 is in fact necessary for the existence of solutions to problem (P;) with A > 0.
Indeed we can use u as test function in (2.4), so that we obtain [q |Vu|?> = A [qu® +
L Jo |Vul®+ [ f(x)u. Therefore, since Au? > 0in Q, we have that (1— ) [ |Vul|*> > 0.

The following three lemmata provide some properties of the solutions to (P, ) which

will be useful later.
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Lemma 2.24. Let L €R, 1 <¢g<2and0< f € LP(Q) with p > %’ If g =2, assume
that ||[]|;=(q) < 1. Then, every solution to (P)) belongs to € CcY%(Q) ﬂW,,,lc,’zp(Q) for
some o € (0,1).

The proof of the above lemma is given in its details in the Appendix. Anyway,
we observe here that for the interior regularity we exploit that the solutions are strictly
positive, as a consequence of the Strong Maximum Principle.

As far as the Holder continuity up to the boundary is concerned, we need to strongly
use the techniques developed in [94]: let us observe that since the singularity has the
order of 1/u9~! with g < 2 (in the case ¢ = 2 it is also used that i (x) is small), then it

represents, in some sense, a “mild” singularity.

The Sobolev interior regularity is proved via an interpolation and bootstrap argu-

ment.

Remark 2.2.5. Notice that Lemma 2.2.4 provides as much information about the regu-
larity of the solutions to (P;) as the knowledge that one has about the regularity of the
data. For instance, under the hypotheses of Lemma 2.2.4, we have in particular that any
solution u to (Ej) satisfies that —Au € L] (Q) for any r < eo. Hence, u € Wlozc’r(Q) for
any r < oo, Even more, if 4 € Wlolc’oo(Q), we easily deduce that —Au € Wlolgr(Q) for any
r < oo, and thus, u € Wki’r(Q) for any r < o (see [83, Theorem 9.19]). We may continue
the bootstrap in this way so that, if g € W™ (€Q) for some k > 1, then u € W™ (Q)

for any r < co. Thus, if u € C*(Q), then u € C*(Q).

Lemma 2.2.6. Let L € R, 1 <¢g<2and0< f € LP(Q) with p > %’ If g =2, assume

that ||||r=(q) < 1. Then, every solution u to (Py) satisfies that u” € H} (Q) for every
Y > W(q), given by
1

Wig) =
1+ || =)

2 l:]cq:2'

Proof. We follow here the arguments of Theorem 3.1 in [15], which in turn come from
the ideas of [7]. We claim that

\v4 2
/Q'ﬂﬁ <eo, VB (Bolg)1], 2.6)

where
0 if 1<g<2,
Bo(q) =
[l =) ifg=2.
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Indeed, given 3 € (Bo(g), 1], observe that the function (u+€)P —eP € H} (Q)NL=(Q)
for any € € (0, 1]. Using it as test function in (P ) we obtain that

|Vul? |Vul? BB
B[ ey <C+ ey [, (v =)

for some constant C > 0, independent of €, whose value may vary from line to line.

Next, in the case 1 < g < 2, using Young’s inequality conveniently we easily derive that

2
B Vu|? (1-B)4 (u-l-e)ﬁ—eﬁ 2
/ u—|—£ 1 ﬁ S 1+/Q (u+8) 2 Mq_l

B,
It is straightforward to check that (s, ) — (s+)(1=P)3 1 (s 53 is a continuous function
in [0, [|u|z=(q)] X [0, 1], which implies that

B Wm2
2 ors <© @)

On the other hand, if ¢ = 2 and ||t]|;=(q) < 1, we observe that

|Vul? Vul*  (ute)' P(ute)f —eP)
—r((u te)f _efy= (aie) P -
B |Vu|? B el-B (u—i—e)I*[3 |Vu|?
_m<l+£ u S(u+8)1*/3

in Q for any € € (0, 1]. Hence, we deduce that

Vul?
(B~ luli-@) [, ey <€ 28)

Finally, we apply Fatou’s Lemma with respect to € in (2.7) and in (2.8) to obtain
(2.6). The Lemma follows by choosing y = hal H 0

Lemma 2.2.7. Let L€ R, 1 <¢g<2,0<puecl”(Q)and0< f €L (Q)withr>N. If
1 < g <2, then every solution u to (P,) satisfies that

1
Vye (5,1) IC>0: u<Co! inQ.
Moreover, if g =2 and ||lt||;=(q) < 1, then every solution u to (P) satisfies that

1 1
3C>0: u<Co! inQ, where’}/:—e(—,l>.
! T+l =)~ \2
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Proof. Letye (%7 1). First of all observe that, if ¢ < 2, we can use Young’s inequality
in such a way that

2
Au< G/— 1) |VZ| +(Cyt A)u+ £(x) 2.9)

for some Cy > 0 large enough. If ¢ = 2, we arrive to the same inequality directly with
— 1 —
Y= il 204 Cr =0
Let now g = 71, ((Cy+A)u+ f). Clearly, 0 < g € L'(Q), so there exists a solution
0<z€HNQ)NL?(Q) to
—Az=g(x), xe€Q,
z=0, x € dQ.
Since r > N, it is well-known that z € C'(Q). This implies, by using Hopf’s Lemma,
that there is a constant C > 0 such that

7<Co  inQ.

On the other hand, for every k > 0, the function v = (kz)? € H} (Q)NL™(Q) satisfies

(1 Vv? | rke(x)
_Av—(;/—l) " +(kz)l =

I
If we choose k = [|z]| - ¢ then

1 Vv|? 1 Vv|?
—Av > (5/—1) | :‘ +7yg(x) = (;/—1) | :| +(Cy+A)u+ f(x). (2.10)

Therefore, by (2.9) and (2.10), we can use Theorem 2.3.2 (see next section) and

conclude that
u<v=(kz)¥ <Ceo/.

]

We conclude this section by recalling the concept of bifurcation point from infinity.

Definition 2.2.8. A bifurcation point from infinity to problem (P,) is said to be a real

number A for which there exists a sequence { (A, uy) }neny contained in the set
Y:={(A,u):uisasolutionto (P))},
such that A, — A and l|ttn|| =) — 0 as n — oo,

We say that the bifurcation occurs to the left if there exist € > 0 and M > 0 such that
for any (A,u) € X with A € (1 —€,4 +¢€) and [ul|=(q) > M, it holds that A < A



50 CHAPTER 2. SINGULAR AND HOMOGENENEOUS L.O.T'’s

2.3 Comparison principles

In this section we prove a Comparison Principle which allows us to compare suitable

subsolutions and supersolutions to the equation

q
—Au= Autglx )'Z ul

+h(x) inQ
that are well ordered on the boundary.

Theorem 2.3.1. Let 1 < ¢ <2, A€ R, g€ L*(Q), 0< h e L (Q) and assume that
u,vy € C(Q)N W,};N(Q) are such that u,v > 0 in Q and they satisfy

limsupM <1 Vxpe€dQ. (2.11)

x—xg VY (x )

Assume also that, for every 0 < ¢ € H} (Q)NL™(Q) with compact support, the following

/VuV¢<?L/u¢+/ q1¢+/ (2.12)
/VVV¢>/1/V¢+/ 1¢+/ (2.13)

Proof. We follow the ideas contained in [11, Lemma 2.2] (see the references therein as

inequalities hold:

and

Then u <vin Q.

well). Let u; = log(u), vi =log(v), and denote w = u; — v;. Arguing by contradiction,
assume that w* # 0. Then, it is clear that (w — k)™ # 0 for every k € [0, [[w™[|=(q))-
Observe that, using (2.11), we have that for every k € (0,||w™||;=(q)), the function
(w— k)™ has compact support in Q and, in consequence, it belongs to Hg (Q) NL™(Q).
This fact, together with the continuity of # and v (which implies that # and v are locally

bounded away from zero), allows us to take @ as test function in (2.12) and M
in (2.13), obtaining
Vul? \%
| ”2“ w—k)"+ [ —V(w— k+<7L/ w—k)t (2.14)
Q u Qu
Vul? h
+/ | | w—k)++/ﬁ(w—k)+
Q u
and
Vv|? \Y
/ MV i+ + —VV(w—k)+2/1/(w—k)+ (2.15)
o V2 Qv Q

+/Qg<x>’vv—:|q<w—k>++ L
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Consider now the set

={xecQ:wkx) >k} ={xeQ:ulx)>vx)}.

v
from (2.15) and using the definition of u;,v; we have that

1 1
Notice that supp(w — k)™ C Ay and h (— —— ] <0in A;. Hence, subtracting (2.14)
u

/QVWV(w—k)+ S/A (g(x)(]Vullq— \Vvl\q)—HVul]Z— ]Vvllz) (w—k)". (2.16)

k

For every j € R, let us denote Q; = {x € Q : |w(x)| = j}, and consider also the set
J={jeR:|Qj| #0}. Since |Q| < oo, then J is at most countable, which implies that
the set jel Q; is measurable, and we also have that

Vw=0 in [JQ = [Vu|=|Vv| in[]JQ;
jeJ jeJ
Hence, if we define the set Z = Q\ U, Q; and denote & = tVu; + (1 —¢)Vvy, with
0 <t < 1, we deduce from (2.16) that

LV or—R < [ () (Vi = (9l + V[V ) (v K

— [ (] i+ 5P ) 00—, @17)

Taking into account that uy,v| € WIJC’N(Q) and A, CC Q, we have that
& | < |Vur| + V| +1=n e LY (AN 2).

Hence, from (2.17) we derive that

1
000" By < [ ([ (elulglo 2 +2809war ) 001"
ANz \Jo
< [ (I8ll=@an® +2n) [Vwlw—k)*
ANZ
<C nViw—k)t|(w—k)* (2.18)
ANZ
< Clnllviagez 100 =) lgcanll v =) N
< Clnlvom 100 =0 2y

For some ko € (0, [|[w* || =(q)), let us define the function F : [ko, [|[w™ || ;=(q)] = R by

F(k) = Inllvanz) = lVur |+ V01 + Ulvanz): - Yk E ko, W ll=(@)),
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and F (|[w™|;=(q)) = 0. Itis clear that F is nonincreasing and continuous in the interval
[0, [[w" || =(q)]- Thus, choosing k close enough to [[w||;=(q), we deduce from (2.18)
that (w — k)™ = 0, a contradiction.

In conclusion, we have proved that w* =0, i.e., u < vin Q. O]

The previous comparison principle does not guarantee uniqueness of solution to (Py)
in the space C(Q) NW,.." (Q) unless it is assured that any pair of such solutions satisfy
(2.11). However, stronger hypotheses on 4 and g allow us to weaken (2.11) and derive

another comparison result that provides uniqueness for (P)).

Theorem 2.3.2. Let 1 < ¢<2, A€R,0<gec L™ (Q)and 0 < h € L} (Q). Assume that
u,v € C(Q) ﬂW,ol;N(Q), with u,v > 0 in Q, and satisfy (2.12) and (2.13) respectively.

Suppose also that, for every € > 0, the following boundary condition holds:

, u(x)
h}rcris;l;p (v(x) +8) <1 Vxy€odQ. (2.19)

Furthermore, if A > 0, assume also that h satisfies condition (fy). Then, u < v in Q.

Proof. For every € > 0, let us consider the function

lo “
We = .
€ & v+ €

We claim that wi = 0 for any € > 0. Suppose by contradiction that there exists & > 0
such that w} # 0. Let us fix ko € (0, [|[wg, =@ ) and € € (0, &), the latter to be chosen

small enough later. It is clear that wg, < wg in Q, so ws =% 0, too.

For k € [ko, ||w{ || =(cy)], let us denote
Ap={x€Q:we(x) >k} ={xeQ:u(x) > ((x)+e)}.

From (2.19), we deduce that supp(w — k)™ C Ay CC Q. Then, the function (we —k)"
has compact support, and in particular, (we — k) E H(Q)NL™(Q). Therefore, we may

take M as test function in (2.12), and ( in (2.13), obtaining
\Y Vul|?
/ AV (we —k)T < [Vul® ”' —l—?L/ We —
Qu o u?
Vul? h
—l—/g(X)‘ u] (we — k)" + _(x) (we — k)™ (2.20)
Q ud Q u
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and, using that g > 0,

Vv 4 |Vv|? 4 / v N
/Qv~|—8v<wg k) Z/(v+8)2(wg K7 +A Qv+8(w8 k)

Vvje L[ W .
—k —(weg —k 2.21
+/ M v—i—e)(we )+ Qv+8(we ) (221)
|Vv|2 / / ¥
> A — k)"
/ (v+8) T+ QV+8(W8 )
|VV|q + / h(x) +
—k —(weg—k)".
+/ v—|—8 Wg ) * Qv—l—e(we )
Moreover, it is clear that
1 1 A€
Z_ < A, f o0 2.22
h(u V+8>+v+£_0 in Ay for every k € [ko, [|wg ||1=(q)] (2.22)

whenever A < 0. We claim that this is also true if A > 0, & satisfies (fy) and € is small

enough.

Indeed, let @ CC € be an open set such that Ay, C @. Since Ay C Ay, for all k > ko,
there exists ¢, > 0 such that & > ¢ in A for all k > kg. If we choose now

. 1—e o
€ < min« &, Co ¢,

A

we deduce easily that (2.22) holds.

Therefore, subtracting (2.20) and (2.21), and taking into account that u,v € WIOIC’N(Q)
and also (2.22), we may argue as in the proof of Theorem 2.3.1 and achieve a contra-

diction taking k close enough to [[w{ || 1=(q)

In conclusion, necessarily wi = 0 for any € > 0, i.e., u < v+¢€ in Q for any € > 0.
Letting € — 0 it follows that u < v in Q. O]

2.4 The principal eigenvalue and nonexistence results

We devote this section to giving some properties of A* defined by (2.3). In particular,
we show that A* is the only possible value of the parameter A for which (E;) admits a
solution. This is a crucial fact on which are based the proofs of our main results, that
exploit the existence of the principal eigenvalue associated to the nonlinear operator
—Au—p(x)=r W”' (see Theorem 2.1.1). For the sake of clarity we collected such proofs

in the last section.
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Let us recall that A* = supI*, where

I*:{/le]R

Firstly we point out some useful characterizations of A* as the supremum of the

such that v > ¢ in Q for some ¢ > 0

there exists a supersolution v to (E)) }

following sets:

L=<AeER |
such that v — c € H; (Q) for some ¢ > 0

there exists a supersolution v to (E) ) }
Y

and

IZZ{AGR

there exists a supersolution v to (£ )
such that v/ € H'(Q) Vy > 1 forsome 1o <1 |

Proposition 2.4.1. Assume that 1 < q <2 and 0 < pu € L*(Q). Then, the sets I*, I, and

I, are nonempty intervals, unbounded from below and they satisfy

I' =1, (2.23)
A* = suph. (2.24)
Moreover, A* > 0 and we have that A* < A = inf 0

werj@\(0} [l g,

Proof. We first observe that the sets under consideration are intervals. Moreover, if in
the definition of the sets /*, I} and I, we take ¢ = ¢ for any constant ¢ > 0, then we
deduce that (—eo,0] C I* NI} N I,.

We split the rest of the proof into several steps.

Step 1. We first prove (2.23). In order to prove that I; C I* we take A € I; and assume,
without loss of generality, that A > 0. Hence, there exist 0 < ¢ € H'(Q) NL>(Q) and
¢>0with @ >0inQ, ¢ —c € H}(Q), and

Vol?

—A(@p—c)=—Ap > Lo+ l(x) o120

Therefore, the maximum principle yields to ¢ > ¢ in Q, and so A € I*, too.

Reciprocally, assume that 0 < A € I*, and let ¢ € H'(Q)NL*(Q) and ¢ > 0 with
@ >cand —AQ > Ao+ u(x) ‘qui'lq in Q. Clearly, thanks to Remark 2.2.2 we have that
V=0 —c>0isan H' (Q)NL*(Q) supersolution to the nonsingular problem

—Ay=Ay+ (X)M—i—lc xeQ
V= AV Ry e ’ ’ (2.25)

W:O7 xea.Q
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On the other hand, y= 0 is obviously a subsolution. Therefore, [30, Théoreme 3.1] (see
also [88]) implies that there exists a solution W € HJ(Q) NL*(Q) to (2.25) satisfying
that 0 < y < ¢ — ¢ in Q. Thus, the function y + ¢ satisfies: (y+c) € H' (Q) NL>(Q),
Y+c>0inQ, (y+c)—ce€HY(Q) and

V(v +o)l

(e 1’ xe Q.

—A(y+c)=A(y+c)+u(x)

This proves that A € I;.

Step 2. We deduce now (2.24). Let {A,},en C I be an increasing sequence of real
numbers such that A, < sup/, for any n, satisfying A,, — sup/,. In particular, for every
n there exists u, € H'(Q)NL>(Q) and ¥, € (0,1) satisfying

|V, |9

1
uy

up >0, x€Q,  —Auy > Ayuy, + 1(x) xeQ, ulcH(Q) Vy>7.

Let ¢; > 0 be the principal eigenfunction (normalized in L*(€)) to the —A operator in
Q with zero Dirichlet boundary conditions. Let us fix n > 1, and consider € = ¢, > 0
(to be chosen small enough later) and y =, € (max {%, Y, lﬁ—;l} , 1) . Since y > % and
Y > Y, we have, using Lemma 2.2.6, that the function

v = (@l + 1) +ul € H'(Q)NL?(Q)

and, clearly, y;,, > € in Q.

Let ¢ € H} (Q) NL™(Q) be such that ¢ > 0 in Q and has compact support. Observe
that the function yg! o€ HJ(Q)NL>(Q), so it may be chosen as test function in

—A(pl :A(p], X € .Q.,
¢ =0, x € dQ.

Similarly, }/u,’fl(]) € H(% (Q)NL>(Q) and has compact support, so it may be taken as test

function in the inequality satisfied by u,. Therefore, direct computations yield to

\v4 2
/V<P1YV¢=Y(1—Y)/ | ;p_”y ¢+7/A/ o/ (2.26)
Q Q (pl o)
and
Vit |? Vit |7
[vavo =y [ VLo, [ oy [ nwele. @)
Q Q uy Q Q Uy
Recalling that

| vwvo—e [ voivo+ [ vurve,
Q Q Q
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using both (2.26) and (2.27) we easily deduce that

V|7
/(—VWnV¢+/1n_1wn¢+u(X)| Z,Vl ¢)
Q Yy

\V4 2
< 8/9 (—V(I—Y)’(p;p_l’y + (A1 _'}/A)(P1}/+)~n1> o+ (2.28)
1
Un 2 Vuy, Vy,|1
P L 7MY M R IS A LRI 1 P
Q n n Wr(z]
Since vy < 1 < g, there exists a constant C; > 0 (that depends only on ¢ and 7) such that
Vy, |1 1 1
< e (cnvteaie s v epr)
V(epD)l? [V . [Vei? Vil
<( | () = 18(p1q(1_y) +7v 7 (2.29)

in Q. Hence, combining (2.28) and (2.29) we deduce that

/(—VWnV¢+ln_1wn¢+u(x)| ,'1 ) — (Y — A 1)/u3¢+
Q 1// Q

V|2 V|4 230
e/Q (—y(l—y) (pz_ly + (Aot — YA @ + A1 + || 1] 1=(0) C q(ll_y)) ¢.
1 ¢

Denoting d(x) = dist(x,dQ), since ¢; € C!(Q), Hopf’s Lemma yields that there exist
two constants &,Ca > 0 such that |V, |> > C, in the set Q5 = {x € Q: d(x) < §} for
every & € (0,8). Hence, using now that ¢; € C(Q) and ¢; = 0 on 9, we have that,
for every k > 0, there exists 6 € (0,0) such that |Z(p1| > K in Qg. Using also that

YA, — Ap—1 > 0 and ¢g(1 — ) < 2 — ¥, we choose & sufficiently small, but independent
of €, such that
2 \v/ q
. (_},(1 ¥ <P1|y + (At — YA QT + Ay + Huumg)q%) <0 (230
¢ ¢

in Q5. Consequently, we take € small enough in order to have

Vo |? Vo, |4
€ <_Y(1 - ’Y) |q);p_17|/ + ()Ln—l - YA)QDB/‘i_)Ln—I + ||.u||L°°(Q)C1 | q(?l_|y)> (2-32)
1 9,

< €eC3 < (YAn— A1) inf (u)) < (YA, — Ap1)ul
Q\Q;5
in Q\ Qg, where C3 > 0 is a constant independent of €. Gathering (2.30), (2.31) and
(2.32) together we conclude that

/vanwZ?Ln_l/ﬂwn¢+/gu(X)|quVfl ¢
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In short, we have proved that A,,_| € I* for any n > 1, and thus, A,,_| < A* forany n > 1.
Therefore, letting n — oo we get that sup/, < A*. Finally, the reverse inequality is trivial
since I* C .

Step 3. We show now that A* > 0. Indeed, given the constants ¢, d >, let us consider
the problem

—Au = &fl)wu\q—l—& x€Q,
¢ (2.33)

u=0, x € Q.
If g < 2, by using Young’s inequality, we obtain that
u(x) g\ (q\ 75 1=
B gl s <uwleP+(1-9) (4)7 52 46
c 24

for a.e. x € Q and for every & € RV, Then, taking c large enough and & small enough,
[69, Theorem 3.4] implies that there exists a solution u € H} (Q) NL*(Q) to (2.33). If
q = 2, then the same result provides a solution u € H} (Q) NL*(Q) if & is small enough.
In both cases, by the Maximum Principle, u > 0 in Q.

Letv=u+c € H(Q)NL?(Q). It is clear that v > ¢ in Q and, for some A > 0,

e B [Vl
Av=—Au= ] Vu|?14+6 > u(x) (-t +6
Vv|4 Vv|4
) 2wt (620 2 p0) U Ay + (5 Ao

Taking now A sufficiently small, we conclude that v is a supersolution to (E;). This

means that 0 < A < A%, as we wished to prove.

Step 4 We prove here that A* < A. Let 0 < A € I* =I;. We know from Step 1 that
there exists a solution y > 0 to (2.25) for some ¢ > 0. Then, taking ¢, as test function
in (2.25) we have

q
A/mr /V(PIV‘I/ l/wrpl /u w+wq1¢1+ c/<p1

In particular

(A—M/ Vo = / N(X)M(PI +c/1/ @1 > 0.
Q Q (y+c)! Q
Thus, necessarily A < A, which implies that A* < A. O

Remark 2.4.2. We point out that in Step 1 of the previous proof it has been shown that

one can equivalently define /; in terms of solutions instead of supersolutions. That is to

Ilz{lGR

say,

there exists a solution v to the equation in (Ey)
such that v — ¢ € H} (Q) for some ¢ > 0
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In order to prove that A* is the only possible eigenvalue to (E;) we need to use
the comparison principle proved in the previous section. Indeed, it allows us to prove
nonexistence of solutions to (E£; ) when A < A*. On the other hand, we use the character-
ization of A1 * given by (2.24) to prove nonexistence for A > A*; this latter nonexistence

result is valid for (P, ), even with f > 0. Summarizing, we have the following result.

Proposition 2.4.3. Assume that 1 < g <2,0< p € L*(Q), with ||| =) < 1ifg=2,
and 0 < f € LP(Q) with p > 5. Then, there is no solution to (Py) for any 2 > A*.
Moreover, there is no solution to (E,) for any A # A*.

Proof. Arguing by contradiction, assume that there exists a solution u to (P, ) for some
A > A*. Then, it is in particular a supersolution to (£j), and Lemma 2.2.6 implies
that u¥ € H'(Q) for every ¥ > 1(q). Since y(g) < 1, then this contradicts (2.24) in
Proposition 2.4.1. In conclusion, there is no solution to (P;) for any A > A*. Observe

that, in particular, we have nonexistence of solutions to (Ej ) for A > A*.

On the other hand, assume now that there exists a solution u to problem (£ ) for
some A < A*. By virtue of Proposition 2.4.1 we have that A € I}, so there exist ¢ > 0
and ¢ € H'(Q) NL™(Q) satisfying that ¢ — ¢ € H}(Q) and (see also Remark 2.4.2)

Vol
—AQ = Ap+u(x) 5
that ¢ € C(Q) NWN (Q).

in Q. Hence, arguing as in the proof of Lemma 2.2.4 we deduce

Observe that fu is also a solution to (£, ) for every ¢ > 0. Then, Lemma 2.2.4 implies
that tu € C(Q) W, (Q), and in particular,

t t
limsup u(x) = lim u(x) =0<1 Vxy€dQ,Vt>0.
X—X0 (P(x) X=rXo (P(X)
Consequently, using also that fu and ¢ satisty respectively (2.12) and (2.13) with the
choices g = u and h = 0, an application of Theorem 2.3.1 gives that tu < ¢ in Q. But

this is impossible if ¢ is taken large enough. Therefore, there is no solution to (£} ) for
any A < A*. O

2.5 Existence and bifurcation results

We turn now to the problem of finding sufficient conditions on A for the existence of
solutions to (P,). The proofs of our results are based on an approximation procedure

and make use of the main results of the previous sections.



2.5. EXISTENCE AND BIFURCATION RESULTS 59

Consider for every n € N the family of approximate problems

|V, |1
(jua + 1y

u, =0 X € 0Q,

—Auy = Aup + u(x)
(On)

where T,,(s) = min{n,max{—n,s}} for s € R. The following result is devoted to show
that, below A*, the approximate problems (Q,) admit a positive solution for any n. We
also prove that such a sequence of solutions is locally bounded away from zero. Finally,
we prove that an a priori bound in L*(Q) implies compactness of the approximate se-

quence.

Lemma 2.5.1. Assume that 1 < q <2, 0 < p € L*(Q), with ||pt|=@) <1 ifg=2
and 0 < f € LP(Q) with p > § and let A < A*. Then, there exists at least a solution
u, € H& (Q)NL*(Q) to (Qy) for any n. In addition, the following local lower bound,

uniform with respect to n, holds:
Yo CcCQ,dcy>0: u, >cy in @, Vn. (2.34)

Moreover, if the sequence {uy } nen is bounded in L™ (), there exists u € H} (Q)NL*(Q)
such that u > 0 in Q and, passing to a subsequence, u, — u weakly in H(% (Q) and up, — u

uniformly in Q.

Proof. Let us fix n € N, and let A € I* be such that A < A < A*. Then, there exist

a constant ¢ > 0 and a function ¢ € H'(Q)NL>(Q) satisfying in Q that ¢ > ¢ and
_ Vold

—Ap > Ao +u(x)TY

to be an H' (Q) N L*(Q) supersolution for (Q,), since

. Taking M > 0 large enough, the function ¥ := M ¢ turns out

(|_||V+—Wl|;q_1+Tn(f(X))§n—Mc(1—7L)<O, xe Q.
Vita

AY + Ay + u(x)
Clearly, v=0 is a subsolution to (Q,,) and y=0<vy in Q. Therefore, Théoréeme 3.1
in [30] (see also [88]) implies that there exists a solution u, to (Q,) such that 0 < u, <Y
in Q.

In order to prove (2.34), we use an argument by comparison. Indeed, we first observe
that
—Au, > }Lun“f’Tl(f)a xeQ,

u, =0, x € Q.
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Since A < A* < A, then the operator —(A+ A) verifies the maximum principle, so that
we compare u, with the solution ¢ to the problem

AL =ALET(f), xeQ.
=0, x€dQ,

and thus, we obtain that u, > { in Q. Now, since f > 0 in Q, the strong maximum
principle (which holds since Q is connected and, again, because A < A, see [83]) implies
that { satisfies (2.34), and then, so does u;,.

In order to prove the compactness of the sequence {u,},cn, we choose now u, as
test function in (Q,), and using that 7,(f) < f in Q for any n together with the L™ (Q)
bound, we easily deduce that {u,},cy is bounded in H](Q). This implies that there
exists a function u € H& (Q) such that, passing to a subsequence, u, — u weakly in
H(} (Q). Using that, in particular, u, — u a.e. in Q, we deduce that u > 0 and u € L= (Q).

On the other hand, Lemma 2.6.14 implies that {u,},cn is uniformly bounded in
C%%(Q) for some a € (0,1). Hence, the compact embedding C*%(Q) «— C(Q) yields
that 1, — u uniformly in Q. 0

Using the compactness provided by the previous result, we prove now the existence
of a solution to (P;) for f > 0 and for every A < A*.

Proposition 2.5.2. Assume that 1 <q<2,0<p € L(Q), with ||lt|| =) < 1ifg=2,
and 0 < f € LP(Q) with p > §. Then, there exists a solution to (Py) for every A < A*.

Proof. Consider the sequence {u, },c of solutions to (Q,) given by Lemma 2.5.1. We
claim that {u, },cy is bounded in L*(Q). Indeed, arguing by contradiction, assume that
it is unbounded in L=(L), and take a (not relabelled) subsequence with [|u||=(q) — o
Then, we have that the function z,, = ”un””#(m € H} (Q) N L™(Q) satisfies, for every n,
that

Az = Ay + ()Yl LX) g
() Tl | 235
n Wl ) (235)
in = 0, X e aQ

Since ||zn||z=(q) = 1 for any n, then {z, },cn is bounded in L=(Q), so following the
arguments of the proof of Lemma 2.5.1 we deduce that there exists z € Hg (Q) N L=(Q)
such that z > 0 in Q and, passing to a subsequence, z,, — z weakly in HO1 (Q)and z, — z

uniformly in Q. However, we can not argue as in Lemma 2.5.1 to prove neither the
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local lower bound to the sequence {z, },en, nor that the limit z > 0 in Q, since one does
Tu(f(x)

HunHL""(Q)

not have a lower bound for { } independent of n. Hence, we need to use a
neN

different argument.

Indeed, observe first that the uniform convergence implies that ||z[| ;=) = 1,502 >0
in Q. Fix now 0 < ¢ € H} (Q) NL=(Q). We know by the weak H] (Q) convergence that

lim Vzan)—),/zn(]):/ VzV(])—/'L/ 0
n—+eo JQ Q Q Q

and, since / Vz,V¢§ —l/ z,¢ > 0 for any n, we have that / VzVo — QL/ 20 >0,
Q Q Q Q
too.

On the other hand, since A < A* < A, the strong maximum principle holds for the
operator —(A+ A). Thus, since Q is connected and z is not constant (the only constant
in H(} (Q) is the null function), the strong maximum principle implies that, for every
o CC Q, there exists a constant ¢ > 0 such that z > ¢, in @ for any n (in particular,
z>01n © and LZ—f‘lq € L} (Q)). Furthermore, the uniform convergence yields that z,,

satisfies z, > ¢ > 0, Voo CC Q, Vn € N. This implies that {—Az, },cn is bounded in
L! (Q), that combined with the H! bound implies that

loc
Vz, — Vz strongly in L (Q)" for any r < 2

(see [26]). The local lower bound and the convergence of the gradients will allow us to

pass to the limit in (2.35).

Indeed, assume first that 1 < g < 2, and let ¢ € C!(Q). We know that there exists
a function i € L'(Q) such that, passing to a subsequence if necessary, |Vz,|? < h(x) in
Q, and we also have that |Vz,|? — |Vz|? a.e. in Q. Therefore, choosing an open set
® CC Q such that supp(¢) C @, we have that

H)[Vzl'9 _ p0)h(x)9
(Zn+—l )ql_ et

xeQ,

nlunl[z(q)
h
where ftq?l € L'(Q). On the other hand, we also have that
Co
Vz,|? Vz|?
K0 [V2 70 1 /.L(x)q]lz\ (P, ae. xcQ, asn— oo,
1 z
(ont st )

Hence, we may pass to the limit in the second term of the right hand side of the

equation in (2.35). It is straightforward to verify that the rest of the terms also converge,
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so that we conclude that z is a solution (see Lemma 2.6.11 in the Appendix below) to
(Ej), but this is a contradiction with Theorem 2.4.3 since A < A*.

On the other hand, assume now that ¢ = 2 and || 4[| ;=(q) < 1, and let ¢ € C, 1(Q). We
may assume without loss of generality that ¢ > 0 in Q. In this case we argue as in [7]
(see also [15]). Thus, using that

Zw—z ae. in Q, weakly in H} (Q), strongly in L*(Q),

Vz, =+ Vz ae. inQ,

we obtain, by virtue of Fatou’s Lemma, the inequality

/VZV¢>7L/z¢—|—/ | Z|2

In order to prove the reverse inequality, let us take —"q) € H} (Q)NL(Q) as test function
z
in (2.35). It follows that

/Qw—/ Z"¢Vzan+/ Z—"Vzan)
/ OVafs [ Tt
Q

[ttn| 1= ()2
+ el >>Z e

Since [|ft||z=(q) < 1, we deduce that
ValPe  p()IValae

Z 1
(Z" T —nnunnm)) z

therefore, Fatou’s Lemma yields to

/ V> _/ M(X)IVZ|2¢
Q Z Q

gnminf</ S0V Z”v Vo[ @l M)

oo Q z o |unll=(0)z

>0 inQ,

Finally, using that z, — z weakly in H] (Q) and z, — z strongly in L?(€), we obtain

/wagz/gzw/gu(x)@(p

In conclusion, z is a solution (see again Lemma 2.6.11) to problem (£} ), so that we get

again a contradiction.

Thus, we have proved that the sequence {u, },cn is bounded in L=(Q). We conclude
the proof of the result by applying Lemma 2.5.1 and passing to the limit in (Q,) as we
did for {z, },en, with the only difference that this time the local lower bound for {u), } ey
is provided directly by (2.34) in Lemma 2.5.1. [
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We are ready now to prove our bifurcation result.

Proposition 2.5.3. Assume that 1 < g <2,0< p € L*(Q), with ||| =) < 1ifg=2,
and 0 < f € LP(E_Z) with p > %’ Then, if A € R is a bifurcation point from infinity of
(Py), necessarily A = A*. Moreover, if f satisfies condition (fy), then the set

Y :={(A,uy) ERXC(Q) : uy is a solution to (P;)}

IS a continuum.

If in addition (Py) has no solution for A = A*, then the continuum is unbounded and
it bifurcates from infinity at A* to the left.

Proof. Assume that A € R is a bifurcation point from infinity to (P}), i.e., there exists
a sequence of real numbers {A, },cn with 4, — A such that there exists a solution U, to
(Py,,) for any n satisfying |[uy||;=(q) — °. Proceeding as for Proposition 2.5.2, we may
pass to the limit in the equation satisfied by z,, = m, so that we obtain a solution
z to problem (Ej ). Therefore, by virtue of Proposition 2.4.3, we have necessarily that
A =A%

Assume now that f satisfies (fp). We will prove that the set X is a continuum. In

other words, we will show that the function

(=0, A7) = C(Q)

/FLHL{A

is continuous, where u, denotes the unique solution to (P, ) given by Proposition 2.5.2
(the uniqueness of u; € C(Q) follows from Lemma 2.2.4 and Theorem 2.3.2). Indeed,
let us fix A € (—o, A*), and choose a sequence {A, },eny C (—o0,A%) such that A, — A
as n diverges. Arguing again as in the proof of Proposition 2.5.2, if one assumes that
{uy, }nen is unbounded in L*(Q), then a solution to problem (E} ) can be found, but this
is impossible because A < A*. Thus, necessarily {u;, }ncn is bounded in L(Q), so that

we deduce as in Lemma 2.5.1 that u; — uy uniformly in Q, i.e., in the space C(Q).

To conclude we prove that the continuum is unbounded by showing that A* is a
bifurcation point from infinity to the left of the axis A = A*. Indeed, assuming that
{uy, }nen is bounded in L*(Q) for some sequence {4, },cny C (—o0,A%) with 4, — A*
as n diverges, we can pass to the limit in (P ) and we find a solution to (P«), but this is

a contradiction.

In conclusion, A* is a bifurcation point from infinity to the left of AL = 1*. O
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2.6 Proofs of the main results and final remarks

Proof of Theorem 2.1.2. We deduce from Proposition 2.5.2 the existence of at least one
solution to (Py) if A < A*. Moreover, the nonexistence for A > A* in deduced by
Proposition 2.4.3.

As far as uniqueness is concerned, we observe that if u, v are two solutions to (P;),
then Lemma 2.2.4 implies that u, v € C(Q) "W, (Q). In particular, using the continuity
up to the boundary of u,v and the fact that u(xp) = 0 for any xo € dQ, we have that
u,v satisfy (2.19) for any € > 0. Moreover, they obviously satisfy (2.12) and (2.13)
respectively. Therefore, Theorem 2.3.2 implies that u < v in Q. The reverse inequality
follows by interchanging the roles of u and v.

We give now a proof for the nonexistence of solutions to (Py+). Thus, assume by
contradiction that there exists a solution u to (Py«). Then, we can find a solution v to

[Vv|?

— g% Y
—Av=27A v—i—,u(x)F—i—Cng, xXeQ,

v >0, x€Q, (2.36)
v=0, X € Q.
The proof of this fact follows basically the same steps as Proposition 2.5.2: the only
difference is the way of proving the L™ estimate, which does not work in this case.

However, since we are assuming that there is a solution u to (Py+), then, by comparison,

any solution to the approximate problems (Q,) is smaller than |

ul|z=(q), which gives
the a priori estimate.

Furthermore, using Lemma 2.2.7 we deduce that for € > 0 small enough, the fol-

lowing holds:
C19] —ev> (C,—€C))p! > 0.
Therefore,
V|1 V|1
—Av = (A" +€)v+pu(x) |vq‘1 +(Cro] —ev) > (A" + 8)v+u(x)’vq—|l.

That is to say, v is a supersolution to (Ej« ). Moreover, Proposition 2.2.6 implies that
v € H}(Q) for every i € (10, 1) for some 19 < 1. This is a contradiction with the
characterization (2.24) in Proposition 2.4.1. So we have proved the nonexistence result.

Finally, the claim about bifurcation follows from Proposition 2.5.3. [

Proof of Theorem 2.1.1. We have shown in Proposition 2.4.1 that A* € (0,A]. More-

over, as a consequence of Proposition 2.4.3, if (E;) admits a solution then A = A*.
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Thus, for the first part of the theorem it only remains to prove the existence of solution
to (E,) for A = A*. In order to do that, by virtue of Proposition 2.5.3, we may choose
Ay — A™ such that ||luy, [|;=(q) — o, where u; denotes, for any n, the unique solution
to the problem

Vul4
—Auz?tnu+,u(x)| Li|1 11, x€Q,
ud
u>0, xXe€Q,
u=0, x € Q.

Hence, arguing again as in Proposition 2.5.2, we may pass to the limit in the equation
An

[up, |l =(@)

limit z is a solution to (Ej+).

satisfied by z, = using that ||z,|

1~(@) = 1 for any n, concluding that the

Regarding the uniqueness of the solution up to multiplicative constants, it follows
by adapting the uniqueness result proved in [95] to v; = log(u;), i = 1,2, being u; and
up two solutions to (Ej«). ]

We conclude the section with some remarks concerning the principal eigenvalue and

some possible extensions of our results.

Remark 2.6.1. Let us remark that the global behavior of the continuum considered in
Proposition 2.5.3 corresponds to that obtained in [15] for ¢ = 2. That is to say, A* > 0
is the only possible bifurcation point from infinity. However, as it was pointed out in
the introduction, there are similar singular problems that exhibit a completely different

behavior. For instance, whenever bifurcation occurs for the problem

\VJ 2
—Au:lu+/.t| Z' +f(x), xeQ,
u
u>0, xeQ,
u=>0, X € 0Q,

with 6 € [0, 1), it is possible to prove (see [12]) that A = 0 is the only possible bifurcation
point from infinity. Hence the qualitative behavior of the continuum of solutions is

different if the problem above possesses or not a solution for A = 0.

Remark 2.6.2. We show here that, in the case ¢ = 2, there exists 0 < u € L*(Q) with

[14]|z=(q) < 1 such that 1™ > . This proves that, if u is not a constant,

[l r=@) +1

then the condition A < —————— is not necessary in general for the existence of
4] r=@) + 1
solutions to (Py).
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A

1]l
with [|t]|z=(q) < 1. Fix xo € Q and consider a sequence of balls {B 1 (x0) }nen C Q. For

Indeed, by contradiction, assume that A* = for any 0 < u € L=(Q)

any n, let us deﬁne in Q the functions

1
lu’n(‘x) = EXBL ()CO)‘

n

Since ||| 1=(q) = 1/2 < 1 for any n, we may consider a solution u, to

Vu,|?
Aty = ()L v e,
ol 1T U,
u, >0, xeQ,
Up = 07 X € (9Q
A 2A
Observe that ——— = — for any n, and that u,, — 0 a.e. in Q.

[tnllp=)+1 3
If we choose uy so that ||u,||z=(q) = 1 for any n, then, arguing as in the proof of
Proposition 2.5.2, we may pass to the limit and find a solution u to
2A
—Au = ?u, x e Q,
u>0, x € Q,
u=0, X € Q.

. . 2
But this is a contradiction since KR < A.

Remark 2.6.3. It is worth to highlight that we can prove the strict inequality A* < A
provided p > 0 in Q. Indeed, let u be a solution to (Ej«). Then, taking ¢; as test

function in (Ej +), we obtain

AA/M(PI /.u' ql(P1>O

which clearly implies what we claimed.

Remark 2.6.4. We also point out that Theorem 2.1.1 yields to
=1 =(—o,A") and 5L = (—c,A"].

Indeed, if u is a solution to (Ej « ), then it follows trivially from Lemma 2.2.6 that A* € .
On the other hand, assume by contradiction that A* € I*. Then, there exists a supersolu-
tion @ € H'(Q)NL>(Q) to (E;+) with ¢ > ¢ in Q for some ¢ > 0. Hence, we may argue
as in Proposition 2.4.3 to obtain that tu < ¢ in Q for every ¢ > 0, which is obviously

impossible.
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Remark 2.6.5. In the whole paper we have confined ourselves to the case ¢ > 1 in order
to deal with the singular problems (P, ) and (£, ). Nevertheless, our results hold true also
for ¢ = 1 by following the same approach (with some small difference in the proof of
the positivity of ).

Remark 2.6.6. The hypotheses made on the smoothness of dQ deserve also some com-
ments. For the sake of clarity we have assumed in the whole paper that the boundary
is of class C!. Actually, such a regularity of the boundary is needed only in order to
obtain C!(Q) regularity of solutions to linear problems (which is provided by Calderon-
Zygmund regularity theory). Apart from those results, it suffices to impose a weaker
regularity assumption on dQ in order to prove the rest of our results. Indeed, one needs

to suppose that € satisfies the following condition:

Let Q C R be an open set and suppose that there exist g, 6y > 0
such that, if x € dQ and 0 < r < rg, then |Q,| < (1 —6p) |B/(x)| (2.37)

for every connected component Q, of QN B, (x).

Such a condition is specifically needed to prove C*%(Q) regularity (and also uniform

estimates in this space) of the solutions.

Appendix

Wider class of test functions

This subsection consists of five lemmata that prove that the formulation given in Defi-
nition 2.2.1 is totally meaningful and actually can be changed into an equivalent one in

which the test functions have compact support.

Lemma 2.6.7. Let ¢ € H}(Q)NL>(Q) be such that supp(¢9) C Q. Then, there exist an
open set ® CC Q and a sequence {§,} ey C CL(Q) such that it is bounded in L= (Q),
supp(¢,) C @ for any n, and ¢, — ¢ strongly in H} (Q).

Proof. Take an open set ® such that supp(¢) C ® CC Q. Then, ¢ € H} (@) NL”(w).
Let ¥, € C!(®) be such that y;, — ¢ strongly in H} (®), then

Y, — ¢ ae.inQ, Vy, =+ V¢ ae. inQ.

Consider now a function G : R — R satisfying the following properties:
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() GeC'(R)NW!=(R),
(i) G(s) =5 Vs € [=l19ll=(0), 19 =()] -
Clearly, we have that {G(,)},en C C!(®), it is bounded in L= (®) and, in addition,
VG(y) = G () VY — G'(9)VP = VG(9) = V¢  ae. in 0.
Moreover,
VG () = VoI < [VG(y)|* + Vo> +2|VG(y)[[V9]

and therefore, the Vitali’s Theorem yields that G(y;,) — ¢ strongly in H} ().
For any n, let us define the function ¢, in Q by
G(y,) in ,
(pn = .
0 in Q\ .

Thus, we have that {¢, },eny C C(Q), itis bounded in L*(Q), ¢, — ¢ strongly in HZ (Q)
and, in addition, supp(¢,) C o for any n. O

Lemma 2.6.8. Let ¢ € H}(Q) be such that ¢ > 0 a.e. in Q and let {§,},cn be a
sequence in CL(Q) such that ¢, — ¢ strongly in H}(Q). Then, ¢,7 — ¢ strongly in
H;(Q).

Proof. We know, passing to a subsequence, that

¢, —~¢ ae inQ, andVe@,— Ve ae. inQ.
Observe that
+ _ 2 _ N 2 - . )
LV =0t = [ Vo-o)f+2 [ Vorvo- [ [vorp @3s)
2 _
< [ V0. —9)P+2 [ Vo, Vo

for any n.

Now, by continuity we deduce that ¢, — ¢~ = 0 a.e. in Q. Therefore, passing to a
new subsequence, we infer that {9, },cn weakly converges in H} () to some limit v,
and then ¢, — y a.e. in Q. Hence, necessarily y = 0, that is to say, ¢, — 0 weakly in
H}(Q).

Finally, from (2.38) we conclude that ¢,” — ¢ strongly in H} (Q), where {, }nen is

a subsequence of the original sequence. Actually we have proved that any subsequence
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of {@,},cn admits a subsequence such that ¢,” — ¢ strongly in H(} (Q). Then we have
necessarily that, indeed, the positive part of the original sequence strongly converges to
¢ in H} (Q). O

Lemma 2.6.9. Let ¢ € H& (Q) be such that ¢ > 0 a.e. in Q. Then, there exists a sequence
{00 }nen C HY(Q) such that supp(9,) C Q for any n, 0 < ¢, < ¢ a.e. in Q for any n,
and ¢, — ¢ strongly in H} (Q). In particular, if ¢ € L=(Q), then { ¢, }nen is bounded in
L*(Q).

Proof. Let {W,}nen C CH(Q) be such that y, — ¢ strongly in H}(Q). By virtue of
Lemma 2.6.8, we have that W, — ¢ strongly in H}(Q). For any n, let us define now
the function ¢, = ¢ + (y, — @)~ in Q. Clearly, ¢, € H}(Q) and 0 < ¢, < ¢ ae. in
Q for any n. Observe also that, for any n, it holds that ¢, < w1 a.e. in Q and ¥, =0
a.e. in Q\supp(y;)), so ¢, =0 a.e. in Q\supp(y;"). Hence, by the definition of the
essential support of ¢,, we have that Q\supp(y;") C Q\supp(¢,), and in consequence,

supp(¢n) C supp(y;,") C
Finally, we have that

L v@=0)F = [ vy —9) < [ V(v

and therefore, ¢, — ¢ strongly in Hj (Q). O

Lemma 2.6.10. Assume that 1 <q<2,0< € L>(Q), 0< f € LP(Q) with p >3 and
A ER. Letu € H} (Q)NL*(Q) be such that u > 0 a.e. in Q, |V”‘ € L] (Q) and satisfies

/VuV(P 7L/M¢+/I.l qlcb /f

for any ¢ € CL(Q). Then, the same equality holds for every ¢ € H} (Q) NL™(Q) with

compact support.

Proof. Let ¢ € H}(Q)NL=(Q) be such that supp(¢) C Q, and let @ and {¢, },cn be
the open set and the sequence given by Lemma 2.6.7, respectively. This lemma gives

also that

|Vu| |Vu| |Vu|q

) ol < €

a.e. in , where C > 0 is a constant 1ndependent of n. Therefore, since ‘ ”' cL!

loc

9 < bl

(),
we can use the Lebesgue’s Theorem to derive

[ pe ™0 = [T o, [ a0 Mo = [ oM,

The conclusion of the lemma is now straightforward. [
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Lemma 2.6.11. Assume that 1 <q<2,0<pu €L*(Q), 0< f € LP(Q) with p > and
A ER. Letu € H} (Q)NL*(Q) be such that u > 0 a.e. in Q, |V”‘ € L! (Q) and satisfies

/vchp A/u¢+/ 1¢+/f

for any ¢ € CH(Q). Then, u is a solution to (Py) in the sense of Definition 2.2.1.

Similarly, if u € H'(Q) NL™(Q) is such that u > 0 a.e. in Q, [be‘lq c L (Q) and

satisfies
/Vuv¢>/1/u¢+/u q1¢+/f

forany 0 < ¢ € H} (Q) NL™(Q) with compact support, then u is a supersolution to (P)
in the sense of Definition 2.2.1.

Proof. Let ¢ € H}(Q)NL=(Q), and let {,},en be the sequence in H} (Q) N L™(Q)
given by Lemma 2.6.9 such that ¢, — ¢ strongly in H}(€). We have, by virtue of
Lemma 2.6.10, that

/Q |V”’f¢n_/vuv¢n /l/u% /f ¢, VneN. (2.39)

Hence, by Fatou’s Lemma and by the weak convergence ¢, — ¢ in H(} (Q), we obtain

that
/ ’;’f¢+</vuv¢+ A/uqﬁ /f
W K

using the Lebesgue s Theorem for the left hand side (recall that ¢, < ¢ for any n), and

That means that ——- — 0t c L! (Q). This fact allows us to pass to the limit in (2.39) by

again the weak convergence for the right hand side, so that we obtain

/ ’V"'I o — /VuV¢+ A/uqﬁ /f

An analogous procedure provides us the same identity but replacing ¢ by ¢ . The

proof of the first part of the lemma concludes by simply adding both identities.

The last part of the lemma about supersolutions can be proved in a similar way. [

Regularity of the solutions

Proof of Lemma 2.2.4: Holder regularity.
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Here we prove that any HJ (Q) NL*(Q) solution to (Py) actually belongs to C*%(Q)
for some o € (0, 1). For this purpose, we make use of the regularity theory developed
by Ladyzhenskaya and Ural’tseva in [94].

We denote an open ball with radius p > 0 as By, and forv: Q — R, k € R, we also
write
Arp(v) ={x€ QNBp :v(x) > k}.

Definition 2.6.12 ( [94], p. 90). Let M,y,8 > 0, m > 1, r € (N,+oo|, and consider
an open domain Q C RY. We say that a function u : Q — R belongs to the class
B (Q,M, 7,8, 1) if u e WH(Q) N L>(Q) with ||u]| ;=(q) < M, and the following holds

for v =u and also for v = —u:

1 m
V" <y —— ey Ikl 0 1 A7, (240
/Ak,p-opw)' | Y<cmpm<17>” I a0 )l ep (V)] )

for any p > 0 and all B, such that QN B, # 0, for all o € (0,1) and for all k > k,,

where kp = maxq sup (v) =6, sup (v) p if 0QN By # 0, while kp = supg (v) — 6
QnB, 2QNB, P
otherwise.

We will use the following result (see [94, Theorem 7.1, p. 91]).

Theorem 2.6.13. Let Q C RN be a C''! domain and let M, y,8 >0, r € (N, +oo], m > 1,
B €(0,1), L> 0. Then, there exist & € (0,1),K > 0 such that, if u € By (Q,M,?,8, %)
satisfies
sup (u)— inf (u) <LpP (2.41)
9QNB, 9QNBp
for every ball By centered at dQ with 0 < p < ag, then u € C“*(Q) and, moreover,
H”Hc&a(ﬁ) <K

Thus, the core of our result is proving that any solution to (P;) belongs to the class
B (Q,M,7,8,1).

Lemma 2.6.14. Let Q C RN be a CV! domain, A € R, 1 < ¢ <2,0 < u € L*(Q), with
||,U||Lw(g) <1lifg=2,and0< f€LP(Q) for p> %’ Then, for every M > 0, there exist
a € (0,1) and K > 0 such that every solution u to (Py) satisfying ||u||;=q) < M belongs
to CO%(Q) with H””co,a(ﬁ) <K.

Remark 2.6.15. The condition on the regularity of the boundary can be relaxed, assum-
ing that dQ satisfies (2.37).
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Proof of Lemma 2.6.14. Let M > 0 and let u be a solution to (Py) with [|ul|;=(q) < M.
We will show that u € %, (ﬁ,M, Y, M, ﬁ) for some y > 0.

Indeed, fix p > 0 and B, such that QN B, # 0, fix also o € (0,1), and consider a
function { € C*(RY), compactly supported in By, satisfying that0 < { <1inB,, { =1
in the concentric ball By ¢, and |V(| < 2 m B, for some constant a > 0 independent

of p,o. We start by showing that 1nequa11ty (2.40) 1s satisfied for v = u.

Thus, let k > kp. If QN B, # 0, then kp = 0 (since v = 0 on dQ2). Consequently,
(v—k)T € H} (Q)NL>(Q), and in particular {?(v— k)" € H} (Q)NL=(Q). On the other
hand, if B, C Q, then { € C(Q), so {*(v—kT)T € H}(Q)NL*(Q). In both cases, we
can take 2(v—kT) T € H} (Q)NL™(Q) as test function in the weak formulation of (P}),
so that we obtain

/ Vv < 2/ v—k+)|V§||Vv|+|l|/ V(v — k")
App(v) Arp(v)

ka

i [ OIS
ka

Notice that Ay , = Ag+ , since v > 0. Using now that v < M and k™ = max{0,k}, we
deduce that

[ EVP 2[RIV AM YA ()
Akpv kpv

i [ Qm [ g
ka

If g <2 we use Young’s inequality conveniently in the first and the third terms of the

/ FOv—kY).  (242)
Ak.,p(v)

right hand side of the last inequality, so we derive

1/ 2 2 2
— C Ve < 2‘ +CM A , \%

1

M laip 7 +C [ (—k?IVEP,
ka

for some C = C(q, 1) > 0 large enough. Similarly, if ¢ =2 and ||t[[;=(q) < 1, we arrive
at the same inequality in a similar way, but Young’s inequality is not needed in the
second term of the right hand side.

Noticing that
1 1 4 N
Akp (V)] = [Akp W)]7 [Arp (V)|7 < |Akp (V)] C(N, p)p 7,
and recalling the properties of {, we finally arrive at
Vv < ! k||? 1A v 2.43
[Py el WO EVCIARC
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for some y > 0 which depends on M but not on v,k,p, 0.

Let us now prove that (2.40) holds for v = —u. First of all, notice that v satisfies

—Av<Av, x€Q,
v=0, x € Q.

(2.44)

Let k > kp; if, on the contrary, JQN B, # 0, then kp = 0, so Ay p(v) = 0 and (2.40) is
trivially satisfied.

On the other hand, if B, C Q, then {?(v—k)™ € H} () NL*(Q), and it can be used
as test function in (2.44). In particular, (2.42) also holds, so the same computations

above can be reproduced up to (2.43), and the proof of our claim is done.

In conclusion, we have proved that u € %, (ﬁ,M Y. M, 2_1{)) . Since (2.41) is satisfied

being u = 0 on dQ, then Theorem 2.6.13 implies that u € C%*(Q) for some o € (0,1),

and, in addition, |[u|| 0.« @ < K, where K, a are positive constants independent of u.
O]

Proof of Lemma 2.2.4: Local Sobolev regularity. As far as the local Sobolev regularity
is concerned, we use a classical bootstrap argument (see [63] for more details). We
first observe that since u > 0, by virtue of the strong maximum principle we have that
u > infy,(u) > 0 in o for every smooth open set @ CC Q. Hence, we may apply [80,
Chapter V, Proposition 2.1] to derive that u € W'/ () for some 9 > 2, and by standard
regularity theory we have that u € w23 (®). Now, since u € C%%(@) N w23 (w), then

@(Z—a)—a

[108, Teorema IV] implies that u € W11 (@), where t; = 2 = > lo-

We may continue the bootstrap argument as in the proof of [11, Lemma 2.1] to
obtain that u € W (@) as long as t,,_1 < 2p, where
l2—a) -«

Iy = 1—a Vn € N.

Observe that the sequence {7, },cn is increasing. Assume by contradiction that #, < 2p
for any n. Then the sequence {1, },cn is convergent, and 7, — 2. But this contradicts the
fact that ¢y > 2. Hence, necessarily #, > 2p for some n, and the proof is done. O]






Chapter 3

Singular quasilinear elliptic problems
with changing sign datum: Existence
and homogenization

J. Carmona, S. Lépez-Martinez, P.J. Martinez-Aparicio, Singular quasilinear elliptic problems
with changing sign datum: existence and homogenization. Rev. Mat. Complut.
https://doi.org/10.1007/s13163-019-00313-2.

Abstract. We study singular quasilinear elliptic equations whose model is

|Vul?
Jut!

—Au = Au+ p(x) +f(x), xe Q,

u=0, x€dQ,

where Q is a bounded smooth domain of RY (N >3), A €R, 1 <¢g<2,0<u € L?(Q) and
the datum f € LP(Q), for some p > % may change sign. We prove existence of solution and we
deal with the homogenization problem posed in a sequence of domains Q obtained by removing

many small holes from a fixed domain Q.

3.1 Introduction

In this paper we consider the following boundary value problem

—div(M(x)Vu) = Au+g(x,u)|Vul?+ f(x), x€Q,

(P)
u=0, X € 0Q,

75
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where Q ¢ RN (N > 3) is a bounded domain satisfying the boundary condition (A)
below. Here, f € LP(Q) for some p > % and no assumption on its sign is imposed.
Moreover M(x) is an N x N matrix satisfying

M € (L=(Q) NW.L(Q))VN and for some n > 0,

(M)
NEP<M(x)E-E VEECRN, ae xcQ.

We consider 1 < ¢ <2, A € R and a Carathéodory function g : Q x R\ {0} — [0, +<0)
satisfying that,

for a.e. x € Q, the function s — g(x,s)|s|7~! is bounded

and u(x) = sup g(x,s)|s|? ! € L7(Q).
seR\ {0}

(g1)

Observe that hypothesis (g1) includes the case in which g, at s = 0, admits a continuous

extension but also the case in which the lower order term may have a singularity.

Our first goal is to study the existence of solution to problem (P, ) under the previous

hypotheses. Since the function g(x,s) may be defined only for |s| > 0, having in mind

_ B
|sle=1>

We say that a solution to problem (P,) is a function u € HJ(Q) N L>(Q) such that
g(x,u)|Vul|? € L' ({|u| > 0}) and

the model problem where g(x,s) we have to clarify the meaning of solution.

Jomeovavo=a [uos [ stewvultor [ 10,

for every ¢ € H} (Q)NL7(Q).

Let us note that, due to Stampacchia’s Theorem, Vu = 0 in the set {|u| = 0}, so this
concept of solution coincides with the usual one when g(x,s) is continuous! at s = 0 or
just g is bounded at s = 0. In the case g unbounded at s = 0 we remark that integrating in
the set {|u| > 0} does not avoid the singularity, to the contrary, the integrand is singular
on d{|u| > 0} and this set is nonempty if u is nontrivial.

Observe also that, if f > 0, then the strong maximum principle implies that u > 0 a.e.
JoM(x)Vv-Vy

Jov* 7
and therefore, {|u| > 0} = Q. This framework with nonnegative datum f and posi-

in Q for every solution u to problem (P,) with A < A;(M) = inf,_ HY(Q)\{0)

tive solutions is usual for this kind of singular problems (see [7, 15, 38] and references

IObserve that, even though g is not continuous at s = 0, one can define, for instance, g(x,0) = 1 a.e.
x € Q. Therefore, Stampacchia’s Theorem implies that [,y 8(x,u)[Vul?¢ = [q g(x,u)|Vu|?¢ for every
solution u to (P,). In particular, every solution to (P)) satisfies (1.1) in the Introduction (chapter 1).
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therein). In fact, it was adopted in [38], where the authors studied problem (P, ) in the

_ ()

model case where M is the identity matrix and g(x,s) = T

Up to our knowledge, the first time a sign changing datum was considered in a
singular quasilinear equation was in [77] (see also [78,79]). In [77] the authors studied
a general problem whose simplest model is

where 0 € (0,1) and f € LP(Q), with p > &. With a concept of solution very close to
the one that we established above, they proved the existence of at least a solution to the

problem.

In the present work, we aim to improve the existence results contained in [38] in
several directions (in Section 2 we describe some concepts and results). On the one
hand, we generalize the principal operator of the equation and the nonlinear term by
imposing conditions (M) and (g;) respectively. On the other hand, we will allow f to
change sign. Hence, the solutions may vanish in a set of positive measure, in fact in

Remark 3.3.2 we include two examples for which this actually happens.

Concerning the techniques that we use, we approximate the singular problem by a
sequence of nonsingular ones. We prove that there exists a solution u, to the approxi-
mated problems using the sub-supersolution method in [30, Théoreme 3.1]. Then, we
prove that, passing to a subsequence, u, converges to u strongly in H(} (Q) and also in
L"(Q) for all r € [1,00) in order to pass to the limit in the approximated problems and to

obtain a solution u to problem (Py).

The main interest of our proof by approximation lies on the way that the a priori
estimates, needed for the compactness of the sequence {u, }, are obtained. The greatest
difficulty comes from the fact that f changes sign because, in this case, such a sequence

is not uniformly bounded away from zero. This lower estimate represents a usual tool
1

loc

for proving, for instance, that the lower order term is bounded in L, (). However, we
will be able to prove a global L! estimate even if the lower estimate does not hold true
(see Lemma 3.3.5 and Remark 3.3.6 below). It is also remarkable that an L™ estimate
for {u, } can be obtained by using carefully the Comparison Principle [38, Theorem 3.2]

(see also next section).
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Another goal of the paper is the following homogenization problem

—div(M (x)Vu®) = Au® + g(x,u®)|Vut|? + f(x), xe QF,
ut =0, x € dQF,

(3.1)

where QF is a sequence of open sets which are included in a fixed bounded open set Q
of RN, M(x) is an N x N matrix satisfying (M), g satisfies (g1), ] <¢g <2, A € R and
feLr(Q),p> %’

More precisely, we study the asymptotic behavior, as € goes to zero, of a sequence
of solutions to these problems posed in domains Qf obtained by removing many small
holes from a fixed domain Q, following the framework of [49]. In such a paper it has

been considered the linear homogenization problem

—Auf = f(x), xeQf
ut =0, x € dQF,

(3.2)

with f € LZ(Q) (see also [52], where this homogenization problem is studied in a more
general framework). It is well known that (3.2) has a unique solution u® € H(% (Q).
In [49] the authors showed that, ii/the holes satisfy certain hypotheses on their siAz/e and
distribution, and if we denote as u® the extension of u® by zero in Q\ QF, then u® — u

in Hl(Q), where u is the unique solution to

—Au+ou= f(x), xe€Q,
u=0, X € 0Q,

(3.3)

with o a positive constant. In fact, this case of ¢ constant is only a model example,
but the hypotheses on the holes imposed in [49] are more general and ¢ can be proved
to be, in the general framework, only a nonnegative finite Radon measure. It is widely
remarked thg\Presence of the “strange term" ou (which is the “asymptotic memory of

the fact that u® was zero on the holes”) appearing in the limit equation (3.3).

In [49], the authors proved also a corrector result, that is to say, a representation of
Vuf in the strong topology of L?>(Q)N. They showed that the corrector for the linear
homogenization problem depends on the holes, and also depends on the limit u in a

linear way.

In [46] the author studied the quasilinear homogenization problem
— AU+ Auf = y|Vul|? + f(x), x€QF,

ut =0, x € JQF,
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where 7 is a real constant, A > 0 and f € L*(Q). He used a suitable change of unknown
function that turns the equation into a semilinear one, a careful analysis of this semilin-
ear homogenization problem allowed the author to pass to the limit as in the linear case.
Undoing the change of variables, he proved that the limit « satisfies that

m_ 1
—Au-l—lu-l—% =YVul* + f(x), x€Q,

u=0, x € Q.

As in the linear case, a new term appears in the equation that satisfies u, but in this case
the new term is nonlinear (o is the same constant that appears in the linear problem).
As the author remarked, this means that the perturbation of the linear problem (3.2) by
a nonlinear term, namely y|Vuf|?, changes the structure of the new term in the limit
equation. This perturbation affects also the corrector corresponding to this problem,
since it turns out to be nonlinear in u# as well. Similar results were proved in [45] in
which the nonlinear perturbation of (3.2) is a general function of the form H (x,u, Vu),

where H has (at most) natural growth in the gradient.

We remark that in all the previous cases the lower order term is locally bounded with
respect to u. Up to our knowledge, the first time it was considered a singular term was
in [41]. The authors studied the homogenization of the model problem
Vut?

= f(x), xeQf,
e~/ 34
ut =0, x € dQF,

—Au® +

with 6 € (0,1) and f a nonnegative datum (positive solutions) in a suitable space of
Lebesgue. There, sir/lge the lower order term is positive, following [99] and [122], it
is easy to prove that ¢ is bounded in H}(Q) and in L™(Q) respectively, thus the main
difficulty resides in avoiding the singularity when passing to the limit. Their main result,
written here only in the case & constant, is that for every f € LV (Q), f >0, the unique
solution u® to problem (3.4) satisfies u® — u in Hj (Q), where u is the unique solution

to problem
—Au+g(u)|Vu|* + oW (u)e™ = f(x), xeQ,

u=>0, X € JQ,

and G(s) = [} g(t)dt, ¥(s) = [y e CWdr for every s > 0. Thus, the strange term turns

out to be again nonlinear in u, as well as the corrector, as it is shown in [41].
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The above results describe the general questions we are concerned with. We will
prove that, also for our problem (3.1) there is a limit # which is a solution to a new
problem. We will show that, unlike in the cases mentioned above, the strange term is
linear even if the equation is not, and the Radon measure depends only on the holes.
Furthermore, the corrector is also linear. The reason for this unexpected phenomenon
to occur is that the lower order term is bounded in L!(Q), so it represents a mild pertur-
bation for the linear equation. As for the existgvnce result explained above, the proof of
this estimate is not trivial since the functions uf vanish on the holes, so the usual local
lower estim:{gs: does not hold true neither in this case. The L! estimate will allow us to
prove that {u®} converges strongly in WO1 "(Q) for all r € [1,2), which is essential for
passing to the limit in the equation.

The plan of the paper is the following. We collect some preliminary results in the
second section. We prove that the problem (P, ) has solution in a suitable sense in Sec-
tion 3. We dedicate Section 4 to the homogenization of problem (3.1). In Subsection 4.1
we give the precise assumptions of the perforated domains, following the framework
of [49]. In Subsection 4.2 we prove the existence of solution to problem (3.1). We
enunciate our homogenization result in Subsection 4.3. In Subsection 4.4 we prove the
main tool in order to pass to the limit as € tends to zero, the L"-strong convergence of
the gradients for r < 2. Our homogenization result for the singular quasilinear problem

(3.1) is studied in Subsection 4.5 and a corrector result is proved in Subsection 4.6.

3.2 Preliminary results

As we announced, in this paper we will improve some existence results contained
in [38]. In order to make a simpler exposition, we will include in this section some

concepts and results from [38] that we will need in our proofs.

Recall that in such a paper the authors studied the singular problem

Vuld
M)V = At ) ), e o
u>0, xeQ, (3.5)
u=0, X € JQ,

in the special case in which M(x) is the identity matrix and f > 0. They dealt with the

problem by taking advantage of the homogeneous structure of the equation. Thus, they
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studied first the eigenvalue problem

[Vul?
g-1’

—div(M(x)Vu) = Au+ u(x) xEQ,

Jul

u=0, X € 0Q,

(Ey)

again in the case M = I. The authors proved the existence and main properties of the

principal eigenvalue, that can be characterized by

i (3.6)
such that v > ¢ in Q for some ¢ > 0

l*:sup{leR

there exists a supersolution v to (£, ) }

If necessary, we will write A*(Q) to make explicit the dependence on the domain.

Arguing as in [38] without relevant changes, it is possible to prove that, assuming
(M), then 1* € (0,A;(M)] and, if dQ is smooth enough, problem (E; ) admits a positive
solution if and only if A = A*.

Concerning the smoothness of the domain, we introduce the following definition.

Definition 3.2.1. Let D C RY be an open set. We say that D satisfies condition (A) if
there exist ry, 6y > 0 such that, if x € dD and 0 < r < rg, then

|Dr[ < (1= 60)|B(x)|

for every connected component D, of DN B,(x), where B,(x) denotes the ball centered

at x with radius r.
We remark that a sufficient condition for Q to satisfy condition (A) is that JQ is
Lipschitz (see [11]).

The existence result from [38], adapted to our needs, reads as follows.

Theorem 3.2.2. Let 1 <g<2,0< pu€L>(Q),0< f € LP(Q) with p > §, and assume
that M and Q satisfy conditions (M) and (A) respectively. Then, there exists at least a
solution to (3.5) for every A < A*, where A* is given by (3.6).

We will also use the following comparison principle proved as in [38].

Theorem 3.2.3. Let 1 < g<2, A €R 0<pucL®(Q)and 0 < he Ll (Q). Assume
that u,v € C(Q) "W (Q) are such that u,v > 0 in Q and satisfy

|Vl
ud—

/QM(x)Vu-Vq) gl/guq)—l—/gu(x) lq(]H—/Qh(x)(]), (3.7)
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and
Vvl

va—

/QM(x)vv-v¢2;L/Qv¢+/Qu<x) qub-l—/gh(x)qb, (3.8)

for all 0 < ¢ € H}(Q)NL=(Q) with compact support. Suppose also that, for every
€ > 0, the following boundary condition holds

, u(x)
11)rcrl>sxlolp (v(x) +£) <1 VxpeodQ. (3.9)

Furthermore, if A > 0, assume also that infq(h) > 0. Then, u <v in Q.

Some remarks are now in order.

Remark 3.2.4. Even though the principal operator considered in [38] is the Laplacian,
we observe here that a perturbation with a bounded elliptic matrix M (x) satisfying (M)
does not involve any additional difficulty in the proofs of the previous results. We
remark that the fact that the coefficients of M(x) are locally Lipschitz is needed in order
to apply elliptic regularity (see [125, Theorem 3.8] and also problem 3.3, p. 202, in that
book).

Remark 3.2.5. Originally, in [38] condition (A) is replaced by a more restrictive hy-
pothesis, i.e., it is imposed that dQ is of class C LI This last smoothness condition
is used only for proving a nonexistence result for A > A*. In our context, we do not
expect that a similar nonexistence result holds true because our solutions are not neces-
sarily positive. Hence, condition (A) is enough for our purposes since suffices to prove
that the solutions are Holder continuous up the boundary.

3.3 Existence of solution for the quasilinear problem

In this section we will prove existence of solution to (P) for every A < A*, generaliz-
ing thus Theorem 3.2.2 above. As was pointed out at the Introduction, our concept of
solution is the following.

Definition 3.3.1. We say that u € H}(Q) N L™(Q) is a solution to problem (P) if
g(ox,u)|Vu|? € L' ({|u| > 0}) and

Jomeovavo =i [uos [ stewvutor [ 10,

for every ¢ € H}(Q)NL™(Q).
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Remark 3.3.2. The following examples show that, when f changes sign, a solution to
(P,) may vanish in a set of positive measure either in a neighborhood of the boundary
or even far away from the boundary. Indeed, standard computations show that, for

convenient data f; and f5, the functions

i
ehlP=1 x| <1,

up(x) =

and
0, x| <1,

up(x) =
’ (- 12@— 2 1< <2,

satisfy —Au; = [Vil? + fi(x) in B,(0).

Jug 21

The statement of the main result of this section is as follows.

Theorem 3.3.3. Assume that Q satisfies condition (A), 1 < q <2, f € LP(Q) for some

p> %’ and conditions (M) and (g1) are satisfied. Then, there exists at least a solution
to problem (Py) for all A < A*.

We will find the solution of Theorem 3.3.3 as the limit of a sequence of solutions
to nonsingular problems that approximate (7). More precisely, we consider, for every
n € N, the following problem

—div(M (x)Vuy,) = Aup + gn(x,un) [ Vup |2+ fu(x), x€Q,

u, =0, x € 0Q, (cn
where
sos) sz
gn(x,s) = g(x,8)|s|n?,  0<|s| < l,
0, s =0, "

and f,(x) = max{—n, min{f(x),n}}. Observe that g, : Q x R — [0, +o0) is continuous
in the second variable and

gn(x,s) <g(x,s) ae.xeQ, VseR\{0}.

In the next lemma we prove the existence of solution to (Q,) by means of the subsolution

and supersolution method in [30].
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Lemma 3.3.4. Let 1 < g <2, A < A%, fcLY(Q), and assume that conditions (M) and

(g1) are satisfied. Then, there exists a solution u,, to problem (Q,,) for all n.

Proof. Let A € (A,A*), and let ¢ € H'(Q) N L*(Q) be such that
Veol?
@

@>c>0 and —div(M(x)Ve)> A1+ u(x) in Q.
For some constant £ > 0, let ¥ = k¢. Then,

div(M(x) V) + AP+ 80 (6, W) VP17 + fu(x)

_ q
<k <diV(M(x)V(p) +Ao+ u(x) |Zq(€|1 ) +n—(A—2A)ke <0,

if k is chosen large enough.

On the other hand, let v = —k¢. Then,

div(M(x)Vy) + Ay + g, (x, )| V|7 + fu(x)

Vol4

paSe
Vol|?
@1

> div(M(x)Vy) + Ay — ki (x)

> —k (div(M(x)V<p)+I<p+u(x) )+(I—/1)kc—n > 0.

Obviously, y< 0<Vyin Q. Therefore, by virtue of [30, Théoreme 3.1], there exists
a solution u, to problem (Q,,) such that V<u <Vy. O

In the following lemma we prove the a priori estimates and the compactness needed
for passing to the limit.

Lemma 3.3.5. Let 1 < ¢ <2, A € R, f € LY(Q) and assume that conditions (My) and
(g1) are satisfied. Assume also that {u,} is a sequence of solutions to problem (Qy)
bounded in L(Q). Then there exists u € H} (Q) NL*(Q) such that

i) up to a subsequence, u, — u strongly in L"(Q), r € [1,0),
ii) {|ua|*} is bounded in H} (Q) for all o > 3,
i) up to a subsequence, u, — u strongly in H} (Q).

Remark 3.3.6. Observe that, for any u € WIOIC’I(Q) and any & > 0, the chain rule for
weak derivatives implies that
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in the set {|u| > &}. In particular, the equality holds in {|u| > 0} = Ns=o{|u| > 8}
Thus, by (g1),

g(x,u)

in the set {|u| > 0}. Therefore, if |u|$ € W14(Q) (which is precisely a consequence of
Lemma 3.3.5) one has that g(x,u)|Vu|? € L' ({|u| > 0}).

Proof of Lemma 3.3.5. Let us take u,, as test function in (Q,). Then, using the L (Q)
bound we immediately obtain that {u,} is bounded in H&(Q). Hence, passing to a
subsequence, there exists u € Hj (Q) such that u,, — u weakly in Hj (Q) and u,, — u a.e.
in Q. Furthermore, again the L= (Q) estimate clearly implies that u € L*(Q) and also
that u,, — u strongly in L"(Q) for all r € [1,e0). This completes the proof of item 1).

Now we deal with the proof of item ii) which is straightforward, using the L*(Q)
estimate, in the case o« > 1. When % <a<l1lwetake f=2a—1¢€(0,1) and we first

% withn € N, § € (0,1). Then, passing to

the limit as 8 — 0 we show that |un|% = |u,|* is bounded in H} (Q).

prove a uniform bound in L!(Q) for

It is clear that v, 5 = (—u, + 8)P — 8P € H)(Q)NL>(Q), where u,, = min{u,,0}.
Therefore, it can be taken as test function in (Q,), and using (M), the L () bound and
the fact that g, is nonnegative, we obtain that

|Vu,|? /
— _ 1l M(x)Vi, - Vv,
Bn/{un<0}( uy+8)1-F otV on
:),/ unvmg—l—/ gn(x,u,,)|Vun|qvn75+/fn(x)vnﬁ (3.10)
Q Q Q
2&/ unvnﬁ—l—/ fu(x)v, s > —C.
Q Q

On the other hand, w, s = (1} + §)P — 8P € H}(Q)NL>(Q), so we can use it as
test function in (Q,,). Hence, using the L () bound and Young inequality conveniently

we deduce that

|Vun|?
n/{un>0} (up+ 8)'-P _/M Vit Vv s

:l/Q”an,S‘i‘/ gn (X, y |V”n|qwn,6+/ Ja(X)wy s
]Vu,,]

<C+ ) =2 [(un + 8)P — 8P
{u,>0} uz
2
Bn |V, |? / (up +8)B — 5P gy |
- _4C n_|_5( B)z
- {up>0} (1 + &)1 ul™1 (u )
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It is straightforward to prove that

(s+1)B 1P

2
o
() | <s+t><1ﬁ>?] [(0,0) 0

54

is a continuous function in [0, B] x [0, 1] for any B > 0. Thus, choosing B > 0 such that
[tn|| = (@) < B for all n, we deduce that

]Vun]2
— <, 3.11
/{un>0} (un—i—b')l_ﬁ o ( )

where C > 0 is independent of n and §.

From (3.10) and (3.11) we conclude that

/ \Vun\z <C
Q (|up|+8)1-P —

In other words,

ﬁ/{)‘v[(‘un,+5)@_5@}‘2<c (3.12)

p+1 p+1 .
2~ — 8 2, we have proved that there exists C > 0 such

that ||z, 5| H) (@) < C forall 8 > 0. Hence, there exists z, € Hj () such that, passing to
B+1

Denoting z,, 5 = (|un| +0)

a subsequence, z,, 5 — z, weakly in H} (Q) as 6 —> 0. On the other hand, z,, § — |u,| 2

a.e. in Q as 6 — 0. This implies that z,, = ]un\ 7 s0 \un] e H(Q).

Since the H& (Q) norm is weakly lower semicontinuous, the inequality (3.12) yields

1+
L1Vl P = [ Vi) ¥
Q Q

for C > 0 independent of n. This concludes the proof of item ii).

<C,

Regarding item iii) let us take u, — u as test function in (Q,). We obtain that

/M YWVu, - V(u, —u) l/un n—Uu)

—{—/Qg,, X, )| Vin|? (uy — u —}—/an(x)(un—u).

It is clear that the first and the third terms on the right hand side of the last equality

converge to zero as n tends to infinity. Concerning the nonlinear term, observe first that
1. . .

we can use item ii) with @ = 1/g so that {|u,|7} is bounded in H} (Q). Hence, using
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Remark 3.3.6 together with the facts that g,(x,0) = 0 and g,(x,s) < g(x,s), we deduce
that

q
|”n_”|

‘/gn(x,un)|Vun|q(un—u) §C/ ’V]unﬁ
Q Q

q 1—-4
112\ 2 2 2
(o) (%)
Q Q
2 1-3
§C</ \un—u|2‘1> )
Q

This sequence converges to zero, using item i) with r = 2/(2 — g). Thus it is clear now
that

/ M(x)Vuy, - V(up —u) — 0.
Q

Therefore, the weak convergence in H} (Q) yields

N [ V0P < [ MY (0~ 0)- V(00— )
Q Q
= / M(x)Vuy, - V(u, —u) —/ M(x)Vu-V(u, —u) — 0,
Q Q
finishing the proof of item iii). 0

Proof of Theorem 3.3.3. Let {u, } be the sequence of solutions to problems (Q,) given
by Lemma 3.3.4, i.e. given ¢ € H}(Q)NL*(Q),

/QM(X)V“n'V(P:)“/Qunq)'i'/ggn(x’urtﬂvunw(l)+/an(x)¢- (3.13)

We will obtain a solution to problem (P) as a limit of this sequence. We divide the
proof into two steps, in the first one we prove a uniform L*(Q) estimate which allows
us to take limits easily in all the terms of the previous equality, except the nonlinear one
which will be treated in the second step.

First of all observe that we can argue as in [94, Theorem 1.1] at Section 4 (p. 249-
251) to deduce, thanks to condition (A), that u, € C%*(Q) for some o € (0,1) (see
also [38, Appendix]).

Step 1. {u,} is bounded in L=(Q2) and pass to the limit in some terms of (3.13).

In order to find a uniform upper bound on u, we observe that it is immediately
deduced if the open set
o, = {x € Q:uy(x) >0}
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is empty. Assuming that ), is not empty, u, satisfies that

—div(M(x)Vuy,) = Auy + gn(x,u) |V |9+ f1(x), x € oy,
un > 0, X 6 wn?

u, =0, X € o0w,.

Now, since u,, € C%%*(@,), then we deduce that u,, € Wlolc’N(a)n) arguing as in [38, Lemma
2.4] and using condition (M7) for the elliptic regularity (see [125, Theorem 3.8] and
also problem 3.3, p. 202, in that book). Moreover, u,, is a subsolution to the following

problem

\aal.
M) =2+ EEL + I+, e,
=) vcm, G
£ =0, X € dy,

in the sense that 0 < u, € C(w,) ﬂWh};N(a)n) satisfies (3.7) with h = | f| + 1.

On the other hand, Theorem 3.2.2 implies that there exists a solution v to

AVl
—div(M(x)Vv) = Av+ u(x) ‘vq‘i +|fx)]|+1, xeQ,
v >0, xeQ,
v=0, X € Q.

Moreover, v € C(Q) N WIOIC’N(Q) reasoning as before. Then, v is a supersolution to (3.14)
in the sense it satisfies (3.8) with & = |f| + 1. Furthermore, condition (3.9) is clearly
satisfied on d w,.

Therefore, applying Theorem 3.2.3 we deduce that
un <V < V=) in @

Thus, u, < ||v[|z=(q) in ©, and this is a uniform upper bound on u,,.

A similar (actually simpler) argument by comparison provides us an analogue lower
bound. Indeed, as was pointed out in Section 2, we know that A < A* < A;(M),
and we have from the maximum principle that u, > z with z € H}(Q) N L*(Q) and
—div(M(x)Vz) = Az— | f(x)| in Q. In conclusion, {u,} is bounded in L=(Q) and the
proof of Step 1 is concluded.
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Our aim now is to use this a priori estimate to pass to the limit in (Q,). In order to do
so, recall that Lemma 3.3.5 implies that there exists u € Hj (@) NL™(Q) such that u, — u
strongly in Hj (©) and in L"(Q) for all 7 € [1,e0). Hence, given ¢ € H} (Q)NL™(Q),

n—oo n—oo

_/an(x)¢) :/QM(’“)V”'V‘P_)“/QW_/QJC@M'

Step 2. lim/gn(x,un)|Vun|qq):/ g(x,u)|Vull¢.
n—ee JQ {|u|>0}

Let us fix a decreasing sequence (to be specified later) {J,, } of positive real numbers
such that §,, — 0. We have that

/ 2n(t, 1) [Vitn| 19 = / gn(t, 100) Vit 19 (3.15)
Q {lun|>8n}

—I-/ &n(x,un) | Vuy|19.
{|”n|§5m}

lim [ g,(x,u,)|Vuy|?¢ = lim (/ M(x)Vu,-Vo —l/ up @
Q Q Q

We will pass to the limit in both terms, first with respect to n, and after that with respect

to m.

Concerning the first term, we know that there exists 4 € L! (Q) such that, passing to
a subsequence, |Vu,|? < hin Q, for all n. Then,

Ch
|gn(x, ”n)‘vun‘q¢l{|u,,\>6m}| < F S LI(Q)7

so we have domination.

In order to prove the almost everywhere convergence, consider the set
N ={0>0:|{x€Q:|u(x)| =05} >0}.

It is well known that .4 is countable, so the sequence {J,,} can be chosen in R\ .4".
Thus, since u, — u a.e. in Q, it is straightforward to check that x|, >5,} = X{|u>6,)
a.e. in Q as n — oo,

On the other hand, if |u,| > J,,, we can take n large enough such that |u,| > rlu SO
gn(x,u,) = g(x,u,). Hence, using the continuity of g(x,-) in the set (—oo, —&,,] U [5p,0)
and the fact that u,, — u a.e. in , we deduce that

gn(x,up) — g(x,u) ae. x € Qasn— oo,
In sum, using also that Vu,, — Vu a.e. in Q, we obtain that

8n (X, un) |Vitn 1O X (>, = 8%, ) [Vl TP x5,y a.e. x € Qasn — oo,
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Therefore, the Dominated Convergence Theorem implies that

X uy)|Vuu|9¢ — x,u)|Vul? as n — oo,
J gy Sl Venlo > [ g(ewlvatty

In order to pass to the limit with respect to m we recall that Lemma 3.3.5 gives also
1 1
that {|u,|4} is bounded in H] (). This, in particular, implies that |u|« € H}(Q). Now,
taking into account Remark 3.3.6, we have a uniform domination with respect to m:

Vul|?
g (e, ) [Vaul 19 515, | gcuxﬂubo}

Ju !
1
=C|V|u|s|? € L' ({]u] > 0}),
and also almost everywhere convergence

g(x,u)|Vulld x(u>s,y — g(x,u)[Vul|?¢  ae.in {|u| > 0}.

Therefore, the Dominated Convergence Theorem yields

g(x,u)[VulTg — g(x,u)[Vul79.
/{|u|>6m} {luf>0}

To conclude the proof, we will show that the last term in (3.15) vanishes as n and
m tend to infinity. Notice first that such a term has a limit with respect to n (because
the remaining two terms do). Furthermore, by virtue of Lemma 3.3.5 we derive, taking
e >0 with 1-€ > 7, that
|V, |1

n\X,Un Vun 1
‘/{Iunﬁm}g (ot | Vinl 9 {0<[un|<8} [1n]97

q
o |V, |7 £ _ V| €
SRR C T N G
{0<|un| <8} [Un {0<un|<m} q

|”n|
g Le
<C§¢ (/ ‘V|u,1| 7
Q

2\ %

) <5t
lim lim/ X, up)| Vuy, | ):O.
MmM—>o0 (n%oo {‘un|§5m}gn( n)l nl ¢

In conclusion, we have proved that

<C

1—-¢
< Ca,f,/ ‘V|un|7
Q

In consequence,

| e Vinlto > [ glxu|Vul®o,
Q {|u|>0}

That is to say, u is a solution to (P)). ]
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3.4 Homogenization of problem (3.1)

The existence result of the previous section allows us to consider the homogenization
problem associated to (3.1).

3.4.1 The perforated domains

In this subsection, following [49], we describe the geometry of the domains Qf in which

we study our homogenization result.

Consider for every € > 0 a finite number, n(g) € N, of closed subsets Tf C RY,
1 <i < n(g), which are the holes. Let us denote Df = R\ Ul’.ﬁ) T¥. The domain QF is
defined by removing the holes 7;° from Q, that is

n(e)
QfF =Q— | JIF =QnD’.
i=1

Hypotheses on the holes.

We suppose that the sequence of domains QF is such that there exist a sequence of
functions {w¢} and ¢ € H~!(Q) such that

we e HY(Q)NL?(Q), (3.16)
0<wf<lae xcQ, (3.17)

wé € Hy (QF)NL™(QF) Vo € Hy (Q) NL7(Q), (3.18)
w® — 1 weakly in H'(Q), (3.19)

and given z°, ¢,z € H'(Q)NL™(Q) such that 229 € H} (Q¥)NL™(QF) and z° — z weakly
in H'(Q) it is satisfied that

/Q M)V -V (29) — (0,200 (0 i ) (3.20)

The model example for Q¢

The prototype of the examples where assumptions (3.16), (3.17), (3.18), (3.19) and
(3.20) are satisfied is the case where the matrix M (x) is the identity (and where therefore
the operator is the Laplace’s operator —div(M (x)V) = —A), where Q C RN, N > 2, and

where the holes T} are balls of radius 7* given by

e =CoeV/N-2) if N > 3,
e*logré — —Cy if N =2,
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for some Cy > 0 (taking r® = exp(—Cp/ 82) is the model case for N = 2) which are
periodically distributed at the vertices of an N-dimensional lattice of cubes of size 2¢;
in this case the measure o is given by

SN—1(N =2
o SN-1(N=2)

2N
_27r1

o= —
4 Cy

Cy™? ifN>3,

ifN =2,

where Sy _ is the surface of the unit sphere in RN-1 seee. g. [49,106] for more details,
and for other examples, in particular for the case where the holes have a different shape

and/or are distributed on a manifold.

Remark 3.4.1. In dimension N = 1, there is no sequence w® which satisfies (3.18)
and (3.19) whenever for every € there exists at least one hole Tli with Tlg nQ #£ 0, see
Remark 5.1 of [74] for more details. OJ

3.4.2 Existence of solution to problem (3.1)

We study in this subsection the existence of solution to problem (3.1) in order to deal

with the homogenization result.

Proposition 3.4.2. Let 1 < g <2, A < A*(Q), f € LP(Q) with p > ¥ and assume that
conditions (M) and (g,) are satisfied. Consider the open set D€ = RN \ U?ﬁ) T# for all
€ > 0. If both Q and DFf satisfy condition (A) from Definition 3.2.1, then there exists a
solution to (3.1) for all € > 0.

Proof. Let us fix € > 0. First of all notice that A < A*(Q) < A*(QF). Thus, if Q°f
satisfies condition (A), then this result is a mere consequence of Theorem 3.3.3. Let us
show that, in fact, QF has the required regularity. Let r(, 8y > 0 be small enough so that
they correspond to condition (A) for both Q and D?. Fix x € dQF, and assume first that
x € dQNJIQE. For 0 < r < ry, let QF be any connected component of Qf NB,(x), and
let Q, be the connected component of QN B,(x) which contains Q. Then,

|Q‘f| < |'Q'r| < (1 - 60)|Br|'

The same idea is valid if x € dD* N dQE. Therefore, QF satisfies condition (A) with

parameters rg, 8y, and the proof is concluded. [
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3.4.3 The homogenization result

Now, we can state our homogenization result.

Theorem 3.4.3. Assume that the sequence of perforated domains QF satisfies (3.16),
(3.17), (3.18), (3.19) and (3.20). Suppose also that conditions (M) and (g1) are satisfied
for 1 < q <2, that f € LP(Q) for some p > ¥, that A < A*(Q) and that both Q and D*
satisfy condition (A), where D = RN \ U?fl) TE. Then, there exists a sequence {u®} of
solutions to problem (3.1) such that {;t\‘g} is bounded in L”(Q) and WE weakly in
H} (Q), being u a solution to

—div(M (x)Vu) +ou = Au+g(x,u)|Vul!+ f(x), x€Q,
(3.21)
u=0, X € JQ,

in the sense that u € H} (Q) NL>(Q), g(x,u)|Vul? € L' ({|u| > 0}) and
/QM(x)Vu-V¢—|—<G,u¢>H1(9)7H6(Q) :l/guq) (3.22)
# ] slewlVato+ [ f00¢
{|u|>0} Q
forall ¢ € H} (Q)NL(Q).
Remark 3.4.4. Under the hypotheses of Theorem 3.4.3, assume also that f satisfies that
Vo CCQ,dcy>0: f>ceino.

Then, it is easy to prove that every solution u to problem (3.21) satisfies that u > 0.
If we further assume that the holes are “good enough” so that o € L"(Q) for some
r> %’ then the strong maximum principle holds (see [126, Corollary 5.1]), so that
u > 0. With this hypothesis, it can also be proven, following the arguments in [38], that
uecCh%Q)N WMIC’N(Q). Having this regularity and the strict positivity, the proof of the
comparison principle [38, Theorem 3.2] can be reproduced with no relevant changes. In
conclusion, we have uniqueness of solution to problem (3.21) for a right choice of the
holes. However, if 0 is a general measure, the strong maximum principle does not hold
in general. In [75] the authors have given two counterexamples which prove it. Hence,
the uniqueness of solution to problem (3.21) is still open in the general case.

3.4.4 Strong convergence of the gradients

In the present subsection we prove some properties of the solutions u® to the problems

(3.1) which allow us to prove our homogenization result Theorem 3.4.3 and a corrector
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result Theorem 3.4.6.

Lemma 3.4.5. Let 1 < g <2, assume that conditions (M) and (g1) are satisfied, and
that f € L'(Q). Let {QFf} be any sequence of domains such that Qf C Q for all
€ >0, and let {u®} be a sequence of solutions to problem (3.1) with {LAt‘g } bounded
in L*(Q). Then, {|%|°‘} is bounded in H}(Q) for all a > J. Moreover, there exists
ue H; (Q)NL™(Q) such that, passing to a subsequence, W weakly in H} (Q) and
u® — u strongly in W "(Q)NLH(Q) forall r € [1,2) and s € [1,0).

Proof. The proof of this result is analogous to the one of Lemma 3.3.5, except for
the strong convergence in WO1 "(Q). In this case, it is not possible to take u® — u as
test function in (3.1) since in general u® —u & HJ (QF). Thus, the proof for the strong

convergence in HO (Q) does not work here. However, [47, Lemma 4.8] can be applied

to obtain that u® — u strongly in W "(Q) for all r € [1,2). Since the proof of this fact

is simple in our context, we include it here for completeness.

Indeed, for given 6 > 0 observe that

~ ~

Ve —af = V@ [V —ar
/Q {|u€—u|>8} {|u€—u|<d}

< i —u| > 8} (/ V(i —u |2) (3.23)

-I-Q]_S(/ Vu—u 2)
o £ ([ L V)

Clearly, |{|uf —u| > 8}| — 0as e — 0, and [, |V (u® — u)|? is bounded uniformly in

€. Hence, the first term of (3.23) vanishes as € — 0. Let us focus on the second term.

Let us define /¢ : Q — R by f¢(x) = Au® + g(x,u®)|Vul|? + f(x) if x € {|uf]| > 0}
and f%(x) = f(x) otherwise. Consider also T5(t) = max{—3J,min{8,7}} for all € R,
0 >0.

Using the function Ts(uf — u) + T5(u) € H} (QF) NL*(QF) as test in the weak for-
mulation of (3.1), we obtain that

/f (T (uf — ) + T (u /M YVt -V (Ts (4% — ) + T (u))
2’7/{|u~gu|<5}|v(u _”)|2+/{|u~gM|<6}M(x)Vu.V(u )

+ / M(x)ViE - V.
{lul<8}
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And this implies that

e — )2 “(x W —u u
C oy V@ 0P < [P @IT 0 ) +T50)

95

+/ yv%uwu’/ M)Vu-VE —u)|  (3.24)
{lul<6} Q

for some constant C > 0 dependent on 17 and M but independent of €.

On the one hand, since {]%ﬁ} is bounded in Hj () NL™(Q), we have that { ¢} is

bounded in L' (Q). Then, we deduce that
177 N5 (@ =)+ Ti(u)| < 6,

for another constant C > 0 independent of €. Therefore,

lim (limsup Q|f8(x)||T5(L/t\5—u)+T5(u)|> =0.

6—=0\ £-0

On the other hand, since {u¢} is bounded in H} (), we have that

1

A~ A~ 2
Vul||Vu| <||uf (/ Vu 2)
oy P <y ([ 194

1

2 2
<C (/Q|VM| X{u<5}> :

again for a constant C > 0 independent of €. Thus,

lim (limsup/ \VugHVu\) =0.
=0\ e—0 J{lul<s}

Finally, the weak convergence in Hj (Q) yields to

—0 ase—0.

/QM(x)Vu V(i —u)

In conclusion, from (3.24), (3.25), (3.26) and (3.27), we deduce that

lim (limsup/ ) ‘V(I//t\g—uﬂz) =0,
6—0 e—0 {|u8—u|<5}

and the proof finishes by applying this last convergence to (3.23).

(3.25)

(3.26)

(3.27)
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3.4.5 Proof of Theorem 3.4.3

We dedicate this subsection to proving Theorem 3.4.3 in two steps.
Step 1. {uf} is bounded in L*(Q).

Let {u®} be the sequence of solutions to (3.1) given by Proposition 3.4.2. One can
easily iollow the arguments by comparison in the proof of Theorem 3.3.3 to deduce
that {u®} is bounded in L*(Q). Therefore, Lemma 3.4.5 implies the existence of a
function u € HJ (Q) NL(Q) such that u® — u weakly in H} () and u® — u strongly in
W, " (Q)NLS(Q) for all r € [1,2) and s € [1,).

Step 2. u € H} (Q)NL™(Q) is solution of (3.21) and g(x,u)|Vu|? € L' ({|u] > 0}).

The idea is to take wE¢ as test function in (3.1) for some ¢ € H}(Q)NL=(Q), and
then pass to the limit as € — 0 (observe that, thanks to (3.18) wé¢ € HJ (Qf) NL=(Q¥)
for every ¢ € H} (Q)NL7(Q)).

Taking w® ¢ as test function in (3.1) we have, using (3.16),
| Ve Vo + | (v - v

=2 uwt /ﬂueboﬁ(’“’” IVuE o+ [ floweo

or equivalently
/(M( )Vug Vo)w +/ Vug Vwé)o
_/1/ WEWED + g(x,u )\Vb?g|qwe¢+/ﬂf(x)w£¢. (3.28)

{luf|>0}

Now we pass to the limit as € — 0 in each term of the previous equality. For the first
term of the left hand side we use (3.19) and that u® — u weakly in H(} (Q) to obtain that

/Q (M(x) Vi - Vo)ue — /Q M(x)Vu-Vo.

In order to pass to the limit as € — 0 in the second term of the left hand side of (3.28)
we use (3.18), (3.19) and (3.20) and we get

/(M(X)Vus Vw®)¢p = /M (]))

x)Vo - Vwe)ué ) IVWe -V (u W)

_/Q (x
x)Vo- Vw)u — (o,u¢

p\p\

)H-1(Q),HL ()"
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With respect to the first and third terms of the right hand side of (3.28), we use the
estimate in the Sobolev space and (3.19). Passing to the limit as € — 0 we get

l/gzggw£¢—>l/gzu¢

| remeo— [ fo.

Passing to the limit in the second term of the right hand side of (3.28) is more

and

delicate. Nevertheless, one can argue as in the proof of Theorem 3.3.3 to prove that
g(x,u)|Vul? € L' ({|u| > 0}) and

| s Vo o [ gl Vafto.
{[uf|>0} {|u|>0}

Therefore u satisfies (3.22) and we conclude the proof. ]

3.4.6 The corrector result

Finally, in this subsection we prove a corrector result.

Theorem 3.4.6. Assume the hypotheses of Theorem 3.4.3, and suppose also that the
matrix M is symmetric. Let {uf} and u be the sequence of solutions to (3.1) and its
limit, respectively, given by Theorem 3.4.3. Then,

u —uw® — 0 strongly in Hy (Q).
Remark 3.4.7. In [45] it is proven that, for general problems with gradient-dependent
lower order terms, the simple representation given by Theorem 3.4.6 does not hold
in general. However, the nature of our problem allows us to prove a corrector result

analogous to the linear case in spite of the presence of the gradient term.

Proof of Theorem 3.4.6. First of all observe that

n /Q IV (uf —uw®)|* < /QM()C)V(M8 —uw®) - V(uf —un®)

~

= / M (x)Vu® -V (uf — uw®) —/ M(x)V(uw®) -V (uf — un®). (3.29)
Q Q
We will now pass to the limit in each term of the right hand side of the equality (3.29).

~

Indeed, for the first one, we take u® — uw?® as test function in (3.1) and obtain that

/M(x)V;E-V(l;;—uws):l/ UE (4F — uw®)
Q Q

o~ g(x,Z?)w%yq(%_uwSH/f(x)(%—uwf). (3.30)
{|u|>0} Q
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By virtue of Theorem 3.4.3, Lemma 3.4.5 and also (3.17) and (3.19), we know that

u® —uw® — 0 strongly in L*(Q) for all s € [1,0). Moreover, Lemma 3.4.5 also implies
1

that {|u®|} is bounded in WO1 “1(Q). Therefore, we can pass to the limit in (3.30) arguing

as in the proof of the strong convergence in Lemma 3.3.5. In sum, we deduce that

/ M(x)VidE - V(4 — unf) — 0.
Q

Concerning the second term of (3.29), we derive, using the symmetry of M, that

/M(x)V(uwg)-V(;é—uwg) :/QMM(X)VWE-V(I;\E—MWS)

/ x)Vu- V(bT—uw /M(x)Tng-V(u(;tz—uwg))

/Q(u —uw®)M(x)Vw® Vu+/ x)Vu-V(uf —uw®)
Observe now that (3.20) implies that
/QM(x)Tng : V(u(;‘g —unw®)) — 0.
Moreover, the remaining terms
/Q(b/t\‘g —un®)M(x)Vw® - Vu, /Qw‘sM(x)Vu : V(;t\g —uw®)

are both products in L?(Q)N of a strongly convergent sequence times a weakly conver-
gent one. Therefore both terms converge and the limits are clearly zero.

In conclusion, we have proved that we can pass to the limit in (3.29), and the limit

is zero. The proof of the result is now finished. [
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Chapter 4

A singularity as a break point for the
multiplicity of solutions to quasilinear
elliptic problems

S. Lépez-Martinez, A singularity as a breakpoint for the multiplicity of solutions to quasilinear

elliptic problems. To appear in Adv. Nonlinear Anal.

Abstract. In this paper we deal with the elliptic problem

|Vul?

—Au = Au+ p(x) " +f(x), x€Q,
u>0, xeQ,
u=0, X € 0Q,

where Q C R" is a bounded smooth domain, 0 S p1 € L™(Q), 0 S f € LP°(Q) for some py > 5,
1<g<2 ac0,1] and A € R. We establish existence and multiplicity results for A > 0 and
o < g — 1, including the non-singular case & = 0. In contrast, we also derive existence and
uniqueness results for A > 0 and ¢ — 1 < a < 1. We thus complement the results in [38, 39],
which are concerned with o = g — 1, and show that the value @ = g — 1 plays the role of a break

point for the multiplicity/uniqueness of solution.

99
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4.1 Introduction

In this paper we deal with the following boundary value problem:

|Vul?

—Au = Au+ p(x) " +f(x), x€Q,
u>0, xXEQ, (P2)
u=>0, x € Q.

Here, Q is a bounded domain of RN (N > 3) with boundary dQ smooth enough, A € R,
0S ueL(Q),0sfeLlr(Q)forsome pp>5,1<g<2and0<a<l1 A
solution to (Py) is a function 0 < u € H}(Q) NL*(Q) which satisfies the equation in
(Py) in the usual weak sense (we will be more precise about the concept of solution
in Definition 4.3.1 below). Observe that, if & > 0, then the lower order term presents
a singularity as u approaches zero, i.e., as x approaches dQ. Our goal is to study the

existence, nonexistence, uniqueness and multiplicity of solutions to (P)), specially for
A >0.

The first motivation for dealing with this problem comes from the non-singular case
o=0,1i.e.,
—Au = Au+ p(x)|Vul?+ f(x), x€Q,
u>0, xeQ, (Ry)
u=>0, X € Q.

Non-singular problems with lower order terms having natural growth in the gradient
have been extensively studied since the pioneering works by Boccardo, Murat and Puel
in the *80s and ’90s (see [28,30,32] and references therein) and, in particular, problem
(Ry) is very well understood for 1 < ¢ <2 and A < 0. Indeed, it is well-known from
classical results (see [28, 32]) that problem (Rj) admits at least one solution for all
A < 0. Concerning the uniqueness of solution, it was first dealt with in [18], and their
results have been improved in several directions since then (see [11] and references
therein). In particular, it has been recently proved in [11] that uniqueness holds for
all A < 0. However, the existence of solution for A = 0 is not always guaranteed.
Roughly speaking, if || f{|zro(q) or [|1t]|z=(q) are small enough (if 1 < g < 2, then one
needs to ask both to be small, see Proposition 4.3.4 below), then there exists a unique
solution to (Ry), as it is shown for instance in [69] (see also [85] and references therein).
Conversely, it is proved in [3] (see also [87]) that, if f or u are large in some sense, there
exists no solution to (Rp); in consequence, A = 0 is a bifurcation point from infinity.

Concerning this last case, a very precise description of the blow-up of the solutions at
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A =0, and also a necessary and sufficient condition for the existence of solution to
(Rp) in terms of the corresponding ergodic problem, are given in [113] under slightly
stronger hypotheses on f and u.

The scenario in which (Rp) has a solution is not so well understood and has risen
interest in the recent years. In this case one expects to find solutions to (R;) for small
A > 0 by a continuation argument. However, the uniqueness and multiplicity problems
are harder to deal with for A > 0, and very few results are known in this direction. In
fact, up to our knowledge, the literature contains results concerning only the quadratic
case ¢ = 2. In this regard, the first advances can be found in [90] for 1 > O constant.
Shortly after that, some improvements appeared in [89], where A = A (x) is allowed to
change sign but u is still constant. These two works employ variational techniques.
Going further, topological degree and bifurcation are used in [12] to handle problem
(Ry) with A >0and u € L*(Q) such that pt; < p < u, for some constants L, >y > 0.
We also quote [120], where functions 0 S pu € L*(Q) vanishing on dQ, and even with
compact support, are permitted at the expense of imposing N < 3 (the cases N = 4,5
are also handled provided A = A (x) satisfies extra hypotheses). Very recently, a similar
problem to (R ) with the p -Laplacian as principal operator has been considered in [55],
while sign-changing coefficients (including (1) are allowed in [56].

In all these works, the authors prove that, if there is a solution to (Ry), then problem
(R)) admits at least two different solutions for all A > 0 small enough, and it was first
shown in [12] that the branch of positive solutions bifurcates from infinity to the right of
the axis A = 0 (see [57] for a more complete picture when different sign conditions on
f are imposed). We stress again that all the mentioned papers have in common the as-
sumption g = 2. Indeed, the techniques employed for g = 2 usually involve exponential
test functions which somehow remove the dependence on the gradient in the equation.
For instance, this idea allows the authors of [90] to study the problem variationally,
while in [12] it is essential in order to find a priori estimates for A > 0. However, this
idea fails for 1 < g < 2 as the gradient term can not be removed when one looks for a pri-
ori estimates satisfied by supersolutions to (R, ). Up to our knowledge, the multiplicity

or uniqueness of solutions for A > 0 is an open problem if 1 < ¢ < 2.

Turning back to (P;), another motivation for studying this problem comes from
the very recent paper [38]. In such a work, problem (P;) is studied in the singular
case ¢ > 0, mostly in the special case o = g — 1. Elliptic problems with singularities
at u = 0 have become of remarkable interest since the seminal papers [51,97, 124].
Without the aim of being exhaustive, some related references dealing with this kind of

singularities (with or without lower order terms with natural growth in the gradient)
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are [6-8,15,24,48,64,65,72,73,76-78]. The interested reader is referred to [65] and
references therein, where a rather complete background on singular problems can be
found.

Focusing specifically on problem (P, ), in Remark 6.1 of [38] the authors observe
that, if g =2 and 0 < @ < g — 1 = 1, the techniques in [12] can be adapted to derive
again a multiplicity result for A > 0. Hence, roughly speaking, mild singularities at
zero do not alter the behavior of the solutions, as far as the multiplicity for A > 0 is
concerned. Nonetheless, the main result in that paper shows that multiplicity fails for
I <g<2and o =¢g—1 (see [15] for ¢ =2 and u constant). To be precise, the authors
prove under natural hypotheses on u and f that, if @ = ¢ — 1, there exists A* € (0,]
(where A; = inf HY(@)\{0) Jo|VV|?/ [ v?) such that problem (P} ) has a solution if and
only if A < A%, and in this case, the solution is unique (see also [39] for a similar
existence result when f and u may change sign). In particular, one has existence and
uniqueness for A > 0 small. Since this result is true for 1 < g < 2, it is natural to wonder
whether o« = g — 1 is a break point for the multiplicity of solutions not only in the case
g =2, butalso for 1 < g < 2.

In the present work we contribute to these topics by proving that, if there is a solution
to (Py), then there are at least two different solutions to (P;) for all A > 0 small enough
provided ¢ and « satisfy certain relations involving also the dimension N. We prove
also that the branch of positive solutions bifurcates from infinity to the right of the axis
A=0.

To be more precise, we consider the following set of hypotheses:

([ Q c RY is a bounded domain of class €2,
u € L=(Q) satisfies that p(x) > up a.e. x € Q for some constant g > 0,

0S f € LP(Q) for some py > 5, (H1)
q€(1,2),
ocl0,g—1).

\

Observe that u is bounded away from zero but not necessarily constant. We introduce
here the main result of this paper:

Theorem 4.1.1. Assume that (H1) holds and that (Py) admits a solution ug. If ¢ > 1%,

suppose also that

g—1—a < 4- a
g—200 “N—qg+1
Then, there exists A € (0,A;) such that problem (Py) admits at least two different solu-

4.1)

tions for all A € (0,A]. Moreover, zero is the unique bifurcation point from infinity to

problem (P)).
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Even though this result deals only with the range A > 0, in order to make a more
complete picture we will gather and prove in Section 4.3 some existence, nonexistence
and uniqueness results about problem (P)) for A < 0. We stress that the uniqueness
result for A < 0, apart from being new in the literature, shows that A = 0 is a critical
point beyond which the nature of the problem changes drastically, as in the well-known

case ¢ =2 and ox = 0.

Concerning the proof of Theorem 4.1.1, the idea is to derive a priori estimates of the
solutions to (Py) for all A > Ay which are independent of A > 0. This idea first appeared
in [12] for ¢ =2 and a = 0, but the approach for deriving the estimates does not work in
our framework. For our purposes, it is more convenient to use the arguments developed
in [120], which allow us to find L? estimates of supersolutions. After that, we establish
a bootstrap argument, which works thanks to some results in [85], that yields an L™
estimate. Actually, these results are valid only in the nonsingular case @ = 0, so we will
extend some parts of them to our singular framework. After writing the present work,
it came to the author’s knowledge that similar results extending [85] to a more general

setting have been recently obtained in [96].

Hypothesis (4.1) in Theorem 4.1.1 deserves some comments. It appears in the proof
as a result of the combination of the mentioned techniques from [120] and the bootstrap
from [85]. However, we presume that this is a technical assumption forced by the tools
we employed, so the theorem might admit some improvements. In order to clarify the
meaning of this condition, we derive two corollaries below in which simpler conditions

assuring (4.1) are imposed. For instance, if we consider the sequence

2 Vn <4,
On=9 n+2—Vn2—4n—4 4.2)
Vn > 5,
4
then ¢ € (1,0Qp] \ {2} implies (4.1), with no extra hypotheses on & but 0 < o < g — 1
(see Corollary 4.3.17). Observe that Q, > 1 but lim;,—,.c O, = 1. This means that, if N
is large, then ¢ has to be chosen close to 1. However, one would expect a multiplicity

result for any ¢ € (1,2) and any N. This still remains as an open problem. In any case,
Corollary 4.3.17 represents a remarkable advance, in particular, about the nonsingular
problem (R, ). Changing the point of view, we give in Corollary 4.3.18 below a condi-
tion on o that is sufficient for applying Theorem 4.1.1 even for ¢ close to 2 and for N

large.

With the aim of having a deeper insight into problem (P, ), we also consider in this
work the case ¢ — 1 < o < 1. In contrast to the previous situation (0 < a < g— 1), we

will prove that existence and unigueness hold for A > 0 small enough. For this purpose,
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we will need the following assumption on Q:

{ There exist rg, 8y > 0 such that, if x € dQ and 0 < r < rg, then (A)

|Q,| < (1—6p)|Br(x)| for every connected component €, of QN B,(x).

Note that, if dQ is Lipschitz, then Q satisfies (A) (see [11]), so this represents only a
mild restriction. The precise hypotheses that we need are gathered here:

([ Q c RY is a bounded domain satisfying condition (A),
05 puel(Q),
0S feLP(Q)for po > 5, (H2)
g€ (1,2),

¢g—1<a<l

We emphasize that u is allowed to vanish in subsets of  with nonzero measure.

The statement of the main result in the g — 1 < o <1 case is the following:

Theorem 4.1.2. Assume that (H2) holds. Then there exists a solution to (Py) for all
A < A1, and there exists no solution to (Py) for all A > Ay. Moreover, the solution is
unique for all A < 0. Finally, if f satisfies that

VoCCQ depy>0: f(x)>cop ae xco,

then the solution is unique for all A < Ay and Ay is the unique bifurcation point from
infinity to problem (Py).

Even though we are specially interested in the uniqueness part, the existence state-
ment in Theorem 4.1.2 deserves also attention. Observe that one has existence of so-
lution if and only if A < A;. This suggests that the nonlinear term does not play an
essential role in this case, since the situation is analogous to the linear problem (¢ = 0).
Recall that this is not the case when o@ = g — 1, for which one has existence if and only
if A < A%, where A* < A; provided p > 0 (see [38, Remark 6.3]).

The proof of the existence of solution in Theorem 4.1.2 is performed by passing to
the limit in certain family of approximate nonsingular problems. We will derive Holder
continuous a priori estimates on the solutions to such a family, which will allow us
to pass to the limit. For proving such estimates, the assumption & < 1 is essential (see
Remark 4.3.3 below). Moreover, the continuity of the solutions is also essential to prove
their uniqueness. Indeed, we state and prove in Section 4.2 two comparison principles
valid for continuous lower and upper solutions to singular equations. As far as we know,

these two results are new, and they are interesting by themselves as only few uniqueness
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results for singular equations are known (see [10, 15, 16, 37,38]). We follow in their

proofs the arguments in [11] and [38].

As a summary, our results contribute to the theory of equations with subquadatic
growth in the gradient, extending what it is known about the multiplicity of solutions in
the quadratic case. On the other hand, they can be seen as a link between the singular and
nonsingular theory, in the sense that they show that the presence or not of a singularity
is determining only if it is strong enough. Finally, new existence and uniqueness results

are given for strong singularities, where the uniqueness part is specially remarkable.

We organize the paper as follows: in Section 4.2 we deal with the mentioned com-
parison principles; we devote Section 4.3 to prove Theorem 4.1.1 as well as some auxil-
iary results and some consequences of the mentioned theorem; Section 4.4 contains the
proof of Theorem 4.1.2, and Section 4.5 is an appendix where we prove a continuation

result needed in the proof of Theorem 4.1.1.
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Notation

e Forevery x € RV, the distance from x to dQ will be denoted as & (x). Furthermore,
for p > 1 we will denote as L”(Q, §) the space of measurable functions u: Q — R
such that

1
P
[ullzr(,8) == </Q|M(X)|p5(x)dx> < too,
identifying functions equal up to a set of zero measure.

e For p > 1, we will denote the usual Marcinkiewicz space as .Z”(Q), i.e., the
space of measurable functions u :  — R for which there exists ¢ > 0 such that
[{|u| > k}|k? < c for all k > 0. In this case, we denote

ull v (@) = (inf{c > 0: [{|u] > k}|k” < c for all k > 0)% .

e For k > 0, we will write T;(s) = max{—k, min{s,k} } and Gi(s) = s — Tj(s) for all
seR.
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e The principal eigenvalue of the —A operator in Q under zero Dirichlet boundary
conditions will be denoted as A;. In other words, A, is the unique real number
satisfying that the equation —A¢@ = A; ¢ has a solution 0 < ¢ € HJ(Q). We will

write ¢ for the positive eigenfunction associated with A; such that ||y || =) = 1.

4.2 Comparison principles

We start with a comparison principle valid for singular equations. The proof basically
follows the steps of a similar result in [11]. However, up to our knowledge this is the
first time that a comparison result has been proved including a general positive singular
lower order term on the right hand side of the equation (see the comparison results

in [38], where a specific 1-homogeneous singular term is considered).
Theorem 4.2.1. Let 1 < ¢ <2, A <0, he Ll (Q) and g : Q x (0,400) — [0, +o0)
satisfying

s+ g(x,s) is nonincreasing for a.e. x € Q,

x> g(x,s) is locally essentially bounded for all s > 0.

Let u,v € C(Q) W (Q), with u,v > 0 in Q, be such that
/QVMV(]) S?L/Qu¢)—|—/gg(x,u)|Vu|q¢+/Qh(x)¢ and 4.3)
/QV\/Vd) 2l/ﬂv(b—f—/ﬂg(x,v)\qud)—I—/Qh(x)qﬁ (4.4)

forevery 0 < ¢ € H} (Q)NL*(Q) with compact support. Suppose also that the following
boundary condition holds:
limsup(u(x) —v(x)) <0 Vxg € dQ. 4.5)
X—rX0

Then, u <vin Q.

Remark 4.2.2. Theorem 4.2.1 is valid for a wide class of lower order terms. For in-
stance, the model example is

glx,s) =—= ae.xeQ, Vs>0,

for any ¢ > 0 and 0 < pu € L2 (Q). In particular, the growth of the singularity is ir-
relevant in the proof. Nonetheless, the comparison principle does not work for A > 0.
Indeed, as we pointed out in the Introduction, if the singularity is mild enough in some
sense, then a multiplicity phenomenon appears for A > 0. Thus, for the model case, the

comparison result is sharp in terms of the sign of A.
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Remark 4.2.3. In Theorem 4.2.1, u,v € C(2) are not assumed to be continuous up to
dQ, so a suitable ordering condition on the boundary is given by (4.5). However, if

u,v € C(Q), then hypothesis (4.5) is equivalent to the usual and more natural condition
u(xp) < v(xp) for all xg € Q.

Proof of Theorem 4.2.1. Let us denote w = u —v. For k > 0, we consider the function

¢ = (w—k)™, and we also denote
A ={x e Q:w(x) > k}.

Arguing by contradiction, assume that w # 0. Notice that, in consequence, A; # 0 for
every k € (0, [|wT|| Lm(Q)). Moreover, condition (4.5) implies that Ay CC Q. Therefore,
¢ has compact support in Q. In particular, ¢ € H}(Q)NL™(Q), so it can be taken as
test function in (4.3) and (4.4), obtaining that

/Qwv(w_kﬁg;L/Qu(w_k)u/Qg(x,u)|vu|%w—k)++/Qh(x)(w—k)+ (4.6)
and

/ VoV(w—k)* > z/ v(w—k)++/ g(x,v)|Vv|q(w—k)++/ h(x)(w—k)*. (4.7)
Q Q Q Q
Subtracting (4.7) from (4.6) we get
LIV =0 P [ (w-pt)
Q Q
Ak [ =)+ [ (gl) Vult = g(e) 91 (0 — )
Q Q

Since A < 0, we deduce that

LIV 00r =0 = [ (gl [Vl = g(x.v) [V¥[9) (= ) (4.38)
Q Q

Let ko € (0, ||w" | =(q)) and let @ CC Q be an open set such that Ay, C @. Observe
that Ay C Ay, for all k > kq. Then, using the properties of g, it is clear that

glnu) < 8(6v) < g(oinf(v) < [[sCim)]|

in Ay for every k € [ko, |[w*||1=(q)). Therefore, from (4.8) we deduce that
[ 90— P = [ geow)lIValt = (997w = )" “9)
Q Q

[ vl = ovie| -yt
L= (@) J Ay

< s infv))
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for every k € [ko, Hw+||Lw(Q)).

For every j € R, let us denote Q; = {x € Q: |[w(x)| = j}, and consider also the set
J={jeR:|Qj| #0}. Since |Q| < oo, then J is at most countable, which implies that
the set {J je; Q2 is measurable, and we also have that

Vw=0 in[JQ = [Vu|=|Vv| in[]JQ;.
jeJ jeJ
Hence, if we define the set Z = Q \ |J ¢, Q;, we deduce from (4.9) that

L=(w) /Amz (/01 %(]qu +(1= I)Vv|q)dt) (w— k)+

=C (/1 tVu+ (1 =) V|9 2(tVu+ (1 - t)Vv)det) (w—k)*. (410
ANZ 0

LIv0e=0 2 < [g(-inf(v))

Taking into account that u,v € WIO]C’N(Q) and Ay CC £, we have that
tVu+ (1 —1)Vv| < |Vu| +|Vv|+1=n € V(AN Z).
Hence, from (4.10) we derive that
vk gy <C [ wwle =0 <C [ ivie =kt k)

< Clnllvanz 100 =0) " g @ v =6 "l e (4.11)

< Clnloy i 100 — K -
Let us now define the function F : [ko, ||w™ | Lm(g)} — R by

F(k) = nllvanz) = VUl + Vvl + 1| v nzy VR E ko, W |l =) »

and F (|[w"||;=(q)) = 0. Itis clear that F is nonincreasing and continuous. Thus, choos-
ing k close enough to [|w"||;=(q), we deduce from (4.11) that (w — k)™ = 0. That is to
say, w < k in Q. But this is not possible since k < ||w™ || ;=(q) = supq(w).

In conclusion, we have proved that w* =0, i.e., u < vin Q. O]

Next theorem is another comparison principle which works for A > 0. In turn, one
has to impose stronger hypotheses on g and 4. The proof is similar to the one above
combined with some ideas in [38].

Theorem 4.2.4. Let 1 <g<2, A€R, 0<he Ll (Q)andg: Qx (0,4) — [0, +oo)
satisfying
s 57 1g(x, s) is nonincreasing for a.e. x € Q,

x> g(x,s) is locally essentially bounded for all s > 0.
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If A > 0, assume also that
VoCCQ Fepy>0: hx)>cy ae x€o. 4.12)

Let u,v € C(Q)NW™N (Q), with u,v > 0 in Q, satisfying respectively (4.3) and (4.4)
for every 0 < ¢ € Hi(Q) NL™(Q) with compact support. Suppose also that, for every
€ > 0, the following boundary condition holds:

, u(x)
< . .
h;rcis;cl;p<\/(X)+8> <1 Vxp€dQ (4.13)

Then, u <vin Q.

Remark 4.2.5. The observation made in Remark 4.2.3 is valid also for Theorem 4.2.4
substituting condition (4.5) with (4.13).

Proof of Theorem 4.2.4. For every € > 0, let us consider the function

lo “
We = .
€ £ v+ €

We claim that wl = 0 for any € > 0. Suppose by contradiction that there exists & > 0
such that w}, # 0. Let us fix ko € (0, [w [|1=(q)) and € € (0, &), the latter to be chosen
small enough later. It is clear that wg, < we in £, so wg Z0.

For k € [ko, ||w¢ [|1=(q))- let us denote
Ap={xeQ:we(x) >k} ={xcQ:u(x) > (v(x)+e)}.

It is clear that Ay # 0. Moreover, from (4.13) we easily deduce that A; CC Q. Then, the

function (we — k)™ has compact support and, in particular, (we — k) € H} (Q)NL™(Q).
(Ws*k)+ (

Therefore, we may take as test function in (4.3), and 97 in (4.4), obtaining

/QVu”V( k)+</ v, +7L/

o u?
\Y h
+ uq‘lg(x,u)ﬂ(m—k)ﬂr ﬁ(wg—k)+ (4.14)
Q ud Q Uu
and, using that g > 0,
Vv |Vv|? %
v —k+>/ e /1/— . 4.15
/Qv+8 (we —k)" 2 (v—i—g)Z(W8 )T V+8(W8 ) (4.15)
q-1 Vvl ot /h(x) ot
+/V 8(xv) ya— 1(\/—}—8)<W)3 )T+ Qv—i—e(we )

V2
N o

\vanl
+/vq1xv|v| +/
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Let @ CC Q be an open set such that Ay; C @. Observe that Ay C Ay, for all k > k.
Then, it is clear that

wt glx,) < glx.v) < sup(v)* g (e inf(v) < sup(v)*" g, inf(v))

L~(o)
in Ay for every k € [ko, ||w{ | Lm(g)). Therefore,
q—1 w_ q—1 |Vv‘f1 _ N\t
(s et T o gt S e
_ : Vul?  |Vy|
<sup(v)? IH -, inf(v / | — we — k).
<sup(v)? etcinto)| R = e
Moreover, we have that
p(Lo )2 0 inay forevery k€ [kou g ma) 4.16)
_ — w ) .
u v+e v+e k Y 0-11%e IL=(Q)

whenever A < 0. On the other hand, if A > 0, let us take

. l—e o
€ < min 80,Tcw ,

where ¢, is the constant given by (4.12). With this choice, it is straightforward to deduce
that (4.16) holds again.

Therefore, subtracting (4.14) and (4.15), and taking into account that u,v € WIOIC’N (Q)
and also (4.16), we may argue as in the proof of [38, Theorem 3.2] and achieve a con-

tradiction taking k close enough to ||y ||;=(q)-

In conclusion, necessarily w;f =(forany € >0, 1.e,u <v+e¢&in Q for any € > 0.
Letting € — 0 it follows that u < v in Q. [

4.3 Multiplicity forO < ax <g—1

In this section we will study problem (P)) under condition (HI). In this case observe
that, if 0 < u € W' (Q) and 7 > 0, then

|Viu|? _ g« |Vul4

(tu)® u® -

Since @ < g — 1, then ¢ — o > 1. That is to say, the lower order term has superlinear

homogeneity.

The concept of solution we will adopt is gathered in the following definition.
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Definition 4.3.1. Given A € R, a subsolution to (P)) is a function u € Hj (Q) NL™(Q)
such that u > 0 a.e. in Q, u'g- M® e 11 (Q) and

loc

/VuV¢<7L/u¢+/[J ¢>+/f X9 V0< ¢ eCHRQ).

Reciprocally, a supersolution to (P;) is a function u € H'(Q) NL*(Q) such that u > 0
[Vl o 1
€L

loc

ae. inQ, u— (Q) and satisfies the reverse inequality. Finally, a solution to (P;)

is a function u € H}(Q) N L™(Q) which is both a subsolution and a supersolution to
(P

Remark 4.3.2. Arguing as in [38, Appendix], it can be proved that, for A € R, every
solution u to (P))) satisfies that u'i—lgqq) € L1(Q) forall ¢ € H}(Q)NL™(Q) and

/VMV(]) z/u¢+/u ¢+/f )6 Vo€ HLY(Q)NL(Q).

This fact allows us, in particular, to take u itself as test function.

Remark 4.3.3. Assume that (H1) holds. By taking ¢; as test function in the weak
formulation of (P;) one easily deduces that, if u is a solution to (P)), then A < A;.
Furthermore, since a € [0, 1], it can be proven as in [38, Appendix], which follows the
ideas in [94], that every solution u to (P}), for any A < A, satisfies that u € C%"(Q) for
some 1 € (0,1). Finally, since the solutions to (P;) are positive in compact subsets of
Q, then it can be seen again as in the mentioned appendix that u € WIJC’N(Q) for every
solution to (P) for any A < A;.

Our first result is concerned with the existence and uniqueness of solution to (P, ) for
A < 0. The existence is well-known from the works that are quoted in the proof below.
However, a precise statement for unbounded datum f is required for our purposes. In

any case, the uniqueness is new up to our knowledge.

Proposition 4.3.4. Assume that (H1) holds. Then, problem (P;) has a unique solu-
tion for all A < 0. Moreover, assume additionally that either o« > 0 or the following

smallness condition holds:

Y

2 N2|B;(0)|¥
a(b+fllre) < <N )|—()1|
Po |Q|N 0
where B1(0) denotes the unit ball in RY, and a,b > 0 are such that
]l ls9 < alsP+b VseR.

Then (Py) has a unique solution.
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Remark 4.3.5. For the sake of simplicity, we have assumed (H1) in Proposition 4.3.4.
Nevertheless, as it will be shown in the proof, the condition y > g is not needed, only
u > 0 is sufficient.

Proof of Proposition 4.3.4. The result for ¢ = 0 and A < 0 is well-known. Indeed,
the existence of solution for &« = 0 and A < 0 is proven in [28, 32], the existence for
o = A = 0 under the smallness condition is proven in [69], and the uniqueness for
oo =0and A <0,in [11]. Thus, we assume that @ € (0,¢g—1).

Observe now that, by Young’s inequality, there exist C;,C> > 0 such that

2
0<u(x)|§i<cl|%+cz (4.17)

IR s

for all & € RY, for all s € R\ {0} and for a.e. x € Q, where

2a 2g-1 2
20 _20g-D _, 2 (4.18)
q q q

Then, the hypotheses of [77, Proposition 4.1] are fulfilled, so there exists a solution
up € H} (Q)NL=(Q) to (Py) in some weaker sense than Definition 4.3.1. Nonetheless,
since f = 0 in Q, then the strong maximum principle implies that ug > 0 in Q, so ug is

in fact a solution to (P)) in the sense of Definition 4.3.1.

Concerning the existence for A < 0, we argue by approximation as follows. For all

n € N, let us consider the problem

|V, |4
—Auy = Aup + p(x) " +T,(f(x)), x€Q,

n

iy > 0, XeQ. (4.19)

u, =0, x€0dQ.

Since (4.17) and (4.18) are satisfied, we know from [76] that there exists a solution
up, € HH(Q)NL™(Q) to (4.19) for all n. Notice now that

q
~tup <0V ), vea

04
ul’l

Hence, Theorem 4.2.1 applies (see Remark 4.3.3) and yields

Uy <up < Hu0||Loo(Q) ae. xe Q.

In other words, {u,} is bounded in L*(Q). By taking u, as test function in the weak
formulation of (4.19), we immediately deduce that {u,} is also bounded in H}(Q).
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Hence, there exists u € H} (Q) NL*(Q) such that, passing to a subsegence, u, — u
weakly in H} (Q) and u, — u strongly in LP(Q) for any p € [1,0).

Observe also that, again by comparison, u, > z for all n, where z € H} (Q) NL*(Q)

is the unique solution to

—Az=Az+Ti(f(x)), xe€Q,
z=0, x € IQ.

Now, the strong maximum principle applied on z implies that
YVoCcCQ dcy>0: u,>cey ae. ino, Vn.

Therefore, {—Au,} is bounded in L/

loc

(Q). Thus, by virtue of [26, Theorem 2.1], it
follows that Vu, — Vu strongly in LI(Q)", up to a subsequence. The convergences we
have proved about {u,} and {Vu,} are enough to pass to the limit in (4.19). The proof
is standard, we refer to the proof of [38, Proposition 5.2] for further details. In sum, u
is a solution to (Py).

The uniqueness of u is a direct consequence of Theorem 4.2.1 and Remark 4.3.3. [

Next result shows that, if a = 0, then the existence of solution to (Py) may fail if
f or u are too large in some sense, in contrast to the case & > 0. Thus, the smallness
assumption in Proposition 4.3.4 is justified. In fact, this result is basically contained

in [3, Theorem 2.1]. We include the statement and proof in our context for completeness.

Proposition 4.3.6. Assume that (H1) holds with o« = 0, and suppose that (P;) admits a

solution for some A > 0. Then,

/f(x)qﬂ’g/ Vol — Y0< ¢ eW, T (Q)NLT(Q).
Q 2 ((g—1u(x))aT

Proof. Letube a solution to (Py), andlet0 < ¢ € WO1 ’q/(Q) NL=(Q). Since ¢’ > 2, then
07 € H}(Q)NL™(Q), so it can be taken as test function in the weak formulation of (7))

to obtain, after using Young’s inequality, that
[ G w@vult+ g0 = [ vuv(o?)=o [ 671 vuvy
vol?
< [ e IVulq¢q+/ ‘ "" -

Hence, it is now clear that the result follows. O]
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Our aim in the next two subsections is to prove, for a fixed A9 > 0, an L™ estimate
for the solutions to (P) for all A > Ag. Such an estimate implies that zero is the only
possible bifurcation point from infinity to problem (P;). This fact will be the key to
prove multiplicity of solutions to (P;) for A > 0 small enough.

4.3.1 A priori L? estimates

This subsection is devoted to proving an L” estimate on the supersolutions to (P;) for

A > 0. The techniques employed here have been taken from [120].

The first result of the subsection provides an apparently weak local estimate on the
solutions to (P; ). Notwithstanding, this is the starting point for proving the L™ estimate
we are aiming at. Concerning the proof, we will argue similarly as in Proposition 4.3.6.

Lemma 4.3.7. Assume that (H1) holds. Then, for every Ay > 0 and @ CC Q there exists
C > 0 such that

/ u<cC. (4.20)
w

for every supersolution u to (Py) with A > A.

Proof. Let ¢ € C}(Q) be such that @ CC supp(¢), 0< ¢ <1inQ and ¢ =1 in w.

Taking ¢f € C!(Q) for some 3 > 1 as test function in (P} ) and using Young’s inequality
twice we obtain that

/(lu—i—,u( )‘ ul? )¢ﬁ</vuv (¢P) [3/¢ﬁ 'Vuve

cHo [ IV [ PODI
o Bl

|Vul? g Ao B Vo
_zgua¢+ /¢+c/( )

> the last term in the previous inequality is bounded. Therefore,

Taking B =
Vul|? Vul|?
/(Aowuo‘ Mol r)or <o [ elor s 20 [ughrc
Q u 2
so (4.20) follows by taking into account that ¢ =1 in ®. 0

The following is a slightly more general version of [34, Lemma 3.2].
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Lemma 4.3.8. Ler Q C RN be a bounded domain with boundary of class €2, and let
0<heL'(Q)andve H (Q) be such that v— € H}(Q) and —Av > h in Q. Then, there
exists a constant C > 0 depending only on Q such that

KEC/ O0h a.e xcQ.
0 Q

Proof. Let us consider the following problem for all n € N:

—Av, = Tn(h<x))v x €Q,
vp =0, X € JQ,

It is well-known that it has a unique solution v, € Cé’v(ﬁ) forall v € (0,1). Moreover,
[34, Lemma 3.2] implies that
vn(x) > C8(x) / ST,(h) VxeQ,
Q

for some C > 0 depending only on . In particular, it does not depend on n.

On the other hand, by comparison, it is clear that v,, < v a.e. in Q, so
V> C5/ O0T,(h) ae. x€Q.
Q

We conclude the proof by letting » tend to infinity. O

Next lemma is an immediate consequence of Lemma 4.3.8.

Lemma 4.3.9. Assume that (H1) holds. Then, there exists C > 0 such that

|Vul?

u(x) > C5(x)/ (lu-l—u(y)vu—z +f(y)) O(y)dy ae x€Q, (4.21)

Q

for every supersolution u to (Py) with A > 0.

Combining Lemmas 4.3.7 and 4.3.9 we obtain in the following result some estimates

in weighted Lebesgue spaces.

Lemma 4.3.10. Assume that (H1) holds. Then, for every Ay > 0 there exists C > 0 such
that

L ullppes <C Vpe [1,5),

Vul4 1-a
2 || =V s <€

L1(Q,8)
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for every supersolution u to (Py) with A > Ay.

Proof. Integrating both sides of inequality (4.21) over any open set @ CC Q and using
the estimate (4.20) we deduce that

fcaws= [ (hurue T+ r) s <c( [ ) (/wa>1 <c

In particular,
|Vul?

/T‘SSC’
Q u

and this is equivalent to item 2. Regarding item 1, observe that

[Aul 10,5y < C

Hence, by [70, Proposition 2.2] we obtain directly item 1. 0

We finish the subsection with the best L” estimate for supersolutions that we obtain

with these techniques.

Lemma 4.3.11. Assume that (H1) holds. Then, for every Ay > 0 there exists C > 0 such
that
Jullpmqy < C (4.22)

for every supersolution u to (Py) with A > Ay, where m = 53::;21;/ €(g—a,(g—a)).

Proof. Let us denote v = ul_%. Since 1 — % > %, we can argue as in [38, Lemma 2.6]
to prove that v € H} (Q). Then, [120, Proposition 2] implies that

/qus(ql) gc(/gvs>q+c(/g|vv|‘15),
(/QVQ*SNNq>Q/q*SC(/QvS)q—i—C(/QWVWS).

Hence, by Lemma 4.3.10 we derive that

and

/vq(s(‘fl) <C and /vq*SNq <C. (4.23)
Q Q

Now, [120, Lemma 3] implies that

0 i N 1-6
/vb67§C</ vqa—<q—1>) (/ W 6Nq> , (4.24)
Q Q Q
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where

N “_p N (¢-b)(g—1+F
b=—1" _ 0=L""¢c(0,1) and y= - - V=)
N—-qg+1 9 —q N—gq 9 —q

It is easy to check that, in fact, Y = 0. Therefore, recalling that m = b <l — %) , by (4.24)

and (4.23) we conclude that
/ W= / u" <C,
Q Q

and the result holds true. O]

4.3.2 A priori L™ estimates

In this subsection we will show how to obtain L™ estimates on the solutions to (P,) for
A > 0 by combining the L? estimate given by Lemma 4.3.11 and a bootstrapp argument.
We will make use of several results in [85]. In fact, the ideas in such a paper will be
used also to derive some new results which provide analogous estimates in our singular

framework.

We start the subsection with the easier case o = 0, which is interesting itself; we will

deal with the singular case & € (0, — 1) later. Thus we state and prove the following

Proposition 4.3.12. Assume that (H1) holds with oo = 0, and consider the sequence
{0y} defined by (4.2), i.e.,

2 Vn <4,
On=9 n+2—Vn2—4n—4
4
Then, for every q € (1,0n]\ {2} and every A9 > 0, there exists C > 0 such that

]| = () < C (4.25)
for every solution u to (Py) with A > Ay.
Proof. In this proof, C denotes a positive constant independent of u and A whose value
may vary from line to line.

We start by assuming that 1 < g < 1% Observe that ]% < On, s0 g < Qy is not
a restriction in this case.

Let us denote h(x) = (A + 1)u+ f(x). Then, u satisfies

u—Au= p(x)|Vul?+ h(x), XeQ,
u=0, x € Q.
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We know from Lemma 4.3.11 that ||ul|znq) < C, where m = 5 q +1 Consequently,
|Allr (@) < C, where p = min{m, po}. If m > 2, and taking into account that pg > 2,
then [85 Theorem 5.8, item (i)] implies that [|ul|;=q) < C.

Let us assume now that m = %V Then, [85, Theorem 5.8, item (ii)] implies that
||| (@) < C for all p < co. In particular, ||A]|1r0(q) < C. Since po > &, then again item

(i) of the same mentioned theorem yields the L™ estlmate.

Suppose now that (2*)' < m < §. Let us define the sequence {m, } inductively as

*% Nmn 1

my=m,_|= ]V2—n’ll VHGN,
n

where mo = m. This is clearly an increasing sequence. Moreover, using one more
time [85, Theorem 5.8, item (iii)], it is easy to see that ||ul|;m gy < C for n € N as long
as my, < % In particular, the same holds for A.

Assume by contradiction that m, < % for all n € N. Since {m,} is increasing and
bounded from above, there exists [ < %V such that, passing to a not relabeled subse-

quence, m, — [. Consequently,
NI

N =21
From this equality we deduce that / = 0. But this is a contradiction because mg > 0 and

[ =

the sequence is increasing. Therefore, m,, > % for some n € N, so the previous cases
imply that HMHL“(Q) <C.

It only remains to consider the case 1 < m < (2*)’ . Now, item (iv) of the same
theorem implies that

m(N—-2) m**
= <l1.
2(N—2m)  2° =

||(1+u)r_1u||Lz*(Q)§C, where 7=

On the other hand, it is straightforward to prove that, for any a € (0, 1), there exists a
constant b > 0 such that

s
asfgm+b Vs > 0.

Then, with m, = m)* ; and my = m, as before,
leell m (@) = llul] 22y < CUNL+20) " ut]| 2 ) +1) < C.

In particular, |||z q) < C. It can be proved inductively that |[u||zm ) < C as long as
my, < (2*)’. Arguing as above, we deduce that {m, } is increasing and dlvergent. Hence,

> (2*) for some n € N, and the proof concludes using the previous cases.
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We now turn to the range ]\% < g < 2. The procedure is the same as above. How-
ever, in this case, instead of Theorem 5.8, one has to apply (a finite number of times)

either [85, Theorem 4.9] or [85, Theorem 3.8], depending on the value of ¢g. In both

(g—1N

cases, one has to verify in the first step of the bootstrap that h € L ¢ (Q) so that the
hypotheses of both theorems are satisfied. We know by virtue of Lemma 4.3.11 that
h € L™(Q), so we have to impose that
Nlg-1) _ 4N
q " N—qg+1
One can easily check that the previous inequality is satisfied if and only if g < Qy.

It is left to consider the case ¢ = 1% Since ]% < Qpn, we can take € > 0 small

enough so that

N <g+€e<Q
N—1 -1 N

Moreover, we have by Young’s inequality that
L(x)|E7+h(x) < p(x)|ETTE+he(x) VEERN ae xcQ,

where h(x) = (A + 1)u+ f(x) and he(x) = h(x) + C¢ for some C¢ > 0. Therefore, the

previous case can be applied and the proof concludes. 0

We deal now with the singular case. For this purpose, it is necessary to derive
results similar to those from [85] mentioned in the previous proof, but valid for singular
equations. Even though our results are not proper extensions in the whole generality (as
in [85] the solutions are weaker than ours and the terms in their equation are not explicit

and only satisfy growth restrictions), they are new in considering singular terms.

The mentioned results will be concerned with the following auxiliary problem:

|Vul?
ﬁM—AMZH(X)u—a+h(X)7 x€Q,
u>0, xeQ, (4.26)
u=0, x€0dQ,
where the parameters satisfy
l<g<2, aecl0,gq—1), B>0, 0SueLl”Q). 4.27)

For any p € (1,%), let us denote

o= % € (l +oo) . (4.28)
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The following result provides estimates on solutions to (4.26) when ¢ is large and h

has enough summability.

Proposition 4.3.13. Assume that q, o, B, i satisfy (4.27), and assume in addition that

N
- N1

Then, for all M > 0 and p > W, p > 1, there exists C > 0 such that, for any

h € LP(Q) with [|h|[rqy < M and for any solution u to problem (4.26), the following
holds:

L Ifp< 525, then 6 € (3,1) and ||u(u+1)°"", 1(q) < C where G is defined by
(4.28),

2.1 'fN+2 <p<¥, theno>1and HuHH1 + Hu0||H1 < C, where o is defined
by (4.28);

3. if p="15, then ||u"|| ;) < C for all T < o, and
4. if p> 5, then |Jul| =) < C.

Proof. Proof of 1.

First of all, note that o € (,1) if and only if p € (1, 25).

Observe also that, if 1 + %V + NT_ZOC < g <2,then (Z ; aa) > 1\%1\]2’ so the condition

in item 1 may be fulfilled only if

We will assume consequently that g belongs to such an interval. In fact, we will divide
the proof of this item into several steps, considering different ranges for p and g. It can
be easily checked that each of these ranges is nonempty.

Case]:%<q<l—l—% and M<p< Nig— )p>1

In this case, there exists 6 € [O,% é (q— ]%)) N[0, &] such that p = N(q:—ége).

Then, it is clear that the following relation is satisfied:

2 *
m(20—1—0—4](0—1)):2 o. (4.29)
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Let us now consider the following functions defined for every ¢ > 0:

1

0=z s ()
/¢>
:/0¢<s>2ds,

where § > 0 will be fixed later. First of all observe that

ViV, (v) = [V, (v) 2

for any v € H(% (Q). Moreover, using (4.29) and also that 26 — 1 = 2;—,0, it can be proved
respectively that

2
2

(f"q)(r)*‘@z(r)) T<cC (cI>1 ¥ + C“) v > 0. (4.30)

and

2*

®,(1) < CPy(1)7 V> 0. (4.31)

For k > 0, let us take ®,(Gy(u)) € Hy(Q) NL7(Q) as test function in the weak

formulation of (4.26), so that we obtain

B [ ur(Gula) + [ VeGP = [ (u(ﬂwﬂw) B (Galw).

u
(4.32)
Let us now estimate the nonlinear term. Thanks to (4.30) we derive that
VG ()4 ||.u||L°°(Q)/ Py (Gi(u))
72 $y (G < — = Vo, (G
J T e Gl < g [ VGl gt

g L .
<c(f,won i) ( fuow (Gitasatentar) )
<c( [ waawr) ([, (<1>1(Gk<u>>2*+Cm>)1 |

q

sc(/g |Vo1>1<c;k<u>>rz)g (/Q \V@(Gk(u))rz) L oty
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We now focus on the last term in (4.32). Using (4.31) we deduce that

@G = [ ) ea(Grl)+ [ ) s G )

*

<B Gl +C [ )1 (G 7

< [;/Quq>2((;k(u))+c (/{|h(x)2ﬁk} \h(x)|p>'l’ (/QCDl(Gk(M))Z*) L

<B uc1>2<Gk<u>>+c( Lo ﬁk}wxw)’l’ ( / |v<1>1<Gk<u>|2)

If we denote Yy = ||®1(Gi(u)) HH(%(Q), we have proved so far that

2*
2y

2*

/

2*(1-4 *o(1—4
v2 <cyy (Yk (74) } gzall g>) T Clhte =il Yy

Hence, using Young’s inequality we obtain that

1 +2¢(1-4 .
EYkz <cy ( 2)+CCZ  +Cllhxgne =i 1 2@
or equivalently,
g+2*(1-4 *
CY} —CoY, (%) < 8%+ Ihxtg =g 125 ) (4.33)

for some C1,C, > 0 independent of k and .

Let us define the function F : [0,+) — R by
FY)=CY2 -Gyt (1-3) vy >o.

Since g < 2, it easy to see that

* q
2 2(1——).
<q-+ >

This means that F is positive near zero, negative far from zero, and has a unique maxi-

mum F* > 0 with a corresponding unique maximizer Z* > 0.
. £\ 7o
We now choose § =min 3 1, ( 5 . Thus,
*

* s F
Fy_Zcr:F*_ 26>_ 0
max(F(¥) - ¢ %) &z >

Let us now consider

k= inf{k> 0 |xaoy=pu35i0) < F =€}
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Hence, for any p > 0, the equation F(Y) = {2'° + A2 1h(x)=B (k) }||Lp has two roots
Z1 and Z; such that Z| < Z* < Z,. By virtue of inequality (4.33), it holds that for every
k > k* + p, either Y, < Z; or Y} > Z,. But the function k +— Y} is continuous and tends

to zero as k tends to infinity. Therefore,
Yiesp <Zy <Z".
If we let now p tend to zero, we obtain that
Yeo = [|@1(Gie (1))l i ) < 27

Notice that

2_ |VGk(u)|2Gk(u) VG (u)|*Gy(u)
\VMI (u k)
2/ (I - u—k)20 o)t T X {u=k+1}
1 |Vul|?
ZE/ (1 +u— k)20-0) K=kt 1)

S / VGt (u)?
= 22(1—6)+1 Q (Gk+1(u) + 1)2(1—6)'

Hence, we have that

[VGi(u)? ;
<C Vk>k*+1. 4.34
J (Gelu) + 1200 = ¢ k= (39
For k > k* + 1, estimate (4.34) implies that
|Vu|2 1+ou\?
(1+u @ o (14u)? 14u
|vc;k |2 1+ ou 2+/ VT ()2 [1+0ou\?
(14 u)? 1+u o (14+u)2t-0) \ 1+4u
VT;(u 1 2
C—|—/ \ k < +Gu) .
14+u

We claim now that

VT ()2 [1+0ou\?
/Q (1+u)20-0) \ 1+u =C (4.35)

Indeed, let us define the real functions for all # > O:

(1) = 1 1+01\?
¢ )_(1+;)2(176) I+t )
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It is easy to see that
0/ (t) +y(t) =2(t) vt >0,
and also that
y(t) <Cz(t) Vr >0, for some C > 0.

Now we take T; (u)y(u) as test function in the weak formulation of (4.26) and get

Vul1
[wmne+ [ ny @i = [ (ue T o0 - pu) nos.
(4.36)
Concerning the left hand side of (4.36), observe that

Ly@I¥TP+ [ 7wy Vil = [ @lVIwP+k | y@[V6i )
Q Q Q

(4.37)
where, by virtue of (4.34),

—k/y )| VGr(u))? < /ky VG (u |2<c/ u)|[VGr(u)> <C.  (4.38)

Gathering (4.36), (4.37) and (4.38) together we deduce that
/ 2) VT ()] < C(k* + 1) ( / V()| Vult + 1) (4.39)
Q Q
< et +1) [ FR@I+ [ NG+,

We will show now that there exists ko > 0 independent of ||| 1(q) such that k* < ko.
Indeed, the absolute continuity of the integral implies that there exists p > 0 such that,
if [{|h(x)| > Bko}| < p for some ko > 0, then||Ax () =pro} I75 () < F* — £¥9 ie.,

k* < ko. Observe that, if kg > M‘ézp‘ where ||| 1r(q) < M, then |{|h(x)| > Bko}| < p

and ko does not depend on ||A[|»(q), as we wanted to show.

Therefore, we can estimate £* in (4.39) and, by virtue of (4.34), we obtain that

[ v <c ( [ v+ 1) |

We finally arrive at (4.35) by using Young’s inequality and by the fact that z is a bounded
function. This concludes the proof of Case 1.

Case 2: <q<1—|— and Y- )<P<N+2

Observe that, in this range, one has in particular that ||A[|;-q) < |Q]%M, where
r= w. Then, Case 1 can be applied for 6 = 0. We will use this fact later. Let us
WN=2)r _ (N=2)(g=1) ~ (1

€(3,1).

also denote o, = 2N2) = 202—q)
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Recalling the definitions of ¢,®; and ®; in the previous case, for some k > 0 we
take @, (Gy(u)) as test function in the weak formulation of (4.26), so that we obtain

/Q IV, (Gi(u))|* < C/Q (WG;# + |h(x)|> Dy (G (u)). (4.40)

It can be easily proved that
Dy (1) <CP(t)Dy(t) Vr >0,

for some C > 0. Thus, using this inequality in the singular term of (4.40), we deduce
that

[ VI g, Gatu) < € [ IVG) 1! V6wl (Gelw) 1 (Gelw)
Q Q 1

<c(/ WGk<u>|N<q-”)$(/Q VG Po(Gi?) ( [ @it )1*
sc( /Q |VGk<u>|N<Q‘”)Alv /Q V1 (G (). (4.41)

Now we claim that
[ IvGiwlMen <c
Q

for some k > 0 large enough. Indeed, since ¢ < 1+ ]%/ we can apply Holder’s inequality

with exponent ( > 1 and obtain that, for any £ > 0,
AONNN (1-0N(g-1)
\% 1 —OorgT
| VG 1+Gk o (1 Gd)

Nig=1) N(g-1)

se(/g v 2) 2 (/Q (1+Gk(u)>(N(qzl>>/(l_G’)N(q_]))1_2

Therefore, by Case 1 and Sobolev’s inequality,

1-o;
/WGk(u)|N<q1>gc+c</ \VGk(u)\N(q1)> .
Q Q

Hence, the fact that 6, < 1 implies that

Gi(u)
(14 Gy (u))t—or

/|VGk WD <Cc Yk >k 41,

and the proof of the claim is done. As a consequence, it can be shown, again by virtue
of the absolute continuity of the integral, that the limit

1

lim (/ |VGk(u)|N("_1))N =0,
k—oo Q
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is uniform in u. Hence, from (4.41) we deduce that there exists ko > 0 independent of u
such that

i VGl g (o)) < & [ IVe1(Guw)P k> ko
o 2Jo

uOt
Then, we derive from (4.40) that

[ IVO1GUw)P <€ [ [h(0)1@2(Gelu) k= ko
Q Q

By virtue of (4.31) we immediately obtain the estimate
| Ive (G <c.

We conclude this case similarly as Case 1.

Case 3: 1+%§q< 1+1%,+N—_2a and u <p< N 2,p> 1.
In this case, it is clear that 1\%12 < % Thus, the proof of Case 1 can be repro-

duced here.
We conclude this way the proof of item 1.
Proof of 2.
Case I: 1+% <q<2 and 2% <p< Ml
In this case, there exists 8 € [0, (¢ — 1 — %) 52| N[0, &] such that p = N(g:—;e)
Then, (4.29) holds.

Now, for k > 0, let us take Gy (1)>°~! as test function in the weak formulation of
(4.26). Notice that this choice is valid since ¢ > 1. Then, following the arguments of

the proof of Case 1 of item 1 we obtain that
|G (0)° 1 < C.

where k* = inf {k > 0 : [| A0 >px} |10 (@) < F } and F* > 0 is the unique maximum

of the function F(Y) = CYsz7 Y‘Hz*(lJr )= ,Y >0, for some C > 0.
Observe that
Gr(u)=u—k*>1 intheset {u>k"+1}.
Therefore,

[ IVGeawP = [ ey IV < / x{pkm}|W|2c;k*<u>2<°*>

/x{u>k*}‘vu‘ Gk*( /‘VGk* |2§C
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Now we take Tj- 1 (u) as test function in the weak formulation of (4.26) so we get

[ 9P = [ (05 480 - Bu) T )

§C(k*+1)1_"‘/Q]Vu]q+(k*+l)/g\h(x)
<K +1) (/Q]VTk*H(u)\q%—/Q|VGk*+1(u)|q+1)
<Ck+1) (/Q VT sy ()] + 1) .

Again, the absolute continuity of the integral implies that k* < kg for some ko > 0 inde-
pendent of ||A| r(@)- Thus we can estimate k* in the last inequality and, using Young’s
inequality, deduce that

| IVTea@wP<c.
Summarizing, [ |Vu|? < C, which proves the first part of item 2. Moreover,
L 1vaP = [V )P+ [ VT (u
<C+o /QTk* W2V VT ()2 < C 4 62 (k)2 /Q Vul? <.
Thus, the proof of Case 1 is concluded.

Case2: 1+% <g<2 and Al 1)<p<2

Let us denote, as above, r = @ and o, = % > 1. It is easy to see that
1Al @) < ]Q] » M and o, = (gv 22)) so Case 1 of item 2 can be applied.

For some k > 0, we take Gy(u)?°~! as test function in the weak formulation of
(4.26), so we obtain

B [ 6>+ 2L [ w6u7R = [ (0 TEE L h) ) Gt
(4.42)

In order to estimate the nonlinear term, notice that

q 2—q 2—q
s i —
2+ 2 + N

Hence, we can use Holder inequality with those three exponents, and we deduce that

/ WGk(u)zoq < C/ VG ()G (1) @ DGy () 2D G ()4~
0 o

u®
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Now, thanks to Case 1 of item 2 and the absolute continuity of the integral, there exists
ko > 0 independent of u such that

26—1

ClIGH0) ety ) < 3

Vk > k.

Then, from (4.42) we derive that

1
c/ VG()° P < [[hl|(a (/G (20-1)p ) Wik > ko.
Q

Since (20 — 1)p’ = 2*0, we conclude that

2 2 %;
c/ VGy(u)° ] < </ \VGk(u)"\> Wk > ko.
Q Q

20—1

Clearly, 22—;, = , so we deduce that

/ VG, (1)°]? < C.
Q

Finally, using that u is bounded in H(% (Q) (from Case 1), we obtain that

| 1vu = [ V6@ P+ [ VT, (w7 P
Q Q Q

SC+02/9TkO(M)2(0_1)|VTkO(M)|2 SCJerk(z)(a—l)/QWuF <c

This proves Case 2.
Case 3: N1<q<1+N and N+2<p<2

Here one can argue as in Case 2 of the proof of item 1, but considering this time
¢(s) =s° ! forall s > 0.

Proof of 3.
Since ¢ = 2(8]\, 22)p) — 4o0as p — 2 , item 3 is a clear consequence of item 2.
Proof of 4.

Let us take G (u) as test function in the weak formulation of (4.26) for some k > 0,

so we obtain this time, removing the term with f3,

| IVG@)P <€ [ 19Giw|*Guw)+ | hx)|Gi(w). (4.43)
Q Q Q

We consider now two different cases.

Case 1: 1+ % < q<2.



4.3. MULTIPLICITY FORO< o <g—1 129

(N=2)r

N(g—1
(q)e[zzvzv S

N+2°2

2 2 2
1— 2 ) 2"+ 22%6, = ———.
( N) +2r0 -2

Then, we can use Holder’s inequality in such a way that

In this case, we have that r = ) SO O, = > 1. On the other

hand, it can be checked that

_9

/|VGk )G (u) (/ VG (u |2) (/Gk 22) E
< ([ vawr) ([ ) IG5t g

< ClGH w24y g [ VG-

Next, by item 2 we can take k > ko, with ko independent of u, so that |Gy (u) || Lz*ar

small enough. Then, from (4.43) we deduce that

¢ [ V6w < | 1hx)1Guta

We conclude by using the Stampacchia’s method in a direct way.
Case 2: Nl <q<1+N

In this case, Holder’s inequality yields

/|VGk )Gy (u) (/ VG (1) [V~ 1) (/ VG (u |2> (/ Gilu )

By virtue of Case 2 of item (2), we can take k > ko, with ky independent of u«, such that
o |IVGy(u)[N@=1) is small enough. Then, from (4.43) we deduce that

¢ [ IVGw)P < | 1h(x)1Guu

and we can apply again Stampacchia’s method.

The proof is now concluded. ]

We prove now a result analogous to Proposition 4.3.13 for g small.

Proposition 4.3.14. Assume that g, o, B, 1 satisfy (4.27), and assume in addition that

< N
TSN-T
Then, for all M > 0 and p > 1, there exists C > 0 such that, for any h € LP(Q) with

|Allr(@) < M and for any solution u to problem (4.26), the following holds:
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LAfp=1 thenllull o o FIVull g o) <G

2(Q) ANT(Q)
2. 0f1<p< N+2’ then ||u(1+u)®~ 1||H ) < C, where o is defined by (4.28);
3. zfl% <p<5f, then Hu"HHl < C, where o is defined by (4.28);

4. if p="14, then ||uT||H )y SCforall T <eo, and

5. if p> 1%, then [ul[=@) < C.

Proof. We will prove firstitem 1. Thus, for j,k > 0, let us take 7;(Gy(u)) as test function
in the weak formulation of (4.26), so we obtain

B umiG)+ [ VT (Getu) = [ (104 o] ) (Gt
(4.44)

On the one hand, it is clear that

[ VTG = [ 973Gt -

On the other hand, concerning the right hand side of (4.44), we obtain that

(w0 s o) iy < s ([ varor [ a))
+B [ uTy(Gu(w)

In sum, we deduce that

; w))|? < j u x)| ).
[ Gk < e ([ vl [ )

Then, we apply [20, Lemma 4.2], so that we deduce that

VG ~N <C /VG 4 / h )
VGl <€ (L IVG@I [ )

Since g < 1%, we have the immersions

N

MV (Q) C L 1(Q) C L1(Q).

Therefore,

C||VGy(u §/VGuq+/ h(x)|.
VGl < [ NG+ [ o)
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We now consider the function F : [0,00) — R defined as
F(Y)=CY—-Y? VY >0,

and we denote
Y = [|[VGr(u)|| a(q)-

Thus we have proved that

F(Ye) < [|hxgno)=piy @)
The proof of this part concludes as in the previous proposition.
The proofs of the rest of the items follow the same arguments of Proposition 4.3.13.
We only stress that the estimate

/Q VG w)N—D < C Vi >k

is proved in a different way. Indeed, since g < 1%, then N(g—1) < 1%, so we deduce
that

N
N—

[ Gy <c ([ Vel

Therefore, the estimate holds by virtue of item 1. O]

)(Nl)(ql)

The same arguments we have employed in the proof of Proposition 4.3.12 (but using
Propositions 4.3.13 and 4.3.14 instead of the results in [85]) are valid also for proving

the main result of this subsection.

Proposition 4.3.15. Assume that (H1) holds. If ¢ > ]% suppose also that (4.1) is
satisfied. Then, for every Ay > 0, there exists C > 0 such that

]l =) < C
for every solution u to (Py) with A > Ay.

Remark 4.3.16. Notice that, in principle, one cannot apply Propositions 4.3.13 nor
4.3.14 to prove Proposition 4.3.15 in the case g = 1% However, for € > 0 small, we
have that %—l—s < 1+1%, and

ViV
{uzk} =

u® g0 Kuzk) +Ce
for any k£ > 0 and any solution u to (P, ). Hence, the conclusions of Proposition 4.3.13

hold for g = ]% + €.
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4.3.3 Proof of the main result and consequences
We prove now the main result of the paper.

Proof of Theorem 4.1.1. Since there is a solution ug to (P), then Proposition 4.5.2 (see

also Remark 4.5.3) implies that there exists an unbounded connected set £ such that
(0,up) € X1 C ([0, +00) x L*(Q))NZ,

where

Y={(A,u) e RxL”(Q):uisasolution to (Py)}.
We claim that X bifurcates from infinity to the right of the axis A = 0. Indeed, since
(P,) does not have any solution for A > Ay, then 2™ C ([0,4;) x L=()) NX. Therefore,
since " is unbounded, then its projection onto L™(£2) is unbounded. On the other hand,
Proposition 4.3.15 implies that £ N ((A, A1) x L*(€)) is bounded for all A9 € (0,4).
That is to say, 7 N ((0,49) x L*(Q)) is unbounded for all Ay > 0, and our claim is true.

We have proved that there exists a sequence {(A,,u,)} C X such that A, — 0 and
[[ttn | = () — o0 as n — 0. We will show now that this fact and the connection of £+
are enough to proof multiplicity of solutions for all A > 0 small enough. Indeed, assume
by contradiction that there exists another sequence {(l,,v,)} C X1 such that y, — 0
as n — oo and (Py,) admits no other solution but v, for all n. On the other hand, using
that (0,up) € £* and T is connected, it is clear that 2 N B, ((0,up)) \ {(0,up)} # 0
for all r > 0, where B,((0,up)) denotes the open ball in R x L (Q) centered at (0,u)
with radius r. Hence, since v, is unique and u, — 0, we have that, for all r > 0, there
exists n, € N such that, if n > n,, then (W,,v,) € Z" N B((0,u)) \ {(0,up)}. In other
words, v, — ug in L*(Q) as n — +oo. Let us now take a not relabeled subsequence
{(tn,vn)} such that p, 1 < A, < W, for all n. Let us also fix ) > [lug||z=(q). and take
n large enough so that max{||v,||z=(q), [[Va+1llz=(q)} <N < |[tn]/(=(q). We claim that
there exists (V,,w,) € Z* such that v, € (11, Mn) and [[wp| =) = 7.

Indeed, let us consider the set
An ={(A,u) €X: A € (Hps1, ), [Jull =) = M}
Arguing by contradiction, assume that 2+ N A, , = 0. Let us define also
Bun ={(A,u) €L: 4 € {lpr1, tn}, [[ull =) > N}

On the one hand, the fact that max{|[va||z=(q) [[Va+1llz=(@)} < N and also the unique-
ness of v, imply that ©* N B, , = 0. On the other hand, if we consider the set

Un,n = {(2’714) S Z+ A€ (un-i-l?un)? Hu||L°°(Q) > T[},
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then it is clear that U, , is open in ¥, (4,,u) € Upy and 0U, = A,y UB,, . Hence,
if we denote V,, ; = X%\ U, 5, we deduce that V,, 5, is also nonempty and open in X7,
UpnNVpy =0and 2T = U, n UV, . This contradicts that £ is connected.

Therefore, we have found a sequence {(Vv,,,w,)} C £ such that v, — 0 as n — +oo
and ||wp|[z=(q) = M for all n large enough. In particular, {w,} is bounded in L™(Q).
Then, we can argue as in the proof of Proposition 4.3.4 in order to pass to the limit
in (Py,). Thus, there exists w € Hj(Q) NL?(Q) such that w, — w weakly in H}(Q),
wyp — w strongly in L*(Q) and w is a solution to (P). But [[wl|z=) =1 > |luo|lz=(q)-
This is a contradiction, as uq is unique by virtue of Theorem 4.2.1 and Remark 4.3.3.
The proof in now concluded. [

We conclude the section by stating and proving two corollaries of Theorem 4.1.1.

The first one provides multiplicity of solutions for ¢ small, but for any o € [0, — 1).

Corollary 4.3.17. Assume that (H1) holds with q € (1,0n]\ {2}, where Qy is defined
in (4.2). Assume in addition that there exists a solution to (Py). Then, the conclusions
of Theorem 4.1.1 hold true.

Proof. Consider the function z: [0, — 1) — R given by

(s) q—s qg—1—s
s) = —
¢ N—q+1 q—72s

Vs e [0,g—1).

It can be proven that z is increasing. Indeed, for any s € [0,q — 1), we deduce that
1 2—
N—qg+1 (q—2s)

) (s_q—\/(Z—q)(N+1—q)> <q+\/(2—q)(N+l—q) _s>

2 2

N7 (s) =

=Z

where Z(s) = m > 0 forall s € [0,g—1). Using that N > 3 and ¢ < 2, it is

straightforward to deduce that

4-VQ2-gWN+1-q) 9+\/(2—9)(N+1—€1)>q_1
2 2 ’

which means that 7/(s) > 0 for all s € [0,¢ — 1). Moreover, since g < Qy, then z(0) >0
(see Proposition 4.3.12). Thus, z(a) > 0, or equivalently, condition (4.1) holds and
Theorem 4.1.1 can be applied. [

The second corollary gives multiplicity of solutions for all g € (1,2) at the expense
of taking & close to g — 1.
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Corollary 4.3.18. Assume that (H1) holds and that (Py) admits a solution. If g > ]%,

suppose in addition that @@ > (q - %) %—:; Then, the conclusions of Theorem 4.1.1

hold true.

Proof. One only has to notice that, if o > (q— 1%) %—:; then ]\% < 1. But
(g—a)N
N—qg+1

> 1, that is to say, (4.1) holds and Theorem 4.1.1 can be applied. [

4.4 Uniquenessforg—1<a <1

We will consider in this section problem (P;) under condition (H2). Observe that if
0<uecWyo'(Q)ands >0, then

[Veul? _ g-alVul?

(tu)® u® -
In this case, @ > g— 1, so g — o < 1. That is to say, the lower order term has sublinear

homogeneity.

Remark 4.4.1. The conclusions of Remark 4.3.3 are valid also under hypothesis (H2).

We will prove the existence of solution to (P;) after deriving certain a priori esti-
mates on an approximate problem and passing eventually to the limit, in a way that
such a limit will be the solution we look for. Thus, consider the following approximate

problem:

LVal) | 7)), xea
(Jun| + 1) (4.45)

u, =0, x € Q.

—Auy, = Aup + pu(x)

In the next lemma we show that problem (4.45) admits a solution.

Lemma 4.4.2. Assume that (H2) holds and let A < A,. Then there exists a solution
un € HY (Q)NL™(Q) to problem (4.45) for all n € N.

Proof. Fix n € N. Then, the following linear problem
—Au=Au+n"u(x)+n, xeQ,
u=>0, X €0Q,

has a solution 0 < ¥ € H}(Q) NL>(Q). Clearly, ¥ is a supersolution to (4.45). More-
over, ¥ = 0 is a subsolution to (4.45). Since v < VW, then there exists a solution
u, € HY (Q)NL™(Q) to (4.45) (see [30]). O
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We prove now the key estimates for proving the existence of solution to problem
(P).

Proposition 4.4.3. Assume that (H2) holds, and let A < A1. Then there exist 1 € (0,1)
and C > 0 such that
”unHHé(Q) + ”“nHCO,n(ﬁ) <C

for every solution u,, to (4.45) and for every n.

Proof. Step 1: H& estimate.

Let us take u,, as test function in the weak formulation of (4.45). Then we obtain by
using Poincaré’s and Holder’s inequalities that

Q/WWV<1/M%WNM»§/WWWH“+/f
<AL wpee([ra) (Lo we(fa)

( )

Now, since & > g — 1, then < 2 < 2*. Hence, we can apply Sobolev’s inequality

to get that

gtl-a 1
(1—i>/ |Vun|2§C(/ |vu,,|2) i +c(/ |Vun|2)2
M) Ja Q Q

gt+l-a
5

Observe now tha < 1. Therefore, we deduce that ||u,,|| i@ <C.

Step 2: L™ estimate.

Assume now, in order to achieve a contradiction, that {|[u||;=(q)} is unbounded,

Un

and choose a not relabeled divergent subsequence. Then, the function v,

= Tunlli=()
satisfies
T.(|Vu,|?
—Av, = Av, + 1 (x) T (|Vtn|7) - fx) cco
[nl| () (20 + l)q [[tn] 2= (c2)
(4.46)
vn >0, xEQ,
vn =0, x € 0Q.
Notice that |[vy||z=(q) = 1 for all n, and also that
q - Vv, |4
o BBV @l .

- —l+a — —l+oa’
letall =02y (1t + )7

p HunHLw( )Vn
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Then, it is standard to prove that ||v,|| con(g) < C for all n and for some 1 € (0,1)
independent of n following the arguments in [94] (see [38, Appendix]). Hence, by
Arzela-Ascoli theorem, there exists v € C(Q) such that, up to a subsequence, v, — v
uniformly in Q. Necessarily, ||v| 1=(q) = 1, so v # 0. Moreover, by using the strong
maximum principle conveniently, v > 0 in Q. This last fact combined with the uniform

convergence implies that,
Voo CCQ, dcy >0: vy(x) >cp ae. x € 0.

See the proof of [38, Proposition 5.2] for more details.

Let now ¢ € C!(Q) be such that supp(¢) C @ for some open set @ CC Q. Then,
from (4.47) we deduce that

(19 =

/ 1) T([Vita| 1) 9
Q 1)q71+a

u u + = ) /(() ‘ |
1 .
|| ”||L (Q) ( n n

Using now that {v,} is bounded in H} (Q), we conclude that

a H”anw(Q)CZ;

—0

/ “(X)Tn(|vun|q)¢
—1
@ [|uty | =) (1t + 1)

as n — oo,

Finally, we pass to the limit in (4.46) and obtain that

—Av=Av, x€Q,
v >0, x€Q,
v=0, x € Q.

This contradicts the fact that A < A4.
Step 3: Holder estimate.

Using that & < 1 and the previous step, one can easily prove as in [38, Appendix]
that [|up||con g) < C for all n and some C > 0,7 € (0,1). O

We are ready now to prove the main theorem of this section.
Proof of Theorem 4.1.2. Concerning the existence of solution, one has only to pass the

limit in (4.45) using the a priori estimates in Proposition 4.4.3. The proof is similar to

the one of Proposition 4.3.4. The nonexistence of solution comes from Remark 4.3.3.
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On the other hand, the uniqueness of solution is a consequence of Theorem 4.2.4

and Remark 4.3.3.

Finally, similar arguments as in the proof of Step 2 in Proposition 4.4.3 can be used
to prove that A; is the only possible bifurcation point from infinity. Actually, reasoning
by contradiction and using that there is no solution to (P, ), it is also standard to prove

that A, is, indeed, a bifurcation point from infinity. O]

4.5 Appendix: Existence of an unbounded continuum

For every w € L*(Q) and A € R, let us consider the following problem:

Vuld
—Au+u:/.L(x)|u—z|+f(x)+(7t++1)w+, x€Q,
u>0, x€eQ, (4.48)
u=0, x € JQ.

If (H1) is satisfied, it is clear from Proposition 4.3.4 that there exists a unique solution
Uy, € Hj(Q)NL”(Q) to (4.48). Hence, we are allowed to define the map

K RXL™(Q) = L7(Q), (A,w) KA, w) =1y,

We will prove next that K is a completely continuous operator, i.e., it is continuous

and maps bounded sets to relatively compact sets.

Proposition 4.5.1. Assume that (H1) holds. Then, K is a completely continuous opera-

tor.

Proof. We first prove that K is continuous. Indeed, let {(A,,w,)} be a sequence in
R x L=(Q) such that (4,,w,) — (A,w) for some (A,w) € R x L*(Q). Let us denote
un = K(Ay,wy), and let B > 0 be such that (A, + 1)w,” < B. From Proposition 4.3.4, it
follows that there exists v € Hj () NL™(Q) such that

B |Vv|4 o
=) ) 1B, reQ,
v >0, xeQ,
v=0, X € Q.

Hence, by virtue of Theorem 4.2.1 (see also Remark 4.3.3), we deduce that

tn <V < || =(@)-
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In particular, {u,} is bounded in L=(€2).

Now we can argue as in [38, Appendix] to prove that {u,} is, in fact, bounded in
COM(Q) for some 1 € (0, 1). Therefore, Arzela-Ascoli theorem implies that {u, } admits
a uniformly convergent subsequence. Say, up to a not relabeled subsequence, u, — u
uniformly in Q for some u € C(Q).

On the other hand, taking u, as test function in the weak formulation of (4.48) yields

/Q Vi 2+ /Q w2 = /Q 1(0)| Vg [T} =% + /Q (F)+ (AT + Dwi

Using that {u,} and {(A,,w,)} are bounded in L=(Q) and in R x L=(Q), and also that
a < g—1 < 1, the previous equality clearly implies that {u,} is bounded in H}(Q).
Then, u € H(% (Q) and, up to a new subsequence, u, — u in H(} (Q). Moreover, by [26],
Vu, — Vu strongly in L9(Q)N. Furthermore, a lower local estimate on {u,} can be
derived by comparison in the usual way. With all these estimates and convergences, the
passing to the limit in (4.48) is standard.

Therefore, u € H} (Q) NL*(Q) is the unique solution to (4.48). This means that
K(A,w) = u. Thus, we have proved that, up to a subsequence, K(A,,w,) — K(A,w)
strongly in L*(Q). Actually, since (A,w) was fixed from the beginning, the whole

sequence, and not just a subsegence, converges to (A,w). That is to say, K is continuous.

It is left to prove that K maps bounded sets to relatively compact sets. In other
words, we claim that for every sequence {(A,,w,)} bounded in R x L=(Q), there exists
(A,w) € R x L=(Q) such that, up to a subsequence, K(A,,w,) — K(A,w) strongly in
L=(Q). Indeed, it is well-known that, up to a subsequence, A, — A in R and w, — w
weakly* in L= (Q) for some (A,w) € R x L*(Q). This convergence is enough to pass to
the limit in the term with w,,. In the rest of the terms, we pass to limit arguing as above.
Thus, up to a subsequence, K(A,,w,) — K(A,w), and the proof is finished. O

Let us define ®(A,u) = u— K(A,u), and
L={(A,u) e RxL7(Q): P(A,u) =0}.

For any A € R and any isolated solution uy € L*(Q) to the equation ®(Ag,u) = 0, the
Leray-Schauder degree deg(®(Ay,-),B,(up),0) is well defined and is constant for » > 0

small enough. Thus it is possible to define the so called index as

l(q)(%, ')7”0) = }g%deg(q)()tﬂ7 ')7Br(u0)70)'
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Proposition 4.5.2. Assume that (H1) holds, and suppose also that (Py) has a solution uy.
Then, there exist two unbounded connected sets ¥~ ,X" C ¥ such that (0,up) € L~ NLT,
X7 C (—0,0] x L™(Q) and £ C [0,00) x L=(Q).

Remark 4.5.3. Observe that, if A > 0, solving the equation ®(A,u) = 0 is equivalent
to finding a solution to (P). In particular, the projection of ™ onto L(Q) is actually

made of solutions to (P)).

Proof of Proposition 4.5.2. By virtue of Proposition 4.5.1, K is completely continuous.
Moreover, since (Py) admits at most one solution (by virtue of [11]), then ug is the
unique solution to ®(0,u) = 0 (see Remark 4.5.3). In particular, it is isolated. We will

prove now that i(P(0,-),up) # 0 by using the properties of the Leray-Schauder degree.

Indeed, let us define the operator T : [0, 1] x L=(Q) — L=(Q) by T(¢,w) = u, where
u € H} (Q)NL(Q) is the unique solution to the problem

|Vult +
—Autu = (1=0p() e+ £ +w', xeQ
u>0, xXEQ,
u=>0, x€dQ.

It is easy to prove that T is continuous and 7'(z,-) : L”(Q) — L=(Q) is completely
continuous arguing as in the proof of Proposition 4.5.1. Moreover, for any ¢ € [0, 1], the
unique solution u; € Hj (Q) NL™(Q) to T (t,u;) = u, satisfies, thanks to Theorem 4.2.1
(see also Remark 4.3.3), that u; <ug < ||ug||z=(q). Hence, if we set W;(u) =u—T(t,u)
and R = 2||u || z=(qy), then Wy (u) # O for all u € IBR(0) = d{v € L(Q) : ||v||=(q) < R}
and for all 7 € [0, 1]. Therefore, the homotopy property of the degree shows that

deg(Wo, Br(0),0) = deg (1, Bx(0),0) 0.

On the other hand, let » > 0 be small enough so that B,(up) CC Bg(0). Let us
denote the following open, bounded and disjoint subsets of Bg(0) as A| = B,(up) and
Ay = Bg(0) \ B (up). Since ug is unique, then Wo(u) # 0 for all u € Bg(0) \ (A; UA,)
i.e., for all u € dBg(0) UdB,(up). Then, the additivity property of the degree implies
that

deg(Wo, Br(0),0) = deg(W,A1,0) + deg(Wo,A2,0).

Now, again by the uniqueness of ug, we have that Wo(u) # O for all u € A;. Thus the
solution property of the degree says that deg(¥o,A,0) = 0. That is to say,

deg(‘Po,BR(O),O) = deg(‘Po,Br(uo),O).
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Putting all together, we have proved that

i(D(0, ), u0) = deg(®(0, ), B, (ug),0) = deg (o, B, (ug),0) # 0.

We can now apply [12, Theorem 2.2], which is essentially [115, Theorem 3.2], and
the proof is finished. 0



Chapter 5

A blow-up approach for singular
elliptic problems with natural growth

S. Lépez-Martinez, A blow-up approach for singular elliptic problems with natural growth.

Preprint.

Abstract. We prove existence results concerning elliptic problems whose basic model is

\V4 2
—Au+ p(x) (J, +”(|S)Y =P, xeQ,
u>0, xeQ,
u=0, x€dQ,

where Q C R¥(N > 3) is a bounded smooth domain, A >0, p € (1,2*—1), § >0, y> 0
and 0 < pu € L*(Q). Observe that, if § = 0, the lower order term is singular as x — dQ. We

thus generalize some known results for non-singular [111] and singular [43] problems (see also
[100]).

Our approach is based on fixed point theory. With the aim of applying it, a previous analysis
on a related non-homogeneous problem is carried out. Moreover, the required a priori estimates

are proven via a blow-up method.

5.1 Introduction

Let Q C RV(N > 3) be a bounded domain of class €2, let g : Q x (0, 4-0) — [0, +o0) be

a Carathéodory function, and let us also consider the real numbers A >0, p € (1,2* —1),

141
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where 2* = % In this work we will study elliptic problems of the following form:

—Au+g(x,u)|Vul> = AuP, xeQ,
u>0, x€Q, (Py)
u=>0, x € 0Q.

The function g will satisfy some regularity and growth restrictions which will be shown

later. For the sake of a clear presentation, we consider for now the model problem

Vu*
_Au+u(x)(u+6>y—lu , XEQ,
u>0, xeQ, .1
u=0, X € 0Q,

where 6 >0, y >0 and 0 < u € L*(Q). Each result concerning problem (5.1) has
its corresponding general version regarding problem (P)). They can be found in the

subsequent sections.

For u =0, problem (5.1) is classical. Indeed, both variational (in [5]) and topologi-
cal (in [60, 82]) methods can be used to prove the existence of a solution to (5.1) for all
A > 0 provided u =0, p € (1,2* — 1). In such a result, the restriction p < 2* — 1 is, in
fact, necessary for the existence of solution if the domain is starshaped, as Pohozaev’s
identity shows (see [112]). The study of problem (5.1) for a nontrivial g was initiated
in [111]. There, the authors considered 6 > 0 and u > 0 constant, and they proved ex-
istence, nonexistence and multiplicity results. If ¥ = 1, the problem has been shown to
be more delicate as some restrictions involving t and p appear (see [9, 100, 111]). On
the other hand, the singular case 0 = 0 has been dealt with in [43] (see also [33,44] for
similar singular problems that involve a nonzero source term). However, as far as we
know, non-constant bounded functions  in problem (P ) have not been considered in
the literature and, moreover, many questions are still open even for (1 constant, specially

in the singular case 6 = 0.

In the present work we aim to develop an approach that permits to deal with non-
constant y in problem (5.1) and also with singular lower order terms, i.e., 6 = 0. In order
to do so, we will employ topologycal methods. More precisely, we will find solutions
to (5.1) as fixed points of certain compact operator that will be defined in Section 5.4.
The well-definition of such an operator will require the well-posedness of the following

problem:
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\V/ 2
—aur Y ), xea,
w0, reQ, (5.2)
u=>0, X € 0Q,

N
where 0 < f € L4(Q) for some g > 7.

Singular problems of this kind have risen interest in the recent years. The reader
is referred to [65], and references therein, for a rather complete overview in its intro-
duction. Paying attention specifically on problem (5.2), the existence of solution with
[l =) < 3 ! has been proven in [24], and extended to ||| 1=(@) < 1in [107]. As far
as the unlqueness of solution is concerned, some results are known for problems similar
to (5.2), even though they require either the singularity to be milder or u to be constant
(see [10,16,37]). On the other hand, existence and uniqueness results for problem (5.2)
are also known for ||t[[;=(q) > 1 provided f is locally bounded away from zero (see [8]
for the existence and [37] for the uniqueness). However, for general non-negative f and
for ||| 1~() = | one can find a nonexistence result in [37], even though only for dimen-
sion N = 1. In next result we prove that uniqueness for problem (5.2) holds provided
|4][z=(@) < 1, while nonexistence holds provided y > 1 and f = 0 in a neighborhood
of dQ (for any dimension N). The proof of the uniqueness relies on a comparison prin-
ciple that we also prove in Section 5.2, while the nonexistence part follows the ideas
in [43, Lemma 2.5].

Theorem 5.1.1. Let 0 < f € LY(Q) withq > 5 and let 0 < u € L=(Q). The following

statements hold true:

L If ||tl[g=(q) < 1, then there exists a unique solution to problem (5.2).

2. If there exist a domain @ CC Q and a constant T > 1 such that u(x) > t© and
f(x) =0, both for a.e. x € Q\ w, then problem (5.2) admits no solution.

Once we have shown that problem (5.2) is well-posed, we will be able to define a
compact operator whose fixed points are solutions to (P,) (see Section 5.4). A version

of a result in [93] (see [60]) will assure the existence of a fixed point of the operator.

As it is mandatory for fixed point theorems, we will prove the existence of a priori
estimates on the solutions to a problem related to (P,). To this task, we will adapt the
blow-up method due to [82]. Roughly speaking, this technique consists of assuming by
contradiction that there exists a sequence of solutions whose norms blow up as n tends

to infinity. The conclusion follows by passing to the limit in a problem satisfied by a
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certain normalized sequence. In fact, the limit function is a solution to a problem which,
however, does not admit any solution by virtue of some Liouville type result. Therefore,
one gets a contradiction, so any sequence of solutions must be bounded. In this sense,
the difficulties that we find are twofold. Firstly, the normalized sequence, say {v,},
satisfies an equation with a lower order term of type - [V +”(‘3 ,where 0 < §,, — 0 as n — oo,
If we aim to pass to the limit, then we need to find positive lower bounds on {v,},
otherwise the lower order term may blow up as n — +co. And lastly, we arrive to a limit

vl v' , for which nonexistence

problem, having a quadratic gradient lower order term like
Liouville type results are not known in the literature (some references for Liouville type
results about problems depending on the gradient are [67,71,102,110,114,118,119],

among others).

We overcome the first of the difficulties by proving Holder estimates in spite of the
singular quadratic term. The proof follows the ideas of [94], which have been widely
used for singular problems (see [8,15,38,39,65,103,107], among others). We will show
that these estimates yield in turn positive lower estimates from below and this will be
enough to pass to the limit. Regarding the second difficulty, we observe that the limit
equation admits a convenient change of unknown which gets rid of the gradient term,
so that we may apply classical Liouville type results (see Section 5.2 below).

We state here the main existence result for problem (5.1) in the case y = 1.

Theorem 5.1.2. Let p € (1,2 —1), y=1,6 >0and 0 < pu € L*(Q). The following

statements hold true:

1. If 1 € C(Q) and there exist two real numbers T, 0 such that 0 < 7 < 6 < 2*2::’7 ,
6—1<1—0andt<u(x)<oforall x € Q, then there exists at least a solution
to (5.1) for every A > 0.

2. If 6 =0and there exist a domain @ CC Q and a constant T > 1 such that i(x) >t
fora.e. x € Q\ w, then problem (5.1) admits no solution for any A > 0.

We point out that the smallness condition on o in Theorem 5.1.2 appears naturally in
the simpler case y = constant. In fact, a straightforward argument shows that problem
(5.1) has no bounded solutions provided y =1, § = 0, it = constant € [ 1) and
Q is starshaped (see Remark 5.4.2 below). Moreover, we will show later that, strength-
ening the smallness condition conveniently (in terms of p,N), one may assume U to
be continuous only in a neighborhood of dQ. Furthermore, taking ¢ even smaller, the
continuity assumption can be completely removed so that functions ¢t which are merely

bounded in Q2 may be considered. On the other hand, concerning also the existence part
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of the theorem, we stress that we need to control y from below in order to prove the

Holder estimates that we mentioned. However, if U is constant, i.e., ¢ = 7, then the con-

dition 0 — T < 1 — 0 becomes ¢ = T < 1, which means no restriction since o < 22::’? .

On the other hand, concerning the nonexistence statement for the case 0 = 0, we stress
that the case ¢ = 1 remains unsolved, i.e., there are neither existence nor non-existence
results about problem (5.1) for y=1,6 =0,u = 1, p > 1 in the literature.

Next result shows that our approach allows also to prove existence for y > 1 and for
all A > 0.

Theorem 5.1.3. Let p € (1,2 —1), y> 1,8 > 0and 0 < u € L=(Q). The following
statements hold true:
L If 6 > 0 and [|u]|=q) < %71, then there exists at least a solution to (5.1) for
every A > 0.

2. If 6 =0 and there exist a domain @ CC Q and a constant T > 0 such that L(x) > 1
fora.e. x € Q\ o, then problem (5.1) admits no solution for any A > 0.

Unlike the case Y = 1 in Theorem 5.1.2, we presume that the smallness assumption
on ||t|[z=(q) in Theorem 5.1.3 is technical as it is not needed if y is constant (see [111]).
However, we cannot avoid it since it is used to prove the Holder estimates mentioned
above. Concerning the nonexistence statement for the singular case 6 = 0, it is proven
again following closely [43, Lemma 2.5]. We stress that the fact that the singularity is
strong, namely y > 1, allows to take y > 0 near dQ (in contrast to the case y = 1, for

which y > 1 near the boundary was needed).

We will be able go beyond Theorems 5.1.2 and 5.1.3 and deal with any y > 0.
Indeed, for y € (0,1) and 8 > 0, we will show that existence of solution holds for every
A > 0 large enough. We will also deal with ¥ > 1,6 > 0 and u a bounded function
with arbitrary size, i.e., we remove the restrictions on i from above and from below
in Theorems 5.1.2 and 5.1.3 as long as 6 > 0. However, A will have to be taken large
enough again. The statement of the result is the following.

Theorem 5.1.4. Let p € (1,%), Y>0,6>0and0< uel>(Q). Ify>1, assume
in addition that 6 > 0. Then, there exists Ay > 0 such that there exists at least a solution
uy, to (5.1) for every A > Ag. Moreover, lim; _, . ||uy [|1=(q) = 0.

If y € (0, 1), last result is consistent with the known results for ¢ > 0 constant which
assure nonexistence for A > 0 small (see [111] for & > 0 and [43] for 6 = 0). On the



146 CHAPTER 5. BLOW-UP APPROACH FOR NATURAL GROWTH PROBLEMS

contrary, as we pointed out above, for Y > 1 we would expect an existence result for
every A > 0 without size restrictions. As far as the case Yy = 1 and d > 0 is concerned,
we ignore whether an existence result for A > 0 small and general y should be expected
or not. Two exceptions are the ranges y < 2*2::17 and u > p, for which existence (see
Theorem 5.1.2 above and [100]) and nonexistence (see [10, 111]) for A > 0 small are

known respectively. In other words, the existence of solution to (5.1) for y=1, 6 > 0,
2*—1—p
22

< u < pand A > 0 small remains as an open problem, even for i > 0 constant.

We organize the paper as follows. In Section 5.2 we state and prove several pre-
liminary results which will be used later, among which we remark a comparison princi-
ple (Theorem 5.2.6), a nonexistence result (Theorem 5.2.7) and a Liouville type result
(Lemma 5.2.9); also in Section 5.2 we prove a slightly more general version of The-
orem 5.1.1. We devote Section 5.3 to proving the a priori estimates using the blow-
up method. Section 5.4 contains the main existence results of the paper and also the
proofs of Theorems 5.1.3 and 5.1.4 (Theorem 5.1.2 will follow from a general result
in a straightforward way, so we will skip its proof). Section 5.5 includes a list of open
problems derived from the results in this work. Finally, in the Appendix we prove two

technical results required by the blow-up method.

Acknowledgments. The problems considered in this work have been proposed by T.
Leonori. The research was initiated with his collaboration during one week in Granada
and another week in Rome, when most of the ideas contained here emerged. Moreover,
for the conclusion of the paper, the interesting ideas, comments and corrections by J.
Carmona have also supposed a more than remarkable contribution. In any case, their
supervision and support have been essential during the research period. This is why the
author wants to warmly thank both, collaborators and friends, for being examples of

altruism to follow in this competitive and sometimes hostile world of research.

5.2 Preliminary results

Let us consider the following problem:

—Au+g(x,u)|Vu]> = f(x), xeQ,
u>0, xeQ, (5.3)
u=>0, X € 0Q,
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where 0 < f € L9(Q) for some g > & and g : Q x (0,4c0) — [0,+00) is a Carathéodory
function satisfying that

dh € C((0,+)) : g(x,s) < h(s) ae. xeQ,Vs>0. (5.4)

This hypothesis is essentially the minimal condition that g must satisfy so that the weak

formulation of (5.3) is well defined:

Definition 5.2.1. Let g : Q X (0, 4o0) — [0, +00) be a Carathéodory function satisfying
(5.4) and let f € L'(Q). A solution to (5.3) is a function u € H} (Q) NL™(Q) such that

Vo CcCQ,3c>0: u(x)>cae. x€w, and
| vuve+ [ etxaivaPo = [ rixe voecl@).
Q Q Q
The solutions to (P,) are defined in the same way by changing f with Au”.

Remark 5.2.2. It can be proved by following [38, Appendix] that, in the previous defi-
nition, one can take test functions ¢ € H} (Q) NL=(Q).

Next result assures that any solution to (5.3) is Holder continuous up to the boundary.

Its proof relies on some results in [94]. More details can be found in [38, Appendix].

Proposition 5.2.3. Let f € LY(Q) with g > ¥ and let g : Q x (0,400) — [0,+0) be a
Carathéodory function satisfying (5.4). Then, every solution to (5.3) belongs to C%%*(Q)
for some o € (0,1).

Once the solutions are Holder continuous, since they are also locally bounded away
from zero, then one can prove that their gradients enjoy more local summability. This
fact is contained in the result below. The proof is based on a standard bootstrap argu-
ment, see [38, Appendix] for further details.

Proposition 5.2.4. Let f € LY(Q) with g > § and let g : Q x (0,+e0) — [0,+00) be
a Carathéodory function satisfying (5.4). Then, every solution to (5.3) belongs to
ml,zp(g).

Remark 5.2.5. Combining Proposition 5.2.4 with the classical regularity theory of
Calderon-Zygmund one can easily prove that, if f € L*(€), then every solution to (5.3)
belongs to W24(Q) for every g < o.

The regularity results above will allow us to apply the following comparison prin-
ciple. Observe that g is allowed to change sign, so it may be applied in more general

settings.
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Theorem 5.2.6. Let 0 < f € L! (Q) and let g : Q x (0,4-o0) — R be a Carathéodory
function satisfying (5.4). Assume that there exists ¢ € (0, 1) such that

sg(x,s) <o ae xeQ Vs>0. (5.5)
Assume in addition that
s — sg(x,s) is nondecreasing for a.e. x € Q. (5.6)

Let u,v € C(Q) ﬂWI};N(Q), with u,v > 0 in Q, be such that
[ vuvo+ [ g VuPo < [ f(¢  and (5.7)
Q Q Q
[ 996+ [ eenvilo = [ e 58)
Q Q Q

forevery 0 < ¢ € H} (Q)NL™(Q) with compact support. Suppose also that the following
boundary condition holds:

limsup(u(x)!=% —v(x)17%) <0 Vi € 2Q.

X—X(

Then, u <vin Q.

Proof. Let us first define the function g : Q x (0, +o0) — [0, +e0) by
G sTo g (x, sﬁ>
(1—0)s ’
Thanks to (5.5) and (5.6), it is clear that g is nonincreasing in the s variable. Moreover,
c+h <Sﬁ>
o)

so it is a bounded function in the x variable.

g(x,s) = ae. xeQ, Vs>0.

18(s,x)| < ae. xeQ, Vs >0,

For some 0 < ¢ € H}(Q)NL=(Q) with compact support, let us take “;—S)"’ as test

1-6 we deduce that

| vave < [ gwmvaPe+ | (1;(’&¢

1—

function in (5.7). Then, if we denote it = u

Arguing similarly, ¥ = v' ~ satisfies

l-o
[vvo> [ awnires [ 190
Q Q Q o
Moreover, ii, 7 € C(Q) NW.." (Q) and they satisfy limsup, o (B(x) = P(x)) < 0 for all
xp € 0Q.

Q.

At this point one can reproduce the proof of [103, Theorem 2.1] without relevant
changes and conclude that i < v in Q. Equivalently, u < v in Q. O]
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Next result shows, roughly speaking, that sg(x,s) cannot be too large neither for s
near 0 nor for x near dQ if one expects to find solutions to (5.3) or (P;). It is stated again
for sign-changing g for more generality. The proof follows the ideas in [43, Lemma 2.5].

Theorem 5.2.7. Let f € L'(Q) and let g : Q@ x (0,+0) — R be a Carathéodory function
satisfying (5.4). Assume that there exist a domain @ CC Q and two constants T > 1,
s0 € (0,1) such that

sg(x,s) > 1T a.e xeQ\w, Vse(0,s0). (5.9)
Then, every solution u to (5.3) satisfies

JLC—

In particular, if f has compact support in Q, or f = AuP for some p > 1 and A > 0,

then there exists no solution to problem (5.3).

Proof. Let u be a solution to (5.3). Recall that the definition of solution implies that
there exists ¢ > 0 such that u > ¢ in ®. For every € € (0,min{sg,c}), let us define the
function @ : (0,4o0) — (0,+00) by

Sr—l _81—1

1
— _l_—,
Pe(s) = SS (7= 1)s?

?, O<s<e.

s> €,

Clearly, @¢(u) € H}(Q) NL>(Q). Hence, taking @¢(u) as test function in the weak
formulation of (5.3) (this can be done thanks to Remark 5.2.2) we obtain

/Q oL ()| Vul? + /Q g, 1) [V 2pe (1) = /Q () @e(u). (5.10)
Observe that, from (5.9), it follows that
[ s VuPoew = [ glwu)|VuPoetu) + [ (.0 Vg ()
Q oU{u>sp} (Q@\w)n{u<so}

>

2 -1 _ o711
/ o[Vl <1+¥> _c. (5.11)
@o)nfe<u<sot w0 \u (7= Du’

On the other hand, it is clear that

vuf oVul (1w e Vi

TRL Y Gy 7 AR 7
/Q‘Ps(”)| ul (use} 12 (u>e} U u+ (t—1)u* - {usey €
(5.12)
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We will now absorb the negative term in (5.12) with the last integral term in (5.11).
Indeed,

/ T|Vu|2 (l N ut1 _811> _/ ‘L'|Vu|2 (l N ut 1 _811)
(Q\o)N{e<u<sy} U u (t—1)u® {u>e} U u (t—1)u®
__/ ‘L'|Vu|2 <l+ur1_erl>
He<u<solno|u{u>so} U u (t—1)u®

TVul? (1 ut 1 —g™!
o ey
{u>min{sp,c}} u u (T— l)l/lT

v

In conclusion, from (5.10), (5.12) and from the previous discussion it follows that

7|Vu|?
/{ - < /Q F(x)@e () +C.

12

Since @¢(s) < —= for all s > 0, we finally deduce that

(t—1)s
2
[ AR (Ul
{u>e} U Q u

Therefore, we let € tend to zero and by virtue of Fatou lemma we obtain that

/QWM—Z’ZSCUQ@H).

Now, in [127] it is proved that [ |Vul;‘2 = —+oo. Therefore, [, f S‘)' = ~+o0 and the proof

is finished. ]

The results that we have presented in this section imply, in particular, a rather com-
plete result about the model problem (5.3), in which the uniqueness and nonexistence

parts are new. Such a result reads as follows.

Theorem 5.2.8. Let 0 < f € L1(Q) for some q > 5 and let g : Q x (0,~+00) — [0, +o0)
be a Carathédory function satisfying (5.4) and (5.5) for some & € (0,1). Then, there
exists at least a solution to (5.3). Moreover, if (5.6) holds, the solution is unique. On
the contrary, if there exist a domain @ CC Q and constants T > 1,50 € (0,1) such that
(5.9) holds and f(x) =0 a.e. x € Q\ @, then problem (5.3) admits no solutions.

Proof. The existence of a solution u € H(%(Q) (not necessarily bounded) is a conse-
quence of [107, Theorem 3.1]. Moreover, since g > %, the well-known Stampacchia’s
Lemma (see [121]) implies that u € L=(Q). The uniqueness of solution follows from
Proposition 5.2.3, Proposition 5.2.4 and Theorem 5.2.6. Finally, Theorem 5.2.7 implies

the nonexistence part. [
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We conclude the section with a Liouville type result which will be the key point for

proving a priori estimates.

Lemma 5.2.9. Let p € (1,2" — 1) and 6 € (O, *2* ) Then, the following problem

\V4 2
—Au+6| u =uP, xeX,

u
u>0, xeX, (5.13)
u=0, x€odX,

admits no solutions in H\ (X) NC(X), where X denotes either RN or RY. Moreover, if

we assume additionally that ¢ < # then problem (5.13) with X = R admits no
supersolutions in H! (X)NC(X). Finally, if we further assume that ¢ < N—H*(ZN’I)”,

then problem (5.13) with X = RY admits no supersolutions in H! (X) N C(X).

Remark 5.2.10. Note that N+l_(2N_l)p < N_(A; 2)p < 2*1 P < 1, so the smallness

conditions on ¢ in Lemma 5.2.9 are gradually less restrictive. We also stress that such

conditions on ¢ are sharp. Indeed, if ¢ > M (resp. ¢ > W), then one

can find explicit supersolutions to (5.13) for X = RN , see [109] (resp. X =RY, see [23]).

Proof of Lemma 5.2.9. Assume, in order to achieve a contradiction, that there exists
u € H! (X)NC(X) a solution to (5.13). Then, for some constant ¢ > 0, the function
v=cu' =% € H' (X)NC(X) is a solution to

—Av:v%, xeX,
v >0, xeX, (5.14)
v=0, x € odX.

Hence, if 0 < 2*1 L, then #=C < 2* — 1. This is a contraction with [81, Theorem 1.1]
if X = R" and with [82, Theorem 1.3]if X = ]R]i.

On the other hand, arguing again by contradiction, assume that there exists a su-
L(X)NC(X) to (5.13). Then, there is a constant ¢ > 0 such that
v=cu'"% € H! (X)NC(X) is a supersolution to (5.14). Therefore, if o < #,
then p o s < NN 5, 80 in case X = RY we have a contraction with [109, Theorem 2.1].
F1na11y, 1f o< w then £=2 < ¥E1 50 we arrive again to a contradiction

with [23, Theorem 3.1]. O

persolution u € H!
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5.3 A priori estimates

Lett>0,A>0,pe(1,2*—1)and g: Q X (0,+00) — [0, +o0) be a Carathéodory func-
tion. In this section, we will impose a condition on g stronger than (5.4) that will allow
us to prove certain Holder estimates (see the Appendix below). Namely, we assume that
there exist three real numbers 8,7, > 0 such that

T<0o <,
c—1<1—-o0, (5.15)
T<(s+0)g(x,s) <o ae xecQ, Vs>0.

Let us consider the following auxiliary problem:

—Au+g(x,u)|Vu|> = AuP +1u°, xeQ,
u>0, xXEQ, P
u=0, x € Q.

Note that, in the term ru®, the exponent ¢ is the same number that appears in condition

(5.15). We will derive a priori estimates on the solutions to (P') which will provide the

existence of solution to (P).

Next proposition gives an a priori estimate on the parameter ¢ in problem (P'). For
this result we will not need (5.15) but only (5.5).

Proposition 5.3.1. Let A >0, p > 1 and g : Q X (0,4o0) — [0, 4o0) be a Carathéodory
function satisfying (5.4) and (5.5) for some o € (0,1). Then, there exists ty > 0 such
that problem (P") admits no solution for any t > K.

Proof. Let u be a solution to (P") for some ¢ > 0. For a fixed smooth open set @ CC Q,
let A; be the principal eigenvalue to the homogeneous Dirichlet eigenvalue problem in

®, and let @; be any positive associated eigenfunction, i.e., A; and ¢, satisfy

_A(Pl = A’l(plu PESHOR
¢ >0, XEwW
¢ =0, xedw.
If we extend ¢; =0 in Q\ , then the function ¢ = £ belongs to Hj(Q) N L>(Q).

Taking ¢ as test function in (P") we obtain

2 2
/VuV<p1 ¢1[Vul o [ st ‘PI‘V”’ 2 [w g+t [ g1 (516
Q

u® o u6+1
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On the one hand, it is clear by (5.15) that

@1 Vul? n <P1Wu\2
o) u6+1

On the other hand, let us denote as v the exterior normal unit vector to d@. Then,

Hopf’s lemma implies that vV¢@; < 0 on d®. Hence, integration by parts and Young’s

inequality yield
VuV ¢, (plulic ul=o° (pll/tlic )L/ _
=2 vV A < — p—o C.
/g o o T1=0 Theloo "0 <M T-6 =2 )" OF

In sum, from (5.16) we deduce that ¢ < 7y for some 7y > 0, as we wanted to prove. []

In the following result we prove a priori estimates on the solutions to (P) if g satis-
fies (5.15) and sg(-,s) has a uniform continuous limit at infinity which is small in some
sense. In the proof we exploit the blow-up method due to [82].

Proposition 5.3.2. Let A >0, pe€ (1,2 — 1) and g : Q x (0,400) — [0,+00) be a
Carathédory function satisfying (5.15) for some 8,7t,06 > 0. Assume also that

T € C(Q) : |10 < 2352,

limg—y 4o |58 (-, 5) — uHmm =0.

(5.17)

Then, there exists C > 0 such that ||ul|j=q) < C for every solution u to (P') for all
t €[0,19], where ty > 0 is given by Proposmon 5.3.1.

Proof. Let us assume by contradiction that there exist two sequences {z,} C [0,7y] and
{un} such that u, is a solution to (P™) for all n and |[uy||;=(q) — +o° as n — +eo. Let

us consider a sequence {x,} C Q satisfying
||”n||L°°(Q) =un(x,) Vn, x,— xo€ Q,up toasubsequence.

We divide the rest of the proof into two parts. In the first of them we consider the case
xo € Q, while the second one is devoted to the case xg € Q.

Case 1: xg € Q.

._.

pP—

Let us denote d = dist(xp,dQ)/2 > 0and n, = H”n”Lw(Q .
Vn ! Bd/n,,( ) = [0, +00) by

We define the function

2

vn(y) = nnpﬁ”n(xn‘i‘nrzY) Vy € By/y, (0).
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Therefore, v, € H' (B, /mn(0)) ML= (By/y,(0)) and satisfies the equation

2 2(p—0)
| :A‘VZ_I_IHTI”[FI Vg, yEBd/n,l(())v (518)

Vv
_AVn+ungn(y7 un) | =

Vn

where g,,(y,s) = g(xu + 1ny,s) for every y € By, (0) and s > 0. Moreover, it is clear
that ”V”HL‘”(Bd/n (0)) = va(0) = 1. Our aim now is to pass to the limit in (5.18). In the

sequel we will prove the a priori estimates that will provide such a limit.

Indeed, let us fix R > 0 and denote ® = Bg(0). It is clear that @ C By/y,, (0) for
every n sufficiently large, so v, satisfies the equation (5.18) in @ and ||v,||=() = 1 for
n large. Of course, the same thing happens in Byg(0). Therefore, using condition (5.15)
one can argue as in the Appendix below to prove that there exist C > 0, o € (0, 1) such
that ||va | co.e(p,p(0)) < C> and this implies that

anHCOﬁO‘(E) <C

for every n large enough. As a consequence, there exists v € C(®@) such that, up to a
subsequence,

vy, — v uniformly in @.
Observe that ||v||=() = 1 so, in particular, v # 0.

On the other hand, let us consider a function ¢ € C!(B,z(0)) such that 0 < ¢ < 1
in Bog(0) and @ = 1 in ®. Now we multiply both sides of the equation (5.18) by
vn@? € H} (Bar(0)) N L™ (B2 (0)) and integrate by parts, obtaining

/ |an|2§02 +2/ vn(vanV(p <C,
Bag(0) B)r(0)

where we have used that |[v,||z=(s,,(0)) = 1. Hence, by Young’s inequality we easily

deduce that
/ Vva? <C (/ Vo[22 + 1) <c.
® Byr(0)

That is to say, |[va||y1(w) < C, and then, up to a subsequence,

v, — v weakly in H! (o).

We will prove next that, for all wy CC o, v, is bounded from below in @y by a
positive constant independent of n. The approach by comparison due to [107] is valid

1—
here. Indeed, it is straightforward to see that the function w,, = - ; cH' (0)NL”(w)

satisfies

p—0C |an|2¢ 2(5:15)
/VWnV(p :l/ Vn ¢+/ (0 — ungn(y,un)) o+1 + 1M /‘P
o o o Vi o
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for all ¢ € C’(w). Therefore,

/ Vin, Vo > A / W
w (0]

forall 0 < ¢ € C!(w). Since v, — v in C(®@), then v, (x) > %v(x) for all n large enough

A
/ Vin, Vo > —/ Nl
(0] 2 w
for all 0 < ¢ € C!(w) and for all n large enough. Let z € H} (®) NC(®) be the unique

solution to

and for all x € w. Hence,

A
—Az= Evp_07 XE o,

z=0, XEJW.

On the one hand, the strong maximum principle implies that z > 0 in @. On the other

hand, by comparison, w, > z. As a consequence,

Voy CC @, Jegy >0: v, >cgyinmy Vnlarge. (5.19)

By using the previous estimates, it is straightforward to prove that {Av, } is bounded
in L!

loc

(). Then, [26] implies that, passing to a subsequence,

Vv, — Vvae. in .

We are ready now to pass to the limit in (5.18). Indeed, let us take ¢ € C!(®) such
that ¢ > 0 as test function in the weak formulation of (5.18). We already know that
Vn > Cayy > 0in @y CC @. Moreover, ||uy||z=(p) — +oo. Therefore, u, — +oo locally
uniformly in @. Then, by (5.17) we deduce that |u, g, (y, 1) — U(x, + Nyy)| — 0 locally

uniformly in . In consequence, the continuity of u yields
ungn(y,un) — W(xp) locally uniformly in ®.

In sum, we have that

Vv, |? V|2
ungn(%un)% — nu(xO)|T|

n

pointwise in @.

By virtue of Fatou lemma and using the convergences that we have proved, it is imme-

diate to show that )
[V

[vwe+uto) [ Flo <2 [ wo.
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If we take now % € H} (0) NL™(w) as test function in (5.18), we obtain

Vv, Vv V|V, |? v vV [?
/ ¢_/ | 5 | (p—|—/ —anV(])—i-/ Un&n (Y, Un) | 2 | ¢
® Vn o n ® Vn ® !

1% 1% p

2(p—0)
_ = vo
:A/vﬁ,’ o+, " / o
0} o Vy

Observe that
[Vv]?

vV, 2(]) v|Vv, 2(])
| V%| < (l_ungn(yﬂ’tn))%—>(1—‘U(_X0))

n

0<(l-o0) 0.

Then, again by Fatou lemma we derive
\v/ 2
/ ViV +,u(x0)/ My A/ V.
0} o V 0}
That is to say, v € H' (@) N C(®) satisfies

2
| ’:lvp in @.

—Av+ 11 (xo)

But @ = Bg(0) for arbitrary R > 0, so v is actually well-defined in RY, it belongs to
H! (RV)NC(RM) and it satisfies
[Vv[?

—Av+ 1 (xp) =2 inRV.

v
L .
Furthermore, it is straightforward to check that the function w = A »—Tv satisfies

Vw2
—Aw—l—,u(xo)| i =w” inR".
w

This is impossible by virtue of Lemma 5.2.9.
Case 2: xo € 0Q.

Recall that we are assuming that there exist three sequences {z,} C [0,7], {u,} and
{xn} C Q such that u, is a solution to (P™) for all n, |[u||;=(q) = tn(Xn) — +oo as
n — +oo and x,, — xo for some xy € dQ. Taking advantage of the smoothness of dQ,
we are allowed to perform a convenient change of coordinates in such a way that u, is
a solution to a similar problem except that dQ becomes flat near x( (see Lemma 5.6.1
in the Appendix below for the detailed proof). In other words, we may assume without
loss of generality that u, is a solution to (R») for all n, where

—div(M (x)Vv) +b(x)Vv+ j(x,v)M(x)VvVv = AvP +1v° xXEQ,
v>0, xXEQ, (R
v=20, xel,
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with Q C Rﬁ, 0A£T CIQN 8Rﬁ and it is connected, and M, b, j are as in Lemma 5.6.1.

It is clear that d,, = dist(x,, Q) = dist(x,,I") = x, y for all n large enough. Arguing
as in the previous case, we define

2

Vn(Y):nr{Tlun(xn+nny) Vy € Q,UT,,

2

where 1, 7 = [tn|1=(02), 0 € Qn = By, (0) N {yn > —dy/Nn} and T, = By, (0) N

{yn = —d,/n,} for some d > 0. It is easy to see that v, is well-defined for all n large
enough and it satisfies
. . M,(y)Vv, Vv,
—div(My(y)Vvn) + Nnbn () VVn + jn(; un)un%

2(p716>
=M+, S, yeQ,,

where M,,(y) = M (x4 Nny), ba(y) = b(x, +N,y) and ju(y,-) = j(xn + Nuy,-)-
Now, if {d, /1, } is unbounded, we can extract a subsequence such that d,, /1, — +oo

as n — +oo. In this case, ey Ry = RY, so we can argue as in the case xo € Q without

relevant changes and arrive to a contradiction.

Let us assume now that {d,/n,} is bounded. Then, up to a (not relabeled) subse-
quence, d, /M, — & for some k¥ > 0. Thus, U,cy2n = {yn > k}. We assume without
loss of generality that {d,/n,} is monotone and we distinguish two cases: either it is

increasing or decreasing.

First, assume that {d,,/n,} is increasing. Since d,,/n, < K for all n, it is clear that
kK > 0. We fix now R > k and consider the open set

W= BR(O) N {yN > —K‘}.

Observe that, since kK > 0, then 0 € @. Also, @ = Br(0)N(Q,U{—k <yn < —d,/Mn})
for n large enough. Thus we may define v, : @ — [0, 4o0) by

_ valy) ifyeQ,,
Vn(y) = ( ) )
0 otherwise.

Clearly, v, € H'(0) NC(®), ¥, =0 on dow N {yy = —k} and [Vl (@) = ¥n(0) = 1.
In fact, v, is well-defined in ®; = Bog(0) N {yy > —k} as well. Let us now denote
B1 = Br(0) N {yn = —x}. Thus, following again the Appendix and using condition
(5.15), it can be proved that there exist C > 0,0 € (0,1) such that ||7,[|coa(q,up,) < C
for all n large enough. Now, since @ C @; U fB;, then

[Pnllcoa (@) < C
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for every n large enough. As a consequence, there exists v € C(®) such that v, — v

uniformly in @.

Next, an estimate on {7,} in H!

loc

(w) can be proved as in the previous case xg € Q,

so that ¥, — v weakly in H!

loc

(w), up to a subsequence. Moreover, the same arguments
are valid to prove that {7, } satisfies also (5.19) and, furthermore, that V¥, — Vv a.e. in

. Thus, we can now pass to the limit as in the case xy € Q and deduce that

M (xo)VvVy
%

—div(M(x0)Vv) + u(xo) =M yeo.

We want to prove now that v(y) = 0 on doN{yy = —«}. In order to do so, let
y=(,—«) € doN{yy = —«}. Then, the sequence {y,} = {(y/,—d,/N,)} C ® and
yn — y. Hence, the uniform convergence yields v, (y,) — v(y). On the other hand, recall
that v, (y,) = 0 for all n. In consequence, v(y) = 0.

In sum, we have proved that v € H! (@) NC(®) is a solution to the problem:

M(x) VvV
divM ()W) + () LYV g e,
v >0, yE o,
v=0, yeon{yy=—x}.

Actually, taking R arbitrarily large we deduce thatv € H. ({yny > —x})NC({yn > —k})
and it satisfies

M \YANY
_div(M () V) + (o) TEOYVY e e s =),
v>0, y € {yv > —x},
v =0, y€{w=—x}.

Observe that, if we denote M (xg) = (m;;) for i, j = 1,...,N, then the previous equa-

tion may be written as

N % u(x) & dv dv
mj + mijj——-—=M" ye€ > —K}.
i,jzz'l " 9yidy; v i,jzz'l " dyi dy, vE o /

. 2 L . .
Since both ‘9, *— and ﬂﬂ commute in i, j, then a simple change of coordinates (see
a)’l‘)yl dy; a)’j

the conclusion of Case 1 in Section 2 of [82] for the details) leads to finding a solution
w € Hi (RY) NC(RY) to

—Aw+,u(xo)T:wp, yeRY,

w >0, ye R{VH

w =0, y € JRY.
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This contradicts Lemma 5.2.9.

It is left to consider the case {d, /1, } decreasing (observe that, in principle, kK might
equal 0). Let us take R > x and denote ® = Bg(0). We define the function v, : @ — R
by

. va(y) ify € Qy,
0 otherwise .

It is clear that @ N Q, = @ N {yn > —d,/N,} # 0 for all n large enough, so 7, is well-
defined. Arguing as above, it can be proved that ||V, |co.«(g) < C.

Furthermore, v,,(0) = v,(0) = 1. Thus, fory = (0,---,0,—d,/N,) € Br(0) NI}, the
Holder estimate yields

1= [0n(y) = Pu(0)] < Cly|* = C(dn/ma)"

This implies that K > 0.

Therefore, arguing as above, there exists 0 < v € H! (w) NC(®) such that, up to
subsequences, ¥, — v uniformly in @ and weakly in H!

loc

(). Observe that, in particular,
v(y) =0 for all y € @N {yy = —k}. Moreover, we can pass to the limit as before and

we obtain that v satisfies

M (xo)VvV
—div(M(xo)Vv) +u(xo)M =MP  yeon{yy>—x},
v >0, yeon{yn>—x},
v=0, yeon{yy =—x}.

We arrive to a contradiction similarly as in the case {d,/1,} increasing. The proof is
concluded. [

The following result, as Proposition 5.3.2, provides a priori estimates on the solu-
tions to (P"). The difference lies on the fact that we do not impose the limit condition at

infinity at the expense of making a stronger restriction on the sizes of g, p.

Proposition 5.3.3. Let A >0, p € (1, 551) and g: Q x (0, +0) — [0, +o0) be a Carathé-
odory function satisfying (5.15) for some 8,7t,0 > 0. Assume also that 6 < w
Then, there exists C > 0 such that ||ul|j~q) < C for every solution u to (P') for all

t € [0,19], where ty > 0 is given by Proposition 5.3.1.

Proof. The proof is very similar to the proof of Proposition 5.3.2. Here we give only a
sketch.
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Arguing by contradiction, we assume that there exist two sequences {t,} C [0, 7]
and {uy, } such that u, is a solution to (P™) for all n and |[up||;=(q) — +e° as n — +oo.
We also consider a sequence {x,} C Q satisfying

[ttn|| =) = un(xXn)  Vn, X0 —x0 € Q, up to a subsequence.

We denote 1, = ||uy| L:(Zg;). Let us assume that xo € dQ (we will omit the simpler
case xg € Q). Arguing as in the proof of Proposition 5.3.2, we assume without loss of
generality that u, is a solution to (R™) for all n, with Q =V C RY and I’ C QN IRY.
Thus, there exists a sequence of bounded domains {Q,} satisfying, for every n, that
0€ QX+ My € Qforall y € Q, and |J,cy Qn = X, where X may be either R or

{yn > Kk} for some k > 0.

In any case, we define v, : Q,, — R by

2

V() =00 un (X, M0y) Yy € Q.

It is easy to prove that v, satisfies the equation

M, (y)Vv, Vv,

—div(My(y)Vva) + Mnbn(y)Vvn + ttn jin (, tn) v
n

2(1)716)
:)'Vﬁ+nnp tnv;?l-? }’6 QFU

where M,,(y) = M(x, + Nny), ba(y) = b(x, + Nny) and ju(y,-) = j(x, + Nny,-). Since
sjn(x,s) < o, we deduce that

M,(y)Vv, Vv,

—div(M,(y)Vvy) + Npby(y) Vv, + 60— >Mh yeQ,.

Vn
Passing to the limit as in Proposition 5.3.2 and applying after that a convenient change
of coordinates, we obtain a supersolution v € H! (X) NC(X) to (5.13), where either
X=RVorX= Rﬁ. This is a contradiction with Lemma 5.2.9. [

Next proposition provides similar estimates as Propositions 5.3.2 and 5.3.3. The
novelty is that we assume the limit condition at infinity, as well as the continuity of the
limit, only in a neighborhood of Q. This means that we need to impose stronger size
restrictions on g, p than in Proposition 5.3.2, but milder than in Proposition 5.3.3.
Proposition 5.3.4. Let A >0, p € (1,75) and g : Q x (0, +o0) — [0, +o0) be a Carathé-
odory function satisfying (5.15) for some 8,7,0 > 0. Assume also that 6 < w
and

dJoccQ, ueC(Q\w): - <42,
ueCQ\o): |t w < 7= (5.20)

limsghLoo HSg(‘aS) o ‘LLHL‘X’(Q\Q)) =0.
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Then, there exists C > 0 such that ||u||;=q) < C for every solution u to (P') for all
t € 0,19], where ty > 0 is given by Proposition 5.3.1.

Proof. We argue similarly as for Propositions 5.3.2 and 5.3.3, so we give a sketch of the

proof.

Assume by contradiction that there exist two sequences {#,} C [0,79] and {u,} such
that u, is a solution to (P™) for all n and ||up||;=(q) — +o° as n — +e0. We also consider

a sequence {x, } C Q satisfying
HunHL‘”(Q) = un(xn) Vn, Xx,—Xxo€ Q up to a subsequence.

Suppose that xo € . Since xp might belong to @ (where the asymptotic behavior of
g at infinity is unknown), then we cannot proceed as in the proof of Proposition 5.3.2.
Nevertheless, rescaling u, conveniently and using (5.15) we may argue as in the proof
of Proposition 5.3.3 to find a supersolution 0 < v € H! (R¥)NC(RN) to

[Vv]?

=, yeRN

—Av4+ol— =
1%

This is a contradiction with Lemma 5.2.9.

On the other hand, if xg € dQ, then we may take advantage of the continuity of u
given by (5.20) to obtain, arguing as in Proposition 5.3.2, a solution v € H! (X)NC(X) to
(5.13) for 0 = p(xp) and either X = RN or X = RIX. This contradicts Lemma 5.2.9. [

In the last result of this section we find an estimate for the solutions to problem (P;,)
whose dependence on A is explicit. As a consequence, it is shown that the norm of the
solutions to problem (P ), if they exist, becomes arbitrarily small as A tends to infinity.
Proposition 5.3.5. Let p € (1,511) and g : Q@ x (0,+0) — [0, +o0) be a Carathéodory
function satisfying (5.15) for some 0,t,0 > 0. Assume in addition that 6 < w
Then, there exists C > 0 such that

1
AT ul| =) <C

for every solution u to (Py) for all A > 0.

Proof. Arguing again as in the proof of Proposition 5.3.2, assume that there exist two
sequences {A,} C [0,4o) and {u,} such that u, is a solution to (P, ) for all n and
1

20| 1= () — oo as n — +-o0, where z, = AL u,. Tt is easy to see that z, satisfies

1

1 1
—Azp+A, g (x,?Ln ”lzn) |Vzn]2 =z, xeQ.
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Let {x,} C Q be such that z,(x,) = ||za||z=(q) for all n, and let xo € Q be such that,
passing to a subsequence if necessary, x, — xo € dQ (the case xg € Q is analogous,
2

so we omit it). Let us consider the function v,(y) = 0/ z,(x, + 1,y) defined for all
p—1

=)
Then, thanks to Lemma 5.6.1 in the Appendix below, we may assume without loss of
generality that v, € H'(Q,) NL”(Q,) satisfies

y € Q,, with Q, C R" as in the proof of Proposition 5.3.2 (Case 2) and 1,, = ||z,

) Vi . v \ M,,(y)Vv, Vv
—div(My () V) +bn () VY + 7 i <y, L—”) % =V, YEQ (521)
where Lﬁ_] = nn,% and M,,b,, j, are as in the proof of Proposition 5.3.2 (Case 2).

From (5.21), and using condition (5.15) (which is obviously satisfied by j,), one can
prove the same estimates on {v,} as in the proof of Proposition 5.3.2. Moreover, again
by (5.15) we deduce that

) M, (y)Vv, Vv,
—div(My,(y)Vvy) + Nubyn(y) Vv, + G% >vh yeQ,.
loc (X) m C<)_() tO
(5.13), where either X = RY or X = R”. This is a contradiction with Lemma 5.2.9. [J

Now we pass to the limit as usual and obtain a supersolution v € H/

5.4 Main existence results

The following is the main existence result of the paper. There we prove that there exists

at least a solution to problem (P;) for all A > 0 provided g is small in some sense.

Theorem 5.4.1. Assume that the hypotheses of either Proposition 5.3.2, or Proposi-
tion 5.3.3, or else Proposition 5.3.4 are satisfied, and assume also that there exists
limg_,0sg(x,s) for a.e. x € Q. Then, there exists at least a solution to (Py) for all A > 0.
Moreover, in case the hypotheses of Proposition 5.3.4 are satisfied, then there exists
C > 0 such that 1

Aru| =) < C

for every solution u to (Py) and for every A > 0.

Remark 5.4.2. We point out that the smallness condition ¢ < 2*2_5’) required by The-

orem 5.4.1 is necessary for the existence of solutions to (P, ), at least in the particular
case of Q a satarshaped domain and sg(x,s) = o for some constant 6 < 1. Indeed, as-
sume by contradiction that ¢ € [2*2:%2”, 1) and that 0 < u € H}(Q) NL*(Q) satisfies

Vul? . _ . p=0
—Au-+ G% = Au” in Q. Then, v = cu! 9 satisfies —Av = vT=5 in Q for some ¢ > 0.
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Therefore, since % > 2* —1 and Q is starshaped, the well-known Pohozaev’s identity

(see [112]) yields a contradiction.

Remark 5.4.3. Apart from the model examples in the Introduction above, Theorem
5.4.1 allows us to handle many others. For instance, a curious one corresponds to the
choice g(x, s) ”(ﬁ)ﬁ with0 <a <1< and0 < u € L>(Q) is small enough.

s¢

Proof. Forevery 0 <v e C(Q),t > 0, we consider the following problem:

\V/ 2
—Au+vg(x,v) [Vul =M +1n°, xEQ,
u>0, xeQ, (29
u=0, x € Q.

Since o € (0,1), then Theorem 5.2.8 implies that there exists a unique solution u to
(0"). Moreover, u € C%%(Q) NW.LY(Q) by virtue of Propositions 5.2.3 and 5.2.4.

Let X = {w € C(Q) : w(x) > 0Vx € Q}. We now define K : X x [0,+o) — X
by K(v,t) = u for all v € X \ {0} and ¢ > 0, where u is the unique solution to (Q"),
while K(0,¢) = 0 for any + > 0. We aim to prove that there exists 0 < u € X such that
K(u,0) = u, which is equivalent to finding a solution to (Py). In order to do so, we first
prove that K is continuous. Indeed, let {v,} C X and {#,} C [0, 4oo) be such that v, — v
in C(Q) for some v € X and t,, — ¢ for some t > 0. Let us denote u, = K(v,,t,). Then,
noticing that —Au,, < C for some C > 0, it is straightforward to prove that ||u,|| Hi@) <C
for all n. Hence, up to a subsequence, u, — u weakly in H} (Q) for some 0 < u € H} (Q).
Furthermore, —Au, < C also implies, thanks to the well-known Stampacchia’s Lemma
(see [121]), that ||u,|| 1=(@) < C for all n. Therefore, condition (5.15) and the arguments
in the Appendix below imply that there exist o € (0,1),C > 0 such that [[uy | 0.eg) < C

for all n. In consequence, u,, — u strongly in C(Q). In particular, u € X.

Assume now that v > 0. Then, it can be proven as in [107] that « > 0 in Q. Hence,
one can pass to the limit in a standard way (see [38], for instance) so that « is the unique
solution to (Q"), i.e., u = K(v,). The uniqueness implies also that the original sequence

{K(vp,t,)}, and not merely a subsequence, converges itself to K(v,¢) strongly in C(Q).
That is to say, K is continuous in X \ {0} x [0, 4o).

Suppose now that v = 0. Observe that
—Auy < AVE+1,v5, x€Q,

u, >0, x€Q,
u, =0, x € Q.
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Hence, passing to the limit,

—Au<0, xeQ,
u>0, xeQ,
u=>0, x € Q.

Therefore, the maximum principle implies that u = 0 = K(0,7). One more time, in

fact the original sequence {K(v,,1,)} converges itself to K(0,7) strongly in C(Q2). This

proves that K is continuous in X X [0, 4).

It remains to prove that K is compact, i.e., it maps bounded sets to relatively com-
pact sets. Indeed, let {v,} C X and {z,} C [0,+c0) be bounded sequences. Taking
subsequences, v, — v in the weak-x topology of L*(Q) for some v € L*(Q), while
t, — t for some ¢ > 0. This is enough to pass to the limit in the equations as above. We

conclude that, up to subsequences, K(v,,t,) — K(v,t) strongly in C(Q). This proves
that K is compact.

We will prove next that there exist 0 < r < R and #; > 0 such that

1. u# sK(u,0) Vs € 0,1], Vu € X with |[ul|1=(q) =7,
2. u#K(u,t) ¥t >0, Yu € X with [|u]| ;=) = R,

3. u# K(u,t)Vt > t1, Yu € X with [|ul|f=q) <R,

In order to prove item 1, let us assume by contradiction that, for all » > 0, there exist
s €[0,1] and u € X with [[u|;=(q) = r such that u = sK(u,0). In particular, u > 0 in Q
and
—Au < AsuP, x€Q,

u=0, x € Q.

Since p > 1, we can choose r > 0 such that Aa” < %a for all a € [0, r], where A; stands
for the principal eigenvalue of —A with zero Dirichlet boundary conditions. Further-

more, u < r in Q, so we have that

A
—Augéu, x € Q,
u>0, xeQ,
u=>0, x € Q.

This is a clear contradiction with the definition of A;.
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On the other hand, if we take R > C, where |[u|;=(q) < C (see Propositions 5.3.2,
5.3.3 and 5.3.4) then it is clear that item 2 holds. Moreover, if we take #; > t;, where
to > 0 is given by Proposition 5.3.1, then item 3 also holds.

In conclusion, [60, Proposition 2.1 and Remark 2.1] can be applied and in conse-
quence we obtain a positive fixed point of Ky, i.e., a solution to (P,). Finally, the last

statement of the result is trivial from Proposition 5.3.5. The proof is finished. [

Now we present the last existence result of the paper. It provides the existence of
solution to (P,) for A > 0 large, although g may be very general for s large, as only

conditions for s near zero are needed.

Theorem 5.4.4. Let p € (1,341) and g : Q x (0,+c0) — [0,+) be a Carathéodory

P N—-1
function satisfying that there exist 6,7, > 0 and so > 0 such that T < ¢ < w,
c—1t<l—-o0and
T<(s+06)g(x,s) <0 ae xecQ,Vse(0,s). (5.22)

Assume in addition that there exists lims_,osg(x,s) for a.e. x € Q. Then, there exists
Ao > 0 such that problem (P)) admits at least a solution uy, for all A > Ay. Moreover,
there exists C > 0, independent of A, such that

1
APT ||u,1||Lm(Q) <C VA>A.

Remark 5.4.5. We point out that Theorem 5.4.4 is valid for a very wide class of non-

linearities. For instance, if
g(x,s) = U(x)h(s) ae. xe€Q, Vs>0,

where 0 < u € L*(Q) and £ : [0,+00) — [0, +-o0) is continuous (also at s = 0), then the

hypotheses of Theorem 5.4.4 are fulfilled; roughly speaking, the ideais to take d =7 =0
1 N41-—p(N—1)
20 2

hand, a prototypical example of function g singular at s = 0O satisfying the conditions in
Theorem 5.4.4 is
g(x,s) = &;C) ae. xe€Q, Vse (0,s),
s

and 0 < min{ } in (5.22), and choose sg > 0 small enough. On the other

where y € (0,1), 0 < u € L*(Q) and, for s > 59, g is a Carathéodory function with
arbitrary growth.

Proof of Theorem 5.4.4. Consider the Carathéodory function g : Q x (0, +o0) — [0, +c0)
defined by
g(x,s) ifxeQ,se(0,s),
8(x,5) =\ (s0+8)g(x,50)
s+6

if x € Q, s> 5p.
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Itis clear that g satisfies the hypotheses of Proposition 5.3.5. Thus, if we denote problem
(P,) with g instead of g as (P,), Theorem 5.4.1 implies that there exists a positive
solution u,, to (Py) for all A > 0 that satisfies

A7 ]| SC YA >0.

In particular, there exists 49 > 0 such that ||u, [|;=(q) < so for every A > 2. Hence, u
is, in fact, a solution to (P;) for every A > Ag. The proof is finished. O

We conclude the section by proving Theorems 5.1.3 and 5.1.4 as direct conse-
quences of Theorems 5.4.1, 5.4.4 and 5.2.7. We omit the proof of Theorem 5.1.2 be-
cause it follows after applying literally Theorems 5.4.1 and 5.2.7.

Proof of Theorem 5.1.3. Let us denote g(x,s) = % and h(x,s) = (s+ 8)g(x,s). In
order to prove the first statement, we assume that § > 0 and ||t ||;=(q) < %71 Observe
that

4] =(0)
inf h(x,s) =0, sup h(x,s) = ————.
(1) €Q[0.+20) (165)€Q X [0,+) &1t
Therefore, 7 < h(x,s) < o fort=0and o = ”ugf,(“). Note that 6 — 7 < 1 — o since

20 < 1. Hence, (5.15) is satisfied. On the other hand, it is clear that A(x,s) — O as
s — oo uniformly for a.e. x € Q. Thus, (5.17) also holds. In conclusion, Theorem

5.4.1 implies that there exists a solution to (5.1) for any A > 0.

On the contrary, let us assume now that 6 =0 and u(x) >t > 0 fora.e. x € Q\ w.
Then, h(x,s) = % In consequence, there exists so > 0 small enough such that (5.9)
holds. Thus, Theorem 5.2.7 implies that problem (5.1) admits no solution for any A >
0. O

Proof of Theorem 5.1.4. Let us denote g(x,s) = (s“+()5€))7 and h(x,s) = sg(x,s) = s

It is clear that, for any € > 0, there exists s > 0 such that
S

0 <h(x,s) < ||N||L°°(Q)m, <€ ae xeQ, Vse (0,s].
Therefore, if € < min { %, NH+M} then the hypotheses of Theorem 5.4.4 are ful-
filled. This completes the proof of the result. 0

5.5 Open problems

After the analysis carried out in this work, many problems remain still unsolved. We

list some of them here:
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1. As we pointed out in the Introduction, the existence of solution to problem (5.1)
forpe (1,2 —1),y=1,8 >0, 2*21517 <u < pand A > 0 small is unknown,
even for 4 > O constant. This represents a challenge also in the theory of semi-

linear equations. Indeed, it is well-known that, if u is constant, then there is a
change of variable that turns the equation in (5.1) into a semilinear one. Simple
computations show that the nonlinearity obtained after performing the change of
unknown is superlinear and subcritical at zero, but supercritical at infinity. This
behavior makes the problem hard to deal with for A > 0 small.

2. Concerning also problem (5.1) for p € (1,2* — 1) and y = 1, some questions re-

main unanswered in the singular case 6 = 0. Indeed, nonexistence of solution

is known if y = constant € [2*21 Sp , 1) and Q is starshaped (see Remark 5.4.2
above). However, we are not aware of any existence or nonexistence result for u
non-constant in that range. Furthermore, if u > 1 near d€, then nonexistence is
known (see Theorem 5.2.7 above), but for 4 = 1 we do not have an answer. To
this respect, the only related result that we know is a nonexistence result about
problem (5.3) for 4 = 1, f = 0 near dQ and N = 1 (see [37]). An extension of

such a result to any dimension N would be remarkable too.

3. In Theorem 5.2.8, no restriction on u from below (apart from p > 0) is needed.
In view of this fact, condition (5.15) does not seem to be completely natural. We
presume that it appears by imposition of the techniques used to prove the Holder
estimates (see the Appendix below). We suspect that, by using only ||tt[[;=q) < 1,
it must be possible to prove positive local estimates from below. This would be
enough to prove the Holder estimates and to pass to the limit in the results of
Section 5.3.

4. In Theorem 5.1.3, the smallness condition on u is obviously unnatural. We pre-
sume that a different approach must lead to the existence of solution to (5.1) for
every A > 0 provided p € (1,2* — 1),y > 1,6 >0 and 0 < u € L*(Q) without
size conditions.

5. In [100] it is proved, among other results, that there exists at least a solution
to (5.1) for every A > 0 provided that p > 1,y =1, > 0 and u € C(Q) with
2~

max, g U(x) < =
allowed to change sign; actually, it is forced to be negative if p > 2* — 1. We

Sp . Observe that p is allowed to be supercritical and u is

think that the restrictions p < 2* — 1 and g > 0 are also unnecessary for (U non-
constant.
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6. Finally, we point out that the condition p < %—ﬂ in Theorem 5.1.4 does not seem

to be sharp in view of Theorems 5.1.2 and 5.1.3. In fact, we expect a similar result
to hold, at least, for every p < 2* — 1.

5.6 Appendix

In this section we prove some technical results that are required by the blow-up method.

5.6.1 Technical lemma

Lemma 5.6.1. Let Q C RN(N > 3) be a bounded domain with boundary of class €2,
g:Q x (0,400) — R be a Carathéodory function, and f : [0,4o0) — R be a continuous
function. Then, for every xo € dQ, there exist U C RN a neighborhood of xo and an
injective and C*> map y : U — RV, with C? inverse, such that V. = y(UNQ) C RY,
I =y(UNJQ) C IVNIRY and, if u is a solution to

—Au+g(x,u)|Vul* = f(u), xeQ,
u>0, x€Q, (5.23)
u=0, X € JQ,

then the function v =uoy~' : V — (0,4-o0) is a solution to

—div(M(y)Vv) +b(y)Vv+ j(yv)M()VVv = f(v),  y€V,
v>0, yev, (5.24)
v=0, vel,

where M € C'(V)N*N is uniformly elliptic, b € C(V)N and j(-,-) = g(y~'(-),-), being
M., b and j independent of u.

Proof. Since 9dQ is of class €2, there exist U C RV a neighborhood of xq and a C?
function v : U’ — R, where U’ = {x¥’ ¢ R¥"!: Jxy € R, (¥, xy) € U}, such that

v(x)<xy V(,xy) €UNQ,
v()=xy V(' ,xn) €UNIQ.

Let us define the change of variables y : U — R" by

y(x)= (o —y(x)) VxeU.
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It is clear that

y(x) €RY V(X xy) €eUNQ,
y(x) € IRY V(¥ xy) €UNIQ.

This proves that V C ]RZX and I' C 8RZX. Moreover, it is a simple exercise to prove that

" C dV. Itis also easy to see that the function y~! : y(U) — U given by

y ' @) = v+ (@) VzeyU)

-1

is the inverse function of y. Note that y~' is well defined since 7/ € U’ for every z € y(U).

Let us now define v: VUL — R by
v(z)=u(y ' (z)) VzeVUT.

Observe that v =0 on I" and u(x) = v(y(x)) for all x € U N Q. We will show next that v
satisfies an equation in V.

Now we compute the derivatives that we need. We emphasize that such derivatives
can be understood in a pointwise sense due to Remark 5.2.5 and to the C? regularity of
y. We stress also that, as y does not depend on xy, it will be understood that % (x)=0
forxeU.

1 0 0 0

0 1 : :

0 0 1 0

— () S () |1
du, . dv dv ay B
8x,<x 8_zi( x E(Y(x a_x,-(x)’ i=1,---,N—1,
b)

u v
E x) = E()’(X)),

) [Vu() = [V + (£ 6) V)P 225 () V() Vi)
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d)
0%u %y ayi 9% dyn
&x.z(x):3Z18zi(yx a_xl'(x)JrMJraZNaZi T 3_361‘(x)
dv vy,
- aZN y()C)) axlz ('x)
92 dy 9° Iy, | oY
)W)+ ) 2 }axﬁ )
0%y 92y oy, 9% v, ,\*
S0 =255 ) 560+ S 0t (52 )
dv 2y
_ =1 —1
aZN y(x)) axlz ('x )’ l I 7N ?
e) Au:Av—zvﬂvw \sz a Aq/

dzn

Let us denote j(z,s) = g(y~'(z),s) for a.e. z€ V and for all s > 0. Thus, v = v(y)
(from this point y will simply denote variable in V') satisfies the equation

- L vy v vy O
Iyn

) o VoY

— ) = i) |Vv|2+(ﬂ) VP22 vy |, yev. (25)
dyN dyn

Let us define the matrix

1 0 0| —2%%(y)
0 1 : :
M(y) =] : 0 : , YEV,
0 1] —258(y)
0 o O[TH[VY()P

and also the vector b(y) = (0,---,0,—Aw(y’)),y € V. Then, one can check that v is a
solution to (5.24).

Moreover, let a > 1 be such that (a—1)||Vy/||? 1=(v) < 1. Then, by Cauchy-Schwarz’s
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and Young’s inequalities, the following holds for every & € RV:
M()EE = &> —26n Ve + &3Vl

> |e2— (a— DE VYR~ LfeP
—(1-5 ) - vyg
> (1) 18P+ @ DIV )8

. 1
> mm{l 0 1—(a— 1)||V‘l/||%°°(v)} I35

Then, M is uniformly elliptic. The proof is finished. [

5.6.2 Holder estimates

Let @ C RY be a smooth bounded domain and let {v,} C H'(®)NL*(®) be such that
0 < v, <Cin o for all n and for some C > 0. Assume that v,, satisfies

. 1 %
_dIV(Mn(y)VVn) +bn(y)vvn + g_gn (y: g_n) Mn(y)vvnvvn = fn(Vn)a ye o,
n

n

where, for all n, &, > 0; M,, € L°°((0)N *N is uniformly elliptic (with elliptic constant

independent of 1) and bounded uniformly in n; b, € L*(®)" is bounded uniformly in
n; fu(s) = AusP 41,57 for all s > 0 and for some p,q > 0 and some bounded sequences
{A},{tn} C[0,C], and g, : @ x (0,400) — [0,+o0) is a Carathédory function that sat-
isfies (5.15) for some 0,7, > 0 independent of n. Let us also assume that, for some

connected (possibly empty) set I' C d o,
v, =0, yel.
This is precisely the situation in several proofs of Section 5.4.

Let us denote 9, = €,0. Simple computations show that, for any y > 0, the function
up = (v +6,)" — 8 satisfies

—div(M,,(y)Vup) + b, (y)Vity = §n(y, un) My (y) Vi, Vury, "‘fn(un)a yew, (5.26)

where

(s+61)7 (s+61)7
l - ’y_ & En | & - 6
,8) = ae. ycw, Vs>0, Vn,
Zn(1,5) 1o y

Fols) = v+ 8N £ ((5+80)7-8) ¥s>0,vn




172 CHAPTER 5. BLOW-UP APPROACH FOR NATURAL GROWTH PROBLEMS

It is clear that f,(u,) is bounded uniformly in n. We will now choose ¥ > 0 in such a
way that
0<s8,(v,5)<c ae. y€w,Vs>0,Vn, (5.27)

for some ¢ € (0, 1). Indeed, it is clear that
Y(s+87)8n(v,s) > 1—-y—o0.
T

Thus, we choose ¥ < 1 — o. On the other hand, if y > %, then

l—y—71
Y

s&n(y,5) < <1

In sum, (5.27) is satisfied if y € (%, 1— G}. Notice that this interval is nonempty
thanks to the condition 6 —7 < 1 —o©.

Next, using (5.27) we may apply the arguments in [38, Appendix] without relevant
changes to prove that ||us||co.¢(pur) < C for some C > 0, a € (0, 1). In particular, using

1
that the function s — s7 is locally Lipschitz for s > 0, we have that

[V (x) =va(¥)| = [Vu(x) + 6n — va(y) — 8nl
< C‘(Vn(x) + 5n)y_ (Vn(y) + 611)7‘
= Clun(x) —un(y)| < C|x_y|a Vx,y € oUT.

In conclusion, [|va[[co.e(oury < C, as we wanted to prove.



Chapter 6

Nonexistence result for a semilinear
elliptic problem

S. Lépez-Martinez, A. Molino, Nonexistence result for a semilinear elliptic problem,
arXiv: https://arxiv.org/abs/1902.08800.

Abstract. In this paper we prove the nonexistence of nontrivial solution to

—Au= f(u), xeQ,
u=20, X € 0Q,

being Q C RY (N € N) a bounded domain and f locally Lispchitz with non-positive primitive.

6.1 Introduction

Problems of partial differential equations are extensively studied at present, mainly mo-
tivated by their applications in fields of physics, biology and engineering among others.

One of the simplest models of nonlinear elliptic differential equations is the following

—Au=f(u), xeQ,
u=>0, x€dQ,

(P)

being @ C RN (N € N) a bounded domain with boundary of class €"! and the source
term f : R — R a locally Lipschitz function.

Along this note, a classical solution to (P) (solution from now on) will be a function
u € C*(Q)NCH*(Q), for some o € (0,1), satisfying (P) pointwise. Observe that, by
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regularity results, every bounded weak solution is a solution to this problem (see e.g.
[123]).

When studying any kind of problem involving differential equations, it is always
useful to know necessary conditions for the existence of solution. For instance, it fol-
lows immediately that a necessary condition for the existence of a solution u to (P) is
that # must satisfy the equality

/Q\Vu|2:/gf(u)u. ©.1)

In consequence, a straightforward nonexistence result for problem (P) states that if
f(s)s <0, forallseR, (6.2)

there exists no nontrivial solution to (P). In addition, the well-known Pohozaev identity
( [112]) yields a sort of generalization of this simple result. To be more precise, every
solution u to (P) must satisfy the following equality:

1 N-2
— [ |Vux)]*x-v(x)dx+ —/ |Vu(x)\2dx:N/ F(u(x))dx, (6.3)
2 Joo 2 Ja Q

where F(s) = [y f(¢)dt for all s € R and v denotes the unit outward normal to JQ
vector. Observe that if Q is starshaped with respect to 0 (i.e., x- v(x) > 0 on dQ) and

N > 3, the left hand side of (6.3) is non-negative. Therefore, if
F(s) <0, forallseR, (6.4)

there exists no nontrivial solution to (P) whenever Q is starshaped. Keep in mind that

condition (6.4) implies that £(0) = 0. Thus, zero is always a solution.

Condition sf(s) < 0 clearly guarantees F(s) < 0, but not conversely. A simple
example is f(s) = Asins, being A < 0. Where, to our knowledge, the existence of
a nontrivial solution until now is unknown. Instead, existence of solutions for A > 0
were established in [58]. In this way, a natural question is whether the condition Q is
starshaped is essential for the nonexistence of nontrivial solution to (P), for any bounded
domain Q and f satisfying (6.4).

A similar situation arises when one analyzes the well-known supercritical case re-
sult, also derived from (6.3). Concretely, if f(s) = A|s|P~2s, for A > 0 and p > 27,
there exists no nontrivial solution to (P) provided N > 3 and Q is starshaped. However,
it is surprising the existence of nontrivial solutions for p > 2* when the domain is not

starshaped. For instance, positive solutions have been found when the domain is an
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annulus (see the seminal paper [92] and references therein) or for domains with small
holes ( [62]).

But nevertheless, much less is known about the influence of the geometry of Q in
the existence of solution to problem (P) in the case F(s) < 0 and the literature contains
only partial nonexistence results. Observe that for functions f globally Lipschitz, with
L—Lipschitz constant, it follows that |f(s)| < L|s|. Thus, applying Poincaré inequality

M/QuzS/Q|Vu|2:/9f(u)u§L/Qu2.

Therefore, this simple computation gives the nonexistence of nontrivial solutions as

in (6.1), we obtain

long as L < A, being A, the first eingenvalue for the Laplacian operator in  with zero
Dirichlet boundary conditions. In this line, in [66, 116] the authors prove the nonexis-
tence provided that L < 3A; (N > 2). Recently, in [84], the nonexistence of nontrivial
solutions is shown if either dQ has non-negative mean curvature or Q is an annulus, also
for functions f globally Lipschitz and N > 2. On the other hand, in [50] (see also [54]),
a condition similar to F(s) < 0 is imposed, and the authors prove the nonexistence of
positive solutions which satisfy a certain extra property; no geometric condition on €2 is

assumed.

In the present paper, inspired by the results in [50], we prove that there is no non-
trivial solution to problem (P) provided F(s) < 0, being f a locally Lispchitz function.
Here, no additional hypotheses on Q, N nor f are imposed. This exposes the unexpected

fact that there is no geometric assumption on € that gives a nontrivial solution.

6.2 Main result
Theorem 6.2.1. If F(s) <0 for all s € R, there exists no nontrivial solution to (P).

Proof. Clearly, zero is a solution. We argue by contradiction and assume that there
exists a nontrivial solution u to (P). First of all, notice that —u is a solution to

—Au=—f(—u), x€Q,
u=0, x € Q.

Since the function —f(—s) is under the hypotheses of the theorem, there is no loss

of generality in assuming that u., := max, g u(x) > 0. On the other hand, since f is
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locally Lipschitz and the value of f(s) for s > u., is irrelevant, we can also assume that
f is globally Lipschitz, with Lipschitz constant L > 0, and that limy_, ;. f(s) = —co.

It is easy to check that f(u.) > 0. Indeed, arguing by contradiction, assume that
f(us) < 0. Then,
—Aloo + Lttoo > f(Uhoo) + Lthoo, x € Q. (6.5)

Moreover, we have proved that
—Au+Lu= f(u)+Lu, xecQ. (6.6)
Subtracting (6.6) from (6.5), and using that f(s) + Ls is non-decreasing, we obtain
—A(too — u) + L(thoo — tt) > f(thoo) + Lthoo — f(u) —Lu >0, x € Q.

Since u. > u on d€, the strong maximum principle implies that ue > u in Q, which is

a contradiction.

Thus, the fact that f(u.) > 0 implies that there are s1,s, > 0 such that 5| < ue < 57
and
f(s)>0 Vse(s1,5). (6.7)

Moreover, since F(s) < 0 and lim_; . f(s) = —oo, we can choose respectively s and
s7 such that f(s;) = f(s2) = 0. Further, we can assume that F(s;) < 0 since, otherwise
(i.e., if F(s2) = 0), we can modify f so that we obtain another L-Lipschitz function f*
such that f(s) > f*(s) > 0 for s € (4, 52) and f = f* elsewhere. In this way, u is still
a solution to (P), but now F(sy) < 0.

Now we will find a family of supersolutions to (P) which will lead to a contradiction
by comparison with u. For this purpose, we follow the original reasoning in [50], which
in principle is performed for f € C'(R). Here we adapt the proof to our setting and
check that it also works for Lipschitz functions f.

Indeed, consider the following initial value problem

—w'(r) = f(w(r), Vr>0,

w (0) =—/—F(s7).

Since f is Lipschitz there is a unique solution w € C2([0, +0)). Multiplying the equa-
tion by w'(r) and integrating, we obtain

52
()P = ~F(s2)+2 [ fls)ds

w(r)

= F(s2) —2F(w(r)). (6.8)
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Thus, using (6.7) we get that
(W (r))* > 0 for w(r) € [s1,52]. (6.9)

Now, since w(0) = s, and w'(0) < 0, we deduce easily that w(r) € (s1,s2) for all r >0
small enough. We claim now that there exists ry > 0 such that w(rp) = 5. Indeed,
assume by contradiction that w(r) > s; for all » > 0. Then, by (6.9) we have that w is
decreasing in (0, +o0). Hence, there exists s3 € [s,s) such that lim,_, ;. w(s) = s3. But

this is impossible as w”(r) = — f(w(r)) < 0 for all » > 0, i.e., w is concave.

In consequence, since w(rp) = 51 and w'(rp) < 0, we deduce that inf,>ow(r) < s;.
Moreover, it is easy to show that inf,>¢ w(r) > 0. Indeed, assuming otherwise, there
exists a sequence {r,} C [0,+e0) such that lim,_. w(r,) = 0. Then, for n large enough,
we deduce from (6.8) that (w/(r,))? < @ < 0, a contradiction.

Thus, we have proved that
0 < infw < s7. (6.10)

Next, we define
— .0
min{w(r),s2}, r€ (0,00).
Since we can assume that f(s) < 0 for s > sy, it follows that w is convex if w(r) > s,.
This implies that, if w(r,) = s, for some r, > 0, then W(r) = s; for all r > r,. Otherwise,
w(r) < sy for all r > 0, so W(r) = w(r) for all r > 0.

For every r € R, consider the family of parametric functions v;(x) = W (x; —1) for
all x = (x1,...,xy) € RY. We will prove now that u(x) < v;(x) for all x € Q and for all
t € R using the sweeping principle of Serrin. Indeed, let

U={tcR:u(x) <v/(x)forall x € Q}.

Note that v; = s, for ¢ large enough, and u < s7 in Q, so U is nonempty. Notice also that
W is a globally Lipschitz function, so the function # — v;(x) is continuous uniformly in
x. In particular, U is closed.

Let us now take ¢ € U. Observe that v, € W'=(Q) and —Av; > f(v,) in  (in the
weak sense). Then, since s+ f(s) -+ Ls is non-decreasing and u < v; in Q, we have that
—A(v; —u) +L(vy —u) > 0 in Q. Notice that

u(x) =0 <infw <w(x) VxedQ,

so v; # u. Then, the strong maximum principle implies that u(x) < v,(x) for all x € Q.

Therefore, the uniform continuity of s — v, implies that there exits 7 > 0, independent
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of x, such that u(x) < vy(x) for all x € Q and for all s € (t — T, +T). That is to say,
(t—T,t+T)CU,soU is open. In conclusion, U = R, and thus, u < v, forall € R. In

consequence,
u(x) <infv(x) = infw(r) <s;, VYxeQ,
teR r>0
which is a contradiction with the fact that ue, € (s1,52). O
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Chapter 7
Conclusions

In light of the results (section 1.3 in chapter 1) that have been obtained throughout the
doctoral period of the author, some conclusions can be drawn. Many of them have been
already exhibited in the previous chapters 2, 3, 4, 5 and 6. In the present chapter we aim

to give a general overview relating the different results together.

Let us start with the most relevant contributions of the thesis, namely, the results
concerning problem (1.12) that has been introduced in the preface (chapter 1). In the
first place, in the superlinear range o € [0,¢ — 1) and under some further conditions,
Theorem 1.3.1 asserts two remarkable facts about problem (1.12). Namely, that the
existence of a solution for A = 0 implies the existence of at least two solutions for
A > 0 small enough, and that A = 0 is the unique bifurcation point from infinity. The
first statement shows that A = 0 acts as a critical value beyond which the structure
of the problem changes drastically, as for A < 0 one has uniqueness of solution (see
Proposition 4.3.4 in chapter 4). On the other hand, if there exists no solution to (1.12) for
A =0, then it is easy to deduce that A = 0 is a bifurcation point from infinity (otherwise,
one would find a solution to (1.12) for A = 0 by approximation, letting A — 07). The
strength of the second statement of Theorem 1.3.1 is that it shows that A = 0 is always
a bifurcation point from infinity, even if there exists a solution to (1.12) for A = 0. This
last fact has a natural explanation if one looks at Au+ f as a unity in (1.12). Indeed,
Proposition 4.3.6 in chapter 4 shows that, if « is a solution to (1.12) for some A > 0
then, roughly speaking, Au + f cannot be too large in some sense. Thus, if there is a
sequence of solutions u, to problem (1.12) with A = A4,, > 0 such that some norm of u,,
diverges, then it is reasonable that A, tends to zero (as Theorem 1.3.1 asserts) in such a
way that A,u, + f does not become too large. In any case, it seems apparent that A = 0 is
a fundamental value which defines the structure of the set of solutions in the superlinear
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range.

In view of the previous discussion, the restriction (1.22) in Theorem 1.3.1 seems
not to be natural since it does not affect the structural properties of problem (1.12) for
A <0, it is only used due to the fact that A > 0. In other words, we expect a similar
multiplicity result to hold true for every & € [0, g — 1) without any further restriction on
a, q. Nevertheless, the information that the theorem provides is remarkable as it extends
some known results concerned with the nonsingular quadratic case & =0 and g = 2. To
be precise, Corollary 1.3.2 states in particular that, if ¢ =0 and g > 1 is close enough to
1, and if there exists a solution to (1.12), then multiplicity occurs for A > 0 small. Such
a result was already known for ¢ = 2. We suspect that a similar result must be true for

any g € (1,2), though the problem remains open.

On the other hand, Corollary 1.3.3 shows that multiplicity for A > 0 small does
happen for any g € (1,2) provided o > 0 is chosen close enough to ¢ — 1. At this
point, we observe that one cannot reach @ = g — 1 since it corresponds to the linear
homogeneity range, for which Theorem 1.3.6 assures that uniqueness holds for A > 0
small enough. Moreover, if & > g — 1 we arrive to the sublinear range, where we also
have uniqueness for A > 0 small enough by virtue of Theorem 1.3.4. Thus, as the title
of chapter 4 reads, one may provide the exponent o = g — 1 with the structural meaning

of being a break point between uniqueness and multiplicity phenomena.

Even though both Theorems 1.3.6 and 1.3.4 yield uniqueness of solution for A > 0
small, they present a subtle but fundamental difference. Namely, the critical value for
the existence of solution, which coincides in turn with the unique bifurcation point, is
A1 in the sublinear case, while it is A* in the linear one. It is clear that A; depends only
on Q, while A* depends on 1, g as well. In fact, if 4 = constant € (0,1) and ¢ = 2, then
the dependence on y becomes explicit since A* = % This shows that, if @ > g—1,
the lower order term in the equation signifies only a mild perturbation of the principal
Laplacian operator. Actually, Theorem 1.3.4 shows that the nature of problem (1.12)
in the sublinear range is very close to the well-known linear problem corresponding
to 4 = 0. On the contrary, if @ = g — 1, Theorem 1.3.6 also reminds of the classical
one for the linear equation, though in this case the lower order term plays a significant
role. Indeed, the principal term and the lower order term have the same homogeneities
so that, roughly speaking, the contribution of both terms is comparable. In chapter 2
we have seen that a suitable way of handling the problem is looking at both terms as a
single 1-homogeneous differential operator u — —Au+ w(x)|Vu|?/|u|?~" and to prove
that it admits a conveniently defined principal eigenvalue. This last fact is contained in
Theorem 1.3.5.
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The linear-like nature of problem (1.12) for @ = g — 1 has been brought to light also
by the homogenization Theorem 1.3.8. Indeed, the strange term that appears in the limit
equation coincides with that for the linear problem, as it is shown in [49]. It is also
worth to mention that the techniques we have developed allowed us to deal with the
singularity in spite of the fact that the functions into consideration vanish in the “holes”,
which have nonzero measure. Similar difficulties appear in the proof of the existence
Theorem 1.3.7, where the fact that f may change sign implies that the solutions do not
satisfy a positive local lower bound from below.

Summarizing, regarding problem (1.12), we have found several structural properties
which show that the problem is very rich as presents many different phenomena. We
consider that, after the work in this thesis, many previous results about singular prob-
lems with natural growth in the gradient can be understood in a better way as part of
a unified and organized framework. It is also remarkable that all the proofs are com-
patible with the presence of a gradient term. Therefore, we underline the new methods
that have been developed for proving a priori estimates, comparison principles, etc. We
hope that this unified perspective, as well as the techniques employed, are useful for the
future work in this topic.

Without going any further, many of the ideas developed for studying problem (1.12)
have been essential for dealing with problem (1.24). To this respect, the achievements
are twofold. On the one hand, in the proofs of Theorems 1.3.9 and 1.3.10 we have de-
veloped a blow-up method (adapting [82]) which provides a priori estimates despite the
gradient term and the superlinear zero order term. On the other hand, and as a conse-
quence of the blow-up method, we have been able to solve a number of open problems
for general functions g(x,s) either singular or non-singular as s — 0. For this second
aspect, also the nonexistence Theorem 1.3.11 represents an interesting contribution. An
outstanding implication of the mentioned three theorems is that, in particular, problem
(1.16) is now much better understood. However, many problems still remain unsolved
and others have emerged after the work carried out so far (see section 5.5 of chapter 5).
At the present, we consider that the topic is far from being fully understood. This is

why it constitutes one of the main interests in the current research of the author.

Something similar can be said about problem (1.19). To be precise, Theorem 1.3.12
represents an important contribution by itself, but it means also a motivation for facing
more general problems. Indeed, there exist suitable versions of Pohozaev’s identity for
the quasilinear equation —A,u = f(u) with p > 1 (see [86]), as well as for the non-
local one (—A)*u = f(u) with s € (0,1) (see [117]) ; here, A, stands for the p—Laplace

operator, while (—A)* denotes the fractional Laplace operator. Therefore, nonexistence
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results for data f with nonpositive primitive and for starshaped bounded domains € are
straightforwardly deduced. The question is whether such a nonexistence result can be
generalized or not to any bounded domain  without geometric assumptions. These

open problems are planned to be analyzed by the author in the near future.



Resumen

Esta tesis doctoral aporta contribuciones al campo de las Ecuaciones en Derivadas Par-
ciales No Lineales. Concretamente, se centra en estudiar la existencia de solucion de
problemas de contorno elipticos no lineales de tipo Dirichlet, asi como en determinar
propiedades cualitativas de las soluciones como su unicidad, multiplicidad, regularidad,

etc. Un modelo representativo de las ecuaciones que se tratan en la tesis es el siguiente:

—Au=g(x,u)|Vul?+ f(x,u), x€Q,
u=0, x€dQ,

(7.1)

donde Q es un dominio acotado de RY (N > 3) con frontera dQ de clase 62,0 < q <2,
yf:QXxR—-Ryg:Qx(R\{0})— R son funciones de Carathéodory, es decir, son
medibles en la primera variable fijada la segunda, y continuas en la segunda variable
fijada la primera. Un marco apropiado para estudiar (7.1) es el de las soluciones dé-
biles. Asf, una solucién de (7.1) serd una funcién u € H} (Q) tal que f(-,u) € L} (Q),
g(-ou)|Vul? € LY ({u #0}) y

/Q Vuv = /{ o SCEIVl0 + /Q Flou)o Vo eCl(Q).

Es habitual en la literatura establecer hip6tesis sobre f,g para que toda solucién no
trivial de (7.1) sea positiva. De este modo, {u # 0} = Q y se recupera la formulacién
débil usual. De hecho, en esta memoria consideraremos soluciones positivas en la mayor
parte de los casos, pero habra excepciones que destacaremos mds abajo.

La caracteristica fundamental de la ecuacién en (7.1) es la presencia del término
de orden uno g(x,u)|Vu|?, el cual la convierte en una ecuacion casilineal. Ademas, el
hecho de ser g < 2 conlleva que el término de orden inferior presenta un crecimiento
natural en el gradiente. En contraposicion con el caso semilineal g = 0, algunas dificul-
tades fundamentales que acarrea la presencia de un término no lineal de primer orden
son la ausencia de una teoria general de regularidad de soluciones y, sobre todo, la falta

de una estructura variacional (haremos hincapié en esta dimensién no variacional mas
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adelante). Por tanto, para abordar estos problemas son mds apropiados los métodos
topologicos: teoremas de punto fijo, sub y supersoluciones, aproximacién y compaci-
dad, etc. Las dificultades mencionadas son ejemplos que ponen de manifiesto el interés
matematico que encierran los problemas con crecimiento natural en el gradiente. Su
estudio se inicio con los trabajos pioneros [4,27-32,91] y representa un drea de inves-
tigacion activa y de impacto en la actualidad, como muestra la lista (no exhaustiva) de

referencias de esta tesis.

Los problemas que consideraremos en esta memoria presentan una dificultad adi-
cional. A saber, la funcién g puede ser singular cuando s — 0, es decir, admitimos la
posibilidad de que limy_,0g(x,s) no exista para ningin x € Q, o de que no sea finito.
Obsérvese que, si u € C(Q) es solucién de (7.1) y g(-,u) € C(Q), entonces g(x,u(x))
podria divergir cuando x — dQ, ya que u(x) = 0 si x € dQ. Esto dificulta considera-
blemente la aplicacién de los métodos topoldgicos clésicos, especialmente cuando no
es posible controlar la singularidad ni siquiera en el interior de €, es decir, cuando no
hay cotas a priori por abajo que permitan asegurar que toda solucién es positiva en Q.
El estudio de problemas elipticos con singularidades en el término de gradiente tuvo su
origen hace algo mds de una década con los trabajos [6, 8, 14,24,76]. Actualmente, este

area sigue gozando de interés ya que muchas cuestiones siguen sin resolver.

Introducimos en este punto una tercera dificultad que supone una de las motiva-
ciones principales de la investigacion contenida en esta tesis. Para ello, describiremos
de manera formal un procedimiento usual en el estudio de ecuaciones con crecimiento
natural que se origind a partir de [91]. En efecto, supongamos que ¢ =2 y que g no
depende de x, es decir, g: R\ {0} — R es una funcién continua. Supongamos ademas
que

/effg(r)d’dt < 4oo Vse (—1,1)\{0}.
0

La anterior condicién nos permite definir la funcién ¥ : R — R como
S
Y(s) = / ligdrgs s e R
0

Como ¥’ > 0, podemos considerar también la funcién inversa ¥~! : Im(¥) — R. De
esta manera, es facil comprobar que, si « es solucion de (7.1), entonces v = W(u) satis-
face

A =TIV f(x, P (v), x€Q,

v=0, x € Q.

(7.2)

Reciprocamente, el cambio de variable inverso permite pasar de (7.2) a (7.1).
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Con este procedimiento, se reduce el estudio del problema casilineal (7.1) al del
semilineal (7.2). La ventaja es evidente ya que, en general, se puede recurrir al Célculo
de Variaciones o a otras técnicas propias de la teoria semilineal para estudiar (7.1) (a
través de (7.2)). Esta util estrategia se ha empleado en numerosos trabajos, como [1, 15,
16,59,90,111]. Sin embargo, su utilidad depende de que el término de primer orden en
(7.1) tenga la forma concreta de g(u)|Vu|?. Asipues, en el caso mas general g (x, u)|Vu|4
con g < 2, que serd el que concierna a los problemas de esta memoria, el término de
gradiente permanece en la ecuacidn tras efectuar cualquier cambio de variable de la

forma v = ¥(u). Esta es precisamente la tercera dificultad que anunciamos.

En definitiva, en esta tesis estaremos interesados en estudiar problemas singulares
con crecimiento natural en el gradiente que no son reducibles a problemas semilineales
via cambios de variable. Este marco obliga a desarrollar métodos que sean compatibles
con la presencia de un término de gradiente. A pesar del marco general, el objetivo
es demostrar resultados completos sobre la estructura del conjunto de soluciones de
(7.1). Esto es, entre otras cuestiones, trataremos de demostrar resultados ptimos de
existencia de solucion, pondremos el foco en la unicidad o multiplicidad de solucién y
analizaremos la dependencia continua y el comportamiento asintético de las soluciones

con respecto a parametros de la ecuacidn.

A continuacién pasamos a desarrollar con més detalle los problemas concretos que
se abordan en esta tesis.

Problemas con un término lineal de orden cero

En primer lugar, consideremos el siguiente caso particular de (7.1):

_a |Vul? o

—Au = Au+ p(x) " +f(x), x€Q,

u>0, xeQ, (7.3)
u=0, X € 0JQ,

donde A €R, @ >0,1<¢g<20<puel™(Q),0< feLP(Q) para algin p > §.
Los primeros antecedentes del problema (7.3) se remontan a los trabajos [27-32], que
conciernen al caso no singular &« = 0. Entre los resultados que se demuestran, desta-
camos la existencia de solucion para todo A < 0. El caso A = 0 es especial porque
hay condiciones sobre f, ll,q que aseguran la existencia (ver [68, 69]) o la no existen-
cia (ver [1,3,87]) de solucién. En relacién con esta segunda posibilidad, se ha probado
en [113], asumiendo f € L=(€), que la familia de soluciones de (7.3) para A < 0 diverge
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localmente uniformemente cuando A tiende a cero por la izquierda. En particular, A =0
es punto de bifurcacion desde infinito. Ademas, el autor estableci6é una condicidn nece-
saria y suficiente para existencia de solucién de (7.3) para A = 0 que estd relacionada
con el problema ergddico asociado. Por otra parte, también se ha probado la unicidad
de solucién para A <0 en [11,17-19]. En definitiva, el caso no singular o = 0 ha sido

ampliamente estudiado para A < 0.

Sin embargo, para A > 0 y o = 0 se conocen resultados solamente para el caso
cuadrdtico ¢ = 2. El primer trabajo en esa direccion es [90], donde se considera y con-
stante. Los autores prueban que, si g =2, @ =0, U es constante y i f es suficientemente
pequeiio, entonces existen al menos dos soluciones de (7.3) para todo A > 0 suficiente-
mente pequfio. M4s tarde, este resultado se mejord en [12] permitiendo ¢ no constante
tal que p; < p(x) < up para x € Q y para ciertas constantes (i > f; > 0. También en
este trabajo se elimind la hipdtesis de tamafio de i f a expensas de asumir la existencia
de solucién de (7.3) para A = 0. De hecho, los autores probaron que, desde esta solucién
correspondiente a A = 0, emana un continuo de soluciones para A > 0 que bifurca desde
infinito a la derecha de A = 0; como consecuencia se obtiene el mencionado resultado
de multiplicidad. Destacamos también el trabajo [120], que se basa también en esta
técnica topoldgica de bifurcacion. El autor prueba un resultado anédlogo al anterior per-
mitiendo que u se anule en subconjuntos de Q, aunque su estrategia es valida solo para

dimension N pequeiia. Otros resultados mas recientes relacionados son [55-57,89].

Como se ha indicado, los anteriores resultados usan fuertemente que ¢ = 2. En
efecto, las pruebas involucran en mayor o menor medida el cambio de variable descrito
arriba que permite “eliminar” el término de gradiente de la ecuacién. En realidad, di-
cho cambio de variable no genera una ecuacion semilineal si (t depende de x, pero si
que aporta informacién sobre las subsoluciones o las supersoluciones de ciertos proble-
mas semilineales, lo cual se aprovecha ingeniosamente en [12, 120]. Sin embargo, con
q < 2, las pruebas conocidas no funcionan. En definitiva, la existencia y multiplicidad
de solucién del problema no singular (o = 0) y subcuadratico (¢ < 2) para A > 0 son
problemas abiertos que requieren del desarrollo de nuevos métodos compatibles con el

término de gradiente.

Volviendo al problema (7.3), nos centraremos ahora en el caso singular & > 0. En
el paper [76] se estudia, bajo ciertas condiciones de los datos, la existencia de solucion
para A > 0, mientras que en [2,7,77,78] se analiza el caso A = 0. La literatura sobre la
unicidad de solucién en problemas singulares es mas limitada, citamos [10, 15, 16,37].
Los resultados de unicidad contenidos en estos articulos requieren, entre otras hipotesis,

que u < 0, asi que no son aplicables en nuestro marco. Tampoco son abundantes las
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referencias sobre el problema singular con A > 0. Los tnicos resultados que conocemos
se publicaron recientemente en [15], aunque conciernen Unicamente al caso particular
g =2y a=1. En este contexto, los autores prueban que existe al menos una solu-
cién de (7.3) para todo A < A

[1llzo=(@)+1°
operador —A en Q con condicién de borde u = 0. Ademads, si 4 = constante € (0, 1),

donde A; > 0 denota al autovalor principal del

también prueban que la solucion es tnica, que la condicién A < % €s necesaria para

la existencia de solucién y que % es punto de bifurcacion desde infinito. De esta
manera, los autores muestran que la presencia de un término singular |Vu|? /u produce
un importante cambio estructural en el conjunto de soluciones del problema (7.3) en
comparacién con el caso no singular |[Vu|?>. En efecto, el resultado éptimo sobre el
problema singular con p = constante € (0, 1) recuerda al conocido caso lineal pu = 0.
Sin embargo, la prueba recurre una vez mds al ya comentado cambio de variable. La
pregunta natural de si un resultado dptimo similar es también vélido para i no constante
se qued¢ abierta en [15]. En cualquier caso, vale la pena observar que, independiente-
mente de si i es 0 no constante, el término singular presenta una homogeneidad lineal,
en el sentido de que |V(tu)|?/(tu) = t|Vu|? /u para todo ¢ > 0, mientras que el no sin-
V(tu)|> = t?|Vu|? para todo ¢ > 0. Esto
hace pensar que la homogeneidad del término de orden inferior podria determinar la

gular tiene homogeneidad superlineal, esto es,

estructura del conjunto de soluciones de (7.3).

Asi pues, el primer objetivo principal de esta tesis consiste en el estudio del problema
general (7.3), especialmente para A > 0, poniendo el foco en las distintas homogenei-
dades que se pueden dar en funcion de las elecciones de g, @. Asi pues, considerare-
mos el rango de homogeneidad superlineal ¢ — ¢ > 1, el de homogeneidad sublineal

q— a < 1, y el caso critico de homogeneidad lineal g — a = 1.

El siguiente es uno de los resultados mds destacados de la tesis. El mismo muestra
que, en efecto, en el rango superlineal ¢ — ¢ > 1 se produce un fenémeno de mul-
tiplicidad de solucién para A > 0 pequeiio, al igual que sucedia en el caso conocido
q =2,a = 0. Las condiciones que se imponen sobre los datos se recogen a continua-

cion:

([ Q C RY es un dominio acotado de clase €2,
U € L=(Q) satisface que u > oy en Q para alguna constante Ly > 0,

0 < f € LP(Q) para algin p > §, (H1)
q€(1,2),
| @ €[0,g—1).

El enunciado del mencionado resultado es el siguiente:
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Teorema 1. Supongamos que (H1) se satisface y que (7.3) tiene solucion para A = 0.

Sig > ]% supongamos también que

q—l—Oc< qg—o
g—200 ~ N—g+1’

(7.4)

Entonces, existe A € (0,1) tal que el problema (1.3) admite al menos dos soluciones
para todo A € (0,A]. Ademds, cero es el iinico punto de bifurcacion desde infinito del
problema (77.3).

La prueba se puede consultar en el capitulo 4 de esta tesis (ver también [103]). Esta
se basa en el mismo argumento de bifurcacién introducido en [12], aunque la prueba
de la existencia de cotas a priori, que es la pieza fundamental de dicho argumento de
bifurcacion, se realiza de forma diferente. A grandes rasgos, las estimas se derivan de
algunas ideas de [120] combinadas con un argumento iterativo inspirado en [85]. Como
resultado de esta combinacion aparece en la prueba la restriccién (7.4). Para oo = 0, esa
condicion equivale a ¢ < Qy, donde

2 VN < 4,
ON=9 N+2—+/N2—4N—4

VN > 5.
1 =

Esto nos hace pensar que el Teorema 1 no es 6ptimo, ya que se esperaria un resultado
de multiplicidad para cualquier g € (1,2). Asi, la restriccién (7.4) se debe probable-
mente a las técnicas empleadas. No obstante, el Teorema 1 supone un primer paso
significativo en el estudio del caso no singular @ = 0. Mads aun, el Teorema 1 también
aporta informacion relevante sobre el caso singular. En efecto, si ¢ < Qn entonces la
condicién (7.4) se verifica en realidad para todo o € [0,q — 1). Ademds, para cualquier
g € (1,2), 1a condicién (7.4) también se cumple si & € [cy 4,9 — 1) para cierta constante

CNg € [qu_ 1)

Los dos resultados que presentaremos a continuacién mostrardn que la condicién
a < g—1enel Teorema 1 es necesaria. De hecho, veremos que si & > g — 1 se produce
un fenémeno de unicidad de solucién para A > 0 pequefio, de manera que la naturaleza

del problema cambia radicalmente.

Empezaremos considerando el rango de homogeneidad sublineal & > g — 1. Las
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condiciones precisas que se impondrin son las siguientes:

([ Q C RY es un dominio acotado con frontera Lipschitz,
0 pel™(Q),
0 < feLP(Q) para alglin p > %’, (H2)
g€ (1,2),

[ 9— I<a<l.

El teorema relativo al rango de homogeneidad sublineal afirma lo siguiente:

Teorema 2. Supongamos que (H2) se verifica. Entonces, existe al menos una solucion
de (7.3) para todo A < Ay, mientras que no existe solucion para ningiin A > A. Ademds,

la solucion es tinica para todo A < 0. Finalmente, si f satisface que
Vo CCQ Hdcy>0: f(x)>ce paracasitodox € @,

entonces la solucion es unica para todo A < A1y A; es el tinico punto de bifurcacion
desde infinito del problema (7.3).

La prueba del teorema se encuentra en el capitulo 4 (ver también [103]). En con-
creto, la demostracion del enunciado sobre existencia de solucion se basa en la apro-
ximacién mediante problemas no singulares que verifican las cotas a priori necesarias
para pasar al limite, siendo dicho limite solucion del problema original (7.3). Es espe-
cialmente interesante la parte del teorema sobre unicidad de solucidn, ya que se trata
de uno de los primeros y mds completos resultados de este tipo referentes a ecuaciones
singulares con crecimiento natural en el gradiente. La unicidad se basa en un principio

de comparacion que también se encuentra en el capitulo 4.

Falta abordar el caso critico @ = g — 1 correspondiente a la homogeneidad lineal del

término no lineal. Para ello, establecemos las siguientes hipotesis:

([ QO c RN es un dominio acotado de clase % LT
q € (1,2],
a=q-—1, (H3)
05 i e L™(Q) con |1~y < 1 sig =2,

| f € LP(Q) para algtn p > %’

Este nuevo caso es especial porque la homogeneidad lineal permite ver el problem (7.3)
como un problema no lineal de autovalores. Asi, para f = 0, se espera la existencia de
un autovalor principal. El candidato a dicho autovalor se define como

FJve H(Q)NL>(Q), Ic>0:

Af=sup< A €R Vyle
P W) = ¢, —Av > Av ()
\%

para casi todo x € Q.
(7.5)
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En efecto, el resultado principal en el caso de homogeneidad lineal con f =0 es el

siguiente:

Teorema 3. Supongamos que (H3) se satisface para f = 0. Entonces, A* € (0,A] y el
problema (7.3) admite al menos una solucion si, y solo si, A = A*. Ademds, la solucion

es unica salvo multiplicacion por constantes positivas.

La prueba del Teorema 3 se encuentra en el capitulo 2 (ver también [38]). Dicho
resultado sobre el autovalor principal A* es la herramienta clave para probar el teorema
principal para f > 0. En realidad, algunas partes de dicho teorema requeriran de condi-
ciones mas fuertes que f > 0. A saber, denotando por ¢; > 0 la autofuncién principal

asociada a A; tal que ||@;]||;~(o) = 1, consideramos las siguientes condiciones:
L=(Q)

1
Jy € <§, 1) ,de>0:  f(x)>coi(x)? paracasitodo x € Q; (f1)

Je>0: f(x)>ce(x)? para casitodo Q, donde y= (f2)

4[|l ()

Enunciamos seguidamente el resultado principal para f >0y o =g — 1. Su de-
mostracion se puede consultar también en el capitulo 2 (ver [38]).

Teorema 4. Supongamos que (H3) se satisface para f > 0. Entonces, (7.3) tiene una
tinica solucion si A < 0, tiene al menos una solucion si A < A*, y no tiene solucion si
A > A*. Si, ademds, f satisface que

Vo CCQ Fcpy>0: f(x)>ce paracasitodox € @,

entonces (7.3) tiene una vnica solucion para todo A < A*. Finalmente, si f satisface
(f1) para 1 < g <2y (f2) para q = 2, entonces (7.3) no tiene solucion para ningiin
A > A%y, ademds, A* es el tinico punto de bifurcacion desde infinito del problema
(7.3).

Obsérvese que el caso g = 2 estd incluido en el teorema, de forma que se mejoran
algunos resultados de [15] que eran vélidos solo para i constante. Destacamos también
que este caso o = g — 1 es similar al caso @ > g — 1 en el sentido de que ambos implican
unicidad de solucién para A > 0 pequeiio, aunque existe una importante diferencia. A
saber, A* depende de ¢, u; de hecho, si ¢ =2 y u = constante € (0, 1), entonces la
dependencia en u es explicita ya que A* = %
depende de ¢, u. Esto pone de manifiesto que la influencia del término no lineal en la

Por el contrario, A; obviamente no

estructura del conjunto de soluciones en el caso @ = g — 1 es relevante, mientras que en
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el caso & > g — 1 dicho término representa mas bien una perturbacion débil del término
principal Au. En cuanto a la demostracion del teorema, sigue en lineas generales los
argumentos comentados para el Teorema 2, con la salvedad de que A* juega en este caso
un papel fundamental en la existencia de cotas a priori de los problemas aproximantes

no singulares.

En los Teoremas 1, 2 y 4, la hipdtesis f > 0 es fundamental para probar que las

soluciones de los problemas aproximantes u,, verifican que,
Vo CcCQ,dcy>0: u,>cey Vn. (7.6)

La ventaja de la anterior estima es que, localmente, la sucesién se queda alejada de
cero. De esta forma, se evita la singularidad del término de orden inferior y es posible
pasar al limite. Por el contrario, hay ejemplos de funciones f que cambian de signo
para las cuales el problema (7.3) no puede admitir sucesiones aproximantes cumpliendo
(7.6). Esto es, para ciertas f que cambian de signo, existen soluciones de ecuaciones
singulares (que son casos particulares de la ecuacién en (7.3)) que no verifican que u > 0
en €2, sino que se anulan en subconjuntos Q de medida no nula (ver [77]). Asi, debe
emplearse una estrategia diferente que permita encontrar soluciones no necesariamente
positivas. Naturalmente, este escenario plantea la dificultad afiadida de trabajar con un
concepto de solucién apropiado que dote de sentido al término singular en el conjunto

donde la solucidn vale cero.

El primer trabajo en el que se estudiaron ecuaciones singulares con crecimiento na-
tural en el gradiente y con datos cambiando de signo es [77] (ver también [36, 78]).
En dicho articulo, la clave de las demostraciones reside en un concepto apropiado de
solucién y en una estima global del término de orden inferior que en cierto modo suple
la carencia de una estima local del tipo (7.6). En esta tesis seguimos de cerca esas ideas y
las combinamos con otras herramientas que hemos desarrollado y ya hemos comentado,
como la caracterizacion del autovalor principal A* (dado por (7.5)) y un principio de
comparacién. Como resultado demostramos el siguiente teorema, que generaliza la
afirmacion sobre existencia de solucion en el Teorema 4 permitiendo que f cambie de

signo. La demostracion se encuentra en el capitulo 3 (ver [39]).

Teorema 5. Supongamos que (H3) se satisface con 1 < g < 2, y sea A < A*, donde
A* viene dado por (7.5). Entonces, existe al menos una solucion u (convenientemente
definida en el capitulo 3) de

|Vul?
Jule~!

—Au = Au—+ pu(x) +f(x) enQ
tal que u =0 en JQ.
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Aclaramos que en el capitulo 3 demostramos que el anterior resultado es vélido para

una clase més amplia de problemas singulares.

Otros problemas en los que la estima (7.6) no se verifica son los llamados problemas
de homogeneizacion. Se trata de estudiar el comportamiento asintético de sucesiones
{uy} de soluciones de (7.3) en dominios acotados Q,, C Q, siendo Q un dominio acotado
fijo. Se ha demostrado en [49], en el caso lineal 4 =0y no coercivo A = 0, y bajo ciertas

o . ., I d .
condiciones concretas sobre Q,, que la sucesién {u, }, definida por

~ ul’l(x)7 XEQI’H
Un(X) =
0, x€Q\Q,,

converge a una solucién de u de —Au = ou+ f(x) en Q tal que u = 0 en JQ, donde
o € H'(Q) depende de {Q,}. Es sorprendente la aparicién del llamado “término

extrafio” o, que no formaba parte de la ecuacién original.

Obviamente, la sucesion {1/4\,; } no verifica la estima (7.6) ya que U, =0en Q \ Q,. Por
tanto, el problema de homogeneizacién asociado a (7.3) con u > 0 se dificulta debido
a que no hay forma de evitar la singularidad localmente. No obstante, aprovechando
las ideas comentadas anteriormente relativas al Teorema 5, es posible demostrar un
resultado similar al de [49] en nuestro caso singular. Mostramos aqui una version sim-
plificada del mismo en favor de una exposicién mas clara. El enunciado general y la

demostracion se pueden consultar en el capitulo 3 (ver [39]).

Teorema 6. Supongamos que (H3) se satisface con 1 < g < 2, y sea A < A*, donde
A* viene dado por (1.5). Sea {Q,} una sucesion de dominios contenidos en Q, y sea
{un} una sucesion de soluciones de (1.3), reemplazando Q por Q,. Entonces, hay
condiciones sobre , (que se especifican en el capitulo 3) que aseguran que existe
una distribucion o € H~1(Q) tal que una subsucesion de {u,} converge débilmente en

H& (Q) a una solucion (convenientemente definida en [39]) del problema

V|7
W‘f‘f(x), x€Q,

u=0, x € Q.
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Problemas con un término superlineal de orden cero

Consideramos ahora otro caso particular del problema (7.1), a saber,

Vul>
_AM—F[.L(X)W—)LM , XEQ,
u>0, xX€e€Q, (7.7)
u=0, X € JQ,

donde 8 >0,y>0,p>1,A >0y 0< ueL”(Q). El estudio de (7.7) tiene su origen en
el caso semilineal correspondiente a = 0, que ha sido ampliamente estudiado desde
los trabajos pioneros [5,60,82], donde se demuestra existencia de solucién de (7.7) para
todoA >0sip<2*—1= INV—J_F% También destacamos el trabajo cldsico [112], donde
se prueba que, si 4 =0, p > 2*— 1y Q es un dominio estrellado, entonces no existe

solucién de (7.7) para ningdn A > 0.

El caso casilineal u # 0 se estudié por primera vez en [111]. Aqui se prueban,
principalmente, dos tipos de resultados, asumiendo siempre u > 0 constante y 6 > 0:
por un lado, los que dan lugar a fendmenos similares a los del caso semilineal, y por
otro, los que presentan diferencias, como no existencia de solucién para A > 0 pequefio
o multiplicidad de solucién para A > 0 grande. El primero de los casos corresponde a
la eleccién de y > 1, mientras que el segundo corresponde a ¥ € (0,1), o bien y =1
y u > p. Es especialmente interesante esta segunda opcion, donde la condicién u > p
pone de manifiesto que, en el caso Y = 1, la interaccién entre los dos términos no lineales
de (7.7) juega un papel importante. A este respecto, algunos resultados sobre el caso
¥y =1 (siempre con 0 > 0y u > 0 constante) que mejoran los de [111] se encuentran
en [9, 100]. En el primero, los autores demuestran no existencia de solucion para A > 0
suficientemente pequeifio si 4 > p, mientras que en el segundo se prueba existencia de

., . 2% _]—
solucién paratodo A > 0si u € <0, 2—_2p>

Sin embargo, para 0 > 0 y u = constante € [2*2:%2’77 p) no conocemos resultados
en la literatura. Aun asi, en este caso concreto es facil comprobar que el cambio de
variable explicado arriba transforma la ecuacién de (7.7) en una semilineal donde la
no linealidad tiene crecimiento supercritico en infinito y subcritico en cero, de manera
que [13, Theorem 8] implica que existe al menos una solucioén de (7.7) para todo A > 0
suficientemente grande. En cualquier caso, tanto este resultado (inmediato) como los
ya citados de [100, 111] se basan en gran medida en el cambio de variable que elimina
el término de gradiente. En definitiva, los resultados conocidos sobre el problema (7.7)

con & > 0 no son aplicables si y es una funcién no constante.
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Por otra parte, el caso singular 0 = 0 ha sido abordado mas recientemente en [43],
también con u > 0 constante (ver también [33,44]). Los autores de [43] muestran que,
si ¥ € (0,1), entonces la situacién es parecida a la del caso no singular 6 > 0. En
efecto, demuestran un resultado de no existencia de solucién para A > 0 pequeiio y de
existencia para A > 0 grande. Por el contrario, para ¥ > 1 prueban resultados de no
existencia para todo A > 0 que ponen de manifiesto la influencia de una singularidad
fuerte en la ecuacién. De nuevo, estos resultados son validos si > 0 es constante. El
caso no constante no ha sido estudiado.

En definitiva, nuestro objetivo es estudiar el problema (7.7) para una funcién u
general no constante, tanto en el caso singular (8 = 0) como en el no singular (6 > 0).
A continuacion enunciamos los resultados mas relevantes que probamos en esta tesis en
relacion con el problema (7.7), aunque puntualizamos que dichos resultados son vélidos
para problemas mds generales donde el término de gradiente es de la forma g(x,u)|Vul|?.
Los enunciados en su forma general y las demostraciones se pueden consultar en el
capitulo 5 (ver [104]).

Comenzamos presentando un resultado concerniente al caso ¥ = 1 que generaliza el
resultado de existencia en [100], asi como uno de no existencia en [43], ambos validos

para U constante.

Teorema 7. Sean p € (1,2 —1),y=1,6 >0y 0 < u € L*(Q). Se verifican las si-

guientes afirmaciones:

1. Si p € C(Q) y existen dos niimeros reales T,0 tales que 0 < 1< 0 < 2*2:%2’7,

c—-1<1-0y71<u(x) <o para todo x € Q, entonces existe al menos una
solucion de (7.7) para todo A > 0.

2. 8i 6 =0y existen un dominio @ CC Q 'y una constante T > 1 tales que p(x) > T
para casi todo x € Q\ @, entonces el problema (7.7) no tiene solucion para ningiin

A>0.

El siguiente resultado aborda el rango ¥ > 1. En este caso no obtenemos una ge-
neralizacion del resultado de existencia correspondiente para p constante en [111], ya
que necesitamos imponer una condicidn extra sobre el tamafio de y. No obstante, es el

primer resultado que conocemos en este rango que permite que U sea no constante.

Teorema 8. Sean p € (1,2 —1),y>1,6 >0y 0 < u € L*(Q). Se verifican las si-

guientes afirmaciones:
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1.Sid >0y |plp=q) < %_1, entonces existe al menos una solucion de (7.7) para
todo A > 0.

2. Si & =0y existen un dominio @ CC Q 'y una constante T > 0 tales que L (x) > T

para casi todo x € Q\ @, entonces no existe solucion de (7.7) para ningiin A > 0.

Finalmente, enunciamos un resultado en el que consideramos y € (0,1). Ademas,
también consideramos 0 > 0y ¥ > 1 sin las hipétesis de tamafio sobre (L que se imponian
en los Teoremas 7 y 8. Como contrapartida, el siguiente teorema requiere tomar A > 0

suficientemente grande.

Teorema 9. Sean p € (1,%) ,Y>0,0>0y0< puel™(Q). Siy>1, supongamos

ademds que & > 0. Entonces, existe Ay > 0 tal que existe al menos una solucion u,, de

(7.7) para todo A > Ay. Ademds, limy_, . ||uy [|1=(q) = 0.

Destacamos que en las pruebas de los Teoremas 7, 8 y 9 es fundamental el cono-
cido método de “blow-up”, debido a [82], para demostrar la existencia de estimas a
priori. Dicho método se ha adaptado de forma no trivial al problema (7.7), haciéndose

compatible con la presencia del término de gradiente.

Un problema semilineal

Consideramos finalmente el problema semilineal

—Au=f(u), xeQ,
u=0, X € 0Q,

(7.8)

donde f : R — R es una funcion lipschitziana. La existencia de solucion de (7.8) bajo
distintas condiciones para f es un problema clédsico. Para una visién general remitimos
al lector o la lectora a [101] y a las referencias que contiene. Nosotros nos centramos

en estudiar resultados de no existencia de solucién de (7.8).

Un primer resultado sencillo de no existencia de solucién se obtiene trivialmente

multiplicando la ecuacion por una solucion dada u e integrando por partes. De esta

/Q\vuyZ:/Qf(u)u.

fls)s<0 VseR, (7.9)

manera, obtenemos que

Por tanto, es claro que si
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entonces no pueden existir soluciones no triviales de (7.8). Obsérvese que (7.9) implica

que f(0) =0, asi que u = 0 es siempre solucidn (trivial) de (7.8).

El anterior resultado se puede extender a funciones f mds generales a costa de im-
poner condiciones a la geometria del dominio . La idea es clésica y se basa en la
conocida identidad de Pohozaev (ver [112]) que verifica toda solucién u de (7.8):

1 N-2
~ | Vulo) P v(x)dS+—/ yvu<x)|2dx:1v/ Flu(x)dx,  (7.10)
2 Joo 2 Ja Q

donde F(s) = [y f(¢)dt paratodo s € Ry v denota el vector unitario normal a dQ con
orientacion exterior. Nétese ahora que, si Q es un dominio estrellado con respecto al
origen (es decir, x- v(x) > 0 para todo x € dQ) y N > 2, entonces la parte izquierda de

(7.10) es no negativa. Por tanto, si
F(s) <0 VseR, (7.11)

entonces no existe solucidn no trivial de (7.8) siempre que €2 sea estrellado.

Es claro que (7.9) implica (7.11), pero el contraejemplo f(s) = — sin(s) muestra que
la implicacién reciproca no es cierta. La pregunta natural que surge es la siguiente: ;Es
determinante la geometria de € para la no existencia de solucién no trivial de (7.8) con f
satisfaciendo (7.11) pero no (7.9)? En otras palabras, ;existen dominios €2 no estrellados
y funciones f satisfaciendo (7.11), pero no (7.9), de manera que existe solucién no
trivial de (7.8)?

Por lo que respecta a las anteriores preguntas, solo se conocen en la literatura resulta-
dos de no existencia parciales. A saber, en [66,116] se prueba no existencia imponiendo
condiciones adicionales sobre la constante de Lipschitz de f, mientras que en [84] se
consideran dominios no necesariamente estrellados pero cumpliendo otras condiciones
geométricas que también implican no existencia de solucion. Por otra parte, en [50] se
demuestra que, si f € C!(R) y cumple que f(s) > 0 para todo s € [sy, s3], siendo 51 < 57
dos ceros de f con s, > 0, entonces una condicién menos restrictiva que (7.8) implica
que no existe ninguna solucion positiva u de (7.8) que verifique que maxgu € (s1,52).
Aunque este ultimo resultado no asume condiciones sobre la geometria del dominio, el
marco en el que se consideran f y u parece demasiado restrictivo en vista de los ante-
riores resultados de no existencia que hemos deducido de forma sencilla mds arriba en

un ambiente en el que f y u son generales.

En esta tesis se demuestra a través del siguiente teorema que la respuesta a las an-
teriores preguntas es negativa. La prueba emplea algunas ideas de [50] y se puede

encontrar en el capitulo 6 (ver [97]).

196



Teorema 10. Si f : R — R es una funcion lipschitziana satisfaciendo (7.11), entonces

no existe solucion no trivial de (7.8).

En definitiva, el teorema muestra que la geometria del dominio es irrelevante para
la no existencia de solucion de (7.8) si se cumple (7.9). Este fendmeno es sorprendente
en tanto que es contrario a lo que sucede para otro tipo de no linealidades. Asi, si
f(s)=Als|P~1scon p>2*—1y A >0, entonces es sabido que la identidad de Pohozaev
también implica en este caso que no existe solucion no trivial de (7.8) si Q es estrellado.
Por contra, existen dominios estrellados tales que (7.8) admite solucién no trivial para
f(s)=A|s|P~lscon p>2* —1y A > 0 (ver [62,92)).

Una implicacion importante del Teorema 10 es que puede dar lugar a nuevas vias de
investigacion. En concreto, seria interesante estudiar la influencia de la geometria de Q
en ecuaciones mds generales que (7.8) que verifiquen una identidad tipo Pohozaev. Dos
ejemplos que la cumplen son la ecuacién casilineal —A,u = f(u) con p > 1 (ver [86])
y la no local (—A)*u = f(u) con s € (0,1) (ver [117]), donde —A,, denota al operador

p—laplaciano, y (—A)*, al laplaciano fraccionario.
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