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Chapter 1

Introduction

1.1 Motivation

Currently, the growth of online information available in services generates that

users are not able to search and find items that suit their preferences and needs due

to the large amount of alternatives to explore. This problem is known as informa-

tion overload. Personalization techniques try to overcome this problem providing

the users with personalized access to information tailored to their preferences and

needs. Recommender systems [45] are the most successful personalization tools

that filter relevant alternatives to select the most promising ones regarding users

interest. Several advances have been made to increase the performance of recom-

mender systems, such as their improvement in cold-start scenarios [131, 139, 249],

scalability [158] or extension to new domains [137], among others. Researchers

have identified new research topics such as group recommendation [114, 144], or to

integrate new sources of information, such as context-aware recommender systems

[4, 6] or social network recommendation [87], among others.

The research on group recommender systems is motivated by the existence of

social products that are usually consumed by groups of users [114, 144]. Therefore,

recommendations need to be tailored to a group of users that may have different

or even conflicting interests [37, 228]. Hence, individual recommender systems

are often extended for group recommendation through the aggregation of prefer-

ences or recommendations. This aggregation aims at generating a collective rec-
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ommendation from individuals’ information. Moreover, the extension of individual

recommender systems through aggregation makes individual models available for

group recommendation [144]. However, this extension is not often straightforward

or it has some limitations.

A limitation of aggregation-based group recommender systems is that the first

step aggregates individual ratings to build a pseudo-user that represents the group

profile [144]. However, this aggregation results in information loss, which affects

the shape and diversity of the ratings. Moreover, this aggregation does not con-

sider that users’ behavior change when they become part of a group, and they often

negotiate their preferences to make them closer to the collective opinion and reach

agreed solutions. In addition, there are also group dynamics that aggregation-based

group recommender systems overlook, such as the relationships between mem-

bers’ preferences. Moreover, researchers have pointed out that ratings also present

inconsistencies and proposed some techniques to mitigate its effect in individual

recommender systems, but group recommendation lacks of studies in this direc-

tion. These current limitations of group recommender systems motivate the need

for novel models that provide these features.

It has been also pointed out the utility of the users’ context to improve rec-

ommendation quality [8, 173, 223]. Context-aware recommender systems aim to

consider the specific user’s context to adjust the recommendation to it. There-

fore, context-aware recommender systems assume that recommendation quality

depends not only on users’ preferences, but also on the context in which the user

receives the recommendation [8]. Context-aware recommender systems motiva-

tion is to improve recommendations. Content-based and collaborative filtering are

the most widespread approaches. Hence, this research focuses on the study of

context-awareness in both.

Context-awareness was not considered in early recommender systems. The

availability of users’ contextual information, particularly through sensors in mo-

bile devices, motivated the proposal of context-aware recommender systems [8,
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183]. Although there are several recommendation models that integrate context-

awareness, few of them combine group recommendation and context-awareness.

This issue is particularly important in tourism recommender systems, where context-

awareness [222] and group recommendation [94] have been pointed out as inter-

esting features. Therefore, research in this direction is needed to provide models

fulfilling these requirements.

1.2 Research questions

This research is devoted to the development of new recommendation and group

recommendation approaches and the integration of contextual features in them. To

summarize, the following research questions will be answered by this research:

Research Question 1. How to mitigate the information loss implied in the ag-

gregation step for the improvement of group recommender systems based on col-

laborative filtering?

Research Question 2. How to improve the recommendation in group recom-

mender systems with consensus reaching processes?

Research Question 3. How to model the influences among members’ prefer-

ences to improve group recommendation?

Research Question 4. How to extend natural noise management techniques

to reduce users inconsistencies to improve the results of a group recommender

system?

Research Question 5. How to effectively integrate contextual information ex-

tracted from microblogging services in question answering recommender systems?

Research Question 6. How to extend tourism recommender systems with context-

awareness and group recommendation for the improvement of recommendation

utility?
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1.3 Research objectives

This research aims to achieve the following objectives to answer the above research

questions:

Research Objective 1. To develop a hesitant fuzzy sets-based representation of

group’s preferences.

This research objective corresponds to Research Question 1. A method to rep-

resent group’s preferences using hesitant fuzzy sets will be proposed. Here, the

multiple ratings stated over one item by all members will be modeled as the group

hesitation regarding the rating of such an item.

Research Objective 2. To develop a hesitant fuzzy sets-based group recommen-

dation approach.

This research objective corresponds to Research Question 1. A novel recom-

mendation method called HGRM will be developed. In this method, the group’s

preference modeling with hesitant fuzzy sets will be used to find suitable neigh-

bors to the target group. The hesitant Pearson’s correlation coefficient will allow

to compute similarities between groups and users to build the group neighborhood.

After that, a prediction for the group will be calculated using their neighborhood.

Research Objective 3. To develop a group recommendation approach based on

the minimum cost consensus model.

This research objective corresponds to Research Question 2. A group recom-

mendation approach based on the minimum cost consensus model named Min-

CostGRS will be developed. This group recommendation approach will apply the

minimum cost consensus model to perform the minimum modifications to the in-

dividual preferences needed to achieve the desired consensus degree. After these

modifications are calculated, the collective preference will be used to calculate the

group recommendation with a high consensus, which improves group recommen-

dation quality.

Research Objective 4. To develop a group recommendation approach with the

automatic consensus support system model based on feedback.
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This research objective corresponds to Research Question 2. A group recom-

mendation approach based on consensus reaching processes named Consensus-

GRS will be developed. This group recommendation approach will apply the au-

tomatic consensus support system model based on feedback to improve members

agreement before the recommendation. This behavior will be achieved through the

automatic negotiation and modification of individual preferences. After this auto-

matic process finishes, the group recommendation will be calculated and the higher

agreement between members will improve group recommendation quality.

Research Objective 5. To develop an extension for group recommender systems

dealing with relationships among members with opinion dynamics model.

This research objective corresponds to Research Question 3. A framework to

extend group recommender systems with opinion dynamics models will be devel-

oped. A model with the DeGroot’s opinion dynamics model for group recommen-

dation named Pre-GROD will be developed. The DeGroot’s model will be used to

reproduce the opinion change within the group regarding the relationships among

members’ preferences.

Research Objective 6. To develop a group recommendation approach that en-

sures consensus on members opinions within opinion dynamics based-group rec-

ommendation.

This research objective corresponds to Research Question 3. A group recom-

mendation approach that uses such an extension of the DeGroot’s model for group

recommendation named GROD will be developed. Given that the opinion evolu-

tion in the DeGroot’s model might not lead to consensus opinions, a modification

of members’ relationships will be developed to ensure that opinions always reach

a consensus value.

Research Objective 7. To develop extensions of natural noise management

focused on group recommender systems rating datasets.

This research objective corresponds to Research Question 4. Three natural

noise management techniques for group recommender systems named NNM-LL,



28 CHAPTER 1. INTRODUCTION

NNM-LG, and NNM-GG will be developed. The specific features of the group

recommendation problem reveal two levels in the ratings dataset: the local level

regarding the group and the global level. The techniques developed will consider

these aspects to detect and correct noisy ratings within group recommender systems

rating datasets.

Research Objective 8. To develop a pre-processing approach for natural noise

management in group recommendation.

This research objective corresponds to Research Question 4. A natural noise

management approach for group recommender systems ratings datasets named

NNM-H will be developed. This method will hybridize the techniques proposed in

the previous research objective. First, a global natural noise management process

will be performed, which reduces the noise in the entire dataset. After that, a fur-

ther step of refinement will be applied over the target group ratings. The hybridiza-

tion of these two steps of natural noise management will provide improvements to

group recommendation approaches that use the de-noised ratings dataset.

Research Objective 9. To develop a method for topic identification within col-

laborative trend interest.

This research objective corresponds to Research Question 5. A method for

detecting topics within the collaborative trend interest extracted from microblog-

ging systems will be developed. The status updates extracted from microblogging

systems mix several topics. The method proposed will apply the fuzzy c-means

clustering algorithm to detect the various topics in these status updates to charac-

terize the collaborative trend interest.

Research Objective 10. To develop a context-aware question answering recom-

mendation approach considering collaborative trend interest.

This research objective corresponds to Research Question 5. A method for se-

mantic context-aware question answering recommendation named LSAContextClus-

ter will be developed. This approach will use the method proposed in the previous

research objective. The collaborative trend interest characterisation will be con-
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sidered as the user’s context, which will allow to contextualize users’ preference

profiles. The recommendation for a target user will be calculated using the con-

textualized user’s preference profile, which will provide both context-aware and

personalized recommendations.

Research Objective 11. To develop a prototype for location and trajectory-

aware recommendation.

This research objective corresponds to Research Question 6. A method to pro-

vide location and trajectory-aware recommendations will be developed. The tradi-

tional recommendation model based on user’s preferences will be extended to in-

tegrate location and trajectory-aware recommendations. The resulting model will

be integrated in a working prototype built upon the REJA recommender system.

Research Objective 12. To develop a prototype for consensus-driven context-

aware group recommendation.

This research objective corresponds to Research Question 6. A method to pro-

vide consensus-driven context-aware recommendations will be developed. The

consensus GRS model will be extended to integrate location-aware recommenda-

tions. The resulting model will be integrated in a working prototype built upon the

REJA recommender system.

1.4 Research significance

This research work has both theoretical and practical significances in the area of

recommender systems.

1.4.1 Theoretical significance

Theoretically, the research proposes several recommendation approaches that cover

the following aspects of recommender systems:

• Profile modeling. The research carried out solves the problem of represent-

ing group’s preferences effectively, which arises from Research Objective 1.

The representation used applies hesitant fuzzy sets concepts, which allows
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to model the multiple ratings of group’s members as the group hesitation

towards the rating of a given item.

• Neighborhood identification. This research solves the problem of calculat-

ing the neighborhood of a group of users without requiring a rating aggrega-

tion step that builds a pseudo-user. This problem arises from Research Ob-

jective 2. It is important to remark that the aggregation process implies a loss

of information that is avoided in the neighborhood formation step with such a

suitable group’s preference modeling. A novel collaborative filtering-based

group recommendation approach is proposed using the hesitant Pearson’s

correlation coefficient to achieve more accurate and diverse recommenda-

tions for groups of users.

• Consensus recommendations. This research solves the problem of pro-

viding agreed recommendations to groups of users that express their prefer-

ences individually. This problem arises in Research Objective 3, Research

Objective 4 and Research Objective 6. Three methods that provide consen-

sus recommendation are developed in this research. The MinCostGRS ap-

proach applies the minimum cost consensus model to find the modification

of users’ preferences that leads to high consensus with the minimum amount

of changes. The ConsensusGRS approach applies the automatic consensus

support system model based on feedback, which identifies group’s members

whose opinions are far and updates their preferences to make them closer

to each other. The GROD approach considers members’ opinions evolution

guided by the relationships between members’ preferences and the consen-

sus recommendation is ensured adding relationships between opinion sub-

groups.

• Group dynamics. This research solves the problem of considering group

dynamics in the group recommendation process, which arises from Research

Objective 5. A novel group recommendation approach based on opinion
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dynamics simulates the opinion evolution within a group of users regarding

the relationships between their preferences.

• Natural noise. This research solves the natural noise management prob-

lem in group recommender systems, which arises from Research Objective

7. The NNM-LL, NNM-LG, NNM-GG and NNM-H approaches provide

several alternatives for managing the natural noise in group recommender

systems applying various assumptions regarding the ratings that are used for

the noise identification and the ratings that are analyzed to be later corrected

if they are identified as noisy. There was no previous approach focused on

the management of natural noise in group recommendation.

• Contextual modeling. This research solves the problem of characterizing

the context to include it in recommender systems. Referring to Research

Objective 9, the fuzzy c-means clustering algorithm is used to identify the

various topics that are present in the collaborative trend interest extracted

from microblogging services. Thus, recommender systems can use this con-

textual modeling to provide context-aware recommendations.

1.4.2 Practical significance

The research carried out provides various ways to improve recommender systems

performance regarding various recommendation quality viewpoints:

Accuracy. A major concern in recommender systems is to improve recommen-

dation accuracy to better satisfy individual preferences. The models developed in

this research provide better recommendations regarding their accuracy.

Diversity. The diversity of the recommendations has been identified as a posi-

tive aspect in recommender systems. HGRM developed in this research improves

recommendation diversity while it maintains an acceptable accuracy. This property

is interesting to reduce the chance of a member not satisfied with any recommended

item.
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Efficiency. The volume of information produced by users in recommender

system makes the efficiency of recommendation methods an important issue. The

proposed methods for group recommendation and noise management in group rec-

ommendation are designed to have a computational complexity order similar to the

method that they improve, which makes the investment on additional computation

resources worth because they improve the quality of recommendations regarding

the aspects considered.

1.5 Research methodology and process

The overall research methodology and research process are designed as follows.

1.5.1 Research methodology

Research methodology is the “collection of problem solving methods governed by

a set of principles and a common philosophy for solving targeted problems” [84].

This research is done in information systems domain. Several research methodolo-

gies have been proposed and applied to the information systems domain, such as

case study, field study, design research, archival research, field experiment, labora-

tory experiment, survey and action research [160, 207, 220].

1.5.2 Research process

The research plan was developed according to the methodology of design research.

First, recommender systems research area was chosen as the broad research topic of

this research. The recommender systems area was analyzed performing a literature

review of previous research, where existing literature was retrieved and critically

reviewed. The specific research questions addressed in this research were identified

from previous results of the literature review. A refinement process was performed

to clearly define the precise formulation of the research questions reviewing more

literature closely related to the initial research questions. The key research gaps

identified in the literature include modeling group’s preferences, neighbor selec-
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tion in group recommendation, group dynamics, consensus in group recommenda-

tion, natural noise and contextual modeling. From the objectives set, this research

presents novel models for group recommendation and context-aware recommen-

dation. Datasets publicly available for researchers in these domains are used to

evaluate the proposed recommendation approaches. The results of the experiments

done to evaluate the novel proposals allowed to further refine the novel proposals

in an iterative process until the results obtained were satisfactory. Finally, the PhD

thesis was written at the end of the research.

1.6 Thesis structure

This thesis contains nine chapters. Chapter 1 presents the research motivation,

research questions, objectives, significance, research methodology and process.

Chapter 2 presents the literature relevant to this study, which includes classical

and state-of-the-art recommendation techniques and applications. Also, related

concepts are introduced in this chapter. Chapter 3 proposes a novel group rec-

ommender system that avoids information loss using hesitant fuzzy sets concepts.

Chapter 4 proposes a framework for consensus-driven group recommender systems

that integrates consensus reaching processes from group decision making to the

group recommendation problem. Chapter 5 develops a group recommender sys-

tem based on opinion dynamics model to consider relationships among members’

preferences and ensure consensus recommendations. Chapter 6 studies the exten-

sion of natural noise management models to the group recommendation problem

and proposes an effective pre-processing method to reduce natural noise in group

recommender systems datasets. Chapter 7 presents a method for recommending

question answering items to individuals using the collaborative trend interest as

context in the recommendation. Chapter 8 presents two prototypes built upon

REJA to integrate location and trajectory-aware recommendations and location-

aware consensus-driven group recommendations. Chapter 9 presents the conclu-

sions and further study recommendations. The structure and content of the thesis
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Chapter 2

Literature Review

2.1 Introduction to background

Due to the easy access to information provided by Internet and the increasing

amount of information available in World Wide Web scenarios, there is a rising

number of situations, such as e-commerce, in which the number of alternatives

available to users makes the selection of the most suitable one difficult. This situ-

ation originates that users need to put significant effort for finding relevant pieces

of information. This difficulty, so called information overload [193], is often mo-

tivated by the increasing number of alternatives or by the amount of information

available for each of them, which makes it not feasible for a user to revise all alter-

natives to select the most suitable one. Therefore, finding out items fitting users’

preferences and needs effectively is an important challenge nowadays. Among the

various approaches in the literature aimed to overcome information overload, per-

sonalization focuses on the analysis of user interests and needs to filter items that

are relevant for the target user [152]. Recommender systems were proposed to filter

information, thus delivering to users only the information that meets their prefer-

ences or needs. Recommender systems [192] have been a powerful personalization

tool for alleviating information overload in large search spaces. Recommender

systems have been proved to be successful in several domains, such as e-business

[136], e-learning [230, 238], e-tourism [12, 161], e-commerce [187], web pages

[157, 236] and financial investment [154], among others.

37
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However, there are items with social features that are meant to be consumed

by groups [143]. Examples of social items identified in the literature are movies

[162], music [146], tourist points of interest [147, 161], tourist attractions [86] or

television programmes [198], among others. In these situations, people form a

group to consume the item, e.g., friends who want to choose a movie to watch,

to eat at a restaurant, to select the vacation destination, etc. In these cases, the

recommendations should satisfy the whole group instead of targeting individuals.

With this purpose in mind, group recommender systems help groups of users

find suitable items according to their preferences and needs [9, 114]. Most ap-

proaches for group recommendation build upon individual recommender systems

and provide the group recommendation aggregating individuals information [144].

A benefit of the aggregation-based extension is that individual preferences already

gathered in individual systems can be used for groups. In the literature, two main

approaches to aggregate individuals’ information are identified. Some approaches

aggregate individual ratings to form a collective profile that represents the group’s

preferences [167], while others aggregate individual recommendations to produce

a single recommendation targeted to the group [18]. Within these aggregation ap-

proaches, the aggregation strategy used can also vary, such as average, least misery,

or most pleasure, among others [144].

These aggregation processes might cause the overlook of distribution, diversity

or shape of the initial data. This loss of information can either bias or lead to

worse results and it may affect recommendation accuracy and diversity. Therefore,

keeping the maximum information about the group during the recommendation

process is an important challenge in group recommender systems to provide better

recommendations. Therefore, a promising direction for research is to find a suitable

preference modeling and information fusion tools that help to overcome such a

limitation. Therefore, Hesitant Fuzzy Sets (HFS), an extension of Fuzzy Sets [240]

introduced by Torra [217], concept can be applied. HFSs handle hesitation with

multiple membership functions, which output several membership values, instead
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of a single one. This feature can be used to model members’ preferences as group

hesitation towards the item rating. Operations defined over HFSs allow to compute

the neighborhood of the group, which allows to extend collaborative filtering for

group recommendation.

Previous researches highlighted the importance of delivering recommendations

that do not leave any member dissatisfied. With regard to this issue, the selec-

tion of the group recommendation has been performed with the minimum aggre-

gation [162], and items are selected regarding the satisfaction of the least satis-

fied member. Although this approach provides benefits, it does not consider that

group’s members try to find consensus solutions [78]. Consensus reaching pro-

cess [109, 168] is a branch of group decision making [49, 135] that studies how

individuals negotiate their preferences before selecting the best alternative in a de-

cision problem. Such a process is done to maximize the acceptation of the final

alternative, because members perceive that their preferences were considered in

the selection of the final alternative and improve the agreement over the recom-

mendation for the group. Therefore, the application of consensus reaching pro-

cesses within group recommender systems is a promising direction of research to

improve group recommendation. Hence, a framework for consensus-based group

recommendation is proposed. Two group recommendation approaches that follow

such a framework are proposed to integrate (i) the minimum cost consensus model,

and (ii) the automatic consensus support system model based on feedback.

Moreover, aggregation-based group recommender sytems also overlook the dy-

namics that might exist in the group. Examples of these dynamics are the change

of individual opinions when users belong to a group, or the influence among mem-

bers due to trust relationships. With regard to this issue, opinion dynamics aims

to model how opinion changes in a group of individuals [69]. There are various

models regarding the rules that drive such an opinion change. Some models con-

sider that opinion change is driven by closeness of opinions [102, 134], or random

encounters [250], among others. Specifically, the application of models that con-
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sider trust between people to drive the opinion change [68] allows to model how

members’ preferences influence each other. The consideration of this aspect is a

promising direction for the improvement of recommendations for groups. A group

recommender system based on opinion dynamics model is then developed.

Other reason for lower performance of recommender systems is the quality of

user’s preferences [30]. Previous researches pointed out that recommender systems

could be reaching a magic barrier in their accuracy due to users inconsistencies

when rating [103]. Among other reasons [165], rating quality is determined by the

presence of natural noise, which can be defined as the inconsistencies in prefer-

ences introduced unmaliciously by users. The causes of natural noise can be dif-

ferences in the rating process, influence of external factors, or human error [164].

Several approaches have been explored to manage the natural noise present in the

preference elicitation process and minimise its negative impact in recommendation

focused on recommender systems for individuals [15, 16]. The integration of nat-

ural noise management in the group recommendation scenario poses a new focus

on users’ preferences and the way they are treated in order to minimize natural

noise influence on the recommendation. Therefore, the study of how can natural

noise management be extended from the application in individual recommender

system to group recommendation is an interesting direction for research. A pro-

posal that considers the specific features of group recommendation is developed,

which first manages the natural noise at the dataset level, and after that it further

refines the management focusing on the target group ratings to improve the quality

of the ratings provided to a group recommender system.

Previous recommender systems assume that user’s satisfaction towards the rec-

ommendations is only dependent on user’s preferences, thus finding the best item

or set of items can be done analysing the ratings solely. But in some scenarios, the

user’s satisfaction with a given recommendation can also depend on other factors,

such as the time when the recommendation is requested, the item’s location, or

the user’s circumstances. Context-aware recommender systems (CARS) [6] are an
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extension of traditional recommender systems that include contextual information

in the recommendation calculation.

Researchers highlighted the inmediacy of microblogging systems [105]. This

finding poses them as interesting sources of context. In microblogging systems,

users can post a status update consisting of a free text input. The analysis of cur-

rent trend interest within microblogging systems is a promising direction to im-

prove recommendation with contextual features. Specifically, current trend interest

influences the recommendation in the question answering domain. Within it, previ-

ous researches focused on finding the best answerers to reduce the answering time

[208, 252]. This research focuses on the recommendation of already answered

questions to improve users’ knowledge. The recommendation in such a case is

calculated from users’ preferences, but it is also influenced by the context, which

makes some questions more interesting than others. A semantic context-aware

model for recommendation in the question answering domain is proposed. Within

it, the characterization of context makes worth the application of clustering tech-

niques with the aim of identifying the topics of the context. The user preference

profile is combined with such contextual topic profiles to provide a contextual-

ized user’s profile, which can later be used to provide context-aware personalized

recommendations in the question answering domain.

The integration of contextual information is particularly interesting in the tourism

domain. In such a domain, the context greatly influences the satisfaction towards

the recommendation, which makes some alternatives more interesting than oth-

ers in certain contexts. Consequently, two prototypes for recommendation in the

tourism domain are developed. These prototypes are built upon REJA, a recom-

mender system of restaurants built in the University of Jaén that provides recom-

mendations of restaurants in the province of Jaén. In these scenarios, the concur-

rence of both group recommendation and context-aware issues makes the develop-

ment of models that consider both aspects necessary. Therefore, the recommender

system of REJA is extended to integrate location and trajectory, and the consensus-
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driven GRS model is extended to provide location-aware group recommendations

through a contextual post-filtering process.

The remaining of this chapter presents a discussion of relevant works related

to the research directions covered in this thesis. Section 2.2 reviews basic con-

cepts, techniques and successful applications of recommender systems. Section

2.3 discusses the related works on group recommendation. Section 2.4 reviews

context-aware recommender systems related works. Section 2.5 introduces con-

cepts applied in the recommendation methods proposed in this research.

2.2 Recommender systems

In the last decades, there have been advances that provide an incredibly easy access

to information. Users can search and find details of many elements in everyday life,

such as restaurants, hotels, electronic devices, services, or events. When users need

to make a decision about several alternatives, the vast amount of options available

makes the evaluation of all options difficult. This problem is known as information

overload.

To overcome the information overload problem, personalization techniques try

to find interesting elements for users taking into account their preferences or history

of interactions, among other features. Among existing personalization techniques,

recommender systems are the most succesful ones [9, 122]. Specifically, recom-

mender systems (RSs) [190] focus on personalizing the access that users have to

the information filtering relevant elements [9, 75]. A good definition of a recom-

mender system was given by R. Burke [45], and he defines it as ”any system that

produces individualized recommendations as output or has the effect of guiding

the user in a personalized way to interesting or useful objects in a large space of

possible options”.

Currently, recommender systems are widely used in several domains to allevi-

ate information overload, such as e-commerce, e-learning, e-government, tourism,

web pages and digital games. Successful examples of applications are e-learning
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[65, 138, 230, 238], e-business [136], e-commerce [32, 187, 234], e-tourism [12,

161, 205], e-government [99], financial investment [154], digital games [3], and

web pages [53, 157, 236], among others.

Various approaches have been applied in recommender systems regarding the

way they recommend and there are several taxonomies of recommender systems

[45, 66]. Generally, recommendation techniques developed can be classified as

collaborative filtering [126, 204], content-based [133, 177], knowledge-based [44],

and hybrid techniques [45]. Among them, the most widespread ones are collabora-

tive filtering (CF) [125] and content-based (CB) [63]. The main difference between

them is that CF focuses on users’ interaction with items, i.e., user’s preferences,

while CB focuses on the analysis of item’s descriptions, i.e., item’s content. There-

fore, the performance of these recommendation approaches is subject to the quality

and amount of available information of both types. In addition to these widespread

strategies, other approaches have been proposed, such as knowledge-based recom-

mender systems that focus on employing expert information over the recommen-

dation domain through ontologies [158], among others [59, 230]. It is also worthy

to remark the coexistence of two or more approaches in a recommender system

through the hybridization, which aims to provide the benefit of the hybridized ap-

proaches or aim to overcome their limitations.

Formally, the recommendation problem can be formulated as a prediction prob-

lem [4] to find the most useful item, or set of most useful items, among a large set

of choices. To find the best item, a prediction function is approximated by the

recommender system:

Recommendation(I,u) = argmax
ik∈I

[Prediction(ik,u)] (2.1)

To obtain the recommendations, the recommender system may use information

over the users (U = {u1, . . . ,um}), the items (I = {i1, . . . , in}) and the users’ ratings

over a set of items (R⊆U× I→ D), among other.

Depending on how the information is used to recommend, there are different
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types of RSs:

• Collaborative filtering RS (CFRS) [124]. Among the different types of RSs,

the most successful approach is CFRS, which analyzes users’ preferences to

recommend. This feature makes them able to recommend complex items,

because they do not need any item knowledge to produce high quality rec-

ommendations.

• Content-based RS (CBRS) [133]. CBRSs rely on items’ information, which

can be a textual description or metadata (items’ features) [54]. They also

need users’ feedback over items and they recommend items that are similar

to the ones that the user already experienced and/or liked.

• Knowledge-based RS (KBRS) [219]. In KBRS, the system holds and uses

any kind of additional knowledge, such as a user model created from some

items that are given as an example of a good item [141], a tweak over the fea-

tures of a given recommendation (critique-based), or domain specific knowl-

edge that describes items’ features and their relations (ontology-based)

The remaining of this section revises the successful techniques for recommen-

dation, which comprise collaborative filtering, content-based filtering, knowledge-

based recommendation and hybrid recommender systems.

Collaborative filtering

Collaborative filtering recommender systems are currently the most popular type of

recommender systems in real world because of their simplicity and effectiveness.

The researh in collaborative filtering began in the 1990s [91, 189, 209]. Initial col-

laborative filtering techniques are based on word-of-mouth, where the recommen-

dations for the target user are calculated using similar users’ preferences. CFRSs

have the advantage of not needing information regarding the items because they

treat the items as a black box and only use the preferences that users provided over
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Table 2.1: Ratings table of a collaborative filtering recommender system

U I

i1 . . . ik . . . in

u1 ru1i1 . . . ru1ik . . . ru1in
...

...
. . .

...
. . .

...
u j ru ji1 . . . ru jik . . . ru jin
...

...
. . .

...
. . .

...
um rumi1 . . . rumik . . . rumin

them to recommend. Therefore, the more users’ preferences are available to the

recommender system, the better performance.

The information that a typical collaborative filtering recommender system uses

is depicted in Table 2.1. Here, the sets of users U provides ratings over the set of

items I, where a given rating ru jik notes the rating value that the user u j gave to

item ik. It is worth to note that most of the ratings values are not known. The more

ratings are unknown, the more sparsity the dataset has. Therefore, a typical user

only gives ratings for a reduced subset of items.

One of the initial approaches proposed was the user-based collaborative filter-

ing approach (UBCF) [91, 189]. In UBCF, the neighborhood of a user is computed

first using a similarity measure to compare the preferences of a pair of users and

the top-k are selected. After that, a prediction for each item not experienced yet by

the target user is computed using the best neighbors’ ratings over the target item.

Finally, the items with the highest rating prediction are recommended to the tar-

get user. The UBCF method is also named memory-based collaborative filtering

because the neighborhood is usually not stored and the computations are done in

memory.

Pearson’s correlation coefficient has been proved to be the most suitable sim-

ilarity measure between users mostly because it is not affected by the user’s bias

when rating items [11], e.g., users who rate items on a consistently high or low

basis. Once the neighborhood is selected, it is used to predict the rating for unseen
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Figure 2.1: User-based collaborative filtering scheme.

items combining neighbors’ ratings on the item. A number of methods to combine

neighbors’ ratings have been proposed [81]. One of the most used is the adjusted

weighted sum, which considers the ratings of the neighbors with different weight

regarding their similarity to the target user and also consider that users have a rating

bias described by their average rating.

Other recommendation approach also based on the nearest neighbors algorithm

was the item-based collaborative filtering approach (IBCF) [203]. In IBCF, a rec-

ommendation model is built, which contains for a given item the most similar items

in the dataset. A prediction for a new item from the viewpoint of a target user uk

is computed using the target user’s ratings over the neighbors of item ik. The rec-

ommendation, similarly to UBCF, is composed of the items with the highest rating

prediction.

These two techniques are widely spread. However, they suffer from problems

associated to the availability of ratings. Cold-start problem [131, 249] is related to

the absence of enough information regarding a given item or a given user, which

makes that the recommender system is not able to compute recommendations or the

recommentaion computed is of low quality. Other issue of collaborative filtering

is the sparsity [5] of the ratings table. Usually, the recommendation quality with

UBCF and IBCF decays when the sparsity of the ratings table is high.

Matrix factorization is the most successful approach among the model-based

collaborative filtering approaches [126]. The idea behind matrix factorization is

that user’s preferences and item’s features could be expressed as dimensions in
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Figure 2.2: Scheme of the factorization of the rating matrix.

a set of hidden features. Therefore, a user’s profile composed of many positive

ratings for action movies would have a high value for the dimension for which

action movies also have a high value. The process of extracting those dimensions

and calculating user’s and item’s profiles is the factorization process of the rating

matrix. The factorization problem can be expressed as stated in Equation 2.2 (see

Figure 2.2.

R(|U |×|I|) =V(|U |× f )T
t
( f×|I|) (2.2)

where R is the rating matrix, V and T are low rank matrices whose multiplication

approximates the original matrix R such that V T t = R′ ≈ R, and f is the number of

factors considered. Here, matrix V rows correspond to users’ profiles, and T rows

correspond to items’ profiles. Hence, the recommendation with a matrix factoriza-

tion model already computed is highly accurate and scalable. A rating prediction

r̃u jik with such a model consists of the multiplication of the corresponding feature

vectors:

r̃u jik = vu j ∗ tt
ik (2.3)

Several approaches are applied to find suitable matrix factorization. Initial

works applied singular value decomposition [202], but it relied on the rating matrix

completion which biases the results in sparse datasets. Recent researches proposed

several approaches to solve such a matrix factorization, such as stochastic gradient

descent [83], or SVD++ [126], among others.
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Content-based filtering

Content-based filtering [9, 36, 153, 177] is applied when items’ descriptions are

available in the dataset. CBRSs uses such descriptions, together with the available

information about the choices that the user made in the past. The basic functions of

a CBRS consist of (i) building content-based profiles from each item’s description,

(ii) building a preference profile for each user, (iii) comparing the available items’

profiles with the user’s profile and (iv) recommending the items that better fit the

user’s profile.

Within CBRSs two kinds can be distinguised: (i) based on item’s features, and

(ii) based on item’s descriptions. This research focuses on the latter, given that

QA items have a strong component of textual information for both formulating

the question and answering it [79]. Although CBRSs suffer from user cold-start

because they need some input from user’s preferences and lack of diversity in rec-

ommendations [27], CBRS has demonstrated their utility when new items are in-

troduced in the system, i.e., in scenarios with strong item cold-start [10]. This

feature makes the application of CBRS approaches interesting in domains where

new items are constantly introduced, such as web pages or news. Question answer-

ing recommendation shares the features to apply CBRS with textual descriptions,

hence, this research focuses on this domain.

One of the first CBRS was proposed by Belkin and Croft [28] using information

retrieval concepts, such as Rocchio’s method. This system applies textual analysis

to items’ descriptions such that the features are the terms included in the item’s

description. With this procedure, a vector of ones and zeros that indicate which

terms appear in the description is built to generate the item’s profile.

The TFIDF approach [76] is also applied when item’s content is given as item’s

description. In TFIDF, the free-text description is converted in structured data

stemming words [184] to keep their root and reduce the number of components

of documents. This is achieved because the stemmer unifies words such as com-

puter, compute and computing, which are different forms that share meaning. A
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Figure 2.3: Decomposition of TFIDF matrix with singular Value decomposition.
Note that s is a diagonal matrix with the singular values sorted in descending order.

vector of weights of each term is computed for each document multiplying t ft,d

and id ft [133]:

pro f ilet f id f
d = {t ft,d ∗ id ft s.t. t ∈ d} (2.4)

where t ft,d is the number of occurrences of term t in document d, N is the set of all

documents and Nt is the set of documents that contain the term t at least once. The

id ft is defined as:

id ft =− log
(
|N|
|Nt |

)
(2.5)

While TFIDF method is effective, it cannot deal with polisemy or synonym

words. In order to overcome this issue, Latent Semantic Analysis (LSA) is applied

[63]. In LSA, the term-document matrix is factorized with Singular Value Decom-

position (SVD) to reduce it to orthogonal dimensions and keep the f most relevant

singular values (see Figure 2.3).

T FIDF(|D|×|T |) =U(|D|× f ) ∗ s( f ) ∗V t
( f×|W |) (2.6)

This way, a reduced feature space is defined, which properly manages noise and

redundancy of terms. Users’ profiles are generated from this feature-space defini-

tion through a linear combination of the profiles of documents that they liked [24].

Then, recommendations are generated comparing user’s and documents’ profiles

using the cosine correlation coefficient.
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Other methods are based on item’s features [54, 215]. Such models assume that

there are several item’s features and each item can have a different value for each

feature, e.g., in the case of a movie the features could be the leading actor, director,

year of release and genre. In these cases, some approaches extended the TFIDF

method to support feature-value descriptions [215]. Other research proposes the

study of the relationships between feature values and the rating given to the item

through entropy and dependency measures to allow a personalized weighting of

the features for each user [54].

Content-based recommender systems do not suffer from item cold-start be-

cause a new item is readily available for recommendation. However, they suffer

from user cold-start because a new user needs to provide sufficient information to

the system in order to receive recommendations. Moreover, they also suffer from

overspecialization because they can only recommend items that are similar to those

already rated by the user. Therefore, content-based recommender systems cannot

recommend items outside the target user’s profile. In the case of feature-based con-

tent recommendation, the content-based approach cannot distinguish among items

represented with the same feature values.

Knowledge-based recommender systems

Knowlege-based recommender systems use information specific to the recommen-

dation domain, which is usually provided by experts or inferred from various avail-

able attributes. In these systems, users are often asked to explicitly provide the

information neededed to complete their profile. Knowledge-based recommender

systems are the most heterogeneous ones regarding the user interaction. In the

literature, there are systems that request to the user only ratings and perform infer-

ences from them [35], that request to the user items similar to those that the user is

looking for [141], that allow the user to refine the recommendation list received

[45, 46, 188, 224, 225, 185, 56], that receive as input preference relationships

within a list of items [195], or that receive as input the prefererence relationship
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among the item’s features [42].

Knowledge-based recommender systems match users with items holding do-

main specific information about them. Usually, the system holds knowledge about

how a given item meets users’ preferences and needs. In order to do so, inferences

about the properties of items and the needs of users might be done to recommend

[45, 46].

A major drawback of knowledge-based recommender systems is that they re-

quire a great effort for building the initial knowledge database that they use. In

return, the recommendations can be computed with a smaller amount of informa-

tion from the user. Therefore, these systems are suitable to be used for a short

term in initial phases of a system, or in situations in which other recommendation

approaches are not able to provide accurate recommendtaions to users [43, 195].

Case-based reasoning recommender systems [211] use past problem solving

experiences as a primary source to provide acceptable solutions for new problems

[1], which is done in a four step process that consists of retrieve, reuse, revise and

retain steps. Therefore, the system holds a database with the previous problems

and the solutions provided. This way, the information stored can be used to solve a

given new problem comparing its description to those of the already solved prob-

lems to select the most similar, and then the solution provided can be computed

adjusting the solution of the similar solved problem. This behaviour is applied in

recommender systems representing items as possible solutions and the user’s pro-

file as the problem specification [211]. Case-base recommender systems can be

seen as a special type of content-based recommender systems, and they apply con-

cepts from information retrieval for the case-based reasoning. However, case-based

recommender systems differ from content-based ones because their item represen-

tations and item similarities are done in a different manner [211].

Other successful knowledge-based recommender systems are the constraint-

based recommender systems [116, 77, 115, 245]. These systems allow an initial

query that is refined incrementally to eliminate not satisfying products adding new
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restrictions. The items recommended are those that satisfy all the constraints stated

in the query. A limitation of constraint-based recommender systems is that certain

sets of restrictions may not be satisfied by any item in the catalog, therefore, these

systems orientate user when adding restrictions or detect and eliminate conflictive

ones.

Hybrid recommender systems

A way of improving the recommendations is to hybridate two or more recom-

mendation approaches. This hybridization is done with the aim of overcoming

the limitations of the techniques used, or to provide the benefits of the techniques

used. Burke [45] reviews the hybridizations used within recommender systems. In

a later work, Zanker et al. [244] study these hybridization techniques and evalu-

ate the hybridization of basic recommendation techniques regarding their accuracy.

According to Burke [47] the following hybridization techniques are applied in rec-

ommender systems:

• Weighted: A numerical combination of the scores provided by each recom-

mendation technque is performed to produce a single recommendation list

[25, 80, 214].

• Switching: The recommendation approach is changed regarding certain cri-

teria to use the best approach in each case [34, 90, 195, 214].

• Mixed: The recommendations from various recommendation approaches are

presented together [212].

• Cascade: The items recommended by one recommendation approach are

refined by the results of other recommendation approach [101, 111, 129].

• Feature combination: a prediction algorithm uses the output of several rec-

ommendation techniques and combines them [20, 64, 197].
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• Feature augmentation: the output of a recommender system is used as a input

feature of the following recommender system [148].

• Meta-level: The model outputed by one or several recommender systems is

used as input of other recommender system [176, 243].

The most common aim when applying hybrid recommender systems is to over-

come the cold-start, sparsity, or scalability problem of existing collaborative filter-

ing recommender systems hybridizing them with other approaches [9, 29].

2.2.1 Research trends in recommender systems

Table 2.2 shows a comparison of the research in the recommender systems regard-

ing the technique and the domain. As it can be seen, the majority of research is

focused on the improvement of the traditional recommendation techniques men-

tioned along section 2.2: (i) collaborative filtering, (ii) content-based filtering,

(iii) knowledge-based recommendation and (iv) hybrid recommendation models.

Among the new research trends with few publications are (v) computational intelli-

gence, (vi) social networks, (vii) context-aware, and (viii) group recommendation.

Due to our interest and research in group recommendation and in context-aware

recommendation, this research focuses on both aspects. Specifically, regarding to

group recommender systems, this research proposes several group recommenda-

tion models to overcome the limitations discussed in Section 2.1. On the other

hand, regarding context-aware recommender system, this research extends previ-

ous models to provide context-awareness. The remainder of this chapter reviews

both research lines.

2.3 Group recommender systems

There are certain items that are usually enjoyed in groups [144], thus traditional

recommendation needs to be extended. Group recommender systems (GRSs) [114]

were proposed to fill this gap. Specifically, this research focuses on GRSs that
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Table 2.2: Publications in recommender systems according to the recommendation
domain and technique applied.
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e-Government 1 5 1 5 4
e-Business 1 3 3 4 1
e-Commerce 3 1 4 1 4 2
e-Library 2 2 3 1
e-Learning 2 11 2
e-Tourism 5 9 9 9 3 2 11
e-Resource 9 16 6 15 8 1 1
e-Group activity 9 5 2 5 1 2

use individual information to recommend, given that they benefit from individual

usage.

An initial distinction that has to be done when studying a group recommender

system is the actual element being recommended. This way, there are two kinds

of GRSs: (i) GRS that recommend groups to users, and (ii) GRS that recommend

items to groups.

• Recommend groups to users: These systems support users at finding rele-

vant group activities. Also, they help activities organizers achieve greater

participation. In this direction, MobiGroup, proposed by Guo et al. [97], is a

system to help organize different group activities. Depending on the seman-

tic of the activity (public, private), it applies a different approach to suggest

people to involve in the activity. Additionally, MobiGroup takes into account

the state of the activity, this is, if the activity is starting, running, or about to

finish. Moreover, when the activity is private, the creator selects the people
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to be informed about the activity. In the case of public activities, users are

the ones that search for them and MobiGroup supports them filtering relevant

ones. Users can also search running activities to join to, and therefore it takes

into account both the user and the group context to show the best matching

social activities. A study over MobiGroup shows that characterizing the di-

versity and regularity of group events leads to a better modeling of group

activity recommendation. This is supported in an experiment in which the

system is compared with a technique that does not take into account group

characterization and context. The results prove that these features provide

an increase of up to 30% on recommendation utility.

• Recommend items to groups: These systems are the focus of this research.

In these systems, a group of users looks for a suitable item to enjoy together

among a large amount of alternatives, therefore the task of the system is to

find the item or items that best match the group interests and needs.

Moreover, GRSs are applied for different tasks, such as finding the most suit-

able group of users for a target item [251], or recommending groups to a user for

joining them [155]. This research focuses on recommendation of items targeted to

groups.

As pointed out by Borato et al. [37], there are different notions of group: (i) es-

tablished groups, (ii) occasional groups, (iii) random groups, and (iv) automatically

detected groups. This research focuses on (ii) occasional groups of people with cer-

tain aim in common, such as watching a movie together or going to a restaurant.

It is important to consider the type of group that receives the recommendation in

order to consider the best recommendation approach.

Group recommender systems (GRSs) compute recommendations targeted to

groups [144] whose members can have different or even conflicting preferences

[114]. The group recommendation problem can be formalized as follows:

Recommendation(Ga, I) = argmax
ik∈I

Prediction(Ga, ik) (2.7)
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where G is the target group, I is the set of available items and Prediction(Ga, ik) is

a function that assigns a utility value for the item ik regarding group Ga members.

Table 2.3 summarizes the notation used in group recommender systems.

i1 . . . ik il . . . in

u1 ru1i1 . . . ru1ik ru1il . . . ru1in
...

...
. . .

...
...

. . .
...

u j ru ji1 . . . ru jik ruiil . . . ru jin
...

...
. . .

...
...

. . .
...

g1 ux ruxi1 . . . ruxik ruxil . . . ruxin
...

...
...

. . .
...

...
. . .

...
g|G| uz ruzi1 . . . ruzik ruzil . . . ruzin

...
...

. . .
...

...
. . .

...
um rumi1 . . . rumik rumil . . . rumin

Table 2.3: Notation used group recommender systems to refer to ratings with their
respective interpretation in terms of the set of elements that they refer to.

R•,ik

RGa,•

RGa,il

Ru j,•

U

I

Ga

ru jik

In group recommender systems, as stated by Jameson and Smyth [114], four

basic recommendation subtasks are performed: (i) acquiring member preferences,

(ii) generating recommendations, (iii) explaining group recommendations, and (iv)

aiding to make the final choice.

The most widespread approach for group recommendation is to extend individ-

ual recommender systems [38, 51]. Therefore, the group recommendation problem

is addressed reducing it to an individual recommendation problem by means of ag-

gregating individual information. There are two aggregation approaches:

• Rating aggregation (see Figure 2.4): members state their preferences over

some items. These ratings are aggregated to represent the group prefrence

in a group profile named “pseudo-user”, which is then used by an individual

recommender system [167].

• Recommendation aggregation (see Figure 2.5): From the individual pref-

ereces, a recommender system computes the individual recommendations
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Figure 2.4: The framework of group recommender system based on rating aggre-
gation.
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Figure 2.5: The framework of group recommender system based on recommenda-
tion aggregation.

for each member of the group. These individual recommendations are later

combined to tailor the recommendations targeted to the group [18, 162].

Previous researches found that neither approach is better than the other in all

scenarios [144, 167]. A study in each case is necesary to select the best approach.

Moreover, these approaches rely on different aggregation strategies that can be also

adjusted regarding the specific recommendation scenario [144]:

• Least misery: this aggregation tries to avoid member dissatisfaction with the

recommended items. The group is as satisfied as the least satisfied member.

Therefore, the group’s preference for one item is the minimum individual

preference.

• Average: the group’s preference is the average of all the individual prefer-

ences.

• Average without misery: this aggregation averages individual ratings after

excluding items with individual preferences below a certain threshold.

Each aggregation strategy provides different features to the process. The least

misery strategy is suitable for small groups because when groups become larger,
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there is a greater probability of an item having a negative rating, which might lead

to a group profile composed of negative preferences. This behavior would bias

the group recommendation [38]. Moreover, the least misery aggregation strategy

is sensitive to new ratings because adding a new negative rating can change the

group profile and modify the recommendation. On the other hand, average strat-

egy considers all members’ ratings, not just the low ones. In the case of needing

a balance between considering low ratings and all ratings provided, the average

without misery strategy aggregates ratings over items whose group rating is above

certain threshold to avoid including least preferred items in the group profile. Con-

sequently, hated items are avoided with this strategy.

Several researchers follow these approaches to implement a GRS. In this di-

rection, Dooms et al. [71] proposed OMUS, a system to centralize and manage a

household multimedia content, which might be distributed across several devices,

such as hard drives, mobile devices, laptops or network attached storage. To solve

this issue of scattered content, it provides a centralized content indexation, which

makes multimedia content management easier for a household. To improve the

capabilities of the system, it also provides personalized access to both individu-

als and group of users. This system personalizes the content regarding the group

considering members relative importance and their presence when delivering the

recommendations, which are computed with the hybridization of collaborative fil-

tering and content-based recommendation.

Ortega et al. [167] focused on improving the core algorithm for group recom-

mendation through the application of matrix factorization. This research explores

the factorization of the user’s profiles to extract the relevant features and evaluates

different approaches for aggregating the factorized profiles. Experiments on the

well known datasets MovieLens and Netflix with random users demonstrate that

the approaches after factorization, before factorization, and weighted before fac-

torization are good for small groups, large groups and for rapidly changing groups,

respectively.
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A common limitation of RSs is the recommendation to users with a small

amount of information, i.e., cold-start. An interesting approach to improve the

group recommendation in these situations is the usage of social networks. In this

direction, Gartrell et al. [87] propose a system that takes into account social in-

teractions, members expertise, and interest dissimilarity among group’s members.

The system is evaluated using a real-world user study. The experiment determines

that the best results for each group is achieved with different algorithms, therefore

more experiments should be carried out in order to determine the best approach.

People have different reasons to gather in groups such as family relations, ho-

mophily, or just because they live together. The approach in which groups make

decisions differs from each other. Hence, a GRS that faces recommendation to a

variety of groups must take this fact into account. Usually, when the system is

targeted to groups of different nature, the recommendation approach is adapted to

the different groups by hand: the system administrator checks the groups that are

using the system and selects the recommendation model that best fits the data. The

latter approach is time consuming and needs to be regularly revised to verify if the

model is still well adapted to the data.

The model proposed by Guo et al. [98] uses personality features of the group’s

members. With this information, the system applies a social influence model to

modify the preferences on the members. They perform individuals characterization

based on personal attributes: personality, expertise, and susceptibility. They also

take into account relationships between users: intimacy and interests similarity.

They apply the Friedkin-Johnsen model [82] to consider these features and drive

the social influence model. This approach results in a implicit characterization of

individuals.

Guy et al. [100] evaluate how the recommendations can be calculated for on-

line communities. They compare performance measuring share actions for dif-

ferent approaches to build a community profile taking inactive members, active

members and owners of the community into account. They also analyze the size
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and age of the communities. The variety of these communities leads to having

different optimal approaches for each of them. They indicate that large communi-

ties perform better if inactive users are not considered in the profile. Similarly, old

communities also perform better with this approach.

In the same way, Senot et al. [206] analyses different strategies for group rec-

ommendation aiming to determine the factors that influence the choice of an ag-

gregation strategy. To do so, they perform an experiment to compare the best way

of combining individual profiles. For such experiment, they build individual’s and

group’s profiles from gathered users’ behavior. They compare the aggregation ap-

proach that produces a group profile closer to the profile built from group behavior.

This analysis results in a series of guidelines to select the aggregation approach for

group recommendation.

Group recommendation aim, in spite of the approach, is to satisfy all members

and minimise their disagreement towards the recommendation. Some approaches

that follow this aim are the least misery [162] and average without misery [145]

approaches, which achieve certain degree of fairness but do not guarantee a high

level of agreement among members towards the recommendation.

Given that there are few available public datasets for research in the group rec-

ommender systems domain [228], the groups used to evaluate group recommenda-

tions are formed in different ways to simulate the aforementioned group notions:

• Random groups: Random group formation matches the situation of a number

of users who group in order to do an activity [228].

• Similar groups: Users group following the principle of homophily, this is,

the groups are composed of users with similar features, such as interests,

beliefs, education or age.

• Dissimilar groups: Users group following the principle of heterophily, this

is, the groups are composed of users with diversity of features.

As aforementioned, the aggregation approaches for group recommendation of-
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ten overlook the relationships among members’ preferences, such as experience

overlap or preference similarity. Therefore, in this research a group recommenda-

tion model that considers these features of the group in a opinion dynamics model

is developed. This way, group specific features are considered when making rec-

ommendations.

A known limitation of GRSs is that the recommendations might not meet all

members’ preferences. In these cases some recommended items are not satisfac-

tory for one or more members of the group. In order to minimise the chance of this

situation, the least misery or multiplicative aggregations are applied [162, 146].

This research aims to apply consensus reaching processes to avoid such situations

considering all members’ preferences.

2.4 Context-aware recommender systems

The quality of recommendation, the usage of item’s features, user features and

ratings from users over the items might not be sufficient to deliver relevant recom-

mendations in certain domains. For example, in the domain of restaurant recom-

mendation, availability of choices might be reduced regarding the context in which

the recommendation is done, e.g., recommending a restaurant for having dinner

in an hour or so. The recommender system might find the perfect match for the

users that are going to have dinner together, but the restaurant is closed or too far

away. To overcome this limitation, context-aware recommender systems [6] take

into account contextual features of both the users and the items in order to improve

recommendation utility.

Context-aware recommender systems (CARS) are an extension to traditional

recommender systems to consider that users’ preferences over the items are not

influenced only by their own taste, but they are also influenced by the context in

which the items are consumed by the user [6]. The consideration of user context

leads to an improvement of the utility of the recommendations for the user in cer-

tain domains [21], which positively influences the perceived utility of the system
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[93].

In CARS, the ratings are provided under certain context, therefore a rating is

a tuple (user, item, context1, . . . , contextn) → rating. In order to manage this

information, different approaches have been used. Adomavicius et al. [6] consider

three approaches (see Figure 2.6)

• Contextual pre-filtering, the recommender system uses only the information

generated on the target context in order to compute the recommendation.

With the contextualized information, a traditional recommender system se-

lects the relevant items. Therefore, the feedback used as input is different

regarding the target user’s context.

• Contextual post-filtering, a traditional recommender system computes the

recommendation for the target user regardless the context. A posterior step

of refinement adjusts the item predictions in order to consider the features of

the target context.

• Contextual modeling, in this approach, contextual information is used di-

rectly in the recommendation process. This way, instead of using a tradi-

tional 2D RS (Item× User→ Rating) the CARS is a truly multidimensional

function (User × Item × Context→ Rating) [149, 253]

Researchers have compared contextual pre-filtering with contextual post-filtering

and found that none of them completely dominates the other ones [6, 172, 173].

Panniello et al. [172] suggest to evaluate first the contextual pre-filtering approach

and compare its results against a traditional recommender system. If the pre-

filtering method improves the results of the traditional one, then the pre-filtering

approach should be used. Otherwise, the efforts should focus on finding the best

post-filtering. The rationale for this suggestion is that the contextual pre-filtering

approach is easily tested, while in contextual post-filtering there are many alter-

natives to combine the contextual attributes to adjust the recommendations and

finding a suitable one might be difficult.
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Figure 2.6: Different approaches to integrate the contextual information in the rec-
ommendation [6].

The importance of using the context in the recommendation is greater when it

comes to recommendation on mobile devices [191]. Mobile devices are capable

of providing ubiquitous access to the information, along with the possibility of

extracting various contextual features from the sensors that they have built-in. This

scenario allows to use the RSs not only for planing [2, 85], but also to request the

recommendation in the moment where it is needed.

These facts make mobile CARS suitable to improve the experience of tourists.

Tourism activities are strongly influenced by context. For example, a user is doing

a route to visit many places in a certain region and he has a schedule to follow.

For today, he had planned to visit a castle and then travel to a close town to have

lunch at a fancy restaurant. However, there is an unexpected event that makes it

necessary to change the plan. In this case, a mobile recommender system that

takes into account the context helps the user to reschedule the trip recommending

multimedia content, context-aware services, views/ratings of peer users [88].

In RSs for tourism, various contextual dimensions have been pointed out as

relevant [88]. Among them, the users’ and items’ location is important, which

can modify the recommendation or even exclude items because they are too far to
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reach. Time is also an important contextual dimension, given that the recommend-

ing tourist activities should be different if the travel is planned for summer or for

winter. Other contextual information are the user’s mood, local time, weather, or

companion, among others.

2.4.1 Contextual modeling approaches

In contextual modeling, the context is not taken as a variable that influences the

traditional information, but as another source of information that is used by the

recommender system and influences the recommendation model and, therefore,

the recommendations. The most successful approaches for contextual modeling

are based on matrix factorization. These techniques build a model with a high

number of parameters and try to learn the best values of the parameters using the

contextual data.

Sparse Linear methods

The Sparse Linear Method (SLIM) is a predictor based on the nearest neighbors

algorithm. SLIM is based on computing the pairwise similarity among items [203]

or users [190]. The model of this predictor is the following:

r̂u jik = Ru j∗ ·W∗ik =
N

∑
l=1, j 6=k

Ru jihWikil ,diag(W ) = 0 (2.8)

where W is the matrix with the pairwise similarity among items, which is usually

computed with the cosine coefficient of the ratings over both items.

To extend traditional RS, the contextual SLIM (CSLIM) approach considers

that there are interactions between users and contexts or between items and con-

texts [254]. In the latter, the model is the following:

r̂u jikc = ru jik +
L

∑
l=1

Dikcl (2.9)

Therefore, the task of the CSLIM is to find the parameters of D, which can be

done using gradient descent. The GCSLIM method considers a general scenario to
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integrate both CSLIM-U and CSLIM-I, together with an analysis of the similarity

among different contexts [254]. GCSLIM is based on estimating contextual ratings

from rating deviations across contexts, and thus learning these deviations in the

model training phase.

Tensor factorization

A way to include context-awareness in the traditional matrix factorization is to

consider that the items have certain interaction with the context [22]. This way, the

loss function is formulated in the following way:

r̂uic1...ck =
−→v u ·−→q i +ai +bu +

k

∑
j=1

B f c j (2.10)

where −→v u and −→q i are the d dimensional vectors associated to the user and item, ai

is the mean rating of the item, bu is the baseline parameter of the user (user bias),

and B f c j is the parameter modeling the interaction of the contextual conditions

and the category of the item. This way, the model has a parameter for each item

category and context combination.

Other approaches consider to build more complex models, which results in bet-

ter prediction power. However, because of the number of parameters to optimise,

these models need a huge amount of information in order to be trained properly,

which makes them not suitable for problems where the data is scarce. An example

of these approaches is the Multiverse Recommendation tensor factorization [118],

which allows to consider contextual and non-contextual ratings and to refine the

model size regarding the number of users, number of items or number of contexts,

i.e., m, n and c. The model is formulated in the following way:

Fu jikcl = S×U Uu j∗×I Iik∗×C Ccl∗ (2.11)

where S ∈ RdU×dI×dC is a central tensor, and U ∈ Rm×dU , I ∈ Rn×dI , C ∈ Rc×dC

are matrices of factors for the users, items and context. Their dimension can be

different in order to manage the scalability of the model.
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2.4.2 Frameworks for context-aware recommender systems

In the literature there are other interesting efforts to facilitate the integration of

CARS in a given system providing the implementation of the algorithms [254] or

hiding the technical details of the models [150].

In the first case, there are open source projects that provide the implementation

of the CSLIM algorithms [254]. Specifically, CARSKit1 provides the implementa-

tion of the algorithms and also includes the evaluation of the algorithms, to allow

experimentation in the specific domain.

In the latter scenario, the researchers try to find a way to generalize the context-

aware problem to apply their model to any domain of recommendation [150]. Their

model allows to use a single software that hides the technical details, which reduces

the requirements of statistical and data mining knowledge that the system admin-

istrator needs to develop and tune a CARS.

2.4.3 Context-awareness in group recommender systems

A materialization of the separation between CARS and GRS is the approach pro-

posed by Hussein et al. [112, 113]. They presented Hybreed, a software tool that

allows to develop recommender systems in a fast way focused on the recommen-

dation to individuals taking into account the contextual features [112]. A posterior

update of the software incorporated the support of both group and context-aware

recommendations [113] through context views, which are a generalization of the

context that leads to the usage of virtual contexts. The recommendations are com-

puted within certain virtual context, which is selected taking into account the con-

textual features. A change in the context of recommendation triggers a change in

the virtual context and the recommendations are recalculated to focus on the new

context.

It is worth to mention that, also in the integration of CARSs and GRSs, there

are systems that focus on the recommendation of groups to users. In this direc-

1https://github.com/irecsys/CARSKit
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tion, [246] proposes a system for social recommendation with context-awareness,

which recommends groups for users to join. The proposal is evaluated in the Flickr

dataset, that contains information about groups of users.

The main division that can be extracted from the application of context-awareness

in group recommendation is the context source. It can be divided into two cate-

gories: (i) environmental context, which uses contextual features extracted from

the physical world such as location, weather or time, and (ii) group context, which

uses group related context, such as sessions or emotional state.

Environmental context

A number of approaches for group recommendation with external context, and for

CARS in general, use the location of the users and items in order to improve the

recommendation utility, given the greater accessibility to location sensors with the

usage of mobile devices.

An early example of GRS with CARS is the system proposed by Coutand et

al. [60]. In this system, they consider an architecture to help users in mobile en-

vironment. They determine that, in addition to the recommendation of adequate

products, the system addresses the group-awareness, the support of the group man-

agement, allows members communications and ensures sufficient privacy and gen-

erates user trust.

Other examples of GRS that use the location are those that recommend points

of interest (POIs) to groups of users. In this direction, OmniSuggest [119] sup-

ports recommendation of (POI) to both individuals and groups taking into account

contextual information such as POI category, time, location, speed and traffic. It

integrates social network data and contextual recommendation, thus, it proposes

an approach to integrate all the contextual information. The approach proposed is

evaluated with Foursquare data and shows that the consideration of both group rec-

ommendation and context-aware recommendation improves the group satisfaction

towards the recommendation of POI.
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Another example of location-based services for groups is the recommendation

of events. In this direction, Smaaberg et al. [210] test a prototype doing a user

study to determine the best approach to recommend music events to groups of

users. This GRS takes into account the location and the time frame of the events,

to avoid recommending past events. Group’s members state how satisfied are with

the recommendations provided by different algorithms of recommendation. The

authors point out that implicit context relaxation can be useful in this scenario.

In addition to the usage of GPS, the GRS with external context use other infor-

mation provided by sensors. This way, several approaches take into account sensor

management and information integration.

An example of system that takes into account environmental context with the

usage of sensors is a system that enables dynamic group formation and recommen-

dation based on context acquired using RFID tags [196]. This system identifies the

users that are present through RFID tags to personalize the recommendation, rely-

ing in the sensors to manage the group. It also allows the activation-deactivation of

context-based services through RFID tags. Additionally, the system uses a multi-

sensor board to detect position and movements of the users. The system integrates

these sources to detect higher level scopes through the usage of an ontology.

Another possibility to improve the GRSs is to completely rely on advanced

sensor capabilities to form the groups. Cassagranda et al. [52] propose to detect

the groups of users sharing the same environment analyzing GPS and acoustic

fingerprint of users through their mobile device. This way, the system can group

together users that are in similar context to complete the experience. The approach

is applied to the enrichment of broadcast radio with personalized and context-aware

audio content.

More general approaches apply general models to integrate the external context

using contextual modeling. In this direction, Stefanidis et al. [213] use a hierarchi-

cal context model to introduce context-awareness and allow context generalization.

The approach selects the preferences of the user that are in line with the preferences
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of the other members of the group. The preferences of the users include contextual

information, and the selected ones are those in the target context, in addition to

the group similar ones. The hierarchy is used to augment preferences with with

context states that specify the situations under which preferences hold.

Internal context

On the other hand, there are some researchers that focus on the context that is

related to the group for which the recommendation is delivered, and therefore they

take into account contextual information such as member characterization, browse

session or emotional state.

In the first case, the GRS can focus on doing a thorough member characteri-

zation. In this direction, Zakrzewska et al. [241] analyze the recommendation of

e-learning resources to student for learning. The performance of the technique is

validated on the basis of data of students, who are described by cognitive traits such

as dominant learning style dimensions. In the same domain, Myszkorowski et al.

[156] proposes a fuzzy recommender systems for students that takes into account

both the context of usage and the colleagues of the target user.

Other branch of works reject the assumption that traditional RSs do about a

monolithic user’s profile and try to separate the users’ preferences to group them

by different context, given that the interaction might occur in different situations

that can influence the satisfaction. Loeb et al. [132] propose a system to accomplish

this feature providing improvements over traditional systems. In order to support

this profile fragmentation and later selection of fragments, it collects contextual

user information. In the recommendation step, the relevant profile fragments are

selected regarding the target context. A study of the system shows that this sepa-

ration leads to a greater satisfaction of users towards the recommendations, which

suggests that the profile fragmentation captures the influence of both the group and

context over individual preferences.

Additionally, profile fragmentation has been used to minimize members dis-
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satisfaction towards the recommendation. In this direction, dos Santos et al. [72]

study the concept of always welcome recommendations, defined as recommend-

ing items only in the particular context where they are useful. With this aim they

split the profiles to fit them in the context and study the situations in which a user

might not be satisfied with a recommendation to propose a system that avoids such

situations.

Other source of context is the browse session, that can use the content being

played as marker of the current context of the group. This way, Wang et al. [229]

propose a system that delivers TV recommendations to the group, which are com-

puted using individual preferences that is later contextualized using the current

video being played, to adjust the recommendation to the specific context. This

approach shows significantly better performance than traditional methods in situa-

tions of high group dynamics and inactive group’s members, under different group

sizes.

On a completely different kind of GRS with internal information, there are

works that use sensors to detect members attitude. This way, the context of the

group might be related to the behaviour of group’s members when they are ex-

posed to certain content, which can be monitored through the usage of sensors.

Kurdyukova et al. [128] study the exposition of content in a screen located in

a public space. This screen has a camera to extract implicit ratings and features

of the people that are looking, such as gender, expression, face orientation and

conversational features. These features are the context that the system takes into

account. The system is evaluated in institutional content recommendation and the

study shows that there is almost no relation between the detected social context

and user satisfaction. In the same way, [216] propose a system that monitors users’

behavior integrates it in a content manager TV that decides the program displayed.

The system focuses on resolving conflicts that might arise due to differences in

individual preferences.

A step further on context detection is the usage of ontologies to extract and infer
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contexts. In this direction, Wang et al. [227] proposes a scenario-aware system that

fuses multi-source for the scenario modeling and inference, which helps in systems

with changing situations. The inference learns the behavior patterns on different

contexts using fuzzy logic to improve the recommendation

2.5 Concepts used in the proposal

This section introduces the notions and concepts that are required to understand

the novel proposals developed in this research.

2.5.1 Hesitant Fuzzy sets

Hesitant Fuzzy Sets (HFSs), were introduced by Torra [217] as an extension of

Fuzzy Sets [240] in which, given a reference set, there are multiple membership

functions, which provides a way of modeling hesitation. In this research, HFSs

are applied to consider that group’s preferences have certain hesitation, and that

each individual preference can be a value for such a group hesitation. This section

introduces hesitant fuzzy sets concepts.

Definition 1 [217]. Let X be a reference set, a Hesitant Fuzzy Set (HFS) on X is a
function h that returns a non-empty subset of values in [0,1]:

h : X →℘([0,1]) (2.12)

Moreover, a HFS can be defined as a set of fuzzy sets.

Definition 2 [217]. Let M = {µ1, . . . ,µn} be a set of membership functions. The
HFS associated with M, hM, is defined as

hM : X →℘([0,1])

hM(x) =
⋃

µ∈M

{µ(x)} (2.13)

Xia et al. [233] completed the original definition of HFS including the concept

of Hesitant Fuzzy Element, which is a particular subset of values in [0,1] for a

particular x ∈ X .
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i1 i2 i3

1

0

Hesitant valuation X
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0

Hesitant valuation Y

Figure 2.7: Example of hesitant valuations

Definition 3 [232]. Let X be a reference set, an HFS on X can be represented as

E = {〈x,hE(x)〉 : x ∈ X} (2.14)

and the set of values hE(x), for a particular x ∈ X, is called a Hesitant Fuzzy
Element (HFE), which denotes the possible membership degrees of the particular
element x.

This way, for each item in X there is a HFE, i.e., a set of membership values

in [0,1]. In the application of HFS to group recommendation, the hesitation comes

from the cardinality of the group. This is, regarding a given item there is not a

unique rating but a set of ratings, one rating for each member. Figure 2.7 shows an

example of two valuations, X and Y which belong to two different groups, and three

items, i1, i2 and i3. Due to the hesitation that might appear to rate each item, instead

of providing only one value, a HFS is used to represent each group valuation.

For applying HFSs in group recommendations, some functions defined for crisp

values or fuzzy sets need to be extended. Torra et al. [218] proposed the following

extension principle to export operations from fuzzy sets to HFS.
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Definition 4 [218]. Let E = {H1, . . . ,Hn} be a set of n HFS and Θ a function,
Θ : [0,1]n→ [0,1], we then export Θ on fuzzy sets to HFSs defining

ΘE =
⋃

γ∈H1(x)×···×Hn(x)

{Θ(γ)} (2.15)

This principle has been applied to the Pearson’s correlation coefficient (PCC)

[178, 194], a function widely used in RSs. González et al. [92] extended the PCC,

noted as ρ , to the hesitant Pearson’s correlation coefficient (HPCC), ρHFS. The

correlation between two valuations X and Y is measured by HPCC.

Definition 5 Let X and Y be two HFSs on S and hX(si)×hY (si) be the collection
of all pairs of HFEs,(

(hX(si))
( j) ,(hY (si))

(k)
)

where j ∈ {1, . . . , lX(si)} and k ∈ {1, . . . , lY (si)}, being lX(si) and lY (si) the cardi-
nals of hX(si) and hY (si) respectively.

The set of all pairs HFEs for each si ∈ S is given by,

RHFS = ∪si∈ShX(si)×hY (si) (2.16)

where i ∈ {1, . . . ,n}.
The number of pairs of values in RHFS is computed as,

|RHFS|=
n

∑
i=1

(lX(si)× lY (si)) (2.17)

Definition 6 [92]. Let X and Y be two HFSs on S, the hesitant Pearson’s correla-
tion coefficient (HPCC), ρHFS, is defined as follows.

ρHFS (X ,Y ) =
SSC (hX ,hY )√

SS (hX)
√

SS (hY )
, (2.18)

where SSC corresponds to the covariance of both sets, which is defined as:

SSC (hX ,hY ) =

=
n

∑
i=1

lX (si)

∑
j=1

lY (si)

∑
k=1

(
(hX (si))

( j)−hX

)(
(hY (si))

(k)−hY

)
, (2.19)

where hX and hY are the arithmetic mean of the corresponding values of the
first and second elements of the pairs, respectively.
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hX =
1

|RHFS|

n

∑
i=1

lY (si)

(
lX (si)

∑
j=1

(hX (si))
( j)

)
(2.20)

hY =
1

|RHFS|

n

∑
i=1

lX (si)

(
lY (si)

∑
j=1

(hY (si))
( j)

)
(2.21)

where SS(hX) and SS(hY ) are the standard deviations of the respective sets,
which is defined as:

SS (hX) =
n

∑
i=1

lY (si)

(
lX (si)

∑
j=1

(
(hX (si))

( j)−hX

)2
)

(2.22)

SS (hY ) =
n

∑
i=1

lX (si)

(
lY (si)

∑
j=1

(
(hY (si))

( j)−hY

)2
)

(2.23)

The hesitant Pearson’s correlation coefficient is used in the proposed hesitant

group recommender model (HGRM) to perform the group’s preference modeling

and improve group recommendations quality.

2.5.2 Group decision making and consensus reaching processes

In Group Decision Making (GDM) [135] problems, a set of experts (E = {e1, . . . ,ep})

aims to select a solution from a set of alternatives (A = {a1, . . . ,aq}). This problem

happens in diverse contexts, such as certainty, risk, and uncertainty. However, most

real decisions happen under uncertainty. The fuzzy preference relation is the most

used structure to manage preferences in uncertainty context.

A fuzzy preference relation [175] Pi given by an expert ei is defined by a mem-

bership function µPi : A×A→ [0,1]. This function can be represented as a square

matrix where each µkl
i denotes µPi(ak,al), which is the preference degree of expert

ei of the alternative ak over al . If this preference degree is greater than 0.5, then it

indicates the degree to which ak is preferred over al . If it is lower than 0.5, then it

indicates that al is preferred over ak. A µPi(ak,al) = 0.5 indicates that according to

expert ei both alternatives are equally preferred.

A selection process is done to retrieve a solution from the set of alternatives af-



2.5. CONCEPTS USED IN THE PROPOSAL 75

Group decision 

making process
Individual 

preferences 

over alternatives

Aggregation 

operator
Selection 

criteria

collective

preferences 

Selected

alternative

Figure 2.8: Group decision making.

ter all experts expressed their individual preferences as shown in Figure 2.8. How-

ever, the sole selection of the best alternative does not guarantee an agreement.

This situation might result in then experts not feeling that their opinion has been

considered in the process.

Consensus reaching processes [235] were introduced in group decision making

to avoid the previous problem and select agreed solutions [200]. Therefore, the aim

of a consensus reaching process is to assist experts at reaching certain agreement

before the selection of the final alternative. In this research, two automatic consen-

sus reaching models are considered: (i) the minimum cost consensus model, and

(ii) the automatic consensus support system model based on feedback.

Minimum Cost Consensus Model

The minimum cost consensus model, developed by Zhang et al. [247] focuses on

minimizing costs associated to the modification of independent experts’ opinions

to reach consensus. Such minimum cost is obtained solving the following lineal
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programming model. 

min∑
n
u=1 cu|ōu−ou|

s.t.ō = ∑
n
u=1 wuōu

|ōu− ō| ≤ ε,u = 1,2, ...,n

∑
n
u=1 wu|ōu− ō| ≤ γ

(2.24)

The parameters of this model are:

• cu is the cost of modifying the preferences of the expert u.

• ou is the initial preference of the expert u, before the beginning of consensus

process.

• ōu is the final preference of the expert u, after consensus reaching.

• ō is the collective preference of the group of experts.

• ε is the maximum possible distance between collective and individual pref-

erences.

• wu is the weight of the expert u.

• γ = 1−α , where α is the acceptable level of consensus

This model fits well into the GRS scenario, given that it retrieves as one of the

output a collective preference of the group of experts, which could be assumed as

the group’s preference value from the GRS point of view.

Automatic consensus support system model based on feedback

In other consensus models, the consensus reaching process is usually done through

an iterative discussion among experts, in which they revise their individual prefer-
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ences, that finishes when experts’ opinions meet the consensus condition (see Fig.

2.9) [110]:

• Consensus measure: The consensus degree among all individual preferences

is computed, where cr ∈ [0,1] is calculated.

• Consensus control: If cr ≥ µ ∈ [0,1], where µ is the consensus degree re-

quired, then the requirements are met and the process finishes. Some con-

sensus reaching processes also set a maximum number of rounds.

• Consensus progress: If cr < µ ∈ [0,1], then the process moderator suggests

some updates to the individual preferences in order to increase their consen-

sus degree.

The moderator figure supervises the process and carries out the following tasks:

• Assess the agreement level among experts.

• Find alternatives that are far from consensus.

• Suggest preference changes to experts in order to increase the consensus.

In this research, a group recommendation model is extended with the automatic

consensus support system model based on feedback [170]. The aim is to deliver

agreed group recommendations to increase members satisfaction towards the rec-

ommendation.

In order to apply an automatic consensus reaching process, an essential aspect

is the definition of the consensus measure, which quantifies the agreement level

within the group from experts’ preferences. There are several consensus measures

proposed in the literature [168]:

• Consensus measures based on distances to the collective preference [31,

107]: The collective opinion Pc is calculated aggregating individual experts’

preferences. The consensus degrees can be obtained aggregating the dis-

tances between the experts preferences and the collective opinion.
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Figure 2.9: Scheme of resolution of a group decision making problem with a con-
sensus reaching process.
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Figure 2.10: General CRP scheme

• Consensus measures based on distances between experts [40, 108]: The dis-

tance between all pairs of experts is computed and all of them are aggregated

to obtain the consensus degree.

Several automatic consensus reaching models have been proposed to provide

various features regarding the consensus reaching process [110, 168]. Most of

these existing approaches have the following phases:

1. Consensus Measurement: The agreement level in the group is calculated

from all experts’ preferences applying a consensus measure.
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2. Consensus Control: The consensus degree is compared with the threshold to

end the process in the case that the value reaches the threshold, or to continue

the consensus reaching process otherwise.

3. Consensus Progress: In automatic consensus models, experts preferences

are updated automatically. To do so, the model can identify opinions that

are far from the colleective preference or identify pairs of experts that are far

[31, 231, 247].

The ConsensusGRS proposal developed in this research uses the automatic con-

sensus support system model based on feedback [170] to compute agreed group

recommendations.

2.5.3 Opinion dynamics

Opinion dynamics models aim to model specific social behavior aspects within a

number of individuals. They model experts group’s opinion evolution over time.

Several models have been proposed to consider different opinion evolution assump-

tions:

• Bounded Confidence [102]: Experts update their opinion taking into account

opinions within a bound [102]. This bound acts as a threshold of the opinions

that the member listens to and gets influenced by. Experts’ final opinions are

conditioned to the opinion bound and the distribution of initial opinions.

• Deffuant-Weisbuch [134]: Experts meet in random pairwise encounters, and,

after that, they may agree or not [134]. This model is driven by the same

idea of bounded confidence, i.e., only experts whose opinion lie within a

bound communicate to each other. In each step only two experts are selected

randomly and if their opinion is close, they update their opinions.

• Kinetic exchange [62]: Some experts may have a special attitude towards

changing their opinion, hence their opinion can be either collaborative, strict

or contrary.
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• DeGroot [68]: Experts update their opinion following social influence, hence

they assign certain weight to other members’ opinion.

Among the opinion dynamics models, this research focuses on the update of

members opinions according to social influences [87]. The DeGroot model [68]

suits our aim because opinion evolution is driven by a matrix of weights A =

(am j,mk)(g×g), where am j,mk is the weight that expert m j assigns to expert mk opin-

ion. The weight am j,m j denotes the weight assigned to himself, and therefore is

the degree to which members are unwilling to change their initial preference. This

matrix is restricted to satisfy that all the weights of an expert must sum to 1, i.e.,

∑mk∈G am j,mk = 1. Opinions are updated in steps in the DeGroot model as follows:

xt+1
m j

= am j,m1xt
m1

+am j,m2xt
m2

+ · · ·+am j,mgxt
mg

(2.25)

Equation 2.26 shows an example of weighting matrix among five experts m1 to

m5. This weighting matrix A drives how the members’ opinion change over time.

Figure 2.11 shows the opinion evolution of these members for the initial opinions

X0 = {1.00,0.75,0.50,0.25,0.00}, where members’ opinions are modified until

stability is reached. As stated by DeGroot [68], the weighting matrix A determines

the relationship between the initial and final opinions. The final opinion is a linear

combination of the initial opinions of all members in the form c = ∑λm j ∗x0
m j

. This

linear combination coefficients are determined by the normalized left eigenvector

of eigenvalue λ = 1 of the weighting matrix A, which in the example is λ1 =

{0.00,0.00,0.00,0.50,0.50}. The final opinion is X∞ =X0∗λ1, which yields x∞
mi
=

0.125 for all mi ∈ G.

A = (am j.mk)(g×g) =



0.95 0 0.05 0 0

0 0.95 0 0.05 0

0.02 0 0.95 0.03 0

0 0 0 0.98 0.02

0 0 0 0.02 0.98


(2.26)
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Figure 2.11: Opinion evolution for the weighting matrix shown in Eq. 2.26.

The outcome of the process is as follows. If the left eigenvector is unique,

then the final opinion converges to one consensus value as happens in the previous

example. If this eigenvector is not unique, then experts’ opinion may fragment

across several values.

The relationships between members can be expressed in terms of a weighted di-

rected graph DG(G,S) to study opinions evolution in DeGroot’s model [70], where

G = {m1, . . . ,mg} is the set of members, and S is the set of directional edges. Thus,

sm j,mk indicates the degree of the relationship that member m j has with mk. The

weighting matrix A can be computed from S with Equation 2.27 to apply the DeG-

root model.

am j,mk =
sm j,mk

∑
ml∈G

sm j,ml

(2.27)

The normalized eigenvector associated with the left eigenvalue 1 of matrix A

is unique as long as there is at least one member accessible by all other members
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[70], called the opinion leader. In these cases, all members’ opinions converge to

a unique value, since all members’ final opinions are influenced by the opinion

leaders. Given that the aim is to state whether the set of directional edges S leads

to consensus, its analysis can be simplified considering the accessibility matrix P

(see Equation 2.28). Matrix P can be used to determine whether the weighting

matrix leads to consensus [70]. If there is at least one member accessible by all,

then the process leads to consensus. Therefore, Equation 2.29 determines if S leads

to consensus.

P = f (S(g−1)) ,where f (sm j,mk) = pm j,mk =

 1 if sm j,mk > 0

0 if sm j,mk = 0
(2.28)

S leads to consensus ⇐⇒ ∃m j s.t. pmk,m j = 1 ∀mk ∈ G (2.29)

If S does not fulfill Eq. 2.29, then the opinion fragments across several values.

The multiplicity of the left eigenvector, associated with left eigenvalue 1 of the

weighting matrix A, determines the number of different opinions at the end of the

opinion dynamics process. These eigenvectors are orthogonal, and their normal-

ized form determines how members’ opinions are grouped into the disjoint opinion

subgroups. Moreover, the normalized eigenvectors determine the contribution of

member m j’s opinion to the final value.
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Figure 2.12: Example of similarity matrix of a group expressed as a graph.

Figure 2.12 shows an example of similarities in a group that does not reach

consensus. This similarity graph yields the weighting matrix shown in Eq. 2.30,

and it has the adjacency matrix shown in Eq. 2.31. As it can be noticed, there is

no member accessible by all the remaining members, therefore 2.29 is not fulfilled

and the opinion fragments. The opinion evolution for this group is depicted in

Figure 2.13. In this example, there are two eigenvectors associated with the eigen-

value λ = 1, which are {0.5,0.0,0.5,0.0,0.0} and {0.0,0.0,0.0,0.5,0.5} in their

normalized form.

A = (am j.mk)(g×g) =



0.95 0 0.05 0 0

0 0.95 0 0.05 0

0.05 0 0.95 0 0

0 0 0 0.98 0.02

0 0 0 0.02 0.98


(2.30)

P = (pm j,mk)(g×g) =



1 0 1 0 0

0 1 0 1 1

1 0 1 0 0

0 0 0 1 1

0 0 0 1 1


(2.31)
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Figure 2.13: Opinion evolution for the weighting matrix shown in Eq. 2.30.

In a weighting matrix A that leads to consensus, the eigenvector is unique. A

strictly positive λm j in the normalized eigenvector determines the members’ opin-

ions that contribute to the final value – the opinion leaders. Therefore, those mem-

bers whose λm j = 0 simply follow other members opinions. In situations that do

not lead to consensus, the eigenvalue has a specific multiplicity, which determines

the number of opinion subgroups formed. In the second example, there are two

opinion subgroups, {m1,m3} and {m2,m4,m5}.

Within each of these opinion subgroups, there is at least one opinion leader

[70], which are {m1,m3} for the first opinion subgroup, and {m4,m5}. Moreover,

followers can always reach at least one opinion leader in their respective subgroup,

as in the case of m2. This way, the members belonging to the same subgroup have

the same opinion at the end of the process. However, opinions of other subgroups

are different, given that they do not influence on each other.

Therefore, a way to ensure consensus is to connect the opinion subgroups

adding relationships between leaders of opinion subgroups [70]. This way, their
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eigenvectors orthogonality breaks and the connected subgroups have the same

opinion at the end of the process. To do this, we can take the leader of any opinion

subgroup and create a relationship to any leader of a different opinion subgroup.

By doing so iteratively, all opinion subgroups are connected and the group

reaches a consensus value with a modified set of directional edges S′. This process

needs to be done at least q− 1 times, where q is the initial number of opinion

subgroups [70]. Different combinations of relationships can be added to ensure

consensus.

2.5.4 Natural noise

Several recommendation approaches have been used to improve individual recom-

mendation, such as neighborhood-based collaborative filtering [203], matrix fac-

torization [126], or approaches that consider temporal dynamics [123, 186]. In

spite of this, the use of users’ preferences has produced some problems that limit

their performance, such as cold-start and sparsity [9, 195], and more recently new

related problems regarding the quality of the rating data [130, 179, 239]. A decade

ago, it was pointed out that explicitly stated user’s preferences may not be error free

[164]. More recently, other recent works [30, 55, 97, 248] have also pointed out

that a person’s ratings might be noisy, inconsistent, and biased. Li et al. [130] de-

termined that too many noisy ratings can distort users’ preference profiles, which

result in unlike-minded neighbors that imply a quality loss in recommendations.

Kluver et al. [120] have also suggested that user ratings are imperfect and noisy,

and such noise limits the predictive power of any RS. Specifically, Ekstrand et

al. [75] pointed out that the rating elicitation process is not error-free, hence the

ratings can contain noise. They mentioned that such a noise, previously coined

natural noise by O’Mahony et al. [164], could be caused by human error, mixing

of factors in the rating process, uncertainty and other factors. Herlocker et al. [103]

pointed out that recommendation approaches were reaching magic barrier in their

accuracy, this is, a lower bound on recommender systems performance due to in-
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consistencies and noise in the ratings. Other works [15, 30, 199] stated that their

detection and correction should provide more accurate recommendations.

Therefore, in addition to improving recommendations through new recommen-

dation approaches, researchers should also focus on improving the quality of the

rating database [16]. In RSs, there are two kinds of noise in the database [164]:

(i) malicious noise, that consists of erroneous data deliberately inserted in the

system to influence recommendations, and (ii) natural noise, that appears when

users unpurposely introduce erroneous data due to human errors or external factors

during the rating process. This research focuses on the latter. Therefore, sev-

eral approaches have been introduced for managing these rating inconsistencies in

recommendation scenarios depending on the information available, such as user

dependent approaches [179], item-attributes dependent approaches [13], and also

approaches that manage natural noise only using the rating values [239].

The ratings can be gathered implicitly [26] or explicitly, this research focuses

on the latter case. Prior research has explored how noisy preferences intentionally

inserted by users affect RSs [48, 96], so-called malicious noise. However, the noisy

ratings introduced unintentionally by users, so-called natural noise, has recently

attracted the attention of researchers. Several proposals investigate the detection

and correction of such natural noise. Some proposals exploit the items’ attributes

[179], take advantage of user’s interaction [16], or use knowledge extracted from

the ratings themselves [239]. The main benefit of these proposals is their positive

impact on the recommendations.

Previous research presents limitations, such as the removal of information from

the dataset [164], or the need of additional information [16, 179]. Specially inter-

esting for this research is the approach proposed by Yera et al. [239] which consists

of a two-step method that requires only the rating matrix (see Fig. 2.14):

1. Noise detection: Ratings are tagged as not noisy or possibly noisy regarding

their corresponding user and item behavior (see Fig. 2.15). Each rating and

its corresponding user and item are classified as high, medium or low. If the
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Figure 2.14: General scheme of natural noise management for individuals [239].

Figure 2.15: Classification of the ratings of natural noise management for individ-
uals [239].

user and item behavior are the same and contradict rating classification, then

the rating is tagged as possible noise.

2. Noise correction: For each possibly noisy rating a prediction is computed for

its corresponding user and item. If the difference between the old and new

value exceeds a threshold, then a predicted value replaces the original one.

The major benefit of this approach is that it only needs the information in the

rating matrix [239]. A simple illustration of its performance uses the ratings dataset

shown Table 2.4. The user and item classes, cu j and cik respectively, are the classes
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of the majority of their corresponding ratings. These rating classes are defined

as low=1,2 med=3 and high=4,5. If the majority is not absolute, then the class

assigned is variable and the rating is not analyzed for noise. In the example, con-

sidering users’ behavior cu j and item tendency R•ik , the ratings classified as possi-

bly noisy are ru1,i3 , ru3,i3 , and ru6,i1 because they contradict the user’s behavior and

item’s tendency.

Table 2.4: Illustrative example for the classification of the ratings as possibly noisy.

U cik

u1 u2 u3 u4 u5 u6 R•ik

i1 5 5 5 5 5 2 high
i2 5 3 5 3 3 3 medium
i3 3 5 3 5 5 5 high
i4 5 5 5 5 5 5 high
i5 1 1 4 2 1 5 low

cu j high high high high high high

Natural noise biases recommendations, therefore, its management is a key fac-

tor to improve them. There are several Natural Noise Management (NNM) ap-

proaches for individual RSs databases. While some NNM approaches need ad-

ditional information [14, 179], others detect and correct the natural noise using

information already contained in the database [237, 239].

So far, natural noise has been studied only in RSs for individuals. However,

Group Recommender Systems (GRSs) [67] play an important role in many social

activities that require recommendations to be delivered to a group of users, such

as watching TV with family, sightseeing with others, or going to the cinema with

friends. GRS approaches extend individual RS for recommending to groups aggre-

gating user individual information [144]. Therefore, GRSs use explicit ratings, and

natural noise is also present biasing the group recommendation. Consequently, its

management might play an important role in the quality of the group recommen-

dations. This research is devoted to the natural noise management (NNM) in GRS

to study its influence in group recommendation.



Chapter 3

Hesitant Fuzzy Sets-based Group
Recommender System

3.1 Introduction

Traditional GRSs are often built through the extension of individual recommen-

dation models in order to work with groups of users [9]. This extension is usu-

ally done aggregating the information of each individual of the group in order to

obtain a collective preference or recommendation. However, the aggregation pro-

cess is not exempt of information loss. This issue is particularly important when

the distribution, shape and diversity of individual data is considered. Particularly,

the aggregation process produces a loss in the diversity of ratings that diminishes

recommendation diversity. Consequently, the performance of GRSs could be im-

proved maintaining in the group recommendation process the maximum amount

of information provided by the group’s members and push the aggregation process

forward to the last recommendation steps.

In order to deliver such a model, Hesitant Fuzzy Sets (HFS) concept is applied.

HFSs are an extension of Fuzzy Sets [240] introduced by Torra [217]. In HFSs,

multiple membership function can be defined, which yield several membership

values, instead of a single one. This multiplicity can be used to model hesitation.

Therefore, we can consider that group’s preferences have certain hesitation, and

that each individual preference can be a value for such a group hesitation.

89
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RSs are often evaluated through accuracy metrics [9]. Researchers have re-

cently highlighted the importance of considering other recommendation aspects,

such as diversity [221]. The diversity of a recommendation indicates how dissimi-

lar are the items contained in the recommendation. It is clear that the consideration

of diversity would lead to less accurate recommendations, as demonstrated by Zhou

et al. [255], therefore the accuracy and diversity of recommendations must be con-

sidered together in order to deliver better recommendations. Our aim is to apply

HFSs to push forward the information aggregation and avoid information loss in

initial recommendation steps, therefore, recommendations diversity is considered

to evaluate the proposal.

To achieve such an aim, we propose Hesitant Group Recommender Model

(HGRM), which is based on collaborative filtering and hesitant fuzzy sets. HGRM

recommends to groups of users avoiding the aggregation process in the first rec-

ommendation steps, which maintains the information throughout the group recom-

mendation process and delays the aggregation step in order to provide both accurate

and diverse recommendations.

The remainder of this chapter is structured as follows. The Hesitant Group

Recommender Model (HGRM) is described in Section 3.2. The experiments and

results are demonstrated in Section 3.3. A summary is provided in Section 3.4.

3.2 Hesitant Group Recommender Model

When the target of a CF RS is not a single user but a group of them, the strategy

for computing similarities between individual users for finding the neighborhood

must be adapted to avoid the aggregation of members’ preferences as the first step.

In this proposal, the nearest neighbors of a group of users are found, therefore, the

way of finding neighbors is adapted to compare individual users with the group pro-

file. To do so, HFS are applied to model group’s preferences. Consequently, our

proposal builds on top of the user-based collaborative filtering approach and re-

places the Pearson’s correlation coefficient by the HPCC (see Equation 3.1), which
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Figure 3.1: General scheme of HGRM

supports the comparison of individual’s profiles with group’s profiles.

Figure 3.1 depicts the general scheme of HGRM. In general, the proposal fol-

lows a similar scheme to the user-based collaborative filtering, with the difference

of a target group’s neighborhood being computed using all group’s preferences

without a previous aggregation step. The HGRM proposal scheme consists of four

phases:

1. Hesitant modeling of group’s and user’s preferences. The preferences of

group’s members and other users are expressed as hesitant fuzzy sets.

2. Neighborhood formation with HPCC. The nearest neighbors algorithm is

modified to provide the set of the K nearest neighbors to the group G using
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HPCC.

3. Rating prediction. Group G neighborhood NNG is used to predict ratings for

unseen items using neighbors’ ratings.

4. Group recommendation. The top-n items with highest rating prediction are

recommended to the group.

The remainder of this section details each HGRM phase.

3.2.1 Hesitant Modeling of group’s and user’s preferences

The first phase of HGRM consists of modeling group’s and user’s preferences with

Hesitant Fuzzy Sets in order to avoid aggregating members’ preferences as the first

step, which would imply a loss of information. For such a endeavor, group’s and

user’s profiles are defined in terms of HFSs:

• A group’s profile defined in HFS, XG, allows to deal with multiple ratings

provided over one item by the members of the group G. Hence, XG is a HFS

that contains the ratings given by group G members:

XG = {〈ik,hXG(ik)〉 : ik ∈ I}

hXG : I→℘([0,1])

hXG(ik) =
{

r̂ugik s.t. ug ∈ G
}

where r̂ugik denotes the normalized rating rugik .

• A user’s profile defined in HFS, Yu j , expresses user u j ratings in HFS:

Yu j =
{
〈ik,hYu j

(ik)〉 : ik ∈ I
}

hYu j
: I→℘([0,1])

hYu j
(ik) =

{
r̂u jik

}
where r̂u jik denotes the normalized rating ru jik .



3.2. HESITANT GROUP RECOMMENDER MODEL 93

3.2.2 Neighborhood formation with HPCC

The second phase of HGRM consists of building the neighourhood of the group

using HPCC. HPCC was proposed by Gonzalez et al. [92], and it extends the Pear-

son’s correlation coefficient [178, 194] to work over Hesitant Fuzzy Sets. Here, we

use the HPCC to compute the correlation between the target group’s preferences

and any other user’s preferences.

Once we have defined as HFSs the group’s preferences, hG, and user’s prefer-

ences, hYu j
, the HPCC [92] between them is defined as follows:

ρHFS
(
XG,Yu j

)
=

SSC
(

hXG ,hYu j

)
SS(hXG)∗SS(hYu j

)
, (3.1)

where SSC corresponds to the covariance of both HFSs and is defined as:

SSC
(

hXG ,hYu j

)
=

=
I

∑
ik

G

∑
ug

{u j}

∑
u j

(
(hXG (ik))

(ug)−hXG

)((
hYu j

(ik)
)(u j)

−hYu j

)
, (3.2)

and SS(hX) and SS(hY ) denote the standard deviation of the corresponding sets

defined as:

SS(hXG) =

√√√√ 1
|hXG |

I

∑
ik

G

∑
ug

(hXG(ik)(ug)−hXG)
2 (3.3)

SS(hYuk
) =

√√√√ 1
|hYuk
|

I

∑
ik

{u j}

∑
u j

(hYu j
(ik)(u j)−hYuk

)2 (3.4)

where hXG and hYu j
note the average of the HFE values of each set, respectively.

hXG =
1
|hXG |

I

∑
ik

G

∑
ug

(hXG(ik)
(ug)) (3.5)

hYuk
=

1
|hYuk
|

I

∑
ik

{u j}

∑
u j

(hYu j
(ik)(u j)) (3.6)



94 CHAPTER 3. HESITANT FUZZY SETS-BASED GRS

With this similarity defined over HFSs, we can build the neighborhood of group

G computing the similarity between XG and each other user’s profile Yuk . The K

users with the highest similarity to the group, noted as NNG, compose the neigh-

borhood of group G. Massa et al. [142] proved that negative correlations do not

lead to good results, therefore, neighbors with negative similarity are not included

in NNG.

3.2.3 Rating prediction

In the rating prediction phase, NNG preferences are used to calculate the rating

prediction for group G for each item. In the neighborhood formation phase (see

Section 3.2.2), the aggregation of group’s preferences is avoided to compute a

neighborhood with all the group information. In this phase, it is not necessary

to avoid the aggregation of NNG preferences because NNG is built considering all

information of the group. Therefore, NNG preferences can be aggregated without

a major impact in recommendation diversity.

There are various strategies proposed originally for individual collaborative fil-

tering to compute the predicted rating using the neighborhood [204].

• Direct prediction: The ratings of NNG over the target item are aggregated

using a weighted average that considers their similarity to the target group.

pred (G, i j) =
∑uk∈NNG

ρHFS (XG,Yuk) · ruki j

∑uk∈NNG
ρHFS (XG,Yuk)

(3.7)

• Compensated prediction: Users may have different bias when rating, such

as optimistic users or critical ones. In order to compensate these differences,

the user bias is subtracted from the rating before the weighted aggregation.

This precition strategy is used in all techniques compared in the experiment.

pred (G, i j) = rG +
∑uk∈NNG

ρHFS (XG,Yuk) ·
(
ruki j − ruk

)
∑uk∈NNG

ρHFS (XG,Yuk)
(3.8)

where rG is the average value of the set of ratings of group’s members.
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3.2.4 Group recommendation

Once a prediction has been computed for each item, the system outputs a sorted

list of items regarding their rating prediction. The recommendation is composed of

the top−N items with the highest rating prediction.

3.3 Experimentation and evaluation

This section describes the experiment performed to evaluate HGRM and compare it

with aggregation-based GRS models. First, the techniques compared are detailed.

After that, the dataset is described. Later, the evaluation measures are defined.

Eventually, experiment results are shown and analyzed.

3.3.1 Techniques compared

In order to determine the suitability of HGRM, it is compared with the traditional

rating aggregation-based GRS. Here we consider two versions of it: (a) Mean-

based pseudo-user GRS, and (b) RMSMean-based pseudo-user GRS. In addition to

the comparison to traditional techniques, we also evaluate two versions of HGRM:

HGRM considers the duplicate preferences as such, and HGRM no-dup. elim-

inates the duplicate preferences. In summary, four models are evaluated in the

experiment:

• Mean: Pseudo-user GRS with Mean as preference aggregation.

• RMSMean: Pseudo-user GRS with RMSMean as preference aggregation.

• HGRM: HGRM that considers duplicate preferences.

• HGRM no-dup.: HGRM that eliminates duplicate preferences.

The output of each of these techniques is a sorted list of recommended items.

In the experiments, we considered top-5 recommendations. The dataset is split in

training and test set performing a 20 executions 5-cross fold validation.



96 CHAPTER 3. HESITANT FUZZY SETS-BASED GRS

3.3.2 Data set

The techniques are compared for the dataset ml-100k 1, which consists of 1682

items, 943 users and 100k ratings. In the dataset, users evaluate movies in the five

stars domain. In order to work with HFSs, the rating domain is normalized.

The MovieLens dataset contains only individual preferences, but there is no in-

formation about the groups. This exprimentation focuses on random groups, which

is the most challenging type of groups for GRSs. With random group formation

we intend to model the situation of a number of users who group together in order

to do an activity [228]. The techniques are compared regarding various group sizes

ranging from 1 to 500 users. For the sake of clarity, only the results for groups of

size 20, 25, 50, 100, 200 and 500 are shown, which is a representative subset of the

group sizes considered.

3.3.3 Evaluation measures

With the proposal of HGRM we aim to maintain information of the group in the

recommendation process. In order to evaluate the impact of such aim in the rec-

ommendation results, we consider various viewpoints regarding recommendation

quality: accuracy, rank quality, and diversity. Three evaluation measures aim to

quantify recommendation quality regarding these points of view [50, 89]: Normal-

ized Root Mean Squared Error, Normalized Discounted Cumulative Gain and Intra

List Similarity, respectively. These measures are defined as follows:

• Normalized Root Mean Squared Error (NRMSE) [61] measures the devia-

tion in the predictions from the rating true value, where the error is normal-

ized to [0,1], hence, the lower its value, the more accurate is the RS.

NRMSE =

√√√√ 1
N ∑

rui∈Rtest

(
r̃ui− rui

dmax−dmin

)2

(3.9)

• Normalized discounted cumulative gain (NDCG) [23] measures how close

1http://grouplens.org/datasets/movielens/
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is the ranking outputted by the RS to the perfect possible ranking regarding

the true rating value. For such a comparison, the utilities of both lists are

compared. Its value ranges from 0 to 1, and NDCG=1 is the perfect ranking.

DCG =
N

∑
k=1

r̃ui−1
log2(k+1)

NDCG =
DCG
IDCG

(3.10)

where IDCG is the DCG of the items sorted by its true rating. Notice that in

the results we refer to 1−NDCG, therefore, all measures are minimized.

• Intra List Similarity (ILS) [256] measures how similar are the items in the

recommendation. Diversity is a desired feature, therefore, the less ILS the

better.

ILS
(
Ĩ
)
=

∑i j∈Ĩ ∑ik∈Ĩ, j 6=k cosine(v j,vk)

2
(3.11)

where v j and vk are, respectively, feature vectors of items i j and ik, which

are computed applying SVD [126] with 20 features over the rating matrix.

The results of the techniques are analysed first independently for each of the

three measures. After that, in order to balance the aspects that each measure con-

siders in the selection of the best technique, we combine the NRMSE and the ILS,

therefore, we have a measure that combines prediction accuracy and diversity. This

is particularly important because, as stated by Zhou et al. [255], accuracy and di-

versity cannot always be improved at once and the improvement over one measure

negatively impacts the other.

3.3.4 Experiment results

In this section, the results regarding each evaluation measure are shown and ana-

lyzed separately. After that, the combination of NDCG and ILS is also shown and

analyzed to balance accuracy and diversity.

Table 3.1 shows results for NMRSE. The results are shown for group sizes

ranging from 20 to 500 and the best results are highlighted in bold. As it can be
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noticed, the larger the group size, the greater the prediction error. If we compare

the results among techniques, both configurations of the HGRM approach show a

light decay in rating prediction accuracy.

Table 3.1: Results for NRMSE of Mean, RMSMean, HGRM, and HGRM no-dup
across various group sizes.

Size 20 Size 25 Size 50 Size 100 Size 200 Size 500

Mean 0.25558 0.25572 0.25620 0.25665 0.25747 0.25890
RMSMean 0.25561 0.25576 0.25624 0.25669 0.25751 0.25894
HGRM 0.25591 0.25609 0.25659 0.25702 0.25781 0.25926
HGRM no-dup. 0.25603 0.25620 0.25676 0.25728 0.25815 0.25996

Table 3.2 shows results for 1-NDCG. The results are shown for group sizes

ranging from 20 to 500 and the best results are highlighted in bold. These measures

should be minimized, i.e., the lower value, the better. As it can be noticed, the

larger the group size, the lower ranking quality. However, the results show that all

techniques compared report similar values of NDCG to the 4th decimal position,

hence, there is no significant ranking quality decay among techniques compared.

Table 3.2: Results for 1−NDCG of Mean, RMSMean, HGRM, and HGRM no-dup
across various group sizes for a recommendation list of 5 items.

Size 20 Size 25 Size 50 Size 100 Size 200 Size 500

Mean 0.07250 0.07252 0.07256 0.07247 0.07265 0.07266
RMSMean 0.07250 0.07252 0.07256 0.07247 0.07265 0.07266
HGRM 0.07250 0.07252 0.07256 0.07247 0.07266 0.07266
HGRM no-dup. 0.07250 0.07252 0.07256 0.07247 0.07265 0.07266

Table 3.3 shows the results for ILS and the best results are highlighted in bold.

In general, all techniques compared show less ILS when the group size increases.

It is worth to remark that for HGRM and HGRM no-dup. the bigger the group size

the more ILS decay, and that their magnitude of decay is greater than for Mean

or RMSMean techniques. Therefore, HGRM and HGRM no-dup. deliver more

diverse recommendations.
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Table 3.3: Results for ILS of Mean, RMSMean, HGRM, and HGRM no-dup across
various group sizes for a recommendation list of 5 items.

Size 20 Size 25 Size 50 Size 100 Size 200 Size 500

Mean 0.84599 0.83347 0.78712 0.71462 0.63706 0.44160
RMSMean 0.84833 0.83739 0.79293 0.71737 0.63849 0.44423
HGRM 0.85172 0.84111 0.79121 0.71535 0.62920 0.38945
HGRM no-dup. 0.85216 0.84227 0.79437 0.71180 0.62109 0.40837

As aforementioned, it is needed to check the results across all evaluation mea-

sures to properly decide which is the best technique. As shown in Table 3.2, NDCG

results do not vary across techniques, therefore, we can ignore the ranking quality

in the combined analysis of measures. Thus, accuracy and diversity are analyzed

together using a convex combination of NRMSE and ILS, where α ∈ [0,1] is the

importance of accuracy over diversity:

NRMSE ·α + ILS · (1−α) (3.12)

The techniques compared have been evaluated for α ∈{0.75,0.50,0.25}. These

values correspond to 3/1, equal, and 1/3 importance of accuracy over diversity, re-

spectively. The results for each α are shown in Tables 3.4, 3.5 and 3.6, respectively.

In the same way, Figures 3.2a, 3.2b and 3.2c show the results for the three different

combinations.

Table 3.4: Results for NRMSE ·α + ILS · (1−α), α = 0.75

Size 20 Size 25 Size 50 Size 100 Size 200 Size 500

Mean 0.40318 0.40015 0.38893 0.37114 0.35236 0.30457
RMSMean 0.40379 0.40116 0.39041 0.37185 0.35275 0.30526
HGRM 0.40486 0.40234 0.39024 0.37160 0.35065 0.29180
HGRM no-dup. 0.40505 0.40271 0.39116 0.37090 0.34888 0.29706

The results on the combined study show that HGRM and HGRM no-dup. ob-

tain better values when the group size increases as compared to the results of Mean

and RMSMean models, i.e., traditional aggregation-based models. This tendency
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Table 3.5: Results for NRMSE ·α + ILS · (1−α), α = 0.50

Size 20 Size 25 Size 50 Size 100 Size 200 Size 500

Mean 0.55078 0.54459 0.52166 0.48563 0.44726 0.35025
RMSMean 0.55197 0.54657 0.52458 0.48702 0.44799 0.35158
HGRM 0.55381 0.54859 0.52390 0.48618 0.44350 0.32435
HGRM no-dup. 0.55409 0.54923 0.52556 0.48453 0.43961 0.33416

Table 3.6: Results for NRMSE ·α + ILS · (1−α), α = 0.25

Size 20 Size 25 Size 50 Size 100 Size 200 Size 500

Mean 0.69839 0.68902 0.65439 0.60012 0.54216 0.39592
RMSMean 0.70015 0.69198 0.65875 0.60219 0.54324 0.39790
HGRM 0.70276 0.69485 0.65755 0.60076 0.53635 0.35690
HGRM no-dup. 0.70312 0.69575 0.65996 0.59816 0.53035 0.37126

is clear from groups of 100 members an more, and it suggests that avoiding the

initial aggregation step in user-based neighborhood approaches for group recom-

mendation improves recommendation diversity while maintaining good accuracy

results.

As it can be observed for all α values used, HGRM and HGRM no-dup. achieve

a remarkable difference as compared to the traditional models as the group size in-

creases, showing clear improvements for group size greater than 100 users. This

difference suggests that the improvements of HGRM and HGRM no-dup. in terms

of recommendation diversity do not have a negative influence in the accuracy of

the system. Consequently, HGRM and HGRM no-dup. balance accuracy and di-

versity for large groups, which makes both approaches suitable for large group

recommendation in recommendation domains where diversity is important.

In conclusion, the accuracy and diversity are properly balanced in HGRM and

HGRM no-dup. when recommending to large groups, which makes them suitable

in contexts with a relative importance of accuracy over diversity less or equal to

3. These results confirm the hypothesis of keeping all information from group’s

members avoiding aggregation processes, the GRS performance will improve tak-
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(a) α = 0.75 (b) α = 0.50 (c) α = 0.25

Figure 3.2: Results for NRMSE ·α + ILS · (1−α)

ing into account different properties.

3.3.5 Computational complexity

The evaluated approaches were analyzed regarding their computational complex-

ity. Table 3.7 details the computational complexity of each task within the com-

pared approaches, and Table 3.8 shows the computational complexity of each ap-

proach. The Mean and RMSMean have been grouped as Aggregation-based GRS,

and HGRM and HGRM no-dup. have been grouped as HGRM-based GRS. In

these tables, |U | is the number of users, |I| is the number of items, |G| is the group

size, RG is the number of ratings of the group G, |Rmax
G | is the largest amount of

ratings of a member within G, and k is the neighborhood size.

As shown in both tables, both methods have the same computational complex-
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Table 3.7: Computational complexity of proposal tasks.

Task Complexity Aggr. GRS HGRM

Group aggregation O(|G||Rmax
G |) X

Hesitant group modeling O(|RG|) X
Neighborhood formation (agg.) O(|U ||I|) X
Neighborhood formation (HPCC) O(|U ||I||RG|) X
Rating prediction O(k|I|) X X

Table 3.8: Computational complexity of evaluated approaches tasks.

GRS approach Computational complexity

Aggregation-based GRS O(max( |G||Rmax
G | , |U ||I| , k|I|))

HGRM-based GRS O(max( |RG| , |U ||I||RG| , k|I|))

ity with minor differences. The Group aggregation task has O(|G||Rmax
G |) and Hes-

itant group modeling has O(|RG|). Although the computational complexity order

is similar, if we consider that |RG| ≤ |G||Rmax
G |, then the Hesitant group modeling

perform less operations. Regarding the neighborhood formation with HPCC, it has

a greater computational complexity order because HPCC computes the cartesian

product between the ratings of the group and the potential neighbor for each item.

Considering all tasks, the neighborhood formation dominates the computational

complexity. However, this greater computational complexity order of HGRM-

based GRS is justified by the better performance obtained in terms of accuracy

and diversity.

3.4 Summary

This chapter outlines a model of GRSs based on HFSs to model the hesitation

of group’s preferences, with the aim of delaying the information aggregation pro-

cess to avoid the loss of information associated to it. The performance of the pro-

posal has been evaluated and validated in an experiment that compares various

techniques for group recommendation based on collaborative filtering. The results

show that the application of Hesitant Fuzzy Sets in recommender systems for man-

aging members’ preferences increases recommendation diversity for large groups.

In large groups, diversity of recommendation is important because the more diverse
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the recommendation, the greater chance of covering different or conflicting inter-

ests of the group’s members. Therefore, with HGRM there is less chance of having

a recommendation with no acceptable item for a member of the group because of

the increased recommendation diversity while maintaining good accuracy results.
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Chapter 4

Consensus-driven Group
Recommender Systems

4.1 Introduction

Previous chapter proposed HGRM, a model for group recommendation that avoids

to aggregate members’ preferences in the initial phase of the recommendation pro-

cess, which is proven to be a good step towards delivering better group recommen-

dations. However, HGRM does not consider group dynamics that may influence

group recommendation, such as the negotiation of individual preferences when

making a group decision. This situation has been previously studied in group de-

cision making with consensus reaching processes, where experts negotiate their

preferences in order to select an agreed alternative. The aim of the consensus pro-

cess is to avoid group’s members not satisfied with the recommendation. Previous

works have atempted to achieve this feature in group recommendation using the

minimum operator for the recommendation aggregation process [162]. However,

the application of this operator only guarantees a minimum level of agreement on

the recommendation, but it does not guarantees an acceptable level of agreement

among members over the group recommendation.

This chapter aims to study consensus reaching processes, from group decision

making, from the point of view of group recommendation. With consensus reach-

ing processes we aim to provide group recommendation with the ability to deliver

105
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group recommendations that satisfy group’s members as a whole, and also we aim

to give GRSs the added value of reaching an acceptable agreement level among the

users regarding the group recommendation. Hence, group recommender systems

are extended integrating consensus reaching processes for group decision making.

In group decision making, a common solution is found by several individuals, or

experts, among a set of alternatives, or possible solutions to the problem [49, 135].

To do so, each expert elicits their preferences regading each alternative. The tra-

ditional selecction processes for GDM problems [106] overlook that some experts

might disagree with the alternative selected. This situation is mitigated apply-

ing consensus reaching processes [109, 168], in which a high level of agreement

is achieved before selecting the final alternative. In order to bring experts’ prefer-

ences closer, they iteratively change them to make them closer to each other. Often,

a certain level of agreement is required before making group decisions [200].

Therefore, this chapter proposes a group recommendation framework to pro-

vide agreed recommendations applying automatic consensus reaching models. Specif-

ically, the minimum cost consensus model and the automatic consensus support

system model based on feedback are considered. The minimum cost consensus

model computes the agreed group recommendation modifying the individual pref-

erences constrained by a cost function, which is solved applying linear program-

ming. The automatic consensus support system model based on feedback simulates

the interaction between group’s members and a moderator that suggests changes to

individual recommendations to bring them closer and reach a high consensus level

on the recommendations before producing the group recommendation. Both mod-

els are evaluated and compared with baseline techniques in the experimentation.

For the automatic consensus support system model based on feedback, a graphi-

cal visualization, which uses MENTOR tool [171] based on self-organising maps

[121], of the consensus between the recommended items and the collective prefer-

ence is shown.

The remainder of this chapter is structured as follows. The the consensus-
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Figure 4.1: General scheme of the consensus-driven group recommender system

driven group recommender system for agreed recommendations is described in

Section 4.2. The experiments, its results and a case study are demonstrated in

Section 4.3. A summary is provided in Section 4.4.

4.2 Consensus-driven Group Recommender System

In this section, we introduce a novel consensus-based framework for group recom-

mender systems that uses individual recommendations to deliver group recommen-

dations under a high level of consensus. The general scheme of the framework is

depicted in Figure 4.1, and it is composed of the following phases:

1. Recommendation phase: Individual recommendations are computed for each

member using a collaborative filtering method. Later, these individual rec-

ommendations are filtered to find the top−N common sets of items, which

are represented as preference orderings to be used in the following phase.

2. Consensus phase: The individual recommendations are then used in an au-

tomatic CRP until a predefined level of consensus is reached. Finally, the

collective preference is calculated and the group recommendation is com-

puted.

4.2.1 Recommendation Phase

In this phase, the individual recommendations are computed first for each member.

The output for each m j ∈ G is a collection of pairs ik, r̃m jik for each ik ∈ I− Im j .

Such recommended items are sorted by rating prediction in descending order. This

sorting establishes an ordering Om j for each member m j. Given that users have
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Figure 4.2: Detail of the recommendation phase of the consensus-driven group
recommender system.

rated different items, their orderings will contain different item sets. In order to

fix this, only the commonly recommended items are considered in the ordering

Om j , this is, only items in set I−∪G
m j

Im j are considered. Lastly, the top-n items are

selected to proceed to the following phase. The steps that compose this phase are

depicted in Figure 4.2, and are further detailed in the remaining of this section.

The input of the system is the set of all ratings in the recommender system. It

is important to notice that, although Figure 4.2 depicts a complete rating matrix, in

the usual recommendation scenario only a small subset of items from the possible

ones are known, this is, R⊂ I×U .

In the first step, single user collaborative filtering is applied. First, all individual

predictions are generated for each m j ∈ G using their ratings over the items in the

GRS database. These individual predictions are generated for items not previously

rated by the member, this is, all predictions r̃m jik are generated for ik ∈ I− Imk .

After this, it is needed to extract the common set of recommended items. This

process is done because the single user recommender system may not be able to

generate predictions for all <m j, ik> pairs, which is not acceptable for the later

consensus phase. The set of commonly predicted items for the group G is referred

as IR̃G•
, and it is defined as:

IR̃G•
= {ik s.t. ∀m j ∈ G ∃r̃m jik} (4.1)

Once the set of comonly predicted items has been computed, the predictions are
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pre-filtered in order to reduce the item set that the consensus phase will use. This

is done to shorten the set of recommended items and reduce the computational cost

of the consensus phase. As a side effect, this selection discards items that are bad

candidates for the group recommendation. For the selection, a number of social

choice voting systems are applicable, such as Borda count [39], cumulative voting

[19] or single transferrable voting [74].

4.2.2 Consensus Phase

In previous phase, the individual recommendations of each member regarding the

common set of recommended items are generated. The consensus phase aims to

obtain the collective preference with a high level of consensus using the individual

recommendations. Among the available automatic consensus support models, this

chapter explores the application of two: (i) the minimum cost consensus model,

and (ii) the automatic consensus support system model based on feedback. Both

models are detailed in the remainder of this section.

Minimum cost consensus model

This variant of the consensus phase applies the minimum cost consensus model

[247] to the individual predictions obtained in the recommendation phase. For

each member, this phase receives their individual predictions, which are consid-

ered as individual preference values in this model. The minimum cost consensus

model adjusts users’ preferences such that consensus is reached. Once consensus

is reached, the model retrieves one preference value for each item, which is the

group rating prediction used to recommend.

A separate instance of the minimum cost consensus model is applied to each

item ik. In each instance, the following rules drive the minimum cost consensus

model:

• Member m j preference is the rating prediction for the target item r̃m jik .

• The cost of modifying member m j preferences is cm j = 1.
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• Member m j weight is wm j = 1/|G|.

• ε = 0.2, α = 0.8.

Therefore, the minimum cost consensus model [247] solved with linear pro-

graming is the following:

min ∑
m j∈G

cm j |r̂m jik − r̃m jik |

|r̂m jik − r̂Gik | ≤ ε,∀m j ∈ G

s.t. r̂Gik = ∑
m j∈G

wm j r̂m jik

∑
m j∈G

wm j |r̂m jik − r̂Gik | ≤ (1−α)

(4.2)

where r̂m jik is member m j preference over item ik at the end of the consensus pro-

cess, and r̂Gik is the collective preference over item ik at the end of the process.

After this model is solved, the collective preference is used as the target item ik

prediction for the group:

Prediction(G, ik) = r̂Gik (4.3)

It is worth to mention that the consensus model can be applied only to the

top−k items from the social choice ranking. In this case, the average value is used

for the group prediction for items that are not in the top− k set.

Automatic consensus support system model based on feedback

In this variant, an automatic consensus support system simulates the interaction

between group’s members and a moderator that suggests updates to bring their

preferences closer to each other [170]. After a certain level of consensus is reached,

the group’s preference is used to compute the group recommendation. The scheme

of the consensus phase is depicted in Figure 4.3, and it is detailed in the remaining

of this section.

The first step is to express individual predictions as fuzzy preference relation-

ships to be used by the consensus model. Therefore, the individual predictions are
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Figure 4.3: Consensus phase with the automatic consensus support system model
based on feedback.

converted in crisp orderings. Each ordering Õm j is expressed as a fuzzy preference

relation [170] Pm j using a transformation function. Chiclana et al. [58] proposed

several transformation functions to deal with various preference representations in

decision making problems under uncertainty. Specifically, they developed a trans-

formation function to build the fuzzy preference ordering from a crisp preference

ordering:

Pm j = (pikil
m j
)(n×n) (4.4)

pikil
mk

=
1
2

(
1+

õm j(il)− õm j(ik)
n−1

)
(4.5)

The first step is exemplified as follows. Õm1 = {i3, i2, i4, i1} is the recommen-

dation for member m1. This recommendation is expressed in a preference ordering

where õm1(i3) = 1 notes that item i4 has the highest ranking for member m1 be-

cause it had the highest prediction. Its corresponding fuzzy preference relation is
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the following:

Pm1 =


− 0.33 0.67 0.17

0.67 − 0.83 0.33

0.33 0.17 − 0

0.83 0.67 1 −


where pi1i2

m1
is computed, according to Eq. (4.5), as:

pi1i2
m1

=
1
2

(
1+

õm1(i2)− õm1(1)
4−1

)
=

1
2

(
1+

2−3
3

)
= 0.33 (4.6)

The second step of the consensus phase is to use the fuzzy preference relation

Pm j of all members and conduct a CRP in order to bring these preferences closer

to each other progressively until the consensus level reaches the required value.

Here, an automatic consensus model is applied, which automatically updates the

preferences to bring them closer to each other using a feedback mechanism that

suggests preference updates to individuals [168], following the scheme depicted in

Figure 2.10.

The CRP begins measuring the consensus in the group regarding their fuzzy

preference relations. A similarity matrix SMm jmk = (smil ,im
m jmk)n×n is computed for

each pair of group’s members, where smil ,im
m jmk is the similarity between members m j

and mk regarding their assessment for items il and im. Once the similarity matrices

are obtained, the CRP computes the consensus matrix CM = (cmm jmk)n×n through

pairwise aggregation. Each pairwise aggregation is done applying an aggregation

operator, such as the arithmetic mean or the OWA operator [169], to the similarity

values. Finally, when the consensus matrix CM is computed, the overall consensus

degree cr ∈ [0,1] is obtained aggregating the values of CM.

The CRP continues checking the consensus level in the group to determine

whether group’s members have reached enough agreement. This is done compar-

ing the cr and the µ ∈ [0,1], which is a value fixed a priori that determines the

minimum degree of agreement required. If the consensus degree cr is equal to or

greater than µ , then there is enough agreement among member preferences and
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the process finishes. Otherwise, the CRP proceeds to update members’ prefer-

ences. Furthermore, the number of rounds of update are limited by the parameter

Maxrounds.

The core method of CRP is to perform the consensus progress. This part eval-

uates all fuzzy preferences matrices to determine group’s members whose fuzzy

preference matrix Pm j are furthest from consensus. First, a collective preference

Pc is obtained aggregating individual assessments on each pair of items. For each

m j ∈ G, a proximity matrix PPm j = (ppikil
m j
)(n×n) is computed, where ppikil

m j
indi-

cates the closeness of the member opinion to the collective preference regarding

each pair of items [169]. After that, members whose preferences are not close

enough to consensus are identified using the proximity matrix PPm j . This process

identifies preferences pikil
m j

whose value is far from consensus, which are updated

automatically [170] to increase the group consensus level cr.

After the consensus progress, the CRP continues with a new round and per-

forms the consensus measurement. The process finishes when, either the consen-

sus level required has been reached or the maximum number of rounds has been

exceeded. The collective preference Pc is used to compute the agreed recommen-

dations. Given that a CRP has been applied to compute Pc. it reflects a high level

of agreement among group’s members.

Finally, an exploitation phase is performed to select the alternatives regard-

ing the collective preference Pc. For this selection, the non-dominance selection

criterion proposed by Orlovsky et al. [166] is used. This criterion computes a non-

dominance degree for each item using Pc, which determines the strict preference

relation for the group P̃c = (p̃ikil
c )n×n.

p̃i jik
c =

 pi jik
c − pi jik

c if pi jik
c > piki j

c ,

0 otherwise.
(4.7)
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After this, the non-dominance degree ND(ik) is computed for each ik as:

ND(ik) = 1−max
ik
{p̃iki j

c } (4.8)

The non-dominance degree ND(ik) of each item ik determines its final ranking

in the group recommendation.

4.3 Experimentation and evaluation

This section describes the experiment performed to evaluate both variants of the

proposed famework and compare them with previous approaches, such as the av-

erage or the least misery [162], to test whether the consensus reaching process

improves group recommendation.

The remainder of this section is structured as follows. First, the techniques

compared are described. After that, the datasets and methods for processing them

are detailed. Later, the evaluation measures are defined. Eventually, the results for

both experiments are shown and analyzed. Finally, an example is shown to visually

demonstrate the group agreement effect for the group recommender system with

the automatic consensus support system model based on feedback.

4.3.1 Techniques compared

The aim of the experiments is to compare the consensus framework for group rec-

ommendation with other techniques focused on delivering group recommendations

that are satisfactory for all members.

In the first experiment, the minimum cost consensus model variant is evaluated

for two single user recommender systems: the user-based collaborative filtering

(UBCF), and the item-based collaborative filtering (IBCF). This model is evaluated

with 3 configurations and compared with two other techniques, which results in five

techniques compared:

• MinCost top-10: The minimum cost consensus model is applied only to the

10 best items according to the social choice voting system to obtain the final
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aggregate rating value. For the remaining items, the average value is used.

• MinCost top-50: Applies the minimum cost consensus model to the top 50

items according to the social choice voting system.

• MinCost All: The minimum cost consensus model is applied to the entire set

of commonly predicted items, therefore, it disregards the results of the social

choice voting system.

• Mean: The collective rating is computed with the average of individual pre-

dictions for the target item.

• Minimum: The collective rating is the minimum of individual predictions for

the target item.

In the second experiment, the automatic consensus support system model based

on feedback variant is evaluated and compared with the recommendation aggrega-

tion GRS with the minimum as the aggregation operator [162]. The individual

recommender system used is the UBCF. This RS has been improved with several

tweaks [41]. In this experiment, the Pearson’s correlation coefficient is used as

similarity measure. Given that data sparsity can bias the similarity, a relevance

factor is applied to penalize similarities not computed with a sufficient number of

co-rated items. The specific relevance factor value used is 20. In the rating pre-

diction step, the weighted sum is used to aggregate neighbors’ ratings. For the

sake of results comparability, the same selection of top-n items carried out in the

consensus-driven GRS is applied. In order to isolate the impact of the CRP itself,

the proposal uses exactly the same individual RS. Several configurations for the

CRP are evaluated with various consensus degree thresholds µ . In the experiment,

we show the results for consensus degree values of µ = {0.8,0.85,0.9}.
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4.3.2 Data set

In these experiments, the Movielens dataset is used. It was collected by the Grou-

pLens Research Project1 at the University of Minnesota. Specifically, we use the

ml-100k version, and it consists of a hundred thousand ratings statements given by

943 users over 1682 movies in {1,2,3,4,5} domain.

As it happens in the experiment described in previous chapter, the MovieLens

dataset does not contain group information. Therefore, the group formation tech-

nique applied is the random group formation, in which the group size is set to five

members.

The dataset is split in training and tests sets using the hold-out validation with

a 20% test set. Multiple executions of this partition have been performed to obtain

reliable results. The hold-out technique has been adjusted for group recommenda-

tion selecting the ratings in the test set only from the items rated by each group.

4.3.3 Evaluation measures

Three widely used evaluation measures are applied in these experiments to evaluate

the results of the framework regarding its ability to recommend: (i) area under

receiver operator characteristic curve, (ii) precision, and (iii) MAE.

Area under receiver operating characteristic curve (AUC) is used to evaluate

classifiers results regarding a threshold. In recommender systems, the threshold

considered is the recommendation list size. Specifically, the AUC measures how

the sensitivity and specificity behave when the threshold increases. This increase

generates several points defined by its specificity and sensitivity. These points

define a curve whose area is the AUC of the classifier. The greater its value, the

better the results of the GRS.

Precision [103] is used to determine how accurate are the recommendations

delivered by the RS. Specifically, it measures the ratio of true positive items in the

recommendation. Similarly to AUC, the greater its value, the better the results of

1http://grouplens.org/
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MinCost MinCost MinCost Mean Minimum
top-10 top-50 all

UBCF 0.6424 0.6445 0.6433 0.6428 0.6251
IBCF 0.5553 0.5429 0.5437 0.5527 0.5494

Table 4.1: Evaluation results according to AUC. Larger values indicate better per-
formance.

MinCost MinCost MinCost Mean Minimum
top-10 top-50 all

UBCF 0.7744 0.7746 0.7748 0.7742 0.8684
IKNN 0.7992 0.8142 0.8147 0.7995 0.9171

Table 4.2: Evaluation results according to MAE. Smaller values indicate better
performance.

the GRS.

Mean Absolute Error (MAE) is used to determine the precision of the rating

prediction of a group recommender system. It measures error, therefore, the lower

its value the better the group recommender system.

4.3.4 Experiment 1: group recommender system with the minimum
cost consensus model

Tables 4.1 and 4.2 show the performance achieved by the compared techniques

regarding AUC and MAE, respectively. The best results are highlighted in bold.

In the case of AUC (see Table 4.1), the best performance was achieved by Min-

Cost top-50 with UBCF and for IBCF the best performance was achieved by the

MinCost top-10 approach. In the case of MAE (see Table 4.2), the best perfor-

mance with UBCF was achieved by Average and for IBCF the best performance

was achieved by MinCost top-10. It is worth to mention that the Minimum tech-

nique achieved much worse results regarding MAE as compared with the remain-

ing techniques. It is also worth to mention that the MinCost top-10 and MinCost

top-50 achieves better results as compared to MinCost all, which means that the

application of automatic consensus techniques on a reduced set not only reduces
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Figure 4.4: Results of area under receiver operating characteristic curve (AUC) for
evaluated configurations.

the computational cost, but also improves the performance. Overall, consensus

models improve group recommendations in the majority of cases, and for the case

of MAE with UBCF, consensus models achieve a similar performance to the best

technique.

4.3.5 Experiment 2: group recommender system with the automatic
consensus support system model based on feedback

Figure 4.4 shows the results of the compared techniques regarding their AUC. The

three configurations of Consensus improve the baseline results, which suggests that

the CRP benefit the recommendation. Specifically, the best results are obtained for

a consensus degree of 0.8 in this dataset.

Figure 4.5 shows the results of the compared techniques regarding their Pre-

cision. The recommendation list size is shown in X axis, while the precision of

such a list size is shown in Y axis. As it can be noticed, the various techniques

compared generate different results regarding precision, which is an evidence of
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Figure 4.5: Precision at certain recommendation list sizes for evaluated configura-
tions.

each technique is producing different recommendations. Specifically, the proposal

with consensus degree of 0.8 shows the best performance for a recommendation

list size of up to four items. In the remaining cases, the precision is not the best as

compared to the other configurations, but it overcomes the results of the baseline.

It is worth to remark that the results of Precision are calculated for the same

set of 10 items. Therefore, the change in the recommendation is the sorting that

each technique yields for the ten items. Given that the precision does not consider

the ordering of the items recommended, it outputs the same value when the rec-

ommendation list size is ten. The precision value at 10 recommendations indicates

that there were 77.4% positive ratings in the test set.

4.3.6 Graphical Visualization

The consensus framework for group recommendation changes members’ prefer-

ences to reach consensus. A graphical visualization of the results is an intuitive

manner of showing how members’ preferences change and compare individuals

positions on both the baseline and the proposal. This section shows an illustra-

tive example of the individuals opinions regarding the collective preference with

the automatic consensus support system model based on feedback variant of the
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proposed framework.

Previous proposals for recommendation visualization aim to present the infor-

mation in an intuitive way. Kagie et al. [117] proposes a visualization to highlight

similarities between items recommended. This is done making similar items closer

in the visualization. In this graphical visualization we have a simlar aim, but in-

stead of depicting only items similarities we aim to higlight where is the collective

preference regarding the recommended items. This problem has been already ad-

dressed in GDM with self-organizing maps [121]. Specifically, the tool MENTOR

is used [171].

Five users are selected from MovieLens dataset, whose data is used to compute

recommendations. The individual recommendation lists, similarly to those of the

experiment, are composed of ten items. The selected items ĨR̃G•
are the following:

• i1: Three Colors: Red.

• i2: The Fugitive.

• i3: A space Odyssey.

• i4: Manon of the Sprius.

• i5: Delicatessen.

• i6: Nikita.

• i7: The princess bride.

• i8: Raiders of the lost Ark.

• i9: Return of the Jedi.

• i10: The Godfather II.

After the recommendation phase, an initial ranking of the items is obtained

from the individual recommendations. After this phase, a CRP re-ranks the rec-

ommendations, which improves agreement. Table 4.3 shows both rankings as
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columns. The first column shows the ranking of the baseline group recommen-

dation and the second column shows the ranking of the consensus-based GRS as

agreed recommendations. For instance, ”Return of the Jedi” is the first recommen-

dation in the baseline GRS ranking, while it is the second for the consensus-based

GRS. It swaps positions with ”The princess bride”. In the case of ”The Fugitive”

there is a greater change: in the baseline GRS, it is the fourth and it moves to the

ninth position in the consensus-based GRS.

Table 4.3: Group recommendations generated by the baseline GRS and the
consensus-based GRS

Baseline recommendation Agreed recommendation

Return of the Jedi The princess bride
The princess bride Return of the Jedi
Manon of the Sprius Manon of the Sprius
The Fugitive Three Colors: Red
Raiders of the lost Ark Raiders of the lost Ark
The Godfather II Nikita
Three Colors: Red A space Odyssey
Nikita The Godfather II
Delicatessen The Fugitive
A space Odyssey Delicatessen

Figure 4.6 shows the visualization of the recommendations regarding the items

recommended. As it can be noticed, the agreed recommendation is located in the

center of the graphic, while the baseline recommendation is further to some items.

This behavior happens because the consensus-based GRS uses distances in order

to make members opinions closer to the collective preferences. In the case of the

baseline GRS, it applies the minimum aggregation to avoid the recommendation of

less satisfactory items without considering individual preferences as a whole in the

aggregation process.
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Three Colors: Red
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Figure 4.6: Visualization of the recommendations made by the baseline GRS and
the consensus-based GRS.

4.3.7 Computational complexity

The evaluated approaches were analyzed regarding their computational complex-

ity. Table 4.4 details the computational complexity of each task within the com-

pared approaches, and Table 4.5 shows the computational complexity of each ap-

proach. In these tables, |U | is the number of users, |I| is the number of items, |G|

is the group size, RG is the number of ratings of the group G, |Rmax
G | is the largest

amount of ratings of a member within G, k is the number of rounds taken to reach

consensus, and t is the number of items that the consensus model considers.

As shown in both tables, the methods compared have the same computational
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Table 4.4: Computational complexity of proposal tasks.

UBCF IBCF MinCost MinCost ACSSMWF
Task Complexity GRS GRS UB GRS IB GRS GRS

UB recommendation O(|G||U |||I|) X X X
IB recommendation O(|I||Ru|) X X
Social choice voting O(|G||I|) X X X X X
Minimum cost consensus O(|G|2|I|k) X X
ACSSMWF O(|G|2t2k) X

Table 4.5: Computational complexity of evaluated approaches tasks.

GRS approach Computational complexity

UBCF GRS O(max( |G||U ||I| , |G||I| , ))
IBCF GRS O(max( |I||Ru| , |G||I| , ))
MinCost UB GRS O(max( |G||U ||I| , |G||I| , |G|2|I|k ))
MinCost IB GRS O(max( |I||Ru| , |G||I| , |G|2|I|k ))
ACSSMWF GRS O(max( |G||U ||I| , |G||I| , |G|2t2k ))

complexity than their individual recommender system with the added task for the

Social choice voting. However, UBCF and IBCF do not perform a consensus task.

Between the consensus tasks, Minimum cost consensus and ACSSMWF have dif-

ferent computational complexity. However, the greater computational complexity

order of consensus-based approaches MinCostUB, MinCostIB and ACSSMWF is

justified by the better group recommendation quality.

4.4 Summary

This chapter introduces a framework for consensus-driven group recommender

systems, which integrates consensus reaching processes in the recommendation

process to provide the added value of improving members’ satisfaction towards

the recommendation. Two variants of the framework are presented. The first

one uses minimum cost consensus model to improve consensus minimizing the

changes needed for it. The second one uses the automatic consensus support sys-

tem model based on feedback to simulate the negotiation process between experts

and the moderator to improve consensus and reach agreed solutions. Both mod-

els have been evaluated and their performance has been validated in experiments

that compare several configurations of the proposals and baseline techniques. The
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results show that the extension of group recommender systems to integrate con-

sensus reaching processes benefits recommendation results, whose performance

overcome those of the baseline in the evaluation measures considered. A graphic

visualization of the recommendation complements the results of the experiments

and shows that the framework for consensus-driven group recommender systems

proposed in this chapter delivers recommendations that satisfy individuals.



Chapter 5

Opinion Dynamics-based Group
Recommender Systems

5.1 Introduction

Previous chapter proposed a framework for consensus-driven group recommender

systems that delivers agreed recommendations to groups of users and proved that

the application of consensus reaching processes benefits group recommendation.

Consensus towards recommendations has been highlighted as an important aspect

in group recommendation, and previous results suggest that applying consensus

models in the group recommendation might be a good direction for research-

ing. However, the previous framework does not consider that user’s behavior may

change when they are part of a group. In these cases, members’ preferences might

be influenced by the preferences of their peers. Given that this effect happens in

several real-world scenarios involving groups, it is necessary to propose models

that are aware of opinion influence among group’s members.

This chapter studies the application of opinion dynamics models to group rec-

ommendation. Opinion dynamics models have been previously applied to study

opinion evolution in groups according to various assumptions over the dynam-

ics of the group. Among the various opinion dynamics models in the literature

[62, 82, 102, 134], we initially use the DeGroot model [68] because it is suitable

to consider influences among members regarding their preferences (see Section

125
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2.5.3). DeGroot’s model establishes that individuals’ opinions are influenced by

others’ opinions with a certain weight. Therefore, this social process allows to

model such an influence effect in GRSs and its integration in group recommenda-

tion is studied in this chapter.

The opinion dynamics process in DeGroot’s model has two outcomes: con-

sensus or fragmentation. In the consensus outcome, all opinions converge to the

same value and the group’s preference over a given item is unique, hence, there is

agreement over the final value and the group recommendation is regarded as suc-

cessful by all members. In the fragmentation outcome, there are more than one

final opinion values, hence, group’s members do not agree on a preference value

over one item, which may bias the recommendation. Previous researches deter-

mined that providing a consensus solution benefits recommendations [78], hence,

it is clear that consensus among group’s members is a desirable feature of the sys-

tem. Moreover, previous works that seek consensus do not consider influences

among group’s members [57]. Therefore, ensuring consensus in opinion dynamics

group recommender systems might lead to better recommendations.

We aim to study the effect of two aspects in the group recommendation: (i)

considering influence of members opinions, and (ii) providing consensus solutions.

Hence, we propose two models:

• Pre-GROD. It extends DeGroot’s model for group recommendation, which

allows to consider influences and relationships between members’ prefer-

ences.

• GROD. The consensus conditions are ensured in DeGroot’s model applied

to group recommendation in order to compute agreed recommendations that

are agreed by all members.

The remainder of this chapter is structured as follows. The new GRS frame-

work is developed in Section 5.2. The experiments and results are demonstrated

in Section 5.3. Section 5.4 presents a sensitivity analysis of GROD. A summary is
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provided in Section 5.5.

5.2 Framework for group recommendation based on opin-
ion dynamics

This section details the new framework for group recommendation based on opin-

ion dynamics. The aim of this framework is to take relationships between mem-

bers’ preferences into account in the group recommendation process. For this, the

opinion dynamics model applied needs the initial members’ opinion and the rela-

tionships between them to drive the change.

In the case of the initial opinions, either the rating value or the rating predic-

tion for each member could be used. However, the usage of the initial rating value

would lead to apply a pseudo-user based group recommendation approach and the

opinion dynamics model would only influence how the pseudo user is computed.

Instead, we focus on recommendation aggregation GRSs because the opinion dy-

namics model influence on the individual recommendation seems more promising,

therefore, the individual prediction value is used as the initial members’ opinion.

Regarding the relationships among members, their specific definition is depen-

dent on the aim of the system. We propose to consider similarity of preferences

and overlap of experiences, but other features might be considered. The similar-

ity measure is a key part of the opinion dynamics model because it defines the

way the relationships matrix is computed. These relationships drive the evolution

of individual predictions towards a collective prediction value. Unlike traditional

aggregation-based GRSs, the framework is able to flexibilize the process to calcu-

late the group recommendation by means of a matrix of weights between group’s

members. The general framework for group recommendation based on opinion

dynamics is depicted in Figure 5.1, and comprises the following phases:

(1) Compute individual predictions.

(2) Compute the relationships between members’ preferences.
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Figure 5.1: Framework for group recommender system based on opinion dynam-
ics.

(3) Apply DeGroot’s model for each item to predict the group rating.

(4) Recommend the items with the highest prediction.

Two novel methods that follow the general framework depicted above are de-

scribed: (i) a group recommender system based on opinion dynamics (Pre-GROD)

and (ii) and a group recommender system based on opinion dynamics with consen-

sus (GROD). These approaches combine individual predictions driven by mem-

bers’ preferences relationships. Unlike Pre-GROD, GROD ensures the consensus

adding a step that analyses and modifies the weights among members. The remain-

der of this section further details both proposals.
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5.2.1 Group recommender system based on opinion dynamics (Pre-
GROD)

Pre-GROD follows the phases stablished in the general framework. In the first

phase, individual predictions are computed for the target item ik. For such a predic-

tion, the stochastic gradient descent singular value decomposition (SVD) RS [126]

is used. This prediction method ensures that a prediction value can be computed

for any user u j and item ik pair, i.e. full coverage, as long as their corresponding

rating sets Ru j• and R•ik are not empty. The group prediction will be derived from

these individual predictions, hence, the full coverage requirement over the single

user RS ensures that all members are considered in the recommendation.

In the second phase, member’s preferences relationships are calculated. Matrix

S contains the relationships between members and is used to build the weighting

matrix among members, which drive the opinion dynamics process. The specific

definition of the similarity used defines how the individual predictions evolve in the

opinion dynamics process to obtain the group prediction. In the experiments (see

Section 5.3) various definitions for the similarity measure [104, 180] are studied in

order to determine their suitability (see Appendix B):

su j,uk = similarity(u j,uk) ∈ [0,1],∀u j,uk ∈ G⊆U (5.1)

In the third phase, the group predictions are calculated. The similarity matrix S

from previous phase is converted in a weighting matrix A using Eq. 5.2:

au j,uk =
su j,uk

∑
ul∈G

su j,ul

(5.2)

In the third step the group predictions are computed. Once the weighting ma-

trix A is obtained, individual predictions are combined for each item applying

DeGroot’s model. To do so, individual predictions are considered to be the ini-

tial group’s members opinion over the item, and their final value when DeGroot’s
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model process stabilizes determines the final members’ opinion.

X0
ik = (r̃u j,ik)(1×|G|) (5.3)

r̃G,ik = lim
t→∞

AtX0
ik (5.4)

When the process stabilizes, the group prediction for item ik is obtained aver-

aging the final members’ opinion over the target item r̃G,ik . The same process is

applied to each item, thus, all the group predictions for each considered item are

obtained.

In the fourth phase, the recommendation is composed selecting the items with

highest group rating prediction.

The Pre-GROD proposal performance is exemplified as follows. Table 5.1

shows the ratings of a group of users composed of five members. Table 5.2 shows

the pairwise similarities of all members computed with Pearson’s correlation co-

efficient and keeping only positive values. Table 5.3 shows the weighting matrix,

whose normalized left eigenvector associated to eigenvalue 1 is (0.22,0.25,0.20,0.19,0.14).

If we consider the following initial opinions r̃m1,i11 = 3.5, r̃m2,i11 = 5.0, r̃m3,i11 = 5.0,

r̃m4,i11 = 2.5, r̃m5,i11 = 2.8, which are produced by the individual recommender sys-

tem, then the opinion dynamics model ends with all members having the same final

opinion over target item i11, which is r̃G,i11 = 3.88.

ru jik i1 i2 i3 i4 i5 i6 i7 i8 i9 i10

m1 2 1 0,5
m2 2,5 4 2,5 0,5 2
m3 2,5 2 1 0,5 4 2,5 4,5 2
m4 3,5 1,5 1 1
m5 4 4 2 0,5 3,5

Table 5.1: Ratings considered for the example of application of Pre-GROD.
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sm jmk m1 m2 m3 m4 m5

m1 1 1 0 0 1
m2 1 1 0,78 0,65 0
m3 0 0,78 1 1 0
m4 0 0,65 1 1 0
m5 1 0 0 0 1

Table 5.2: Similarity matrix ex-
tracted from the ratings in Table 5.1.

am jmk m1 m2 m3 m4 m5

m1 0.33 0.33 0 0 0.33
m2 0.29 0.29 0.23 0.19 0
m3 0 0.27 0.36 0.36 0
m4 0 0.25 0.38 0.38 0
m5 0.50 0 0 0 0.50

Table 5.3: Weights matrix derived
from similarity matrix
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Figure 5.2: Group recommender system based on opinion dynamics with consen-
sus (GROD).

5.2.2 Group recommendation based on opinion dynamics with con-
sensus (GROD)

GROD model is described in this section, and it shares the general scheme with

Pre-GROD. The difference is that GROD includes an additional step in the sec-

ond phase to ensure that relationships among members lead to consensus, because

previous chapter proved that consensus provides better group recommendations.

Hence, the additional step analyses the similarity matrix to detect those cases that

do not lead to consensus, which diminishes members satisfaction towards the rec-

ommendation, and corrects it. The general scheme of the framework is modified to

include such an additional step (see Figure 5.2)
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The step 2b of Figure 5.2 analyses the relationships matrix S and, in the case

it does not lead to consensus, it is modified to do so. After this modification, the

relationships matrix S′ is used to determine the weighting matrix A′ and the opinion

dynamics process can be finished with the certainty that a consensus opinion is

reached.

In cases where the relationship matrix S does not lead to consensus, the left

eigenvector associated to eigenvalue 1 of weighting matrix A is not unique. Their

multiplicity determines how many opinion subgroups are present, and each associ-

ated eigenvectors determines how opinions evolve within each subgroup and which

users belong to each of them.

In order to ensure consensus, these opinion subgroups need to be connected,

therefore it is needed to add at least q− 1 relationships to connect them, where

q is the number of opinion subgroups [70]. There are many options for adding

the opinion subgroups. In order to decide which relationships are added, GROD

computes a score for each missing relationship and then selects the one with the

highest score. GROD uses the number of ratings of the target subgroup for such a

score in order to consider opinion subgroups with a more defined taste. This way,

a directional edge with degree of relationship of 1 is added to the relationships

matrix S

arg maxu j,uk(score(u j,uk)) (5.5)

score(u j,uk) = |RGuk•|= ∑
ul∈Guk

|Rul•| (5.6)

where Guk is composed of group G members that are in the opinion subgroup of

member uk, and RGuk• is set of ratings of these members. The opinion subgroup of

member uk can be determined taking the positive values of the eigenvector associ-

ated to uk opinion subgroup.

This procedure is repeated until matrix S′ leads to consensus. On each iteration,

the weighting matrix A′ changes and the number of subgroups, which is determined
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by the number of eigenvalues, is reduced by one. At the end of this process, the

opinion subgroup is equal to the whole group, and the consensus is guaranteed.

5.3 Experimentation and evaluation

As aforementioned, both proposed models test different improvements to the group

recommendation, therefore, two experiments were performed. The first one eval-

uates Pre-GROD for group recommendation to test whether the consideration of

group relationships improves group recommendation and determine the best def-

inition for the relationships. The second one evaluates GROD for those groups

that do not reach consensus to test whether ensuring consensus improves group

recommendation.

The remainder of this section is structured as follows. First, the techniques

compared on both experiments are described. After that, the datasets and meth-

ods for processing them are detailed. Later, the evaluation measures are defined.

Eventually, the results for both experiments are shown and analyzed.

5.3.1 Techniques compared

In both experiments, the baseline method is a GRS based on recommendation ag-

gregation with Mean. The stochastic gradient descent method [126] with the con-

figuration shown in Table 5.4 is used to compute individual predictions.

Table 5.4: Parameters for the individual predictor

Parameter Value

Number of features 20
Iterations per feature 20

Learning rate (γ) 0.01
Large values penalty (λ ) 0.02

In the first experiment, Pre-GROD is evaluated with five similarity measures

between users (see Appendix B), in order to compare various relationships notions

and test their performance:
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• Pre-GROD Cosine: Cosine coefficient [203].

• Pre-GROD Relevance(30): Relevance factor with r=30 [104].

• Pre-GROD Cond. Prob.: Conditional probability [180].

• Pre-GROD Asym. Cos.: Asymmetric cosine [180].

In the second experiment, GROD is evaluated to determine whether ensuring

consensus has a positive impact in groups that initially do not reach consensus (see

Appendix A). Thus, three techniques are compared: (i) the baseline, (ii) our pro-

posed GRS based on opinion dynamics (Pre-GROD) and (iii) our proposed GRS

based on opinion dynamics with consensus (GROD).

In order to discard any effect of the individual ratings predictor, all techniques

compared have the same individual predictor as the baseline.

5.3.2 Datasets

The datasets used in the experiments are shown in Table 5.5. These datasets do not

contain information about groups, hence, as aforementioned in the experimental

section of previous chapter, there are different methods of forming groups. In these

experiments, random groups are formed [228] to evaluate techniques for occasional

groups. The sizes of the groups formed ranged from 1 to 10 members.

Table 5.5: Main features of the datasets used in the experiments over the framework
of group recommendation based on opinion dynamics.

Dataset Users Items Ratings Sparsity

MovieLens-100k 943 1,682 100,000 93.69%
MovieLens-1m 6,040 3,706 1,000,209 95.53%

5.3.3 Evaluation measures

Two widely used evaluation metrics are considered in the experiment for evaluating

the accuracy of the two GRS proposals: mean absolute error (MAE), and root mean

square error (RMSE) [95, 103]:
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• MAE: Reflects the average difference between the system prediction and the

true rating value.

MAE =
1
|R| ∑

ru j ,ik∈R
|ru j,ik − r̃u j,ik | (5.7)

where r̃u j,ik is the GRS prediction and ru j,ik is the true rating value in the test

dataset. Notice that in GRSs all members receive the same rating prediction,

but their ratings are different.

• RMSE: similarly, RMSE measures the prediction error, but it gives more

importance to larger errors.

RMSE =

√√√√ 1
|R| ∑

ru j ,ik∈R
(ru j,ik − r̃u j,ik)

2 (5.8)

The GRSs performance is better when their values are lower, given that both

of them measure prediction error. The dataset is split in training and test set per-

forming a 20 executions 5-cross fold validation. The groups and the training-test

partitions were different in each execution. Each execution results were averaged

to obtain the final value for each GRS.

5.3.4 Experiment 1: Pre-GROD in the general case

The aim of this experiment is to evaluate Pre-GROD with various similarity mea-

sure definitions to determine their performance, the suitability of this proposal, and

compare it with the baseline.

Figure 5.3 shows the results of the GRSs on MovieLens-100k. Within it, Figure

5.3a shows the results for MAE and Figure 5.3b shows the results for RMSE. In the

same way, Tables 5.6 and 5.7 show the results for MAE and RMSE, respectively.

Both in the figures and in the tables, the results are stratified by group size, ranging

from 1 to 10 members.

The results clearly show that Pre-GROD with the Asym. Cos. similarity

reached the best performance over the baseline. The relative improvement was
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Table 5.6: MAE for the evaluated GRSs in MovieLens 100k

Group size

GRS 1 2 3 4 5 6 7 8 9 10

Baseline 0.7418 0.7816 0.7931 0.8004 0.8044 0.8050 0.8070 0.8077 0.8082 0.8092
Pre-GROD Cosine 0.7418 0.7816 0.7927 0.7999 0.8038 0.8045 0.8065 0.8072 0.8077 0.8088
Pre-GROD Relevance(30) 0.7418 0.7790 0.7887 0.7956 0.7995 0.8004 0.8028 0.8037 0.8045 0.8059
Pre-GROD Cond. prob. 0.7418 0.7685 0.7802 0.7890 0.7944 0.7966 0.7998 0.8012 0.8024 0.8042
Pre-GROD Asym. Cos. 0.7418 0.7684 0.7800 0.7887 0.7941 0.7964 0.7997 0.8011 0.8024 0.8043

Table 5.7: RMSE for the evaluated GRSs in MovieLens 100k

Group size

GRS 1 2 3 4 5 6 7 8 9 10

Baseline 0.9442 0.9827 0.9954 1.0044 1.0091 1.0103 1.0127 1.0137 1.0144 1.0157
Pre-GROD Cosine 0.9442 0.9827 0.9951 1.0040 1.0086 1.0099 1.0123 1.0133 1.0141 1.0154
Pre-GROD Relevance(30) 0.9442 0.9798 0.9904 0.9985 1.0029 1.0043 1.0070 1.0081 1.0091 1.0107
Pre-GROD Cond. prob. 0.9442 0.9705 0.9821 0.9912 0.9968 0.9991 1.0024 1.0040 1.0054 1.0073
Pre-GROD Asym. Cos. 0.9442 0.9707 0.9822 0.9913 0.9968 0.9991 1.0024 1.0039 1.0053 1.0072

1% across all group sizes on average. Improvement was greater in smaller group

sizes. Relative improvement in MAE was 1.72%, 1.68% and 1.49% for groups of

sizes 2, 3 and 4, respectively. In RMSE, it was 1.24%, 1.35% and 1.32%, respec-

tively. The results of both Pre-GROD Cosine and Pre-GROD Cond. Prob. were

overcome by those of Pre-GROD Asym. Cos, which indicates that accounting for

both exposure to the same experiences, and correlation between the satisfaction on

these experiences improves performance.

Asymmetric measures, such as Pre-GROD Relevance(30), Pre-GROD Cond.

Prob. and GROD Asym. Cos. showed better results than symmetric ones consid-

ering Pre-GROD’s performance with various ways to determine the relationships

between members’ preferences. Asymmetric measures consistently obtained bet-

ter results than Pre-GROD Cosine. Symmetric measures obtained results similar

to the baseline. This fact indicates that the system achieves better results when

asymmetric similarities are considered, that might be motivated by the inherent

asymmetry of relationships between people.

Finally, similar behavior is observed, in general, comparing the results on MAE

and RMSE for the different GRSs. This behavior means that the balance between

small and large errors is similar. Cond. Prob. obtained better results for RMSE and
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Figure 5.3: Results for the evaluated GRSs in MovieLens 100k.

(a) MAE by group size. (b) RMSE by group size.

Asym. Cos. for MAE, which is an interesting observation. This result indicates

that the errors of Cond. Prob. are smaller than Asym. Cos. ones.

Similarly, the results for MovieLens-1M are shown in Figure 5.4, where Fig-

ures 5.4a and 5.4b show the MAE and RMSE, respectively. The results have been

stratified by group size ranging from 1 to 10 members.

Overall, similar behavior to MovieLens-100k was achieved. Although, the re-

sults obtained in MovieLens-1M were better than MovieLens-100k. This behavior

is motivated by better quality of the model generated by the RS due to MovieLens-

1M dataset containing more ratings, which increases the final accuracy of the GRS

and decreases the prediction error.

Mainly, the proposed method with the Asym. Cos. measure achieved the best

performance compared to the other approaches. The average relative improvement

of roughly 2% over the baseline across all group sizes evaluated was better, and

it achieved a greater improvement than MovieLens-100k. For smaller groups, the

improvement was also greater. The relative improvement in RMSE was 2.14%,

2.28% and 2.13% for groups sizes 2, 3 and 4, respectively. In MAE, it was 2.85%,
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Figure 5.4: Results for the evaluated GRSs in MovieLens 1M.

(a) MAE by group size. (b) RMSE by group size.

2.91% and 2.59% for the same group sizes.

These results support the statement that Pre-GROD Asym. Cos. improves the

results in general recommendation cases, for random groups, compared to the base-

line, with an improvement of 1% for MovieLens-100k and 2% in MovieLens-1M.

Moreover, Asymmetric Cosine is the best configuration to compute the relation-

ships between member preferences in the proposal.

5.3.5 Experiment 2: GROD in groups without consensus

The aim of this experiment is to evaluate the improvements achieved ensuring con-

sensus. To do this, results on groups without opinion leaders are analyzed (see

Appendix A). This way, the effect of correcting the weighting matrix is isolated

and it is possible to measure the improvement that it provides. Three GRSs are

compared in this experiment: (i) the baseline, a GRS based on recommendation

aggregation; (ii) Pre-GROD, the proposal without consensus; and (iii) GROD, the

proposal ensuring consensus.

Figure 5.5 shows the results for MovieLens-100k. MAE is shown in Figure

5.5a and RMSE is shown Figure 5.5b. The results are stratified by group size,
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Table 5.8: MAE for the evaluated GRSs in MovieLens 1m

Group size

GRS 1 2 3 4 5 6 7 8 9 10

Baseline 0.6751 0.7309 0.7495 0.7590 0.7639 0.7678 0.7709 0.7723 0.7735 0.7747
Pre-GROD Cosine 0.6751 0.7309 0.7486 0.7579 0.7628 0.7666 0.7699 0.7713 0.7725 0.7738
Pre-GROD Relevance(30) 0.6751 0.7291 0.7441 0.7523 0.7569 0.7607 0.7643 0.7659 0.7674 0.7690
Pre-GROD Cond. prob. 0.6751 0.7110 0.7288 0.7403 0.7473 0.7526 0.7577 0.7603 0.7627 0.7648
Pre-GROD Asym. Cos. 0.6751 0.7106 0.7283 0.7398 0.7468 0.7521 0.7574 0.7600 0.7625 0.7647

Table 5.9: RMSE for the evaluated GRSs in MovieLens 1m

Group size

GRS 1 2 3 4 5 6 7 8 9 10

Baseline 0.8628 0.9195 0.9398 0.9511 0.9566 0.9613 0.9649 0.9665 0.9681 0.9696
Pre-GROD Cosine 0.8628 0.9195 0.9390 0.9501 0.9555 0.9602 0.9639 0.9656 0.9672 0.9687
Pre-GROD Relevance(30) 0.8628 0.9176 0.9338 0.9434 0.9484 0.9529 0.9569 0.9589 0.9608 0.9625
Pre-GROD Cond. prob. 0.8628 0.9003 0.9189 0.9313 0.9381 0.9439 0.9494 0.9522 0.9549 0.9572
Pre-GROD Asym. Cos. 0.8628 0.9003 0.9189 0.9312 0.9380 0.9438 0.9493 0.9521 0.9548 0.9571

similarly to previous experiment, to determine the improvement of the proposal

for each case.

Table 5.10: MAE for the evaluated GRSs in MovieLens 100k

Group size

GRS 1 2 3 4 5 6 7 8 9 10

Baseline 0.7792 0.8091 0.8145 0.8191 0.8205 0.8213 0.8232 0.8255 0.8273 0.8285
Pre-GROD 0.7792 0.8091 0.8088 0.8133 0.8152 0.8166 0.8191 0.8215 0.8234 0.8247

GROD 0.7792 0.7820 0.7999 0.8092 0.8128 0.8152 0.8183 0.8211 0.8232 0.8246

Table 5.11: RMSE for the evaluated GRSs in MovieLens 100k

Group size

GRS 1 2 3 4 5 6 7 8 9 10

Baseline 1.0009 1.0199 1.0262 1.0308 1.0317 1.0323 1.0342 1.0364 1.0381 1.0390
Pre-GROD 1.0009 1.0199 1.0200 1.0240 1.0253 1.0263 1.0287 1.0310 1.0329 1.0341

GROD 1.0009 1.0019 1.0141 1.0215 1.0239 1.0257 1.0286 1.0312 1.0332 1.0345

The results show that, on groups without consensus and for all group sizes,

GROD improved the results over the baseline. Moreover, Pre-GROD results were

improved by GROD for most group sizes evaluated. Therefore, in this scenario,

correction improves recommendations, as suggested by these results.

Furthermore, GROD’s improvement is greater in smaller groups as shown for

both measures. This improvement is achieved for all groups in MAE and for group
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Figure 5.5: Results for the evaluated GRSs in MovieLens-100k.

(a) MAE by group size. (b) RMSE by group size.

sizes lower than 7 in RMSE, which indicates that GROD is suitable for recom-

mending items to small groups.

An interesting fact is that the proposal without correction obtained exactly the

same MAE and RMSE as the baseline for groups of two members. The prediction

for groups without consensus is computed with the average of the final opinions,

hence, the recommendation was the same than the output of the baseline. The

weights in groups of size two that do not reach consensus are necessarily zero,

therefore, their opinion does not change in the opinion dynamics process. Hence,

the prediction for these groups is always the average of individual predictions.

In groups of size 3 and more the recommendations obtained by the baseline and

GROD are not the same, given that individual predictions are modified in the opin-

ion dynamics process. In groups that do not reach consensus there are, necessarily,

at least two opinion groups. In the specific cases in which the number of opinion

groups is equal to the number of group’s members there is no change of opinion

after the opinion dynamics process and the average of the individual opinions is

returned. If the number of opinion groups is strictly less than the number of mem-

bers, then there is necessarily opinion change for one or more group’s members,

and the group prediction may differ from the average of individual opinions.
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Figure 5.6: Results for the evaluated GRSs in MovieLens-1M.

(a) MAE by group size. (b) RMSE by group size.

Similarly, Figure 5.6 shows the results for MovieLens-1M. Specifically, Figure

5.6a shows the MAE and Figure 5.6b shows the RMSE. The results are stratified by

group size to determine the improvement of the proposal for each case. In general,

the results show a similar behavior to the behavior observed for MovieLens-100k.

Table 5.12: MAE for the evaluated GRSs in MovieLens 1M

Group size

GRS 1 2 3 4 5 6 7 8 9 10

Baseline 0.6941 0.7359 0.7508 0.7555 0.7667 0.7775 0.7830 0.7854 0.7872 0.7889
Pre-GROD 0.6941 0.7359 0.7378 0.7418 0.7538 0.7652 0.7715 0.7756 0.7782 0.7807

GROD 0.6941 0.7069 0.7267 0.7371 0.7512 0.7635 0.7703 0.7746 0.7777 0.7803

Table 5.13: RMSE for the evaluated GRSs in MovieLens 1M

Group size

GRS 1 2 3 4 5 6 7 8 9 10

Baseline 0.8776 0.9246 0.9414 0.9480 0.9608 0.9728 0.9787 0.9818 0.9839 0.9859
Pre-GROD 0.8776 0.9246 0.9271 0.9333 0.9471 0.9603 0.9669 0.9711 0.9743 0.9771

GROD 0.8776 0.9062 0.9225 0.9324 0.9470 0.9603 0.9669 0.9712 0.9745 0.9772

In general, it can be determined that results are improved for most group sizes

and in both evaluation measures with the correction of weights to ensure consensus

(GROD). For smaller groups, the improvement is greater, which makes GROD

useful, specifically, for recommending to groups composed of seven members or
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less.

5.3.6 Computational complexity

The evaluated approaches were analyzed regarding their computational complex-

ity. Table 5.14 details the computational complexity of each task within the com-

pared approaches, and Table 5.15 shows the computational complexity of each

approach. In these tables, k denotes the number of factors in the SVD model, |G|

is the group size, |I| is the number of items, |Rmax
G | is the largest amount of ratings

of a member, and q is the number of iterations that the DeGroot model needs to

converge.

Table 5.14: Computational complexity of proposal tasks.

Task Complexity Baseline Pre-GROD GROD

Individual predictions O(|G||I|k) X X X
Similarity matrix O(|G|2|Rmax

G |) X X
Correct similarity matrix O(|G|3) X
Group prediction O(|I|) X X X

Table 5.15: Computational complexity of evaluated approaches tasks.

GRS approach Computational complexity

Baseline O(max(|G||I|k , |I| ))
Pre-GROD O(max(|G||I|k , |G|2|Rmax

G | , |I| ))
GROD O(max(|G||I|k , |G|2|Rmax

G | , |G|3 , |I| ))

The group size is much smaller than the maximum number of ratings that a

member of such a group has in a real GRS, therefore, the correction of the rela-

tionship matrix is finished faster than the computation of the relationship matrix

itself. Both task are performed in GROD, while Pre-GROD does not perform the

correction, which makes GROD to be computationally more expensive, but it is

justified by the better performance obtained in terms of accuracy.

5.4 Sensitivity analysis

The recommendation process is resource consuming in large scale systems. There-

fore, to consider this scenario and make our proposal less resource demanding, we
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aim to analyze the change of the output, i.e., recommendation; when the inputs,

i.e., rating or group’s members; change. A sensitive analysis is performed to de-

termine the cases where the recommendation delivered to a group might be the

same without incurring in a large error. This behavior saves computations, which

reduces the requirements of deploying such a system because it reduces the system

load.

As aforementioned, two main inputs exist in group recommendation scenarios:

group’s members and their ratings. Two separate sensitive analysis are performed

to consider changes in each of them. The first sensitive analysis studies the changes

in the recommendation when a user leaves the group. The second sensitive analysis

focuses on changes in members’ preferences. Specifically, it analyses the changes

when one member changes their preferences. The aim of both sensitive analyses is

to quantify the amount of changes in the recommendation that a change in group’s

members and their ratings does, in order to determine when a major change in

recommendations happens, and therefore, a recalculation of the recommendations

must be done.

Hence, the changes in the recommendation are measured in both sensitive anal-

yses. The main feature of the recommendation is the sorting of the recommended

items, because small changes in the rating prediction for individuals or for the

group may not be enough to change the sorting of the items in the recommenda-

tion. This situation is exemplified as follows. In case A the GRS recommends

products 1, 2 and 3 with prediction values of 3.9, 3.8 and 3.7, respectively. In case

B, the GRS recommends products 1, 2 and 3 with prediction values of 5, 4.9 and

4.8, respectively. And, in case C the GRS returns the items ordered as 3, 2, 1 with

prediction values of 3.9, 3.8 and 3.7, respectively. As it can be noticed, predictions

change for case B, but the sorting of items does not change. In case C the raking

of the items changes, even though the changes in rating prediction are smaller as

compared to the changes of case B. This example lead us to ignore the prediction

value and focus on item ranking for sensitive analyses.
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Figure 5.7: Changes in the item ranking for group [126, 595, 607, 619, 648] and
when user 126 leaves.

The changes in the recommendation are measured with the following measures:

• Intersection@size: Quantifies the differences in recommendations account-

ing for the number of items in the intersection among the number of recom-

mended items.

• Spearman@size: Spearman rank correlation is used quantify the similarity

between the rankings of two different recommendations.

Both measures are exemplified in Figure 5.7, where an example of two recom-

mendations is shown. Items ranking is shown in the scatter plot for the complete

group and for the group without member 126. The items recommended to the com-

plete group are depicted with the rectangle filled with descending diagonal lines.

The recommendations of the group without member 126 are depicted in the rect-

angle with ascending diagonal lines. The intersection of both rectangles, with both
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ascending and descending diagonal lines, contains items recommended in both

cases with a recommendation list size of 200. The square without lines contains

items that are not recommended in either case. The ratio of items in the common

square of Figure 5.7 is the Intersection@200 and the ranking correlation of these

items is analyzed with Spearman@200.

5.4.1 Member elimination

The influence of a member that leaves the group is analyzed in this sensitive anal-

ysis. We aim to determine the exact point at which is better to recompute the rec-

ommendations in order to avoid incurring in a larger error, or when it is possible to

deliver the same recommendations to save computational resources.

Figure 5.8 and 5.9 show the results of the Intersection@Size and Spearman@Size

for MovieLens-100k. In order to compare the influence of the member’s absence

across group sizes, the results are stratified. Logarithmic scale is used for the rec-

ommendation size in order to highlight changes at the beginning of the list, which

are perceived by users.

The absence of a member produces greater changes in smaller groups, as the

results reveal. The fewer members a group has, the larger influence of a user’s

absence has, as it is expected due to the major impact of a single profile among the

remaining. For large groups, changes in the recommendation tend to diminish.

The results for Intersection@size show that the variability in the recommen-

dation list when inputs change is related to the size of the recommendation list.

Figure 5.8 shows that recommendations for group sizes between 10 and 20 have an

Intersection@size lower than for groups of sizes between 20 and 30. This fact is

an evidence of a user leaving the group has more impact in the former.

Figure 5.10 shows the results of executions for each group in order to focus

on the impact of the member that is leaving the group given their characteristics.

Recommendations lists of size 5 are checked for groups of size between 2 and

10 on MovieLens-100k. The cases shown are sorted by the number of ratings of
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Figure 5.8: Results of Intersection@Size for groups of size 2 to 10 to over the
recommendation list.

Figure 5.9: Results of Spearman@Size for groups of size 2 to 10 to over the rec-
ommendation list.

the user leaving the group. This sorting is made to highlight that the number of

ratings of the user leaving influences the impact of that user’s contribution to the

final value. A jitter value is added to Intersection@5 and Spearman@5 in order to

reduce overlap in the data and make the results clearer.

Figure 5.10 includes a trend-line in each sub-figure to highlight that there is

a larger impact in the recommendation when the member leaving the group has

more ratings. This tendency is the same across all group sizes. Only groups sizes

2 and 10 are shown for the sake of simplicity. In each of these cases, there is an

Intersection@5 and a Spearman@5 value for a user leaving the group. The data

shows that when the profile of the user abandoning the group has more ratings, its

leaving produces larger changes in the outputs. This effect might happen because
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Figure 5.10: Changes in the recommendation when member leaves the group
sorted by number of ratings.

(a) Group size 2, Intersection@5 (b) Group size 2, Spearman@5

(c) Group size 10, Intersection@5 (d) Group size 10, Spearman@5

users have greater probability of being a leader when they have more ratings.

The conclusions of this sensitive analysis are two:

1. For small groups there is a larger impact on the recommendation when a user

leaves.

2. The larger the rating profile the user leaving has, the larger impact in the

recommendation its absence has

With the evidence shown in previous results we can conclude that for groups

of size five and smaller, the recommendation should always be recomputed when

a user leaves. For the remaining group sizes, it is suggested to update recommen-

dations when the user leaving the group has 220 ratings or more. The exact group

size and number of ratings were determined considering Intersection@size values

that are above 0.9.
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5.4.2 Rating variation

In group recommendation, another source of variability in the recommendation

is members’ ratings. Hence, the impact of a member changing their ratings is

measured in this sensitive analysis. The aim with this measurement is to suggest a

point where the recommendation should be updated to avoid large errors and when

its possible to save computational resources delivering the same recommendation

to the group.

With such an aim, one member of the group changes certain number of ratings

ranging between 1 and 20, to a new random value. In this sensitive analysis, the

group sizes have also been analyzed. The number of variables that we analyze

makes results spread across four dimensions. For the sake of clarity, Figure 5.11

only shows the results for group sizes 2 and 10.

The results reveal that there is a greater change in the recommendation for

smaller groups. This behavior is similar to the detected in previous sensitive anal-

ysis, the smaller the group the more impact a change in a member’s profile has in

the recommendation due to the greater weight of a single profile in the recommen-

dation process.

The results also reveal that there is a greater impact on the recommendation

when more ratings are modified in a member profile. It is important to consider

that the modification of ratings in a single profile only changes the SVD profile,

and thus the recommendations, of the user whose ratings are modified, while the

SVD profile for the remaining members is the same and hence their individual rec-

ommendations. The changes in the recommendation make the opinion dynamics

process evolve differently. Hence, if more ratings are modified, then the initial

opinion for such user is more different, and the opinion dynamics process evolves

to a much more different value. This behavior is the same across all group sizes,

with the difference that the more users a group has, the more ratings need to be

changed due to the less impact of the changed opinion in the process.

This sensitive analysis results suggests that recommendations are not to be up-
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Figure 5.11: Changes in the recommendation when member changes ratings.

(a) Group size 2, Intersection@size (b) Group size 2, Spearman@size

(c) Group size 10, Intersection@size (d) Group size 10, Spearman@size

dated when a single user changes their ratings because the impact of the change

is not large enough in all cases. In order to determine this suggestion, we focused

on cases with the larger impact, this is, in groups of size two (see Figure 5.11a).

For groups of size three and larger the Intersection@size is always above 0.9. For

groups of size two, the Intersection@size is always above 0.9 but drop below 0.9

only in the case of a user modifying six ratings or more.

5.5 Summary

This chapter presents a framework to extend opinion dynamics and apply it to

group recommender systems. This framework improves how individual prefer-

ences are aggregated by the GRS considering relationships between members’
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preferences in such aggregation, which is performed applying DeGroot’ opinion

dynamics model. Within this model, consensus can be achieved adding a step to the

general framework, which ensures consensus and makes them agreed by all mem-

bers. Moreover, recommendations agreed by all members are delivered ensuring

consensus in the recommendation, which is accomplished adding a step with such

an aim to the general framework. The performance of the proposal is evaluated

in two experiments. The first experiment compares Pre-GROD with the baseline

and evaluates several similarity measures to build the relationships’ matrix, and it

shows that the proposed framework improves results as compared to the baseline

and that the best results were achieved by asymmetric similarity measures. The

second experiment evaluates the impact of ensuring consensus in groups where

DeGroot’s model alone does not reaches consensus measuring the improvement

in recommendation accuracy. The results show that ensuring consensus improves

results as compared to the baseline and the proposal without ensuring consensus.

Two sensitive analysis that complete the experiment are performed, which aim to

decide under what circumstances it is possible to deliver the same recommenda-

tion or the cases when a change in the inputs should trigger an update in the rec-

ommendations. The first sensitive analysis evaluates the impact of a user leaving

the group, and the results show that for large groups it is not necessary to update

the recommendation, while for smaller groups it is only necessary to update the

recommendation when the user leaving the group has a large preference profile.

The second sensitive analysis evaluates the impact of a user changing their prefer-

ences, and the results show that a large amount of ratings is needed to be changed

by an user to require a recommendation update due to large changes in the group

recommendation.



Chapter 6

Natural noise management in
group recommender systems

6.1 Introduction

Previous chapter proposed GROD, a framework for considering relationships be-

tween members’ preferences when aggregating individual recommendations and

ensures consensus within this process to improve recommendation. However, the

performance of recommender systems is always subject to the quality of the ratings

that they use as inputs for their computations. This issue was pointed out by Her-

locker et al. [103] and named it as the magic barrier, which is a lower bound to the

prediction error that a recommender system can achieve due to inconsistencies or

noise in users ratings [30]. These inconsistencies may result in a loss of accuracy

that users might perceive reducing their satisfaction towards the recommendation.

Although this effect has been studied for individual recommender systems through

the management of natural noise, it is needed to study it in group recommender

systems.

This chapter studies the extension of natural noise management techniques to

integrate them in group recommender systems. Previous works proved that natural

noise affects individual preferences and biases individual recommendations. Given

that many group recommender systems are based on aggregation of individual rec-

ommendations and almost all of them use individual ratings as input, it is clear that

151
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natural noise is also present in the group recommendation process, which may bias

results and diminish users satisfaction towards group recommendations.

This chapter aims at researching the natural noise management (NNM) in GRS

to study its influence in group recommendation. A main difference with individual

recommendation scenarios is that, from the group viewpoint, there are different

levels of information in the ratings dataset. Therefore, existing NNM methodolo-

gies [239] are not directly applicable to group recommendation. Thus, it is neces-

sary to propose NNM approaches specifically designed for GRS that consider the

information levels present in GRSs.

A first step towards a NNM model for GRSs is to focus on members’ ratings

and reduce the natural noise with the aim of improving their quality, given that

members’ ratings are key data in aggregation-based GRSs [67] and their quality

influences recommendation accuracy. This first approach can be formulated with

the following hypothesis:

• H1: NNM using only the group ratings would improve the group recommen-

dation.

A different approach to manage natural noise in GRSs is, given that NNM for

individuals achieve clear improvements [239], to apply NNM models directly over-

looking the group information. The rationale for this direct application is that GRSs

approaches are supported by individual RSs [67], and it leads us to the following

hypothesis:

• H2: NNM in the entire ratings database, disregarding the groups, would

improve the group recommendation.

A further step in the management of natural noise for GRSs is to consider both

the group and the global levels together. Such an approach would manage the

natural noise at both levels tagging as noisy some ratings at the group level, but

a different set of ratings at the global level. This behavior suggests that a hybrid
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management could lead to better recommendation accuracy. This rationale is put

forward in the following hypothesis:

• H3: managing natural noise in the entire ratings database and, after that,

adding a second step that manages natural noise in the group ratings, would

improve the results as compared to a single step of NNM.

Across this chapter, several approaches that apply these NNM strategies are

presented to implement the presented hypotheses.

The remainder of this chapter is organized as follows. Section 6.2 presents four

methods of natural noise management for group recommender systems. Section

6.3 presents the experiment done and its results. Finally, Section 6.4 summarizes

this chapter.

6.2 Natural noise management in group recommendation

This section explores natural noise management in group recommendation. In the

group recommendation scenario there are two levels of ratings: (i) local level,

which is composed of the preferences that belong to group’s members; and (ii)

global level, which is composed of the preferences of all users in the recommender

system dataset. Considering this feature of group recommendation together with

the hypotheses posed in the introduction, four methods are presented to deal with

NNM in both levels:

1. NNM-LL: Manage the natural noise in the local level using only local infor-

mation, this is, apply NNM on group ratings using only themselves to detect

inconsistencies.

2. NNM-LG: Manage the natural noise in the local level using global informa-

tion. In this case, NNM is applied on group ratings, but all the ratings in the

database are used to detect and correct inconsistencies.
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Figure 6.1: Scheme of local NNM for GRS, showing two approaches: a) NNM-LL,
b) NNM-LG.

3. NNM-GG: Manage the natural noise in the global level using global infor-

mation. This approach manages the noise in the entire dataset, but overlook-

ing the composition of the group that will receive the recommendations.

4. NNM-H: Perform a cascade hybridization of previous approaches. This is,

perform first a NNM-GG step to manage noise at global level, and apply

NNM-LG over the results of the first approach in order to further refine the

natural noise management considering the target group.

These four approaches are further detailed in the remaining of this section. In

order to further clarify the way of functioning of the proposed approaches, Section

6.2.5 shows an illustrative example of application of the proposals.

6.2.1 Local natural noise management based on local information (NNM-
LL)

Figure 6.1a) depicts the general scheme of the NNM-LL approach. Ratings of the

target group G are first analyzed. After that, these ratings are corrected using only

member’s information. This proposal assumes that the information contained in

the local level is enough to characterize natural noise, this is, that managing only

the natural noise in the group ratings is enough to improve the dataset quality,

Algorithm 1 details the general way of computing group recommendations inte-

grating natural noise management for groups based on group Ga members’ ratings

RGa,•. Within Algorithm 1, Algorithm 2 implements the NNM process [239]. It
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starts with the characterization of the user, item and rating itself. Notice that NNM-

LL uses only local information RGa,ik in the item classification (see Algorithm 2,

line 4). This characterization is used to classify the ratings that do not follow the

user or the item tendency as noisy. After that, noisy ratings are corrected with a

new value predicted using collaborative filtering (see Algorithm 2, line 6)

Data: U,I,R,G
1 BuildRecommendationModel(U,I,R)
2 foreach Ga in G do
3 R∗Ga,• = NNMLL(Ga,RGa,•)
4 recommendationsGa = Recommend(Ga,R∗Ga,•)

5 return R∗

Algorithm 1: GRS with local NNM based on local information (NNM-LL).

Data: Ga,RGa,•
Result: R∗Ga,•

1 foreach rml ,ik in RGa,• do
2 crml ,ik

= Classify(rml ,ik )
3 cml = Classify(ml , Rml ,•)
4 cik = Classify(ik, RGa,ik )
5 if (cml = cik ) and (cml 6= crml ,ik

) and (cml 6= variable) then
6 r∗ml ,ik = Predict(R,ml ,ik)
7 else
8 r∗ml ,ik = rml ,ik

9 return R∗Ga,•
Algorithm 2: Procedure for local NNM based on local information (NNM-LL)

The small amount of data used in NNM-LL, which is composed of only group

Ga ratings, to perform this analysis and correction makes NNM-LL suitable to be

applied when the recommendations are requested, which eliminates the need of

storing a corrected dataset.

6.2.2 Local natural noise management based on global information
(NNM-LG)

Figure 6.1b) specifies the NNM-LG approach. The way of detecting and correcting

noisy ratings is similar to NNM-LL. However, the usage of only group ratings RGaik
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Figure 6.2: Global natural noise management based on global information (NNM-
GG) application.

to characterize items might not be enough to properly classify items. Therefore,

NNM-LG uses all the information available on the dataset regarding the item ik for

the characterization, this is, it uses all members ratings over the item R•ik .

The same general scheme depicted in Algorithm 1 is followed to apply NNM-

LG to a group recommender system. However, NNM-LG classifies items using

all the information in the dataset R•,ik , which modifies Algorithm 2, line 4 passing

R•,ik instead of RGaik

The classification of items is done using more information in NNM-LG ap-

proach. This difference with NNM-LL approach is key in small groups because

the usage of only a few ratings for items classification might lead to the assign-

ment of a different class.

6.2.3 Global natural noise management (NNM-GG)

The general scheme for applying NNM-GG approach to a GRS is shown in Figure

6.2. NNM-GG applies NNM to the entire dataset before computing the recom-

mendations, as stated in Algorithm 3. Similarly to a NNM that is applied to a RS

for individuals [239], NNM-GG analyses all ratings in the database to detect and

correct noisy ones. The specific procedure followed to manage noisy ratings is

detailed in Algorithm 4.

The NNM-GG approach needs more computational resources, which makes

it necessary to apply NNM-GG off-line. However, the off-line application of
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Data: U,I,R,G
1 R∗ = NNMGG(R)
2 BuildRecommendationModel(U,I,R∗)
3 foreach Ga in G do
4 recommendationsGa = Recommend(Ga, R∗Ga

)

Algorithm 3: GRS with global natural noise management.

Data: R
Result: R∗

1 foreach ru j,ik in R do
2 cru j ,ik

= Classify(ru j,ik )
3 cu j = Classify(u j, Ru j,•)
4 cik = Classify(ik, R•,ik )
5 if (cu j = cik ) and (cu j 6= cru j ,ik

) and (cu j 6= variable) then
6 r∗u j,ik = Predict(R,u j,ik)
7 else
8 r∗u j,ik = ru j,ik

9 return R∗

Algorithm 4: Procedure for global natural noise management (NNM-GG)

NNM-GG allows to compute the recommendation model considering the corrected

dataset R∗, i.e., the dataset without natural noise, which might offer better recom-

mendation results. This improvement is possible because the influence of natural

noise in the recommendation model is reduced.

6.2.4 Hybrid global-local natural noise management (NNM-H)

Figure 6.3 depicts the general scheme NNM-H application for group recommen-

dation. NNM-H performs a cascade hybridization of NNM-GG and NNM-LG ap-

proaches. The cascade hybridization allows the results of the first NNM-GG step

to be considered in the later NNM-LG step. Therefore, corrections made in the

initial dataset by NNM-GG are considered when performing a group-wise natural

noise management with NNM-LG.

The specific implementation of NNM-H is depicted in Algorithm 5. First, a

global natural noise management is performed in line 1. After that, the corrected

results are used to build the recommendation model. Later, a group-wise natural
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Figure 6.3: Hybrid global-local natural noise management (NNM-H) application
to group recommendation.

noise management is performed in line 4. It is worth to remark that both the build-

ing of the recommendation model, and the group-wise natural noise correction use

the corrected dataset R∗. This later step of NNM-LG generates a further refined

dataset R∗∗, which is later used to calculate the group recommendation.

Data: U,I,R,G
1 R∗ = NNMGG(R)
2 BuildRecommendationModel(U,I,R∗)
3 foreach Ga in G do
4 R∗∗Ga,• = NNMLG(Ga,R∗Ga,•)
5 recommendationsGa = Recommend(Ga,R∗∗Ga,•)

Algorithm 5: GRS with hybrid natural noise management (NNM-H)

6.2.5 Illustrative example

In order to clarify the proposals, an illustrative example is presented in this section,

which aims to clarify the integration of proposed NNM techniques with a GRS. Ta-

ble 6.1 shows the initial dataset considered, where the target group Ga is composed

of users u1, u2 and u3,

In NNM-LL approach, only members’ ratings RGa• are analyzed. Among all

the rating analyzed, only ru2i2 is tagged as noise because its corresponding user u1

is classified as high, its corresponding item i2 is classified as high according to cik

using RGaik and the rating itself is classified as medium. Both the user and item

classes are different to those of the rating, therefore, the tendency of the rating

cannot be supported with the evidence on either of them and rating ru2i2 is tagged
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Table 6.1: Illustrative example for the classification of the ratings as possibly noisy.

U

Ga cik

u1 u2 u3 u4 u5 u6 R•ik RGaik

i1 5 5 5 5 5 2 high high
i2 5 3 5 3 3 3 medium high
i3 3 5 3 5 5 5 high medium
i4 5 5 5 5 5 5 high high
i5 1 1 4 2 1 5 low low

cu j high high high high high high

as possibly noisy.

In NNM-LG approach, members’ ratings RGa• are analyzed but, instead of us-

ing only RGaik for the item classification cik , all ratings in the dataset R•ik are used

for the classification. In this case, the ratings tagged as possibly noisy are ru1,i3 ,

and ru3,i3 .

In NNM-GG approach, all ratings in the dataset R are revised. Moreover, in

item ik classification cik all the information is used, hence, the classification is done

based on R•ik . The ratings classified as possibly noisy by the NNM-GG approach

are ru1,i3 , ru3,i3 , and ru6,i1 . Notice that this set of possibly noisy ratings is a superset

of the ratings tagged as possibly noisy by NNM-LG.

In NNM-H approach, the ratings are first analyzed with NNM-GG to correct the

possibly noisy ratings. Let assume that the corrected dataset R∗ is the one shown

in Table 6.2. The second step of the NNM-H approach is a cascade hybridization

with NNM-LG, which uses R∗ as input. Ratings in the group R∗Ga• are analyzed

using R•ik for classifying ratings. This process tags, as possibly noisy, the rating

ru3,i3 .

6.3 Experimentation and evaluation

This section describes experiment done to measure the effect of proposed NNM

approaches in the performance of GRSs. The remainder of this section is structured

as follows. First, the configuration of techniques compared is described. After that,
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Table 6.2: Corrected ratings R∗ outputted by the NNM-GG correction applied over
Table 6.1. The values corrected by NNM-GG are highlighted in bold. This rating
database is R∗ and it is used as input for NNM-LG to produce R∗∗Ga,•.

U

Ga cik

u1 u2 u3 u4 u5 u6 R•ik

i1 5 5 5 5 5 3 high
i2 5 3 5 3 3 3 medium
i3 4 5 3 5 5 5 high
i4 5 5 5 5 5 5 high
i5 1 1 4 2 1 5 low

cu j high high high high high high

the datasets and methods for processing them are detailed. Later, the evaluation

measures are defined. Eventually, the results of the techniques compared are shown

and analyzed. For the sake of clearness, the results are shown separately for each

GRS aggregation approach: (i) recommendation aggregation-based GRSs and, (ii)

rating aggregation-based GRSs. Finally, a discussion of the results is done in order

to test the hypotheses posed in the introduction of this chapter.

6.3.1 Techniques compared

In section 6.1, three hypotheses are posed, which led us to the proposal of four

NNM approaches. All these four approaches are evaluated and compared against a

baseline approach, which does not perform any natural noise management. There-

fore, five techniques are compared in the experiment: (i) Baseline, (ii) NNM-LL,

(iii) NNM-LG, (iv) NNM-GG, and (v) NNM-H.

All these techniques focus on managing the natural noise in a dataset for a

GRS to recommend based on it. Therefore, the effect of each of these approaches

must be evaluated for various GRSs in order to thoroughly study their performance.

Specifically, this experiment studies NNM performance regarding rating aggrega-

tion GRSs and recommendation aggregation GRSs [67], given that each of them

manages users’ preferences in a different way. The effects of the NNM proposals

on each GRS approach are analyzed separately.
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Moreover, each of these aggregation approaches can be carried out applying a

different aggregation opperator. The techniques are compared for the aggregation

operators Mean and Min, given that several works [17, 73] have pointed out that

they achieve the best results in GRSs.

These GRSs use an individual recommender system, which is also a variable

that we consider in the experiment. The NNM approaches are checked for GRSs

based on both item-based and user-based collaborative filtering. They use the Pear-

son’s correlation coefficient as similarity measure to find the 100 best neighbors,

apply a relevance factor of 20 [41], and use the adjusted weighted sum as rating

predictor [190].

6.3.2 Data set

The datasets used in this case study are:

• The MovieLens 100k dataset. It was collected by GroupLens Research

Project at the University of Minnesota (http://grouplens.org). The Movie-

Lens 100k dataset is composed of 100,000 ratings given by 943 users over

1,682 movies in the one to five stars domain.

• The Netflix Tiny dataset. It is a small version of Netflix dataset provided with

the Personalized Recommendation Algorithms Toolkit (http://prea.gatech.edu).

The Netflix Tiny dataset is composed of 4,427 users, 1,000 items, and 56,136

ratings, which are also given in the one to five stars domain. This dataset has

a high sparsity, which may bias the results. Therefore, only users with 10 or

more ratings are used, which remains 1,757 users in the dataset used for the

experimentation.

None of those dataset contains information about groups. Users are grouped

randomly in order to evaluate the results for occasional groups [67, 228], specif-

ically, with group sizes of 5, 10 and 15. Larger group sizes were excluded from

the experiment because they are not used in these kinds of experimental scenarios

[67, 73].
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The hold-out validation is used to split the dataset into training and tests sets

and it is applied with a 20% test set. This validation has been executed 20 times

and the evaluation measures results shown are the average values.

6.3.3 Experiment results for recommendation aggregation-based GRS

The results for the evaluated NNM approaches on GRS based on recommendation

aggregation are presented in this section. Table 6.3 shows the recommendation

results for MovieLens 100k and Netflix Tiny datasets. In the first three columns

the configuration of the GRS is shown, starting with dataset. The second column

specifies the single-user RSs IB and UB and the aggregation approaches Avg and

Min, which are shown together as the prediction technique. The third column

specifies the group size. In order to make the results more readable, the best result

for each row is highlighted using bold font, which means that it is the best result

across NNM techniques.

The results clearly show that, in general, the application of NNM approaches

make a group recommender system to achieve better recommendations, which sug-

gests that the techniques compared successfully reduce the natural noise in the

dataset. The magnitude of the improvement is different for each NNM approach,

hence, we analyze them separately.

In the case of NNM-LL, its application does not implies a significant improve-

ment in performance, as its results in all cases show. Compared to the baseline,

its performance does not improves significantly, which suggests that the character-

ization of items done in it does not lead to reducing the natural noise effectively.

Therefore, the application of NNM-LL solely is not enough to manage the natural

noise.

In the case of NNM-LG, its application results in a slight improvement of the

recommendation quality as compared to the results of the baseline method. If we

focus on each GRS, the magnitude of these improvements are different. Specifi-

cally, IB+Min results improve by 0.01, while for UB+Avg the improvement in rec-
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Table 6.3: Results of mean absolute error for the compared natural noise manage-
ment approaches on recommendation aggregation group recommender systems.

Dataset Prediction Group Base NNM-LL NNM-LG NNM-GG NNM-H
Technique size

IB+Avg
5 0.8779 0.8778 0.8747 0.8607 0.8583

10 0.8998 0.8996 0.8956 0.8837 0.8804
15 0.9080 0.9079 0.9036 0.8913 0.8875

IB+Min
5 1.0218 1.0214 1.0137 1.0045 0.9983

10 1.1404 1.1403 1.1328 1.1263 1.1200
MovieLens 15 1.2066 1.2066 1.1959 1.1918 1.1830

100k
UB+Avg

5 0.8053 0.8053 0.8051 0.7853 0.7852
10 0.8127 0.8127 0.8125 0.7932 0.7931
15 0.8146 0.8145 0.8145 0.7946 0.7946

UB+Min
5 0.8421 0.8419 0.8399 0.8190 0.8172

10 0.8700 0.8698 0.8674 0.8463 0.8444
15 0.8845 0.8844 0.8815 0.8593 0.8572

IB+Avg
5 0.8435 0.8431 0.8415 0.8386 0.8368

10 0.8630 0.8627 0.8598 0.8572 0.8542
15 0.8627 0.8626 0.8595 0.8569 0.8539

IB+Min
5 1.0074 1.0072 1.0025 1.0011 0.9963

10 1.1451 1.1445 1.1330 1.1364 1.1262
Netflix 15 1.2252 1.2251 1.2117 1.2169 1.2046

Tiny
UB+Avg

5 0.8127 0.8128 0.8130 0.8060 0.8062
10 0.8245 0.8245 0.8244 0.8174 0.8173
15 0.8194 0.8194 0.8193 0.8129 0.8129

UB+Min
5 0.8616 0.8615 0.8609 0.8538 0.8532

10 0.9034 0.9033 0.9020 0.8945 0.8934
15 0.9192 0.9192 0.9187 0.9108 0.9103

ommendation quality is not significant because its is magnitude is less than 0.001.

In the remaining cases, IB+Avg and UB+Min, the improvement of NNM-LG is

narrow. Compared to NNM-LL, the results of NNM-LG are better, which suggests

that the usage of more information to characterize items benefits the natural noise

identification within recommendation aggregation-based GRSs.

In the case of NNM-GG, its application makes the recommendation aggregation-

based GRS achieve better results as compared to the baseline, NNM-LL and NNM-

LG. The application of NNM-GG was expected to achieve better improvements

for a GRS because previous approaches for single user RSs achieved a similar im-

provement of a recommender system [239]. Moreover, the impact of NNM-GG on

a GRS was expected to be of greater magnitude because it analyses more ratings to
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reduce natural noise.

In the case of NNM-H, its application achieved the best results for the evaluated

cases regarding recommendation aggregation-based GRSs, which is an evidence

that the hybridization of NNM-GG and NNM-LG outperforms their performance

applied solely for the natural noise management. NNM-H was the best NNM ap-

proach for IB+Avg, IB-Min and UB+Min prediction techniques.

6.3.4 Results in rating aggregation-based GRS

The results for the evaluated NNM approaches on GRS based on rating aggrega-

tion are presented in this section. Table 6.4 shows the recommendation results for

MovieLens 100k and Netflix Tiny datasets, which are presented in a similar way

to those of recommendation aggregation-based GRSs.

The results show, in general, a similar performance to those of the NNM ap-

proaches applied to recommendation aggregation-based GRSs. Also, the magni-

tude of the improvements is different for each NNM approach, therefore, each of

them is analyzed separately.

In the case of NNM-LL, the results achieve a performance similar to those of

the baseline, which suggests that the use of local information is not enough to

manage the natural noise for the improvement of a GRS.

In the case of NNM-LG, the results show that GRSs achieved a slight improve-

ment as compared to the baseline. It provided improvements in IB+Min prediction

approach for larger groups on both datasets. The reason for the larger magnitude

of the improvement on those cases might be due to the larger error obtained by

the baseline in IB+Min as compared to IB+Avg, which means that there is a larger

margin for improvement and NNM-LG is able to take advantage of it.

In the case of NNM-GG, the results show that it improved the accuracy of a

GRS as compared to the performance of the baseline, NNM-LL and NNM-LG.

This improvement might be rooted on the larger amount of ratings corrected by

NNM-GG, which suggests that it is more effective in terms of natural noise reduc-
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Table 6.4: Results of mean absolute error for the compared natural noise manage-
ment approaches on rating aggregation group recommender systems.

Dataset Prediction Group Base NNM-LL NNM-LG NNM-GG NNM-H
Technique size

IB+Avg
5 0.8664 0.8664 0.8657 0.8477 0.8473

10 0.8898 0.8898 0.8884 0.8723 0.8712
15 0.8990 0.8990 0.8969 0.8814 0.8797

IB+Min
5 0.8877 0.8874 0.8808 0.8674 0.8617

10 0.9563 0.9559 0.9387 0.9347 0.9197
MovieLens 15 1.0252 1.0245 0.9942 1.0006 0.9770

100k
UB+Avg

5 0.7998 0.7997 0.7997 0.7801 0.7802
10 0.8101 0.8101 0.8102 0.7913 0.7912
15 0.8133 0.8133 0.8135 0.7937 0.7938

UB+Min
5 0.8019 0.8017 0.8013 0.7820 0.7818

10 0.8139 0.8138 0.8136 0.7944 0.7943
15 0.8188 0.8188 0.8186 0.7983 0.7983

IB+Avg
5 0.8382 0.8381 0.8376 0.8330 0.8325

10 0.8637 0.8638 0.8624 0.8579 0.8566
15 0.8682 0.8682 0.8663 0.8621 0.8604

IB+Min
5 0.8689 0.8683 0.8643 0.8628 0.8585

10 0.9351 0.9344 0.9234 0.9282 0.9163
Netflix 15 0.9809 0.9801 0.9630 0.9738 0.9564

Tiny
UB+Avg

5 0.8092 0.8094 0.8092 0.8025 0.8027
10 0.8221 0.8223 0.8222 0.8152 0.8153
15 0.8178 0.8178 0.8178 0.8111 0.8110

UB+Min
5 0.8143 0.8143 0.8134 0.8075 0.8067

10 0.8267 0.8269 0.8265 0.8203 0.8198
15 0.8226 0.8226 0.8223 0.8162 0.8158

tion.

In the case of NNM-H, the results obtained were, overall, the best ones as

compared to other techniques applied to rating aggregation-based GRSs.

6.3.5 Discussion

This section aims to test the hypotheses posed in Section 6.1 analyzing the results

of the experimentation. The results obtained determine that H1 is rejected, hence

the management of natural noise only in group ratings is not enough to reduce

the natural noise and allow a GRS to achieve better results. Regarding the second

hypothesis, H2 is accepted, hence, disregarding group information in the natural

noise management and manage noise in the entire database improve the results
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Table 6.5: Paired samples t-test p-values to compare each natural noise manage-
ment technique with the baseline on MovieLens 100k dataset.

Dataset Group Prediction Group NNM-LL NNM-LG NNM-GG NNM-H
aggregation technique size

Rating

IB+Avg
5 0.1573 <0.0001 <0.0001 <0.0001

10 0.1770 <0.0001 <0.0001 <0.0001
15 0.6921 <0.0001 <0.0001 <0.0001

IB+Min
5 <0.0001 <0.0001 <0.0001 <0.0001

10 <0.0001 <0.0001 <0.0001 <0.0001
15 <0.0001 <0.0001 <0.0001 <0.0001

UB+Avg
5 0.9587 0.9225 <0.0001 <0.0001

10 0.0245 0.2663 <0.0001 <0.0001
15 0.1083 0.0013 <0.0001 <0.0001

UB+Min
5 0.3497 0.0774 <0.0001 <0.0001

10 0.1861 0.2058 <0.0001 <0.0001
MovieLens 15 0.7174 0.0922 <0.0001 <0.0001

100k

Recommendation

IB+Avg
5 0.0134 <0.0001 <0.0001 <0.0001

10 <0.0001 <0.0001 <0.0001 <0.0001
15 0.0005 <0.0001 <0.0001 <0.0001

IB+Min
5 0.0005 <0.0001 <0.0001 <0.0001

10 0.2681 <0.0001 <0.0001 <0.0001
15 0.1190 <0.0001 <0.0001 <0.0001

UB+Avg
5 0.6047 0.1038 <0.0001 <0.0001

10 0.9303 0.0304 <0.0001 <0.0001
15 0.7342 0.0096 <0.0001 <0.0001

UB+Min
5 0.0275 <0.0001 <0.0001 <0.0001

10 0.0003 <0.0001 <0.0001 <0.0001
15 <0.0001 <0.0001 <0.0001 <0.0001

of a GRS. Hypothesis H3 is accepted, therefore, the hybridization of a first step

of natural noise management in the entire database with a second step of natural

noise management focused on the target group improves the results as compared to

the application of each of these steps solely. The remainder of this section further

details how we determined the acceptance and rejection of those hypotheses based

on the evidence gathered in the experiment.

H1: Managing natural noise in the group ratings only would improve
the GRS.

The proposal of local level approaches NNM-LL and NNM-LG is done to im-

plement the ideas posed in hypothesis H1. Therefore, in order to test it, the re-

sults of those approaches are compared to those of the baseline. In general, nar-
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row improvements are achieved by local level approaches. In the case of rating

aggregation-based GRSs with IB+Min, NNM-LG overcomes the results of the

baseline. The results are tested to determine whether they are statistically sig-

nificant apply the paired samples t-test. This test analyses the differences obtained

by two methods to determine if the difference between them might appear due to

random chance, which makes the results not statistically significant, or the differ-

ence is due to the methods being different enough. Specifically, the paired t-test

is applied to the compare the results of each NNM technique with those of the

baseline.

Tables 6.5 and 6.6 show the p-values for each of the tested cases in Movie-

Lens and Netflix Tiny datasets, respectively. The tests that were able to reject the

equality with a confidence level of 95% have been highlighted.

The p-values on NNM-LL and NNM-LG columns determine, mostly, that the

results are not statistically significant, although for a limited number of cases the

results are statistically significant. Specifically, NNM-LL results improve for both

datasets in rating aggregation-based GRSs with IB+Min, and for recommendation

aggregation with IB+Avg. In the case of NNM-LG, the differences with the base-

line are statistically significant for IB+Avg and IB+Min in both datasets.

Given that there are statistically significant differences only in a limited num-

ber of cases, hypothesis H1 is rejected. We can conclude that the application of

local-based techniques does not provide significant improvements to a group rec-

ommender system.

H2: Managing natural noise in the entire ratings database, disregard-
ing the groups, would improve the group recommendation.

The hypothesis H2 is tested analyzing the results of NNM-GG as compared to the

results of the baseline. In general, Table 6.3 and 6.4 show that NNM-GG improves

the results of the baseline regarding the mean absolute error with an average mag-

nitude of 0.02. Similarly to H1, the results are tested to establish whether they are

statistically significant. The p-values are shown in column NNM-GG both in Table
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Table 6.6: Paired samples t-test p-values to compare each natural noise manage-
ment technique with the baseline on Netflix Tiny dataset.

Dataset Group Prediction Group NNM-LL NNM-LG NNM-GG NNM-H
aggregation technique size

Rating

IB+Avg
5 0.3459 0.0104 <0.0001 <0.0001

10 0.3524 <0.0001 <0.0001 <0.0001
15 0.1991 <0.0001 <0.0001 <0.0001

IB+Min
5 0.0040 <0.0001 <0.0001 <0.0001

10 <0.0001 <0.0001 <0.0001 <0.0001
15 <0.0001 <0.0001 <0.0001 <0.0001

UB+Avg
5 0.1121 0.9215 <0.0001 <0.0001

10 0.1968 0.5745 <0.0001 <0.0001
15 0.6876 0.9641 <0.0001 <0.0001

UB+Min
5 0.6833 0.1541 <0.0001 <0.0001

10 0.0154 0.6594 <0.0001 <0.0001
Netflix 15 0.7768 0.3047 <0.0001 <0.0001

Tiny

Recommendation

IB+Avg
5 0.0112 <0.0001 <0.0001 <0.0001

10 0.0002 <0.0001 <0.0001 <0.0001
15 0.0002 <0.0001 <0.0001 <0.0001

IB+Min
5 0.2777 <0.0001 <0.0001 <0.0001

10 0.0886 <0.0001 <0.0001 <0.0001
15 0.3985 <0.0001 <0.0001 <0.0001

UB+Avg
5 0.0635 0.1132 <0.0001 <0.0001

10 0.9263 0.4457 <0.0001 <0.0001
15 0.3817 0.3929 <0.0001 <0.0001

UB+Min
5 0.8274 0.0894 <0.0001 <0.0001

10 0.5147 0.0033 <0.0001 <0.0001
15 0.4580 0.0997 <0.0001 <0.0001

6.5 and 6.6, where bold p-values denote statistically significant results. All tests are

able to reject the equality of results for NNM-GG, therefore, the evidence suggests

that global NNM approach is able to improve the results of a group recommender

system across the datasets, aggregation approaches and aggregation operators con-

sidered in the experiment.

Therefore, the hypothesis H2 is accepted. The improvement achieved by NNM-

GG as compared to the baseline might be caused by the correction of the entire

dataset used for building the recommendation model of the single user RS that

the group recommender system uses. This fact results in better predictions, which

allows a GRSs to produce better recommendations.
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Table 6.7: Paired samples t-test p-values to compare NNM-GG with NNM-H.

Group aggregation

Rating Recommendation

Prediction Group MovieLens Netflix MovieLens Netflix
technique size 100k Tiny 100k Tiny

IB+Avg
5 0.0013 0.0136 <0.0001 <0.0001

10 <0.0001 <0.0001 <0.0001 <0.0001
15 <0.0001 <0.0001 <0.0001 <0.0001

IB+Min
5 <0.0001 <0.0001 <0.0001 <0.0001

10 <0.0001 <0.0001 <0.0001 <0.0001
15 <0.0001 <0.0001 <0.0001 <0.0001

UB+Avg
5 0.2662 0.5664 0.1273 0.4065

10 0.3890 0.6813 0.1118 0.6998
15 0.0466 0.6162 0.5110 0.4616

UB+Min
5 0.3643 0.2169 <0.0001 0.3520

10 0.5637 0.3818 <0.0001 0.0040
15 0.7230 0.1835 <0.0001 0.0250

H3: Managing natural noise in the entire ratings database and, after
that, adding a second step that manages natural noise in the group rat-
ings, would improve the results as compared to a single step of NNM.

The hypothesis H3 can be tested comparing the results of NNM-GG with those

achieved by NNM-H. NNM-GG results are, in general, overcome by those of the

NNM-H approach. Similarly to the test of previous hypotheses, the results are

tested using the paired samples t-test to compare NNM-GG and NNM-H on the

various configurations explored in the experiment. The p-values are depicted in

Table 6.7, which suggests that in general the results obtained are statistically sig-

nificant. Specifically, NNM-H approach achieves statistically significant results in

all configurations with IB. Regarding UB, NNM-H obtains statistically significant

results for recommendation aggregation with UB+Min.

Therefore, H3 is accepted, for IB prediction techniques and UB+min with rec-

ommendation aggregation. In the remaining cases there is no evidence of differ-

ences between NNM-GG and NNM-H. We can conclude that the best approach

for managing natural noise in group recommendation with IB prediction technique

is the NNM-H approach. It is also the best one for recommendation aggregation-
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based GRSs based on UB that use the minimum as aggregation operator.

6.3.6 Complexity and deployment

The analysis of the results concluded that NNM-H is the best technique for GRSs

based on IB. Therefore, this section focuses on the analysis of the deployment of

such a GRS. Here, we consider two important aspects of a real-world GRS: (i)

the complexity order of the NNM-H approach, and (ii) the frequency of update of

the recommendation model. Therefore, this section aims to study the computa-

tional complexity of NNM-H approach. Moreover, some suggestions are provided

regarding the deployment of NNM-H approach on GRSs with IB prediction.

1. NNM-H computational complexity

NNM-H approach applies first a NNM-GG step before the IB recommen-

dation model is built. After that and before the group recommendation is

requested, a NNM-LG step is applied to the group ratings. Therefore, the

complexity order of each phase of the NNM-GG approach is studied sepa-

rately. First, we analyze NNM-GG, which is composed of two phases:

• Rating detection: all ratings in the dataset are evaluated to detect the

noisy ones. The rating detection complexity order is O(|U | · |I|).

• Rating correction: the value of each rating tagged as possibly noisy

is replaced with a corrected value that is computed using UKNN. The

noisy ratings of each user can be grouped to be corrected all at once

(optimization over Algorithm 4) allowing to compute the neighborhood

only once per user, which is the costly part of the correction phase

with a computational complexity of O(|U | · |I|). The computational

complexity of the rating correction for all users is O(|U |2 · |I|).

Previous research [159] stated that |U | � |I|. Therefore, the complexity or-

der of NNM-GG can be safely expressed as O(|U |2). The rating detection
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and rating correction are executed one after the other. Given that the compu-

tational complexity of the rating correction dominates the complexity of the

rating correction, the computational complexity of NNM-GG is O(|U |2).

Secondly, NNM-LG is analyzed, which is also composed of two phases:

• Rating detection: the ratings in the group RGa• are evaluated to tag

noisy ones, therefore, the rating detection complexity order is O(|Ga| ·

p), where p = max(|Rmk,•|) and mk ∈ G.

• Rating correction: the correction is done similarly to NNM-GG, but

instead of correcting ratings in the whole dataset, only ratings within

group Ga are corrected. Therefore, the computational complexity of

this phase is O(|U | · |Ga|)

Here, the complexity of the rating correction dominates those of the rating

detection because p value is restricted by |I| and |U | � |I| [159]. Sum-

marizing, the complexity added to the model computation for NNM-H is

O(|U |2), and the complexity added to the recommendation computation is

O(|U | · |Ga|).

2. Deployment of a GRS with NNM-H and IB prediction

GRSs based on IB prediction generate a recommendation model, whose cal-

culus have a computational complexity order O(|I|2 · |U |) [159]. This rec-

ommendation model can be computed offline in a deployed GRS, and it is

often updated with certain frequency, such as daily or weekly, to consider

new information [242]. The integration of NNM-H is straightforward, and it

is done executing first the NNM-GG step before generating the recommen-

dation model.

However, when the number of items grows it is not affordable to perform

a complete model updated. This is particularly important in domains with

a large number of items or with a high data variation, such as personalized
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advertising or news recommendation. The size of the dataset in such a do-

main would result in the requirement of more computational resources for

the model update. Incremental models were proposed to reduce the resources

needed in these situations [151], where there are partial updates when new

ratings are added to the dataset. When a new rating rui is added, a noise

detection and correction is performed focuses on it. In the case of a change

in the item or the user classification [239], it is needed to trigger a NNM

process over the corresponding user or item ratings. These tasks require low

computational cost as compared to the cost of updating the model incremen-

tally.

In conclusion, the low computational resources needed by NNM-H approach

are out-weighted by the benefits that it provides in terms of recommendation accu-

racy.

6.4 Summary

This chapter details four approaches aimed to manage the natural noise to allow a

group recommender system achieve better recommendation results. The four ap-

proaches NNM-LL, NNM-LG, NNM-GG, and NNM-H follow the thoughts stated

in three hypotheses posed in section 6.1. The results of the experimentation carried

out show that the application of NNM benefits group recommendation. Specifi-

cally, the hybridization of global and local noise management provided the best re-

sults overall. The experimentation is completed with a computational complexity

analysis. The evidence gathered in the experiment together with the computational

complexity analysis suggests that the application of NNM-H for group recommen-

dation provides accuracy improvements that out-weights the need for additional

computations. Therefore, the application of NNM-H is beneficial for most GRSs,

and it provided greater benefits when it is applied to GRSs that use item-based

collaborative filtering.



Chapter 7

Context-aware question
answering recommendation with
semantic model

7.1 Introduction

Previous chapters propose several recommendation models to deliver successful

recommendations targeted to groups of users. Among the proposed approaches,

there are proposals that focus on keeping the group information for the recom-

mendation, that apply consensus processes to group recommendation, that apply

opinion dynamics models and that manage noise in group ratings. These propos-

als pose an advance in group recommendation. However, researchers pointed out

context-aware recommendations as an interesting research trend within recommen-

dation.

In this chapter, we focus on the extension of recommender systems to provide

context-aware recommendations [8, 127]. An interesting source of information are

microblogging services. This information can be used by a recommender system in

order to analyze and understand collaborative trend interest as the current context.

Therefore, our proposal uses status updates from microblogging services, such as

Twitter, as the source of current trend interest. Formally, a status update consists

of a free text input generated by a user with certain timestamp, among other meta-

data.

173
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The community-based question answering domain produces large amounts of

data, similarly to microblogging services. Hence, recommender systems are widely

applied. In this chapter, we focus on the recommendation of question answering

(QA) items with content-based approach and contextual information integration

[127]. In the community-based question answering domain, users constantly sub-

mit new questions for other users to answer them. Content-based recommendation

is particularly useful to cope with item cold-start, which is produced by the addi-

tion of items to the system. Specifically, among the approaches for content-based

recommendation, content-based approach with textual description is suitable to be

applied in the question answering domain because QA items have a strong com-

ponent of textual information for both formulating the question and answering it

[79].

Several approaches were proposed to deal with question answering recommen-

dation with content-based approaches. Shao et al.[208] propose to label questions

in a latent semantic feature category using Latent Dirichlet Allocation, which is

later used to find the most suitable answerers, i.e., the best users that can answer

a given question. A similar approach was proposed by Zheng et al. [252], which

apply trust-based analysis of answerers together with content analysis. Those two

approaches search for the best answerer for new questions in order to reduce the

answer time. Instead, this chapter proposal focuses on the recommendation of al-

ready answered questions to expand users’ knowledge. In this direction, Odiete

et al. [163] build a graph of expertise from users’ preferences and suggest those

questions that cover the concepts of the gaps of knowledge found in the graph.

An interesting question answering task is to recommend already answered ques-

tions that are suitable for the target user’s area of interest and are relevant re-

garding current collaborative trend interest. Such systems are known as context-

aware content-based recommender systems [66]. DePessemier et al. [66] provide

context-awareness to recommendation in mobile devices through the data provided

by their sensors to recommend news to users. Other examples of context-aware
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content-based recommendation, such as SeaHawk [182] and Prompter [181] use

the location of the source code from which the recommendation is requested as

contextual information to improve the recommendation of StackOverflow ques-

tions. Libra [183] has a similar approach but it also includes resources previ-

ously checked by the user to complete its knowledge about the user context. In

e-commerce scenarios, Parikh et al. [174] use current buzzwords as an indica-

tion of contextual interest to present products that satisfy current trend. No previ-

ous research proposed a model for recommendation in question answering domain

considering current trend interest.

A model for context-aware content-based recommendation for the question an-

swering domain is introduced in this research. The contextual information of this

model is extracted from microblogging systems, which provides the system with

the immediacy they have [105]. This information is used to characterize current

trends in the collaborative trend interest, which helps at recommending answered

question that are related with it. This feature indirectly reduces the over-fitting

problem of content-based approaches. The model clusters the context in order to

identify topics, which are later selected regarding the target user’s interests. These

selected topics influence the user model to integrate context in the profiles, which

enables context-aware recommendation.

The domains considered in such a model are characterized by the large-scale

data in the case of question answering, and the generation of data at high rate in the

case of microblogging services. In order to cope with the scalability requirements

of such a system, the proposal is developed within Spark, a distributed big data

framework that takes advantage of in-memory operations.

The remainder of this chapter is structured as follows. The proposal for context-

aware content-based recommendation in the question answering domain is intro-

duced in Section 7.2. Section 7.3 presents the experimentation and evaluation done

to validate the suitability of the model. Finally, Section 7.4 provides a summary of

this chapter.
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7.2 Context-aware content-based recommender system for
questions based on topic detection in current trend in-
terest

This section proposes LSAContextCluster, a context-aware content-based recom-

mender system. This model is applied in situations in which the recommendation

of answered question can be influenced by specific context. For example, consider

a system that recommends question in the history domain. If currently people are

posting status updates about Columbus Day, the system might promote questions

about the discovery of the Americas. With the aim of providing this behavior, the

proposal includes contextual information in users’ profiles before computing the

recommendation. The recommender system would then compute the recommen-

dations, which are adjusted to both the user’s preferences and the current context.

Figure 7.1 shows the general scheme of LSAContextCluster. It follows the

contextual modeling scheme for integration of contextual information, given that it

considers context when building the recommendation model. LSAContextCluster

is composed of five phases:

(i) QA domain semantic analysis: The LSA modeling is applied to analyze the

term-document matrix and reduce its dimensionality.

(ii) Build user’s preference profile: A preference profile is generated for each

user aggregating the semantic profile of those items that the user liked in the

past.

(iii) Build context model: The stream of recent status updates is analyzed apply-

ing clustering to separate them in several topics. A context topic profile is

calculated for each topic in the LSA space.

(iv) Contextualize user’s profiles: The most similar context to the target user’s

preferences is selected and their profile combined to produce the contextual-

ized user’s profile.
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Figure 7.1: General scheme of the proposed context-aware content-based recom-
mender system for questions based on topic detection in current trend interest.

(v) Prediction: The contextualized user’s profile is compared with documents’

profiles and the most suitable documents are recommended.

7.2.1 QA domain semantic analysis

The first phase of LSAContextCluster is the QA domain semantic analysis. The

community-based question answering dataset is assumed to contain textual infor-

mation of the questions and answers, in which several answers can be associated

to one question. The text of a given question and its answers are combined to-

gether, and the resulting text is processed. The Porter Stemmed algorithm [184] is

applied to stem the terms. After that, the TFIDF approach is applied to build the

term-document matrix.

LSA is applied to the term-document matrix to reduce its dimensionality. This

is done decomposing the term-document matrix in a matrix A that represents all

terms features, a vector s with the singular values, and matrix B with all items fea-

tures (see Eq. 2.6). This decomposition is done with singular value decomposition,

which reduces original matrix dimensionality and keeps its f most relevant singu-

lar values. A and B contains the profiles of terms (see Eq. 7.1) and items (see Eq.
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7.2), respectively, in the feature space.

pro f ileLSA
t j

= {at j,1, . . . ,at j, f } (7.1)

pro f ileLSA
ik = {bik,1, . . . ,bik, f } (7.2)

7.2.2 Building user’s preference profile

In this phase, the user’s profile is built upon the profiles of the items that are relevant

regarding user’s preferences. Users’ profiles need to be expressed in the same

feature space.

The system holds a unary matrix that states whether a given user has expressed

interest in a given item, either creating, commenting or voting it. The set Iu j con-

tains the items that are relevant for user u j. The profile of a user u j is given as:

pro f ileLSA
u j

= ∑
ik∈Iu j

pro f ileLSA
ik = { ∑

ik∈Iu j

pro f ileLSA
ik,1 , . . . , ∑

ik∈Iu j

pro f ileLSA
ik, f } (7.3)

This user’s profile pro f ileLSA
u j

is not normalized because the cosine correlation

coefficient is used to compare profiles, which considers the angle of the vectors

compared and disregards their magnitude.

7.2.3 Context model building

In this phase, the context model is built using the term-document description in

the reduced feature space and the information gathered from the microblogging

service.

In this model, items that are relevant to the current trend interest are promoted

in the recommendation. Current trend interest, i.e., the context, is extracted from

the status updates gathered from microblogging services, such as Twitter. These

status updates contain a free text input that users post, together with meta-data such

as the time-stamp. These status updates are used to build the context model. Figure
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Figure 7.2: Context model building phase.

7.2 shows the scheme of the context model building phase.

The status updates gathered in a given time window compose the context. This

time window is set to 24 hours in this model, although other configurations might

be used in different scenarios. The contextual model phase begins stemming all

words in the status updates. After that, LSAContextCluster filters the terms that do

not appear in the semantic model (see Section 7.2.1).

Each of the status update might be related to a topic. Therefore, the identi-

fication of the topics present in the context is a key task for a suitable contextual

modeling. In order to identify such topics, the proposal applies fuzzy c-means clus-

tering algorithm [33]. For such task, the term representation used is their profile

pro f ileLSA
t j

, and the cosine correlation coefficient is used as profile distance. As a

result, the clustering method outputs a set of clusters. Each of these clusters, noted

as cl , is a topic.

Afterwards, a context profile is generated for each topic identified. This profile

is generated considering the profiles of the terms that compose the target cluster cl
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as shown in Eq. 7.4. These topic profiles compose the context model.

pro f ileLSA
ci

= ∑
t∈ci

pro f ileLSA
t = {∑

t∈ci

pro f ileLSA
t,1 , . . . , ∑

t∈ci

pro f ileLSA
t, f } (7.4)

7.2.4 Users’ profile contextualization

In this phase, users’ profiles are contextualized using the context topic profiles

generated in previous phase to provide contextualized recommendations that are

relevant regarding user’s preferences. To do so, each context profile pro f ileLSA
cl

is

analysed and the most similar one to user’s profile pro f ileLSA
uk

is selected using the

cosine correlation coefficient.

argmax
cl

cosine(pro f ileLSA
uk

, pro f ileLSA
cl

) (7.5)

This way, the user’s profile is contextualized using the context topic most sim-

ilar to the user’s preferences, and a personalized contextualization process can be

carried out. The contextualized user’s profile is generated combining the selected

context topic profile and the user preference profile. This combination is done with

the convex combination.

pro f ileLSA
C,uk

= α ∗ pro f ileLSA
uk

+(1−α)∗ pro f ileLSA
cl

(7.6)

where parameter α regulates the importance of the user preference profile over the

context topic profile.

7.2.5 Prediction

In this phase, the suitability of a given item ik regarding to the contextualized user’s

profile is computed according to the following equation:

pu j,ik,C = pro f ileLSA
C,u j
∗ s∗ pro f ileLSA

ik (7.7)
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The output of this phase is the list of items sorted by their corresponding pu j,ik,C.

The top items are selected to compose the recommendation.

7.3 Experimentation and evaluation.

This section describes the experiment performed to evaluate LSAContextCluster

in various contexts. First, the experimental procedure is explained. After that,

the techniques compared are detailed. Later, the datasets used in the experiment

and the methods for processing them are described. Afterwards, the evaluation

measures used in the experiment are detailed. Finally, the results are shown and

analyzed.

7.3.1 Experimental procedure

The procedure proposed by Sarwar et al. [203] was followed with certain modifi-

cations to consider contextual information:

• Split the dataset in training and test.

• Build the model from the training data.

• Build the profile of each user including contextual information if applicable.

• Recommend to each user based on their profile and the model.

• Evaluate recommendations with the test set.

7.3.2 Techniques compared

The baseline method to compare with was the LSA method without contextual

information. For the sake of fair comparison, the number of features is fixed to 30

features in all the techniques compared in this experiment.

The proposal is evaluated considering three ways to characterize the context

and include it in the QA recommendation:
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• No clustering (LSAContext): The topic in the context profile is considered

to be unique. Therefore, a single profile of the context is built combining the

profiles of all terms:

pro f ileC = ∑
t j∈C
∗pro f ilet j (7.8)

• Weighted by membership (LSAContextClusterFuzzy): Fuzzy c-means clus-

tering is applied. Each cluster profile is calculated from the terms included

in the target cluster. The term profiles are weighted by their membership to

the cluster:

pro f ilecl = ∑
t j∈cl

µt j,cl ∗ pro f ilet j (7.9)

where µt j,cl is the membership of term t j to cluster cl .

• Max membership (LSAContextClusterMax): Fuzzy c-means clustering is

applied. A given term is only used in one topic profile, which is the one to

whom it has the highest membership:

pro f ilecl = ∑
t j∈cl

µ
max
t j,cl
∗ pro f ilet j (7.10)

where µmax
t j,cl

is one if µt j,cl is the maximum membership across all clusters,

and zero otherwise.

The methods compared have the parameter α which is evaluated exploring the

performance of all techniques with α ∈ [0.90,1.00] with increments of 0.01.

7.3.3 Datasets

Two sources of data are considered in the proposal: The QA domain and the con-

textual information. Therefore, two datasets are considered in the experiment.

StackExchange dataset1 is used as input from the question answering domain.

It consists of the database dump of each site in the StackExchange ecosystem. In

1http://data.stackexchange.com/

http://data.stackexchange.com/
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Table 7.1: Main stats of some StackExchange site datasets.

3dprinting academia android history
Users 4025 48448 119810 13433
Questions 597 57967 41423 6127
Answers 1135 16737 49985 12212
Comments 2754 40319 123291 53510
Votes 7860 138416 359710 162809
Ratings 2458 119082 109644 38082
Sparsity 0.99898 0.99996 0.99998 0.99954

this experiment, we focus on the StackExchange site devoted to 3D printing2. Con-

text influence might vary across sites, hence we selected the 3D printing site given

the current interest on such topic. Table 7.1 shows relevant stats of the dataset.

The contextual dataset was defined through a set of interesting keywords. The

proposal focuses on selecting currently hot topics, therefore, the terms news, cur-

rent and situation were selected. A dataset of tweets containing at least one of

these terms was extracted from Twitter, whose stats are depicted in Figure 7.3.

7.3.4 Evaluation Measures

The prediction error is the most widely used measure to evaluate the performance

of recommender systems. However, the techniques compared in this experiment do

not predict ratings. Therefore, the measures available for this evaluation are infor-

mation retrieval ones, such as prediction or recall. However, previous researchers

[95] have remarked that they are not sensible to the sorting of items. Therefore, the

NDCG is used:

NDCG =
DCG

DCGper f ect
(7.11)

2https://3dprinting.stackexchange.com/

https://3dprinting.stackexchange.com/
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Figure 7.3: Contextual dataset used in the experiment, where each day has a dif-
ferent status update count.

where DCGper f ect is the best sorting, this is, the items sorted by their rating in the

test set.

DCGu =
N

∑
k=1

ru,recomu,k

log2(k+1)
(7.12)

where recomu j,k ∈ I is the item recommended to user u in k position.

The dataset is split in training and test sets using the 5 cross-fold validation,

which was executed 20 times to generate different partitions and the results on

each of them were averaged.
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Figure 7.4: Results managing context without clustering

7.3.5 Results

Figures 7.4, 7.5, and 7.6 show the results of the techniques compared. X axis rep-

resents the alpha parameter value. Y axis represents the NDCG. It is worth to note

the α = 1.00 result, which corresponds to the baseline approach because it ignores

the context. In these figures, each series denote the context, whose position shows

the results of the proposal with the corresponding al pha value for the specific day.

Figure 7.4 shows that LSAContext improves the results of LSA (α = 1.00) in

some days (contexts). However, the improvement on these days does not com-

pensates the loss of performance in others. Specifically, LSAContext improves the

results of LSA for all alpha values in 2017-11-28.

Figure 7.5 shows that LSAContextFuzzy improves the results of LSA (α =

1.00). As compared to LSAContext, it obtains better results because LSACon-

textFuzzy results are distributed higher. The results also show that LSAContext-

Fuzzy results improved greatly in 2017-11-28. However, In 2017-11-29, 2017-

11-30 and 2017-12-15 there is a greater magnitude of loss in performance, where
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Figure 7.5: Results managing context with fuzzy membership.

LSAContextFuzzy does not overcome the results of the baseline. In 2017-12-12,

α ∈ [0.90,0.95] yields less performance, but α ∈ [0.96,0.99] provides better results

as compared to LSA.

Figure 7.6 shows that LSA (α = 1.00) results are improved by LSAContextClus-

tering for the majority of the contexts. In some contexts, the good results obtained

are cancelled by the worst results in others. However, LSAContextClustering re-

sults are consistently better than those of LSA.

The results of each proposal with the best alpha value are shown in Figure 7.7.

Notice that LSA does not consider the context, therefore, it has no variability across

days. The results of LSAContext across days have a great variability. The better

results for LSAContext are from 2017-12-08 onwards, but its performance from

2017-11-30 to 2017-12-07 is much worst. On the other hand, the performance of

LSAContextClusteringMax and LSAContextClusteringFuzzy has no drastic drop

in any context. Their performance show ups and downs with no clear best ap-

proach between them. LSAContextClusteringMax results achieved greater peaks

than those achieved by LSAContextClusteringFuzzy in some contexts.
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Figure 7.6: Results managing context with max membership.

Figure 7.8 shows the average performance of each approach across contexts.

LSAContextFuzzy and LSAContext obtain better results than LSA in certain con-

texts but in average they do not overcome LSA results. On the other hand, LSACon-

textClustering results overcome those obtained by the remaining approaches for

α ∈ [0.90,0.97]. Specifically, the best NDCG was obtained bt LSAContextClus-

tering for α = 0.94.

The evidence gathered in the experiment shows that the best technique is LSACon-

textClustering with α = 0.94. In other domains, the optimum value of parameter α

might vary given that this value has been optimized for the 3dprinting QA dataset.

7.4 Summary

This chapter presents a proposal for the integration of current trend interest as

the context of question answering recommendation. Specifically, the model pro-

posed applies first semantic analysis of QA domain, analyses the context applying

clustering and contextualizes user’s profiles with the analysis of the context. This
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Figure 7.7: Results of the proposal to manage context with fuzzy membership.

process allows to integrate current trend interest in the question answering recom-

mendation. The results of the experiment show that the integration of contextual

information extracted from current trend interest improves QA recommendation.

Specifically, the best way to generate the context model is to build the context

topic profile using only the terms whose membership value to the target cluster is

the highest.
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Figure 7.8: Average NDCG of the compared approaches in all contexts.
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Chapter 8

REJA: Location-aware
Consensus-driven Recommender
System for Restaurants

8.1 Introduction

In the previous chapter, a model to deliver question answering context-aware rec-

ommendations based on the current trend interest extracted from a microblogging

system was proposed. The integration of contextual information enhanced the per-

formance of question answering recommendation.

The high interest of people in traveling for leisure has increased the amount

of alternatives for tourists, particularly in areas with relevant natural environment,

monuments or tourist attractions in general. The decision of what to do is affected

by information overload, specially if we focus on the case of restaurants. In these

places, the increasing amount of offers sometimes makes tourists overwhelmed.

Often, the selection of a restaurant leads to sub-optimal decisions, given that users

have limited time to choose a restaurant that meets their preferences and needs.

Therefore, recommender systems can be used in order to support users in such a

decision. Moreover, the importance of context-awareness [88, 94, 191] and group

recommendation [222] for mobile restaurant recommender systems has been high-

lighted in previous research. This motivates us to extend REJA [140, 161, 195], a

restaurant recommender system for the province of Jaén developed in the Univer-

191
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sity of Jaén (Spain), to integrate context-aware and group recommendations. Con-

sequently, this chapter presents two prototypes that implement (i) a location and

trajectory-aware recommender system, and (ii) a location-aware consensus-driven

group recommender system.

The first prototype, LT-REJA, integrates contextual features in restaurant rec-

ommendation. Context-aware recommender systems (CARS) [6] consider that

contextual features influence recommendation utility for users. Hence, CARS fo-

cus on the integration of contextual features in the personalized recommendation.

In the prototype developed, the location is considered to be a relevant contextual

feature, given that it poses an important constraint to the utility of restaurants rec-

ommendation.

In addition to the integration of contextual features, it is also interesting to

consider group recommendation and integrate group agreement to improve the

group recommendations. With such an aim, CLG-REJA extends REJA to provide

context-aware consensus-driven group recommendations.

The remainder of this chapter is structured as follows. Section 8.2 describes

REJA. Section 8.3 introduces the prototype to provide location and trajectory-

aware recommendations LT-REJA. Section 8.4 presents the prototype to provide

location-aware consensus-driven group recommendations. A summary is provided

in Section 8.5.

8.2 Restaurants of Jaén Recommender System: REJA

There are various widespread systems to search and check restaurants, such as

Yelp or TripAdvisor. However, location specific applications are able to provide an

added value that generalistic applications are not able to deliver. REJA1 (REstau-

rants of JAén) [140, 161, 195] is a recommender system developed by Sinbad2

Research Group at the University of Jaén (Spain). REJA is a location specific ap-

plication that focuses on the recommendation of restaurants located in the province

1http://sinbad2.ujaen.es/reja

http://sinbad2.ujaen.es/reja
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(a) Spain (b) Province of Jaén

Figure 8.1: Province of Jaén, location of interest of REJA

of Jaén.

Some relevant features of the environment of REJA are provided. The popula-

tion in the province of Jaén is 654,170 (2015), which is distributed in 14,496km2.

The production of olive oil is the most important economic activity, which occu-

pies around 80% of the cultivable land. Regarding its tourism features, it is worth

to remark that there are four nature parks. There are more than eighty castles and

fortresses in various towns which are in a good preservation state and many of them

were declared Bien de interés cultural (good of cultural interest). Several renais-

sance monuments are also well preserved, such as churches and palaces. These

features made the province of Jaén a location of interest for tourists, and there are

a number of restaurants distributed along the province.

REJA was developed to support users that want to find restaurants that satisfy

their preferences and needs in the province of Jaén through the delivery of per-

sonalized recommendations. User feedback is provided as explicit ratings over the

restaurants. The database is composed of 516 restaurants, and the information that

the system holds about a restaurant is composed of location, phone number, and

type of cuisine, among other relevant features regarding restaurant facilities.

REJA is also able to provide recommendations for anonymous users through

some non-personalized recommendation techniques, such as the most-liked and
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the most-popular ones. It is also able to provide a list of restaurants that are similar

to a given one.

Regarding the personalized recommendations, REJA applies the user-based

collaborative filtering. A registered user that wants to receive recommendations

must provide a minimal set of ratings in order to state their preferences. With this

information, REJA builds a user’s profile that is later used to compute personalized

recommendations.

A common problem of collaborative filtering recommender systems is the avail-

ability of information regarding users. The recommendation for users with a small

amount of information cannot be computed or it is low quality. Such a problem

is named user cold-start. REJA is able to provide recommendations for such users

with the implementation of a commuted hybrid recommender system [195], which

uses a knowledge-based recommender system in cold-start cases.

8.3 Location and trajectory-awareness for recommenda-
tions on the move.

The aforementioned functionality of REJA was developed to be used from home

through a web interface. However, most of interaction with such systems has re-

cently changed to mobile devices. Interaction from mobile devices has several

limitations, such as screen size, non-physic keyboard or battery duration. On the

other hand, mobile devices are equipped with several sensors, such as barometer,

accelerometers, wireless communication interfaces, compass and global position-

ing system (GPS), which are a source of information about the context in which

the interaction with them is done. For this reason, mobile devices interaction is

a good candidate to integrate valuable information of users context, which make

the integration of context-aware recommender systems easier. This later feature of

mobile devices allows to extend REJA recommendations to enable location-aware

requirements.

An interesting case of use of REJA is the following: a user is traveling along the
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Figure 8.2: Displacing the AOI according to the speed and the user-defined param-
eter Router.

province and driving to the next destination, but he wants to stop in a restaurant in

the way. For that, the user has already stated how far is willing to travel through the

Router parameter. If the recommender system considers an area of interest (AOI)

centered in the user’s location (see Figure 8.2a), then the system would recom-

mend restaurants that are already behind user’s path to the destination, which is

not useful. Instead, recommendation utility would increase if the system consid-

ers contextual features to avoid recommending items that are already left behind.

The mobile device is capable of providing location, but also speed and trajectory.

Therefore, the proposed model adjusts the target user’s area of interest displacing

it to better reflect user’s context (see Figure 8.2b). This adjustment and its appli-

cation to filter relevant recommendations results in a contextual post-filtering that

adjusts the recommendations to the target user context.

Therefore, a location and trajectory-aware recommendation model is proposed.

The architecture of the model applies contextual post-filtering [6] in two phases

(i) context-aware filter; and (ii) traditional recommender system. This model uses

location, trajectory and speed of the target user in order to adjust the recommenda-

tions to increase utility.

In the context-aware filter phase, the target user’s area of interest is calculated

to be later applied to the recommendations. With such an aim, the model holds

the user’s location P. In order to adjust the AOI, the P′ point is calculated, which

is a translation of the users’ location regarding the speed and trajectory. With

such endeavor, the system holds the historic of positions of the target user. This
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Figure 8.3: The AOI is translated from P to P’, according to the user’s speed and
trajectory.

information is user together with the values given by the GPS to determine user’s

speed and trajectory, which determine the transformation T applied to P to obtain

P′ (see Figure 8.3):

P′ = P+T (8.1)

T =−→u j d Router (8.2)

where P is the user location, T is the displacement, −→u j is a normalized vector that

indicates user u trajectory, Router is a user defined parameter and d ∈ [0,1] is a fuzzy

parameter calculated regarding user’s speed:

d =


0 i f speed < a
x−a
b−a i f speed ≥ a and speed < b

1 i f speed ≥ b

(8.3)

where speed is the average speed of the user in km/h. Considering that speed

limit is 120km/h in most countries, we propose to use the following parameter
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Figure 8.4: d depends linearly on the user’s speed

values: a=40km/h, b=120km/h (see Figure 8.4). These values assume that if the

user is moving at less than 40km/h, the user is in an urban environment and no

displacement of the area of interest is done. In the case of a speed greater than this

value, the area of interest moves forward to avoid recommending items left behind.

The maximum displacement of the area of interest is reached when moving at

120km/h.

In the recommendation phase, only the items that lie within the area of interest

are candidates of the recommendation. Therefore, the recommendation function is

modified to consider contextual features:

Prediction(u j, ik,P,d,−→u j ) = r̃u j,ik ∗min(Router−distance(ik,P′),0) (8.4)

where distance(ik,P′) is the euclidean distance from the center of the AOI to item

ik location. It is worth to mention that the prediction function is zero for items

out of the AOI, therefore the computations needed to recommend are only those of

items within the AOI.

Finally, the items with the highest prediction value are recommended to the

user.

8.3.1 Prototype: LT-REJA

LT-REJA implements the aforementioned model. Figure 8.5 depicts two examples

of use. Figure 8.5a shows the location of the user with a green pin. Given that the

user location is fixed, the area of interest is centered in this location. Figure 8.5b
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(a) On site request (b) On-the-move request

Figure 8.5: Area of interest for two user’s contexts.

shows the area of interest of a moving user, which appears ahead of the path in or-

der to consider only restaurants that are in the way of his movement and overlooks

those already left behind.

The prototype has a client-server architecture depicted in Figure 8.6. The client

part is composed of the mobile device and the application, which is in charge of

the user interaction, gathering the context and requesting recommendations. The

server part is composed of the services available to respond to the client queries,

which also runs the recommender system.

The prototype requests user log-in data and prompts the user with a slider to

provide the desired Router parameter value. Moreover, the prototype starts gathering

the location from mobile device sensors to determine the user’s location, trajectory

and speed. With this information, the client can compute the adjusted AOI center

P′ and use it later to request recommendations.

When the server receives a recommendation request, it selects the set of candi-

date items comparing all items location to the center of the adjusted AOI sent by
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Figure 8.6: LT-REJA prototype architecture. Contextual information is incorpo-
rated with the contextual post-filtering approach.

the mobile device. This comparison results in a reduced list of items for which the

server needs to predict a rating value, which is the computational expensive part.

When this process finishes, the server side responds with a XML that contains the

recommended items with their descriptive information, such as restaurant location,

description, phone, among other details.

The recommendations are depicted on a map-based interface. The client part

is in charge of requesting new recommendations to the server whenever the user’s

context changes and the adjusted area of interest changes. This way, the recom-

mendation list is updated as the user travels.
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(a) 40km/h (b) 80km/h

(c) 120km/h (d) No context.

Figure 8.7: LT-REJA prototype screenshots for various contextual situations.
User’s location is depicted with the green pin, and recommended restaurants with
red pins. The adjusted AOI has been depicted in these figures with a blue circle
(Router=2km).
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Figure 8.7 illustrates the behavior of the prototype for several contextual situa-

tions. Figures 8.7a, 8.7b, and 8.7c depict the adjusted area of interest P′ calculated

by the mobile device with a green pin and the red pins are the recommended items.

Notice that for all these cases, the location and trajectory of the users is constant,

and the speed is 40km/h, 80km/h and 120km/h, respectively. Notice that the blue

circle is not shown in the prototype, it has been added here for the sake of clear-

ness. Figure 8.7d shows the recommendations computed without considering the

context, which shows recommended items spread all over the province of Jaén.

8.4 Location-aware consensus-driven group recommenda-
tion

Previous sections describe the functionality of REJA regarding recommendation,

such as non-personalized recommendation, knowledge-based recommendation, or

the integration of contextual features. Restaurants are social items in the way that

they are generally used in groups, therefore, a restaurant recommender system

should provide group-personalized recommendations. This section describes the

integration of context-aware features in the consensus-driven group recommender

system. This extension aims to provide group-personalized recommendations that

satisfy group’s members and are also suitable regarding the context in which they

are.

In REJA, the feature of the group context considered relevant is the location

of the group. Regarding the contextual information available in the database over

the items, the location of the candidate restaurants is stored. Given the limited

amount of feedback available in REJA database, pre-filtering approaches are not

used because they suffer from data sparsity and large amount of information is

needed in order to overcome the results of post-filtering contextual integration ap-

proaches [7]. Contextual post-filtering allows to apply a re-rank or filter function

to recommended items in order to discard those recommendations that are not rele-

vant regarding the context in which the recommendation is requested. The context
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Figure 8.8: General scheme of the context-aware group recommender of REJA

considered in REJA is composed of the location of the target group, therefore, a

function that penalizes items far from the group is applied in the post-filtering.

ConsensusGRS does not consider contextual information as is defined in Chap-

ter 4, therefore, a step to contextualize the recommendation is included in or-

der to provide the model with location-awareness. Figure 8.8 depicts the gen-

eral scheme for the consensus-driven location-aware group recommender system,

which is composed of the following phases:

1. Individual recommendation: A single user RS is used to generate members’

individual recommendations.

2. Recommendation contextualization: A post-filtering function is applied to

consider group context in the recommendation and produce contextualized

individual recommendations.

3. Consensus phase: The automatic consensus module processes the contex-

tualized individual recommendations to compute the contextualized agreed

group recommendations.

These general phases are detailed in the remaining of this section.

Individual recommendation

In the individual recommendation phase, the individual recommendations are gen-

erated. The single user recommender system computes recommendations for each

member individually. A list of items with their rating prediction is generated for
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each member. These recommendations lists are filtered to consider only items that

are commonly recommended to all group’s members.

Recommendation contextualization

Once the individual recommendations are computed, a contextual post-filtering

process is applied in the recommendation contextualization phase in order to con-

sider group’s location. Therefore, a distance to the group location is computed in

order to re-rank items.

A fuzzy method is applied in this re-ranking in order to provide certain flexibil-

ity in the process. This flexibility support the election of parameter δ by the group

manager, which reflects the distance that the group considers suitable to move in

order to reach a restaurant that suits their preferences. The parameter δ is used by

the system to discard those items that are too far to reach, and the prediction of

items that lie near the boundaries of the area of interest is modified in a soft way

according to Eq. 8.5 and 8.6.

r̃′m jik = rm jik ∗wG,ik ,wG,ik ∈ [0,1],m j ∈ G (8.5)

wG,ik =



1 i f d(G, ik)≤ δ

1− d(G,ik)−δ

δ ′−δ
i f δ ≤ d(G, ik)≤ δ ′

0 i f d(G, ik)≥ δ ′

(8.6)

where d(G, ik) is the distance between group and item location, δ is defined by the

group manager, and δ ′ value is defined from δ :

δ
′ = δ ∗ (1+α), α ∈ [0,1] (8.7)

where α is a parameter that defines how flexible is the contextual filtering. In

REJA, α is set to 0.2, but it might be different in other recommendation domains.



204 CHAPTER 8. LOCATION-AWARE CONSENSUS-DRIVEN RECOM...

After this, the contextualized predictions are first converted to order relations

Om jik ranking items by rating prediction in descending order. Similarly to the

model described in Chapter 4, the items are pre-filtered in order reduce the set

of alternatives for the later consensus reaching process. This is done with the

single transferrable voting [74], which outputs the set of items considered in the

recommendation ĨR̃G•
.

Order relations Om jik are first filtered to keep only items in ĨR̃G•
and generate

Õm jik . After that, filtered order relations Õm jik are transformed to preference rela-

tions using Eq. 4.5. The results of this phase are the fuzzy preference relations Pm j

of all member m j ∈ G, which are passed to the consensus phase.

Consensus phase

The fuzzy preference relations of all members are used in the consensus phase as

the initial preference of members regarding the items. The automatic consensus

support system model based on feedback [170] is applied over them, as explained

in Section 4.2.2. The items with the highest preference value for the group are

recommended.

8.4.1 Prototype: CLG-REJA

LT-REJA implements the aforementioned model. The prototype aims at providing

restaurant recommendations in the province of Jaén. Figure 8.9 depicts the archi-

tecture of the prototype, which follows the client-server architecture paradigm.

The mobile devices of group’s members compose the client side, which have

the prototype installed. The prototype allows group’s members to create the group

in the system and join. The client side gathers contextual information of the users

when they request recommendations. The server side provides a web service that

allows to gather users’ preferences, holds information about the group composition

and processes the contextual information sent by the client side. With this infor-

mation, it computes the recommendation and sends it back to the clients, who are

in charge of displaying it.
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Figure 8.9: Architecture of the prototype for location-aware consensus-driven
group recommendations.

Therefore, the client-side prototype is installed on users’ devices. Once the

application is launched, the users provide their log-in data. Figure 8.10 depicts the

screens used for the log-in task. Specifically, the login screen is depicted in Figure

8.10a, and the initial screen after the login is shown in Figure 8.10b

After all group’s members have completed the login task, a user assumes the

role of group manager creating the group and sending join invitations to the remain-

ing members. The aim with this task is to build the group and send this information

to the server side. Figure 8.11 shows the create group task. Specifically, a screen

with the groups already created is depicted in Figure 8.11a, which also allows to

create a new group. The screen to add group’s members to the new group is shown

in Figure 8.11b.

When the group is created, the group creator is able to request recommen-

dations for the groups as shown in Figure 8.12a. This task is composed of two

screens. Figure 8.12a shows the screen provided to gather groups preferences re-

garding the recommendation. This screen provides a slider to allow the group man-

ager to pick the desired value for δ . The group recommendations are displayed in a
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(a) Login page. (b) Logged user screen.

Figure 8.10: Screens of the prototype for the login task.

map centered at the group location as shown in Figure 8.12b, which allows group’s

members to explore the recommended restaurant in details. This map visualization

supports the group at taking the final decision showing them relevant information

of the restaurants recommended.

8.5 Summary

This chapter has shown two models developed to support the recommendation of

restaurants. The first model integrates contextual information to the restaurant rec-

ommendation for the case of use in which a user request recommendations when

traveling. Therefore, the recommendation model considers the location and tra-

jectory to recommend items ahead of the user’s position. This model is imple-

mented in a working prototype named LT-REJA. The second prototype consid-

ers that restaurants are social items, therefore, they are recommended to groups.
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(a) Group creation. (b) Members specification.

Figure 8.11: Screens of the prototype for the group formation task.

Given that the satisfaction of users needs is a key aspect in the recommendation

of restaurants, the consensus-driven model proposed in Chapter 4 is extended to

provide context-aware recommendations through the consideration of group loca-

tion. Therefore, the general recommendation scheme of the consensus-driven GRS

is modified applying contextual post-filtering to re-rank alternatives regarding their

suitability to the recommendation context. This modified model is implemented in

a working prototype named CLG-REJA. Both prototypes extend REJA capabilities

to be used in mobile devices.
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(a) Recommendation request. (b) Map visualization.

Figure 8.12: Screenshots of prototype for the recommendation task.



Chapter 9

Conclusions and further study

This chapter concludes the whole thesis and provides some further research direc-

tions of the topic.

9.1 Conclusions

This research is motivated by the challenges and practical new trends in recom-

mender systems such as group recommender systems and context-aware recom-

mender systems. The main contributions on this thesis are the following ones:

1) It develops a hesitant fuzzy sets-based representation of group’s preferences

(Research Objective 1) and a hesitant fuzzy sets-based group recommendation ap-

proach (Research Objective 2) in Chapter 3.

A method to represent group’s preferences using hesitant fuzzy sets is pro-

posed, where the multiple ratings stated over one item by all members are modeled

as the group hesitation regarding the rating of such an item. This way, the ag-

gregation process is avoided and also the associated information loss. A novel

recommendation method called HGRM that builds upon the aforementioned group

modeling is developed. The group’s preference modeling with hesitant fuzzy sets

is used to find suitable neighbors to the target group. The hesitant Pearson’s cor-

relation coefficient allows to compute similarities between groups and users to

build the group neighborhood. This way of computing the similarity to the group

avoids to aggregate the group ratings in a pseudo user, which overlook specific

209



210 CHAPTER 9. CONCLUSIONS AND FURTHER STUDY

features of the group ratings and diminishes the diversity of the ratings. The exper-

iment performed shows that HGRM enhances recommendation diversity as long

as group size increases. A mixed metric of accuracy and diversity is used to com-

bine both, for which HGRM shows remarkable improvements for different relative

importance of accuracy over diversity. This evidence suggests that the new pro-

posal delivers more diverse and accurate recommendations compared with other

approaches.

2) It develops a framework for group recommendation based on consensus reach-

ing processes and two models that integrate the minimum cost consensus model

(Research Objective 3) and the automatic consensus support system model based

on feedback (Research Objective 4) in Chapter 4.

A group recommendation framework for consensus reaching processes is de-

veloped. Two models within this framework have been developed. The first model

applies the minimum cost consensus model to find the minimum changes that in-

crease the consensus within the group. The second model applies the automatic

consensus support system model based on feedback to improve members agree-

ment before the recommendation. In both models, the group recommendation is

calculated after a high agreement is reached. This framework provides existing

group recommender systems with a way of improving members’ satisfaction re-

garding the group recommendation. The experiments performed suggest that the

proposed framework for consensus in group recommendation improves the results

compared with other approaches.

3) It develops an extension of opinion dynamics model dealing with relationships

among members for group recommendation (Research Objective 5) and a group

recommendation approach that ensures consensus on members opinions (Research

Objective 6) in Chapter 5.

The Pre-GROD model is developed, which is an extension of the DeGroot’s

opinion dynamics model for group recommendation. The framework considers the

relationships between members’ preferences in the group recommendation with
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DeGroot’s model, which is used to reproduce the opinion change within the group

regarding the relationships among members’ preferences. Moreover, an extension

of the DeGroot’s model for group recommendation named GROD is developed to

ensure that the group always reaches consensus. In the cases where the opinion

evolution in the DeGroot’s model does not lead to consensus opinions, a modifi-

cation of the members’ relationships is done to ensure that opinions always reach

a consensus value. The experiments performed show that both Pre-GROD and

GROD overcome the baseline. In one experiment, Pre-GROD is evaluated to de-

termine the best similarity measure, which shows that asymmetric similarities play

an important role in the analysis of members’ preferences. This fact suggests that

asymmetry reflects better how the group makes decisions. In a second experiment,

GROD model is evaluated in groups without consensus, which shows that ensuring

consensus improves recommendation compared to the baseline and Pre-GROD. In

conclusion, opinion dynamics models and the consideration of consensus within

them provides better recommendations as compared with other approaches.

4) It develops extensions of natural noise management focused on group recom-

mender systems databases (Research Objective 7) and a pre-processing approach

for natural noise management in group recommendation (Research Objective 8) in

Chapter 6.

A natural noise management approach for group recommender systems is de-

veloped. The specific features of the group recommendation show two levels in the

ratings: the local level regarding the group and the global level. Three approaches

are developed considering these levels: NNM-LL, NNM-LG, NNM-GG. A natu-

ral noise management approach for group recommender systems databases named

NNM-H is developed building upon the aforementioned approaches through a cas-

cade hybridization. First, a global natural noise management process is performed

to reduces the noise in the entire dataset. After that, a refinement step focuses

on target group ratings. The experimentation shows that the application of NNM

in group recommendation provides improvement to a group recommender system
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that uses the de-noised ratings dataset.

5) It develops a method for topic identification within collaborative trend interest

(Research Objective 9) and a context-aware recommendation approach considering

collaborative trend interest (Research Objective 10) in Chapter 7.

A method for detecting the multiple topics in context extracted from microblog-

ging systems is developed to separate the several topics that are present in users sta-

tus updates. This is done applying the fuzzy c-means clustering algorithm, which

improves context characterization. A method for semantic context-aware question

answering recommendation called LSAContextCluster is developed. This method

uses the aforementioned context characterization method to contextualize target

user preference profile, which provides both context-aware and personalized rec-

ommendations. The combined profile allows the system to consider user’s prefer-

ences and contextual information in the recommendation. The experiment results

show that LSAContextCluster provides better results as compared to the baseline

method. The results suggest that the consideration of contextual features benefits

the recommendation in community-based question answering.

6) It develops two prototypes for the extension of a tourism recommender system

with context-awareness in Chapter 8. One prototype implements a model that in-

tegrates a location and trajectory-aware recommender system. Another prototype

implements a location-aware consensus-driven group recommender system (Re-

search Objective 12).

Two models are extended to provide context-aware recommendations. The

first model integrates location and trajectory-awareness in recommendation. The

second model integrates location-aware consensus-driven recommendations for

groups. Both models are developed in two working prototypes that build upon the

REJA recommender system. Two important issues within tourism are considered,

which are the ubiquity and social feature that involves tourism activities. The pro-

totypes developed extend the functionality of REJA to integrate both context-aware

and group features in the recommendation.
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9.2 Further study

There are still some limitations of the current study:

• There are several models proposed for group recommender systems that ad-

dress limitations of the previous models, such as the modeling of group’s

preferences, the consideration of consensus in group recommendation, the

integration of group dynamics in the recommendation model and the man-

agement of natural noise. These models address the aforementioned limi-

tations separately, and a comprehensive model that combines all these im-

provements should be provided.

• The proposed model for context-aware question answering recommenda-

tion is targeted to individual users. However, there are domains in which

group recommendation would be necessary, such as e-learning. Moreover,

the characterization of the trend interest is limited to content analysis, which

could be improved.

The aforementioned limitations might be overcome with studies in the follow-

ing directions:

• The combination of the models proposed in this research will be investi-

gated. With such an aim, the hybridization of the approaches is a promising

research direction to provide a comprehensive model that delivers diverse

recommendations, provides agreed solutions, considers group dynamics and

applies noise reduction techniques.

• The extension of the context-aware question answering recommendation model

to provide group recommendations will be investigated. Moreover, the char-

acterization of trend interest could be improved considering techniques from

social network analysis.
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A knowledge based recommender system with multigranular linguistic in-

formation. International Journal of Computational Inteligence Systems,

1(3):225–236, 2008.

[142] P Massa and P Avesani. Trust-aware collaborative filtering for recommender

systems. In Meersman, R and Tari, Z and VanderAalst, W and Bussler,

C and Gal, A and Cahill, V and Vinoski, S and Vogels, W and Gatarci,

T and Sycara, K, editor, ON THE MOVE TO MEANINGFUL INTERNET



BIBLIOGRAPHY 233

SYSTEMS 2004: COOPIS, DOA, AND ODBASE, PT 1, PROCEEDINGS,

volume 3290 of Lecture Notes in Computer Science, pages 492–508. RMIT

Univ, Sch Comp Sci & Informat Technol; Vrije Univ Brussel, Dept Comp

Sci, Springer-Verlag Berlin, 2004.

[143] Judith Masthoff. Group recommender systems: Combining individual mod-

els. In Recommender Systems Handbook, chapter 21, pages 677–702.

Springer US, 2011.

[144] Judith Masthoff. Group recommender systems: Aggregation, satisfaction

and group attributes. In Francesco Ricci, Lior Rokach, and Bracha Shapira,

editors, Recommender Systems Handbook, pages 743–776. Springer US,

2015.

[145] Judith Masthoff and Albert Gatt. In pursuit of satisfaction and the prevention

of embarrassment: affective state in group recommender systems. User

Modelling and User-Adapted Interaction, 16(3-4):281–319, SEP 2006.

[146] Joseph F. McCarthy and Theodore D. Anagnost. Musicfx: an arbiter of

group preferences for computer supported collaborative workouts. In Proc.

of CSCW ’98, pages 363–372. ACM, 1998.
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Appendix A

Searching groups without
consensus.

This appendix details how to build groups of users that do not reach consensus

based on a given similarity measure between users. This method is used in the

experiment shown in Section 5.3.5 to measure the effect of the consensus in the

recommendation results.

To analyze if a group reaches consensus following DeGroot model, the pres-

ence/absence of opinion leaders is determined. If the group has at least one opinion

leader, then the group reaches the consensus. Therefore, to find groups that do not

reach consensus we need to find groups groups without opinion leaders.

The number of different subsets of size k over a set of size n is
(n

k

)
. Given that

in RSs the number of users is large, the number of possible groups is large. For

example, the versions of Movielens dataset are 100k, 1m, 10m, 20m and have

943, 6040, 69878, and 138494 users, respectively. Netflix dataset has 480189

users. Therefore, exhaustive search is not an option to find groups without opinions

opinion leaders of arbitrary size k.

Additionally, the way in which the weighting matrix is computed and the fea-

tures of the data affect also to the density of groups that fulfill the restriction com-

pared to the number of combinations. With the definition done (see Eq. B.5), the

number of possible groups of size k is too large compared to the number of groups

that satisfy the restriction, therefore a depth-first search with random starting point
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is performed.

If we analyze the restriction made over the group, E leaders
G = /0, to build groups

fulfilling this restriction, it is clear that we need to analyze the way in which the

pairwise relationships are computed.

If a given group G does not have opinion leaders, then the addition of a user

G∪{u} might result in a group with opinion leaders, if the user being added has

relationships with the opinion leaders of the subgroup. On the other hand, if the

user being added only has relationships with the members of one network partition,

the group will have no opinion leaders.

On the other hand, if a group G has at least one opinion leader, the addition of

a user u could either maintain or break this situation. The resulting group G∪{u}

has opinion leaders if the user u is connected to the group. If the user u does not

have connections to the group, or the connections are from opinion followers to

user u, then the resulting group will have no opinion leaders.

Once we have analyzed the restriction, we can focus on maintaining the absence

of opinion leaders. The implementation of the algorithm is based on the fact that

a group without opinion leaders can be decomposed in a series of user additions

that fulfill the restriction. To allow this construction, a group of one member is

considered to have no opinion leader. Then, members are added to the group until

it reaches the desired size maintaining the restriction of having no opinion leader.

This way, we can build groups with no opinion leaders inductively.

This decomposition is illustrated by an example provided, which is composed

of the weighting matrix described in Table A.1 and the decomposition shown in

Table A.3.

Table A.1 shows the pairwise similarities of a group of ten users. From this sim-

ilarity matrix, the weighting matrix can be computed using Equation 2.27. Note

that according to DeGroot’s model [68] the consensus opinion is a linear combi-

nation of the initial opinions of all agents, and the combinational coefficients are

related to the left eigenvector associated with the eigenvalue 1 of the weighting



251

Table A.1: Similarity matrix a group of ten users that have no opinion leaders
(rounded to two decimals).

40 148 260 353 775 792 812 824 866 915

40 1.00 0 0.14 0.43 0.43 0 0.23 0.20 0.31 0.49
148 0 1.00 0 0 0 0.06 0 0 0 0
260 0.21 0 1.00 0.29 0.29 0 0.29 0.17 0.21 0.33
353 0.60 0 0.28 1.00 0.52 0 0.32 0.08 0.20 0.44
775 0.54 0 0.25 0.46 1.00 0 0.18 0.07 0.39 0.50
792 0 0.09 0 0 0 1.00 0 0 0 0
812 0.40 0 0.35 0.40 0.25 0 1.00 0.40 0.10 0.30
824 0.35 0 0.20 0.10 0.10 0 0.40 1.00 0.10 0.25
866 0.55 0 0.25 0.25 0.55 0 0.10 0.10 1.00 0.40
915 0.65 0 0.31 0.42 0.54 0 0.23 0.19 0.31 1.00

Table A.2: Linear combination of the initial opinions for each opinion group
(rounded to two decimals).

λ40 λ148 λ260 λ353 λ775 λ792 λ812 λ824 λ866 λ915

cG1 0.17 0 0.10 0.13 0.15 0 0.10 0.07 0.10 0.15
cG2 0 0.59 0 0 0 0.40 0 0 0 0

matrix. The adjacency matrix has two eigenvectors associated to the eigenvalue 1

(see Table A.2), hence group’s opinions will polarize to two values regarding the

network partition. One partition is composed of users [148,792] and the other is

composed of the remaining members.

Table A.3 describes how the group can be described inductively in a series of

groups that fulfill the imposed predicate. In every step, the partial result is a group

without opinion leaders, and a user is added maintaining the restriction that the

group has no opinion leaders. Note that the order in which the users are added

from step 3 and afterwards can be permuted without changing the final result.

Data: U,I,R,conditionOverGroup,seed
1 G = /0
2 foreach i=1 to N do
3 seedi = seed + i
4 Gi= searchGroup(conditionOverGroup,K,K,seedi)
5 G = G∪{Gi}
Algorithm 6: Procedure to search for a given number of groups with the condi-
tion imposed.

Algorithm 6 shows the search of the groups with random starting points. The
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Table A.3: Decomposition of the group in subgroups without opinion leaders. The
user added in each step is marked with the label of the network partition that it
belongs to.

Step

Users 0 1 2 3 4 5 6 7 8 9 10

40 A A A A A A A A A A
148 B B B B B B B B B
260 A A A A A A A A
353 A A A A A A A
775 A A A A A A
792 B B B B B
812 A A A A
824 A A A
866 A A
915 A

seed determines the ordering in which the users are checked to find groups fulfilling

the condition defined by the predicate conditionOverGroup. This general searcher

relies on a function to find a specific group that has no opinion leaders of the

requested size. Given that the method conditionOverGroup starts searching from

a different point and continues the search in a different order on each cycle of the

loop, which is determined by seedi, the method finds groups composed of different

users.

Algorithm 7 details how the depth search is done to find a group that fulfills

the predicate conditionOverGroup in a fast way. The requisite of the predicate is

that it must be inductive, this is, a group of arbitrary size k that fulfills the predicate

can be decomposed in additions of users whose partial result also fulfills the pred-

icate. The algorithm is implemented following first in-depth search. This way, the

recursion allows to rapidly discard the partial results that do not lead to a solution.

To do so, the users that can be added are reduced, getUnexploredUsers obtains the

sub-list of users that have not been explored yet. If getUnexploredUsers returns

an empty list or Gk, the search has reached a dead end and the current branch of

search is discarded.

The predicate imposed over the groups to be found is described in Algorithm

8. The predicate extracts the weighting matrix of the group and computes the set
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Data: U,conditionOverGroup,k,K,seed
1 Useed = randomSort(U,seed)
2 if (k = 1)then
3 G1 = {ui | ui ∈Useed}
4 return G1

5 else
6 Gk−1 = searchGroup(conditionOverGroup,k-1,K,seed)
7 Gk = /0
8 foreach (g in Gk−1)do
9 Ureduced = getUnexploredUsers(g,Useed)

10 foreach (u in Ureduced)do
11 if (conditionOverGroup(g∪{u}))then
12 if (k=K)then
13 return g∪{u}
14 else
15 Gk = Gk∪{g∪{u}}

16 return Gk

Algorithm 7: Depth search of one group of size k that fulfills the given predicate

of opinion leaders. To do so, it relies on the function path, that computes if there

is a path to reach from u j to ui. Opinion leaders must be accessible from all the

remaining members. If the set of opinion leaders is empty, the group fulfills the

predicate.
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Data: extractSocialNetwork,G
Output: boolean

1 socialNetwork = extractSocialNetwork(G)
2 Gleaders = /0
3 foreach (ui in G)do
4 boolean isAccessibleByAll = true
5 foreach (u j in G−{ui})do
6 isAccessibleByAll = isAccessibleByAll∧ path(u j,ui) ∈

socialNetwork
7 if (isAccessibleByAll)then
8 Gleaders = Gleaders∪{ui}

9 return |Gleaders|= 0
Algorithm 8: Check if a group does not have opinion leaders.



Appendix B

Similarity measures

Many recommendation approaches rely on computing similarities between users,

specifically, the user-based collaborative filtering [159, 190] does. In these works,

the similarity measure allows to capture the taste of the user and find other users

with similar taste, whose ratings are used to predict ratings for unexperienced

items.

Definition 7 A similarity measure is the degree to which two things are similar. It
is defined as a real value that expresses how similar two objects are. Their features
are given in the same space:

sim : X×X → [0,1] (B.1)

Some interesting properties of similarity measures [201] are the following:

• Constancy of self-similarity: sim(A,A) = sim(B,B)

• Symmetry: sim(A,B) = sim(B,A)

• Transitivity: sim(A,B) = sim(B,C) = sim(A,C)

• Maximality: sim(A,B)≤ sim(A,A)

In RSs there are some works that take into account asymmetric similarities

[180]. Moreover, transitivity is often not hold by RSs similarities because they

consider co-rated items, and therefore they potentially use different features to

compare two users.

255
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Several similarities have been defined in RSs to compare users regarding vari-

ous aspects:

• Similarity of preferences: They evaluate similarity of taste between the users

comparing how they rate items. These measures have been widely explored

in the literature to improve the results of the user-based collaborative filtering

[159]:

– Pearson’s correlation coefficient: Measures the correlation between the

ratings given for co-rated items.

pcc(u j,uk) =

∑
il∈Iu j∩Iuk

(ru jil − ru j)(rukil − ruk)√
∑

il∈Iu j∩Iuk

(ru jil − ru j)
2
√

∑
il∈Iu j∩Iuk

(rukil − ruk)
2

(B.2)

– Cosine coefficient: Measures the similarity of the vectors of co-rated

items for two users.

cosine(u j,uk) =
|| ~Ru j ∗ ~Ruk ||
|| ~Ru j || ∗ || ~Ruk ||

(B.3)

• Demographic similarity: Measures how demographically similar are the

users.

– Vozalis and Margaritis [226] demographic similarity: Cosine over vec-

tor representation of demographic features.

• Overlapping of experiences: They evaluate the degree to which users have

had similar experiences. These kind of measures are different from rating

correlation ones in the sense that they compare if users have been exposed

to the same items, without evaluating the user satisfaction towards the expe-

rience [180].

– Relevance factor: Similarity measure often used to correct preference

similarities [104]. It is often used as a penalty to similarities computed
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with less than certain number of ratings:

relevanceFactor(u j,uk) = Min(1,
|Iu j ∩ Iuk |

relevanceFactorValue
) (B.4)

– Conditional probability [180]: It measures how much the target profile

is covered by the other profile.

condProb(u j,uk) =
|Iu j ∩ Iuk |
|Iu j |

(B.5)

– Sorensen index [180]: It also takes into account the proportion ratings

in common between users:

sorensen(u j,uk) =
2∗ |Iu j | ∗ |Iuk |
|Iu j |+ |Iuk |

(B.6)

• Combination of several measures: There are some measures that combine

several types of measures:

– Asymmetric Cosine [180]: Given that measures based on overlapping

of experiences discard the value of the rating, which can result in a loss

of important information, this measure combines the cosine coefficient,

Sorensen index and the conditional probability.

asymCos(u j,uk) = cosine(u j,uk)∗ condProb(u j,uk)∗ sorensen(u j,uk)

(B.7)

The explored similarity measures are used in Chapter 5 to extract the interac-

tions between users, which are used to drive the opinion dynamics model.
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