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Abstract

Network deployment in wireless networks implies the distribution of the com-
munication nodes to improve some key operational aspects, such as energy
saving, coverage, connectivity, or simply reducing the network cost. Most
node placement approaches are focused on static scenarios like WSNs, where
the topology of the network does not vary over time. Nevertheless, there ex-
ist certain situations in which the network node locations can continuously
change. In this case, the use of special nodes, so-called Relay Nodes (RNs),
contributes to supporting, maintaining or recovering communication in the
network. The present work introduces a multi-stage dynamical RN placement
solution to lead the RNs to their time-varying optimized positions. The ap-
proach, named Dynamical Relay Node placement Solution (DRNS), is based
on the use of Particle Swarm Optimization (PSO) algorithms and is inspired
by Model Predictive Control (MPC) techniques following a bi-objective op-
timization procedure, where both network connectivity and throughput are
jointly maximized. DRNS is validated in both simulated and real environ-
ments composed of mobile robotic nodes, the results showing its goodness
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and operational suitability for real MANET environments.

Keywords: Relay node, Placement solution, Optimization process, PSO,
MANET

1. Introduction

Node placement design strategies rely on a diversity of network perfor-
mance goals: coverage, network connectivity and network longevity, among
other objectives, and it will depend on the specific application/context. In
particular, on the static or dynamic nature of the environment. In the former
case, the initial location of the nodes remains constant over time, whereas in
the latter case the locations will change [1]. An example of static network
scenarios are Wireless Sensor Networks (WSNs) [2]. On the other hand,
Mobile Ad hoc NETworks (MANETs) [3] constitute a typical example of
dynamically changing scenarios.

MANETs are recommended, for example, when the fixed communication
infrastructure is no longer available due to natural disasters to support com-
munication among human rescue patrols. In such situations, maintaining
communication is of utmost importance because connectivity degradation
could cause human losses. For that, it is useful to consider additional nodes
called Relay Nodes (RNs), whose main role is to forward the information
among the remaining nodes. Consequently, the adequate use of RNs is par-
ticularly recommended to provide more resilient and survivable networks
against disconnections regardless of the origin (movement of the nodes, mal-
functions or malicious actions).

Optimal RN placement is a very challenging problem that has been proven
to be NP-Hard [1]. To address such a complexity, most proposals in the spe-
cialized literature provide suboptimal solutions supported by heuristics, and
almost all mainly focus on static environments [4]. Thus, most current works
on RN placement are intended to find an optimal (minimum) number of RNs
by considering specific performance goals [5, 6]. On the other hand, in dy-
namically changing scenarios, static solutions cannot be successfully applied
because the location optimality at a certain time does not hold during net-
work operation. Therefore, proposals addressing RN dynamic re-positioning
according to the changes in the network topology are necessary [7, 8, 9, 10].

Although dynamic RN re-location solutions provide more adaptable sys-
tems against different circumstances, they involve additional challenges to be
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addressed in comparison with their static counterparts. Basically, dynamical
RN placement solutions should give response to the following two questions:
(i) what are the RN optimized locations at a given time, and (ii) how should
they move toward those locations. The former one implies considering ex-
tra factors such as the number of nodes, the area to be covered, the node
movements, the nodes’ coverage range, and the number of RNs considered.
In regard to the second challenge, it is convenient to consider in some sense
the network dynamism to infer future network node locations that lead the
system to achieve better RN motion trajectories. Additionally, the RN nodes
should be moved in a coordinated manner because the placement of one RN
directly influences the position of the remaining RNs.

To address the above issues, we introduce here a Dynamical Relay Node
placement Solution (DRNS) as the natural extension of the work in [4] from
static network environments to dynamic ones (e.g., MANETs). It is based
on the work by Dengiz et al. in [9] (hereafter DKS, standing for the initials
of the authors), which presents some severe drawbacks properly overcome
by DRNS. As in [9], DRNS relies on optimization procedures inspired by
Model Predictive Control (MPC) [11] methodologies together with Particle
Swarm Optimization (PSO) [12] based algorithms to locate and control the
RN movements. The so-called evolutionary algorithms are well suited for
highly changing, complex and dynamic environments [13] where problem
solutions must be obtained in a reasonable time. In particular, PSO has been
selected due to its wide usage by the research community for RN placement
problems [8, 9, 10, 14]. However, Genetic Algorithms (GAs) are a close
variants of evolutionary solutions that could be suitable for this approach as
well [15, 16].

DRNS is a multi-stage RN placement procedure that jointly optimizes
network connectivity and throughput by simply considering the available
number of RNs. The proposal follows a two-step iterative process to adapt to
the topology changes over time. First, several reference points are optimally
computed in a receding horizon considering the system performance goals.
Then, the RNs are driven to the reference points in a controlled manner.
The viability and efficacy of the system are assessed both under simulation
and in a real robotic-based MANET scenario, which constitutes a significant
contribution in comparison with similar proposals.

The remainder of the paper is organized as follows. Section 2 discusses
the problem of RN placement and presents several principal works in the
field. The general assumptions and the formulation of the RN placement
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proposal are introduced in Section 3. Based on this, we describe in Section
4 the modular structure of our specific RN placement solution, DRNS. The
simulation study scenario, the experimentation and the obtained performance
results are discussed afterwards in Section 5. In Section 6, the solution is
evaluated in a real MANET environment where the nodes are robots. Finally,
Section 7 presents the main conclusions of the work and some further research
directions.

2. Relay node placement: techniques, schemes and solutions

The RN placement problem has been recurrently addressed in the litera-
ture. However, it is still an engineering challenge. Among the vast literature
on this topic, we can differentiate main groups or categories by their principal
goal. Most solutions are aimed at providing k-connected networks, whereas
other methods address different goals such as reducing the overall delay of
communication or maximizing the network coverage. Additionally, multi-
objective optimization RN placement solutions exist in the literature as well,
where several performance objectives are jointly considered.

2.1. RN placement for k-connectivity

Several RN placement solutions have the same objective: to provide k-
connected networks with the minimum number of RNs [5, 6, 17, 18, 19, 20]. A
network is k-connected if there exists at least one path connecting every node
after removing k-1 nodes in the network. To ensure fault tolerance, k should
be greater than or equal to 2, whereas k = 1 satisfies network connectivity.

In [17], the authors propose several solutions for single- and two-tiered
connected networks with the minimum number of deployed RNs. The same
authors extend this work in [18] by designing a 2-connected approximation
algorithm also for single- and two-tiered approaches. K-connected networks
are studied in [19] for arbitrary k. The authors demonstrate that regardless
of the selected k parameter, they can obtain an approximate solution in
polynomial time. A similar approach is introduced in [5], which locates
the minimum number of RNs for k-connectivity. The proposed heuristic
outperforms [19] by applying a simple selection step to remove some RNs
while the k-connectivity is preserved.

Like in [17], the objective in [20] is to provide fault tolerance in heteroge-
neous WSNs, where sensors have different transmission radii. They develop
a k ≥ 1 connected approximation solution considering the desired degree
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of fault tolerance (full- or partial-fault resiliency) and the direction of the
communication flows (one or two way). A connectivity and energy efficient
approach for relay placement in WSNs is proposed in [6], where the relay
nodes can only be placed at pre-specified candidate locations. To ensure
network survivability, the goal is to form a 2-connected network.

Although further works have appeared in the field, they are similar to
the previous ones. For example, the work in [21] considers two sets of sta-
tionary and mobile relay nodes to provide connectivity in WSNs. The relays
in the first set are located to increase the connectivity among terminals. In-
stead, the relays in the second set are driven following an optimized route
for reaching terminals not previously covered. Authors in [22] introduce an
One-Step RN Placement (OSRP) algorithm for two-tiered constrained sensor
networks. Ma et al. propose in [23] a Relay Location Selection Algorithm
(RLSA) to build a connectivity based high-tier network. Likewise, authors
in [24] develop a RN placement solution based on a realistic physical layer
model and the calculation of Signal-to-Interference-plus-Noise-Ratio (SINR)
to minimize the number of RNs that guarantee connectivity. A two-tier re-
lay node placement solution is also proposed in [25]. In this case, a linear
programming approach based on connectivity, coverage and network lifetime
as performance objectives is developed for WSNs. A PSO-based optimiza-
tion procedure is proposed in [26]. The system optimizes the location of
a set of Unmanned Aerial Vehicles (UAVs) to improve the communications
performance among ground nodes/vehicles in urban environments. The work
concludes that maximizing the global message connectivity together with the
minimization of the worst connectivity case lead the system to achieve the
best performance.

Reactive approaches are also needed in dynamic environments, where the
node movements give way to partitions in the network. Authors in [27] ad-
dress the re-establishment of the network topology that is lost due to node
movements. Similarly, in [28] military scenarios with connectivity failures are
studied. In this case, the survivability of the network is ensured by locating
Flying Aerial Platforms (FAPs) as relay nodes. To this end, deterministic
annealing is used to find global solutions with the minimum number of FAPs.
Alfaqdhly et al. investigate in [29] the optimal repositioning for recovering
connectivity after one or multiple node failures. For that purpose, the prob-
lem is formulated as an integer linear programming problem to maximize
coverage and minimize distances among nodes. The same authors intro-
duce in [30] the Least Distance Movement Recovery (LDMR) algorithm, a
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distributed approach that exploits non cut-vertex actors in the recovery pro-
cess. In a similar line, [31] proposes the so-called Recovery through Inward
Motion (RIM), a distributed algorithm to recover the network connectivity
after a node failure by relocating the neighbors of the lost node. A WSN
self-adaptation solution is proposed in [32], where the authors activate cer-
tain sensor nodes to restore the connectivity lost due to the dumb behavior
of some of them. A sensor node becomes a dumb node when the environ-
mental conditions makes it not able to transmit the measurements to the
base station. This problem can bee seen as a relay node restricted placement
problem since the available candidate locations are predefined.

In [33], two distributed RN positioning approaches for restoring connec-
tivity in partitioned WSNs are introduced. One approach is based on virtual
magnetic forces, which gradually stretch the network by deploying additional
relays until the pushing forces allow a stable state to be achieved. The other
approach exploits game theory among the leaders of the partitions.

Lin et al. consider in [34] the problem of dynamic Router Node Place-
ment (dynRNP) in Wireless Mesh Networks (WMNs), in which both mesh
clients and mesh routers have mobility. Mesh clients can also switch their
network access on or off at different times. The authors use a Bat-inspired
Algorithm (BA) with a dynamic local search selection scheme. This simu-
lates the echolocation of bats to find the optimal solution to maximize both
network connectivity and client coverage.

Authors in [35] attempt to place the minimum number of relay sensors
to maintain global connectivity, where the locations of the relay nodes are
restricted to the minimum Steiner tree. Also a similar approach also appears
in [36], where a Steiner tree-based heuristic is used to minimize the number
of relays needed to restore the connectivity.

2.2. RN placement for different purposes

There exist a number of solutions whereby a variety of performance ob-
jectives are established. Authors in [37] design a multi-hop wireless mesh
network with the minimum number of additional RNs. The placement of the
relays is designed to ensure that the delay on the paths between the base
station and the sensors meet a pre-specified delay bound. A branch-and-cut
algorithm is defined to this end. For sensing coverage in WSNs, authors in
[14] propose a PSO-based solution to minimize the existing coverage holes
through the use of a fitness function based on the computation of Voronoi
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regions. Authors in [38] propose to relieve bottlenecks in wireless ad hoc net-
works by deploying relay nodes. To that end, they firstly identify these key
network locations through a novel network connectivity measurement based
on the use of the so-called Cheeger constant. Secondly, they run an ILP
algorithm to optimize the location of the relays such that the connections
from both sides of the bottleneck are maximized. A modified PSO-based
proposal is also used in [10] to address the sink placement problem in WSNs
by minimizing the worst case delay path in the network. A minimax scheme
is developed in [39] to optimize coverage ratio and uniformity.

On the other hand, authors in [7] propose an algorithm that emulates
the attractive force (as in a stretched spring) and the repulsive force (such
as the electrostatic force) in nature such that a robotic node simply follows
the resultant virtual force to move to locations that maximize coverage and
minimize moving distance. Wang et al. address in [40] the problem of node
placement in wireless networks for ensuring complete coverage in a long belt
scenario. They also propose an inter-node distance-based approach to mini-
mize the number of nodes needed. The authors in [41] determine the number
and deployment of heterogeneous devices such that the total network mon-
etary cost is minimized while constraints regarding lifetime, coverage and
connectivity are satisfied. The work has been further extended in [42] to
address the problem of deploying a second-tier of RNs to balance the traffic
using the fewest additional RNs.

Further works address the placement problem from other different per-
spectives. For example, in natural disasters scenarios where emergency res-
cue actions are needed, supporting live video transmissions with satisfactory
Quality of Experience (QoE) is especially crucial for a precise guiding of the
rescuers throughout the affected area. With this aim, the authors in [43] pro-
pose a relay node placement solution in Flying Ad hoc NETworks (FANETs).
The system drives the UAVs considering firstly, the routing paths where they
belong to, and secondly, their current location and the UAV mobility model.
The solution precludes the negative effects of the UAV movements on the
connectivity having a direct impact over the system performance. Similarly,
the work in [44] proposes a feedback motion algorithm to guide and locate
UAV devices between the coordination mission station and deployed vehi-
cles in search and rescue maritime actions for communications support. The
algorithm runs in the UAVs and gathers network environment information.
This information is afterwards used to produce a QoS feedback for the coor-
dination station to compute new UAV way points.
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The authors in [45] consider burdens of all communication nodes. The
burden is defined from the load of each node based on the number of edge
disjoint paths. On the other hand, Misra et et al. in [46] and Yang et al. in
[47] try to minimize energy harvesting in WSN.

2.3. Multi-objective optimization for RN placement

Some RN location proposals are aimed at simultaneously optimizing more
than one performance metric. For instance, coverage and connectivity are
jointly addressed in [47]. Similarly, the work in [48] proposes a two-tier based
RN placement solution for coverage and connectivity purposes in WSNs
with communications delay restrictions. The authors develop an iterative
Two-phase Set-Covering-based Algorithm (TSCA) where the RNs are de-
ployed firstly, for sensor coverage and secondly, for network connectivity.
A bi-objective (user coverage and network connectivity) genetic-based opti-
mization algorithm is considered in [15] for node placement in wireless mesh
networks. Another multi-objective optimization is carried out in reference
[49], where a PSO algorithm is proposed to determine the best placement of
nodes in industrial environments in terms of network reliability, load unifor-
mity, total cost and convergence speed. On the other hand, [50] addresses
RN location based on system performance and connectivity. For that, the
authors maximize the Packet Delivery Ratio (PDR) by considering network
aspects such as channel interference and congested areas.

An iterative convex optimization is proposed in [51] to maximize the
throughput between two ground static nodes and an UAV acting as a relay
node. To that end, they jointly optimize both the relay trajectory and the
source/relay transmission power allocations that rely in a higher end-to-end
system throughput. Aimed at improving 5G communication networks, the
authors in [52] develop a new entropy-based approach for a cooperatively
deployment of UAV vehicles. The solution offers a notable improvement in
terms of throughput and communication delays while reduces the network
deployment cost in comparison with fixed network architectures.

It is also remarkable the work of Ouchitachen et al. [16], where a genetic
algorithm based on two criteria (cost and communication quality) are used
to optimize the energy usage in mobile WSNs.

Maintaining or recovering the connectivity lost due to disconnections
caused by node movements, failures or misbehavior may become a crucial
task depending on the network application. In addition, preserving a level of
Quality of Service (QoS) in terms of the available throughput is mandatory
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to provide some network services. Based jointly on network throughput and
connectivity, authors in [8] and subsequently in [9] make use of a PSO-based
optimization procedure and MPC-inspired techniques for MANETs. In an
attempt to address some deficiencies of this work, Magán-Carrión et al. pro-
vide in [4] a modular and scalable RN placement scheme to be applied in
static environments. Taking this work as a base, we propose in the present
work a further extension of the previous RN placement solution intended
to be deployed in dynamic scenarios. Experimental results will support the
feasibility of the placement solution for real MANET environments, which is
not usually demonstrated in other current developments.

3. RN placement for connectivity and throughput optimization

Before describing our complete RN placement solution, we introduce here
the mathematical formulation of the problem to solve. For this, let us first
introduce some primary concepts and assumptions that shape our solution:

• Two types of network nodes are considered: UNs and RNs. Only user
nodes and relay nodes are deployed in the network, both of them with
mobility capabilities.

• The optimization procedure is centralized. This implies that there exists
a node capable of, through adequate communication and processing
means: (i) retrieving the necessary network information, (ii) running
the optimization algorithm from this information, and (iii) sending
control data (i.e., the target locations) in accordance with the result of
the optimization.

• The positions of the UNs in the network are not controlled. Only the
positions of the RNs can be optimized. This is a reasonable assump-
tion that complicates the problem. Moreover, this problem definition
generalizes the simpler one in which the location of the UNs can also
be optimized.

• The number of RNs is limited. This is a realistic assumption, since in
most practical situations just a limited number of RNs is available.

Additional secondary assumptions to limit the scope of the present work
are as follows:
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• The optimization is limited to a 2D space.

• The network is single tiered such that both UNs and RNs relay infor-
mation from other UNs.

• The communication range for both UNs and RNs is the same: c units.

• Both types of nodes have a limited speed.

In this context, a MANET consisting of several UNs and RNs can be
specified as follows:

G = (N,E) (1)

where N is the complete set of wireless nodes, i.e. user nodes and relay nodes
(N = U ∪R), and E the wireless links or edges.

In a wireless network, the edges satisfy

E := {eij | ‖eij‖ ≤ c,∀ni, nj ∈ N} (2)

with c being the communication range of a single link and ni and nj being
the ith and jth network nodes, respectively.

In general terms, the optimal placement of the RNs can be represented
by the following graph:

G∗ := arg max
G

{f(G) | G = (N,E) and U = U0} (3)

where f(G) is the function to be maximized and U0 is the actual location of
the UNs. In our solution, the function f(G) represents a procedure wherein
both connectivity and throughput will be directly or indirectly considered.

3.1. Optimized RN location and movement

The RNs have to be moved in accordance with the changes produced in
the environment. To reduce response times, they may take advantage of a
certain awareness of the future changes, leading to more efficient trajectories.
Inspired by MPC techniques, the behavior of the MANET can be predicted
within a receding horizon with H steps.

To this end, we propose a placement solution based on DKS (see the
Appendix for a detailed explanation of the DKS solution). However, DKS
does not address properly the two main aspects mentioned in Section 1: (i)
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which is the best location of each available RN, and (ii) how it should move
to that location. The principal reasons for that are [4]:

1. DKS considers three objective functions to drive optimization with-
out a thorough study of their interactions. This provides suboptimal
solutions and problems in the boundaries amongst these functions.

2. In DKS the network connectivity is addressed through the use of a
discrete cost function O1(G) (see Eq. (A.1) in Appendix), which can
divide the search space into flat regions without differential information
to drive the optimization.

3. DKS moves the RNs to certain imaginary points, without taking into
account whether such positions provides adequate coverage. Such points
are the so-called attraction points (APs) and are roughly defined as the
middle point between two network partitions.

4. DKS leads the actual movement of a single RN (the nearest one to a
given AP), the rest of RNs remaining uncontrolled.

To solve the above problems, we propose a unique objective function de-
pendent on the network status, i.e. if the network is totally connected or
suffers from disconnections. For that, the network status (network connec-
tivity) is computed without considering the RNs in G. Thus, we denote GU

as the new network graph only considering the UNs.

3.1.1. Optimization for connected networks

A connected network means that O1(G
U) = 1. In such a case, the network

connectivity is the maximum; however, the network throughput could still
be maximized. We devise here a unique cost function expressed by

g(G′) =
∑

∀ui,uj∈U :j>i

id(G′i, i, j) (4)

where G′i is the spanning tree starting at the ith UN and minimizing the dis-
tance of the largest edge of each path in the network. The function id(G′i, i, j)
is the inverse of the length of the longest edge in the path from node i to j
in the G′i network. g(G′) can be interpreted as an estimation of the overall
network throughput, where the corresponding throughput between two ad-
jacent nodes is inversely related to their distance. Additionally, g(G′) can be
seen as a smoother and continuous version of O1(G), with G′ = (N,E ′) and
E ′ := {e′ij | ∀ni, nj ∈ N}.
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To see more details about the g(G′) function, we recommend reading the
previous work of the same authors [4], wherein an RN placement solution for
static ad hoc environments is proposed.

3.1.2. Optimization for disconnected networks

Cases where O1(G
U) < 1 correspond to disconnected networks. This

situation is expected to be frequent in MANET environments due to the
inherent nodes’ mobility. Consequently, the system will attempt to move the
RNs to those previously computed APs for recovering (or ‘just’ improving)
the lost connectivity. We propose the function p(Rc, A∗):

p(Rc, A∗) =
Rc∑
i=1

A∗∑
j=1

d(rci , a
∗
j)−

∑
i,j∈Rc:j>i

d(rci , r
c
j) (5)

where Rc is the set of candidate RN locations under evaluation, rci is the
ith RN candidate location, a∗j is the jth optimized AP location, and d(., .)
stands for the Euclidean distance.

The function p(Rc, A∗) attempts to move the RNs to the APs while en-
suring that the former ones remain separated. A more detailed justification
of p(Rc, A∗) can be found in [4].

3.1.3. Complete view

For the sake of clarity, the proposed complete optimization placement
procedure can be summarized as follows:

R∗ :=

arg max
Rc

{
g(G′(U (t+H) ∪Rc, E))

}
, if O1(G

U) = 1

arg min
Rc

{
p(Rc, A∗(t+H))

}
, if O1(G

U) < 1
(6)

where R∗ is the resulting set of optimized RN locations depending on the
network status.

4. Dynamical Relay Node placement Solution (DRNS)

According to the previous problem formulation, we devise a novel RN
placement solution for dynamic scenarios. It is named DRNS, from ‘Dynam-
ical RN placement Solution’.

The functional and modular architecture of DRNS is shown in Figure
1(a). Leftmost, the DKS motion prediction infers the UN positions in a
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Figure 1: Functional blocks of DRNS (a) and DKS (b) proposals.

receding horizon (t+H). Such a module is inherited from the DKS solution
(see Figure 1(b)). The UN location prediction U (t+H) is then used to select
the corresponding optimization method depending on the function O1(G

U)
(see Eq. (6)). Only for the case of disconnected networks, we first need
to compute an optimized set of APs (A∗(t+H)) through the execution of the
AP optimization module. The RN motion control module comes into play by
running a PSO algorithm considering the corresponding unique cost function
in accordance with the network status. On the one hand, when the network
is disconnected (i.e., O1(G

U) < 1) such a module drives the RNs toward the
previous computed set of APs to recover the connectivity lost by minimizing
the p(Rc, A∗) function. On the other hand, when the network is totally
connected (i.e., O1(G

U) = 1), the RN motion control module moves the RNs
to maximize the network throughput through the function g(G′). In Figure
1(b), we can see that the DKS proposal uses a unique optimization procedure
wherein three different cost functions are involved. As discussed in Section
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3, this process causes one of the main drawbacks of DKS.

4.1. AP optimization module

The fundamentals and details of this module can be seen in the previous
work [4] of the same authors. In that work, we prove the feasibility of such
a solution as a complete RN placement scheme for static multi-hop wireless
networks. DRNS inherits [4] and extends it by adding several modules. All
together optimize and control the locations and movements of the RNs in
dynamic environments. For the sake of conveying a better understanding,
we briefly describe here the main parts and functionality of this module.

As previously mentioned, the DKS solution does not locate the APs prop-
erly. The present module solves this limitation by first considering the avail-
able number of RNs and then optimizing the AP positions in accordance with
the system performance goals. Following the previous premises, the module
is in turn divided into three associated modules, each devised to perform a
specific task to generate efficient AP locations. The associated modules and
their relationships are shown in Figure 2. First, the APs are placed equally
spaced. They are distributed along the edges connecting partitions in the
network according to a distance-based spanning tree. The number of APs is
customized by a user-defined parameter λ ∈ (0, 1]. Then, a Leave-One-Out
(LOO)-based procedure is executed to generate an AP selection from the
previous set. The number of APs selected corresponds with the number of
available RNs. Finally, from the previous candidate solution, a PSO opti-
mization procedure re-locates the selected APs such that their new positions
improve the system performance in terms of connectivity and throughput.

Figure 3 shows an example of the results of each module from the opti-
mization process. A remarkable fact is the relocation of the APs from their
positions obtained in the selection stage (Figure 3(c)) to those reached in the
optimization stage (Figure 3(d)): the PSO extends the search space, leading
the system to find a better solution not contemplated in the previous stage.
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Figure 3: Locations of the APs after each stage considering 5 UNs (filled circles) and 3
available APs (filled inverted triangles): (a) initial UN distribution, (b) initial candidate
AP locations along the spanning tree minimizing the inter-partitions distance, (c) AP
selection, and (d) AP optimal locations after the PSO-based optimization.

4.2. RN motion control module

Regardless of the case, either moving the RNs to the previously computed
APs for disconnected networks or toward the locations that maximize the
network throughput, such movements have to be controlled. To this end,
a motion control module inspired by the MPC methodology is implemented
[11]. This module is again based on the use of the PSO algorithm, as detailed
in Figure 4. It is worth mentioning that this PSO and its homologous in the
AP optimization have different purposes. Therefore, PSO meta-parameters
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Figure 4: Detailed structure of the motion controller module.

need to be chosen separately. The AP optimization PSO is configured to be
more exploratory than the PSO included in the motion control in order to
enlarge the search space. These different behaviors are obtained by tuning
parameters such as the cognitive and social PSO coefficients [12] and the
inertia coefficient [53]. In particular, we have set higher values for the latter
coefficient in the AP optimization block than in the RN positioning block
because, in the first case, a larger search space is needed to explore new
solutions that were not considered during the AP selection stage. Similarly,
the velocity increments for the particles are also larger in the AP optimization
stage.

Depending on the current network status (see Section 3), this module
drives the RNs according to a specific objective function. For that, the opti-
mization procedure uses the function p(Rc, A∗) in the presence of disconnec-
tions and the function g(G′) for totally connected networks. The solutions
obtained are constrained to H · max velocity, where max velocity denotes
the maximum RN velocity. This way, the procedure can obtain the opti-
mal RN positions up to H time steps ahead from the initial RN locations,
Rt+H . Following the MPC methodology, although the optimization is solved
H steps ahead, only one step is implemented, and the iteration is repeated.

Although the valid RN locations are obtained time step by time step
(i.e., each time the complete PSO algorithm finishes, Rt → Rt+1), working
with the network evolution prediction H time steps ahead makes the system
able to adapt the location solution to the continuous changes in the network
topology more efficiently than simply considering the current network node
locations. We will see in Section 5, through adequate experimentation, how
the system reaches a stable state around a performance value from a certain
simulation time step to the end.
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Figure 5: Illustration of the RN (red filled squares) movement over time when following
the APs (green inverted filled triangles). Subfigures (a) and (d) show the initial and final
positions of the UNs and RNs, respectively, and subfigures (b) and (c) depict intermediate
locations.

Figure 5 shows a graphical example of how the RNs (red filled squares)
move following the reference point APs (green inverted filled triangles), thus
increasing the network connectivity. Subfigures 5(a) and 5(d) show the initial
and final positions of the UNs and RNs, respectively, and subfigures 5(b) and
5(c) depict intermediate locations. The last three subfigures show how the
system is able to adapt to the network topology changes in those situations
such that the network is dispersed (subfigures 5(b) and 5(d)) or when the
UNs are close to each other (subfigure 5(c)).
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5. Evaluation and simulation results

To validate the efficiency of the DRNS proposal, we conduct several ex-
periments for both simulated and real environments. In the current section,
we evaluate the DRNS performance via simulation. In Section 6, we execute
similar experiments in a real MANET where the nodes are robots. As we
will see, such an experimentation corroborates the feasibility of the practical
application of DRNS.

5.1. Simulation scenario

The chosen experimental simulation environment is based on Matlab, as
is the case for the DKS solution [9]. Low-level network details are avoided be-
cause the system performance will be measured through the connectivity and
throughput metrics. In order to directly compare DKS and DRNS, network
connectivity is measured through Eq. (A.1) for O1(G), while throughput is
measured using

th(G′) =
∑

∀ui,uj∈U :j>i

ie(G′i, i, j) (7)

where G′i corresponds to the minimum spanning tree starting at the ith UN.
The function ie(G′i, i, j) measures the available throughput from nodes i to
j in G′i.

An important aspect to be considered when designing experiments is how
to simulate the UN movements throughout a predefined area. To simulate a
realistic MANET mobility scenario, three main aspects have to be addressed:
the coverage radii, the UN and RN velocities, and the UN mobility pattern.
Recall that the UN movements are not controlled.

The coverage radii are set to 1m to ensure network disconnections typi-
cally fall in a predefined area of 6.6m × 5.4m. Both UN and RN nodes are
considered to have the same coverage radii, though the solution can be eas-
ily generalized considering different ones. This way, although it is common
to have RNs with higher capabilities that UNs, like large coverage range,
we think that the proposal should demonstrate good performance in more
demanding situations. In particular, RNs with a smaller coverage range com-
plicates the optimization problem, since a higher number of RNs is needed
to provide the same communication capabilities.

The RNs velocity needs to be carefully selected to cover most realistic
scenarios. The RN velocity should be equal to or higher than the UN velocity;
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otherwise, the system will not be able to adapt to the changes in the network.
This is a reasonable assumption in the real applications that we can think
of, and imposes a constraint on the nature of the RNs that may be used in
a given situation. An especially challenging situation is when the velocity
of the RNs is equal to that of the UNs. We will check that situation by
setting the velocity of all the nodes to 0.1m/ts, where ts is the elapsed time
in a simulation time step. On the other hand, a more adequate choice for
the RNs would lead to a situation whereby the velocity of the RNs is above
that of the UNs. To check that situation, we set the velocity of the RNs to
0.15m/ts and that of the UNs to 0.1m/ts.

The third relevant aspect is the UN mobility pattern. Random Way Point
(RWP) [54] and Reference Point Group Mobility (RPGM) [55] movement
patterns have been chosen here to test the system behavior when dispersed
and dense networks are used, respectively.

5.2. System performance and results discussion

Considering the aforementioned MANET scenario, Figures 6 and 7 show
the cumulated mean achieved by DRNS and DKS (leftmost and rightmost
subfigures, respectively) in terms of connectivity and throughput (subfigures
at the top and bottom, respectively). The previous results are obtained
by considering 25 repetitions using RWP mobility patterns to set the UN
movements around the predefined area during the simulation. The network
is composed of 3 UNs, with the number of RNs varying from 0 to 3. In
addition, H and λ parameters have to be adequately set up. The first one
might be chosen such that the prediction error remains low. In a similar
way, the second one must ensure a sufficient number of APs for the initial
distribution. In particular, we empirically conclude that λ = 0.5 ensures
a good trade-off between the complexity introduced by the algorithm and
the performance results obtained (see [4] for a better explanation of the
impact of λ on the initial number of candidate APs and on the execution
time) while higher or lower H values than 4 reduces the system performance.
Additionally, we consider two different values for the RN velocity to observe
the effects on the system performance. The chosen values are 0.1m/ts (see
Figure 6) and 0.15m/ts (see Figure 7).

As observed, in all cases, DRNS outperforms DKS in both connectivity
and throughput for 2 RNs or more, whereas both of them obtain similar
performance values for 1 RN. This result demonstrates the limitation of DKS
in utilizing all available RNs. On the contrary, DRNS always utilizes all
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Figure 6: Evolution of the cumulative mean for the network connectivity and throughput
by considering 3 UNs and with the number of RNs varying from 0 to 3, where the RWP
mobility pattern is selected for the UN movements. The velocity for the RNs and UNs is
fixed as 0.1m/ts. Subfigures (a) and (b) show the connectivity results obtained by DRNS
and DKS, respectively. The throughput values are depicted in subfigures (c) and (d) for
the same approaches.

RNs. Both approaches achieve lower performance when RNs and UNs have
the same velocity than when the velocity of the former is augmented. This
is motivated by the fact that the system is not quick enough to follow the
changes in the environment. Although this is an expected result, it should be
remarked that the degradation suffered by DKS is higher. Therefore, DKS
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Figure 7: System performance when the RN velocity is increased in comparison with
Figure 6 (0.15m/ts instead of 0.1m/ts). Then, 3 UNs are considered, and the number of
RNs varies from 0 to 3. In addition, an RWP mobility pattern is used here for the UNs.
Subfigures (a) and (b) show the connectivity results obtained when the DRNS and DKS
approaches are selected, respectively. The throughput values are depicted in subfigures
(c) and (d) for the same approaches.

leads the system to a similar performance regardless of the number of RNs
used.

An additional experiment is shown in Figure 8, where we compare steady-
state results for DRNS with a baseline solution that moves the RNs randomly
throughout the area (RAND hereafter). With the aim of assessing the sys-
tem for different scenarios RWP (Figures 8(a) and 8(b)) and RPGM (Figures
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Figure 8: Performance of DRNS and RAND solutions in terms of connectivity and through-
put for two different node movements patterns: RWP, (a) and (b); and RPGM, (c) and
(d). In both cases the number of UNs is set to 3.

8(c) and 8(d)) node movements patterns are used for DRNS. In both cases
DRNS outperforms the RAND solution where only a slight performance in-
crement with the number of RNs is observed. This is mainly motivated by
the increment in the number of total network nodes. Instead, DRNS drives
the RNs efficiently and improves the network performance with increasing
number of RNs.

Finally, aimed at evaluating the system behavior with a higher number
of nodes, we consider up to 50 UNs and the number of RNs varying from 0
to 6. This way, Figures 9 and 10 show the results obtained for both network
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Figure 9: Connectivity and throughput behavior for 10 to 50 UNs and 3 RNs. The RWP
mobility pattern is used for the UNs movement.
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Figure 10: Connectivity and throughput behavior for 0 to 6 RNs and 50 UNs. The RWP
mobility pattern is used for the UNs movement.

connectivity and throughput where the UNs follow a RWP mobility pattern.
The first experiment (Figure 9), considers the number of UNs from 10 to 50
while the number of RNs remains fixed to 3. In this case, DRNS performs as
expected: the system performance increases with increasing number of UNs.
Another relevant observation is that DRNS is able to quickly reach a steady
state as the number of UNs is increased. This is due to the lower number
of partitions which makes to connect them easier. In the second experiment
(Figure 10), the number of RNs varies from 0 to 6 while the number of UN
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O(.)
DKS O((m · k + n2) · p · i)

AP optimization O((n4 +m) · p · i)
RN motion control O(m2 · p · i)

Table 1: Computational complexity of each RN placement solution studied. (The expres-
sions are obtained for the worst case, that is, when the network is totally disconnected)

remains fixed to 50. Similarly to the previous experiment, the performance
increases with the number of RNs. However, adding extra RNs to the system
does not necessarily leads to a notable performance improvements since the
network is connected most of the time.

5.3. Execution time and computational complexity

Table 1 shows the computational complexity results in Big O notation of
the most relevant modules of DRNS: the AP optimization and the RN motion
control modules. According to these results, one of the most influential
parameters on the execution time is the number of UNs considered (i.e.,
parameter n in the table). For this reason, we measure the execution time
(elapsed time) of each module when the number of UNs is incremented.
Figure 11 depicts the execution time evolution for each module, the whole
DRNS system and for the DKS solution. Clearly, the DRNS execution time
is conditioned by the AP optimization module. Such a behavior comes from
the evaluation of the cost function g(G′) in the optimization block of this
module (see reference [4] for a more detailed explanation).

In comparison with DKS, DRNS results in an increased computational
load with increasing number of UNs due to the execution of the AP optimiza-
tion module. Concerning DKS, its computational complexity is O((m · k +

n2) · p · i), where k = n·(n−1)
2

is the total number of APs computed when the
network is totally disconnected. Remember that DKS locates one AP just
in the middle point between two different partitions. If the number of UNs
is incremented, the execution time is expected to be higher according to the
term n2, which is obtained from the evaluation of the network connectivity
(O1(G)). Instead, as depicted in Figure 11(b), from a determined number of
UNs, this time remains almost constant. Because the area does not change
over time, a higher number of UNs leads to the network having fewer parti-
tions. In the figure, we can see a similar behavior for the RN motion control
module.
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Figure 11: Execution time evolution with the number of UNs for every RN placement
solution. Subfigure (a) shows the execution time evolution for both solutions: DRNS and
DKS. In addition, the figure includes such an evolution obtained from the AP optimization
module. Subfigure (b) shows a detailed comparison between DKS and the RN motion
control module.

In summary, the elapsed execution time of DRNS is mainly influenced by
the AP optimization module, as clearly observed in Figure 11. Additionally,
the RN motion control module increases the computation time.

6. Real MANET scenario: IDSIA Swarm Robotics Laboratory

Most RN location approaches are validated through simulation environ-
ments and tools to reduce deployment effort, time and costs in comparison
with real environments. Nevertheless, not all inherent aspects of real en-
vironments can be accurately simulated. Although simulation results can
determine the efficacy and efficiency of a proposed solution at a first in-
stance, its deployment in real scenarios can lead to the system obtaining
very different results.

To compare the results in simulation and in real environments, we test
the DRNS solution in a MANET scenario where the nodes are robots.

6.1. Environment description

Many aspects such as coverage radii, node movements, node control and
communications, and physical aspects like node energy consumptions and
obstacle avoidance, need to be considered before deploying the system in a
real environment, especially when considering indoor MANET scenarios.
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Figure 12: Snapshot of the real robot environment used in the experimentation. We can
see 7 UNs (blue light) and 3 RNs (green light) whose locations are optimized.

In this work, we use a robotic scenario to evaluate our RN placement
proposal so that the obtained results can be compared with those from the
simulation and finally used to evidence the validity of the solution. Such
a robotic scenario has been deployed at Institute Dalle Molle Institute for
Artificial Intelligence (IDSIA) [56] and corresponds to an indoor laboratory:
the IDSIA Swarm Robotics Laboratory [57]. This laboratory has an available
area of 6.6m × 5.4m, which maintains a safety zone from the surrounding
walls. Figure 12 shows a picture of the environment. In the same figure, on
the right, a more detailed image of the robots is also shown (these robots are
colloquially called foot-bots [58]).

A number of concerns arise in this real framework. The first concern is
that of moving robots throughout the selected area. This movement implies
considering the robots’ dimensions, their current location and orientation,
the location of the remaining robots, their velocities, and how to prevent
obstacles (other robots as well as walls). Such issues have been addressed by
integrating and deploying the navigation and collision avoidance algorithm
in [59]. The main parameters to be customized in the algorithm are the node
velocity and the surrounding safety collision zone. The first parameter was
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selected from some experiments in the ARGoS simulator [60]: 0.1m/s for the
UNs and 0.2m/s for the RNs. Because every robot has a circular shape with
a diameter of 14cm, we decided that a robot cannot be closer than 24cm
to any other robot, that is, a safety collision zone of 5cm per robot is set.
Moreover, RWP and RPGM are also used as mobility patterns for moving
robots, as in simulation.

Another principal issue in real scenarios refers to the knowledge of each
robot’s location within the area. Such information is used, on the one hand,
by DRNS to coordinately drive the RNs to the best locations according to
the network performance goals and, on the other hand, by the algorithm in
charge of the robot navigation and collision avoidance. To this end, a tracking
system is deployed in the scenario. The tracking system is composed of a
number of cameras homogeneously distributed, together with an array of
infrared sensors. Figure 13 shows the complete system and modules involved
in the deployment of the real robotic scenario to test the DRNS solution.

Each robot needs to know its current position in real time. For this,
a tracker interface module (a procedure running inside a centralized com-
puter) obtains the location information (i.e., the (X,Y) coordinates) from
the tracking system. Then, this module sends this information to each robot
in a regular manner.

One more relevant issue is the temporal evolution of the overall system.
In simulation, the DRNS engine is run every time step (ts). However, there
is no equivalence between time steps in simulation and the time elapsed in
real scenarios: the network does not change in simulation in the duration ts,
whereas the nodes are moving continuously in the real environment. Thus,
DRNS needs to be adaptable depending on the network dynamism.

Additionally, all the modules and components of the real deployment need
to communicate with each other. For this, we choose LCM as the communica-
tion system. LCM stands for Lightweight Communications and Marshalling
and refers to a publisher/subscriber message-passing technology [61]. LCM
represents a reliable, scalable, low-latency and simple communications mid-
dleware. In LCM, two channels are defined to send messages: TRACK and
TARGET. The first channel is used by the tracker interface module to pub-
lish the messages containing the location of the robots. This way, the robots
are subscribed to this channel to determine their own location and the lo-
cations of the other robots. The TARGET channel communicates the new
target-point-related messages for the UN and RN robots. The DRNS engine
and motion manager modules use that channel to publish the target points
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Figure 13: Overall functional architecture of the real scenario.

related to the RNs and UNs, respectively. These messages are then gathered
by the corresponding robot acting as a subscriber.
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Figure 14: DRNS results obtained for the real environment. The number of RNs varies
from 0 to 3, while the number of UNs is set to 3.The cumulative mean evolution of
connectivity and throughput as a function of the number of RNs is depicted.

6.2. System performance and discussion of results

To evaluate the DRNS system performance in the real environment, we
have replicated some of the experiments performed in simulation for com-
parison purposes. The main difference between both experiments is that we
have considered 5 repetitions instead of the 25 used in simulation because
running a real experiment has a high execution cost. On the other hand, the
λ value is the same than in simulation, while the velocity of the RNs is set to
0.2m/s, double than that of the UNs. As observed, we have slightly incre-
mented the velocity of the RNs to compensate for the effects of acceleration
and direction changes, which are not considered in simulation (see Section
5).

Figure 14 shows the connectivity and throughput evolution provided by
the DRNS solution. We can observe a similar behavior than that in simula-
tion: the system performance increases with the number of RNs. However,
two main differences may be noticed in regard to the simulation results in
Figure 6:

1. The system provides a slower adaptation to changes in the network
topology.

2. The general performance values are lower than those obtained for sim-
ulation.
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Clearly, the real scenario includes some unexpected elements not consid-
ered in the simulation case. These differences are mainly motivated by the
fact that robots have to avoid obstacles such as other nodes and walls. An-
other aspect that affects the results obtained is the velocity of the robots. In
simulation, this parameter is roughly approximated by fixed displacements in
each time interval, whereas in a real environment, robots need to turn and ac-
celerate while changing their direction of movement. In summary, the inher-
ent characteristics of real scenarios result in a lower performance compared
to simulation. Such restrictions are especially relevant in dense scenarios.
This behavior is depicted in Figure 15, which show the system performance
obtained by the DRNS and RAND solutions for the RWP (Figures 15(a) and
15(b)) and RPGM (Figures 15(c) and 15(d)) mobility patterns. In particu-
lar, in RPGM scenarios, the robots will more likely intercept other robots.
This causes the improvement achieved with 3 RNs to be almost equal to that
obtained with 2 RNs. A larger effect is obtained with a higher number of
nodes.

In addition to the particular effects associated with physical environ-
ments, we must remark the validity of the DRNS approach. As a proof of
not only the performance improvement achieved but also its actual usability,
a video with some of the real experiment being conducted can be accessed
at [62] as supplementary material.

7. Conclusions and future work

The present work addresses the RN placement problem in MANETs,
where continuous topology changes occur due to the inherent mobility of the
nodes. From that, a novel dynamical placement solution, named DRNS, is
proposed. DRNS relies on a bi-objective optimization procedure that com-
bines connectivity and throughput. The placement problem can be seen as
two separated sub-problems: (a) where the RNs should be moved to, and
(b) how they should be moved. To address both issues, we logically split the
problem into several modules, which, on the one hand, optimize the target
positions of the relays and, on the other hand, move the relays to the previ-
ous locations in a controlled and optimized manner. Such a modular division
adds flexibility and scalability to the placement solution.

Despite the experimental benefits of DRNS, it is demonstrated to increase
the computation time. The number of UNs (n) seems a relevant parameter
because the higher the number of UNs, the higher the execution time. This
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Figure 15: Performance of DRNS and RAND solutions in terms of connectivity and
throughput for two different node movements patterns in the real robotic scenario: RWP,
(a) and (b); and RPGM, (c) and (d). In both cases the number of UNs is set to 3.

fact can be a hindrance depending on the final application of the solution.
For instance, DRNS is a valid scheme for restoring the lost connectivity in
emergency rescue or natural disaster situations where the number of network
nodes is not high.

As future work to further improve the proposal, we could develop a dis-
tributed version of the placement scheme to add versatility, self-managing
capacities and greater resiliency against faults. Moreover, the inclusion in
the optimization function of new real network metrics, such as PDR, and
avoiding crowded node situations in the network where signal interference
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and collisions are expected could prevent potential counter-productive RN
placement solutions.
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Appendix. DKS placement solution

DKS [9] assumes that, in a wireless environment, e.g. MANETs, any two
nodes are accessible or connected (that is, there is a link between them) if
the Euclidean distance between them is less or equal to c, where c is the
coverage range of a radio node.

Based on this, DKS attempts to maximize two performance objectives:
(i) the overall network connectivity, and (ii) the throughput. This optimiza-
tion process is achieved through the use of a PSO algorithm [12] and several
cost functions. The PSO algorithm obtains two particular entries: (i) the
future motion predictions of UNs for a receding horizon (t + H), and (ii)
the best solution obtained in the previous time step (t). PSO provides the
placement for the RNs in (t + 1) by generating a set of potential solutions,
referred to as particles.

Three objective functions are jointly used within the optimization proce-
dure. Through the first one, named O1(G), the global network connectivity
is evaluated. O1(G) is defined as follows:

O1(G) =

2×
∑

i,j∈U :j>i

zij

|U | × (|U | − 1)
(A.1)

where U corresponds to the set of UNs in G, |U | is the number of UNs (car-
dinality of the set U), and zij = 1 when the ith and jth nodes are connected
(directly or indirectly through a multi-hop path); zij = 0, otherwise. The
value of O1(G) depends on the number of interconnected pairs of nodes, its
extreme values being 0 and 1 for completely disconnected and connected
networks, respectively.
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A second function, O2(G), computes the minimum network throughput.
O2(G) is only evaluated when several candidate solutions in the optimization
procedure (several particles under evaluation in the PSO) represent com-
pletely connected networks (i.e., O1(G) = 1 for each particle). O2(G) is
described as follows:

O2(G) = min
i,j∈U :j>i

{T (G, i, j) : T (G, i, j) > 0} (A.2)

where T (G, i, j) corresponds to the maximum throughput between the ith
and jth nodes in the network G. DKS approximates the throughput of a
determined link (wij) between two adjacent nodes i and j as a function of
their distance (dij). Note that O2(G) becomes very time consuming with the
increase of the number of network nodes. DKS addresses this issue through a
Minimum Spanning Tree (MST)-based clustering procedure. Following this
procedure, the minimum throughput is obtained as the minimum-capacity
cut-set among the clusters. However, in low density networks, this clustering
procedure is equivalent to obtaining the throughput of the weakest link in the
MST, which is much less time consuming than computing the clustering. For
this reason, we skip the clustering computation in the results of this paper.

MANETs suffer from disconnections that lead to the network becoming
partitioned. For this reason, to address a situation wherein the network is
disconnected (i.e., O1(G) < 1), an alternative function O3(G) is considered
in the PSO instead of O2(G). O3(G) measures the distance from each RN
to the imaginary middle points, or attraction points (APs), among network
partitions so that distances are minimized by locating the RNs as close as
possible to the APs. In other words, by minimizing O3(G), the RNs are
moved or attracted to the APs. O3(G) is defined as follows:

O3(G) = min
i∈R,j∈A

{√
(xi − xj)2 + (yi − yj)2

}
(A.3)

where i is the ith RN located at the coordinates (xi, yi), j is the jth AP
located at the coordinates (xj, yj), and R and A represent the RN and AP
sets, respectively.

In summary, the PSO algorithm of DKS follows a selective procedure
to obtain the best location for each RN from a set of possible solutions or
particles. First, the solution with the highest O1(G) value (max {O1(G)}) is
chosen as the best solution. If there are several solutions corresponding to
completely connected situations (alternative particles with O1(G) = 1), the
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one with the highest O2(G) value (max {O2(G)}) is selected. In the case of
disconnected networks (O1(G) < 1) with equal values for O1(G), the solution
with the lowest O3(G) value (min {O3(G)}) is chosen instead.
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