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Introducción, objetivos y conclusiones de la
Tesis

Los entornos costeros son complejos enclaves de transición entre la tierra y el mar desde
un punto de vista social y medioambiental. Estas regiones albergan importantes núcleos de
población, constituyen la base donde se asientan relevantes actividades socio-económicas y
han atraído a multitud de formas de vida, tanto animal como vegetal, favoreciendo la biodi-
versidad. Su continua exposición a contingencias climáticas, al calentamiento global, y a las ac-
ciones antropogénicas hacen de ellos unos ecosistemas altamente vulnerables. Nuevos esfuer-
zos desde la comunidad científica se hacen necesarios con el objetivo de desarrollar y establecer
nuevas estrategias que permitan la comprensión de los fenómenos que gobiernan su dinámica y
a su vez su adecuada gestión medioambiental. Sin embargo, y pese a la creciente presión social,
económica y ambiental existente sobre estos entornos, el conocimiento que sobre numerosos
procesos ecológicos que dictan el destino de los mismo es aún limitado.

La morfología de los entornos costeros viene dictada fundamentalmente por la entrada de
sedimentos procedentes del aporte fluvial y la posterior redistribución de los mismos por parte
de las propias corrientes fluviales, el oleaje, y corrientes mareales. A día de hoy existe una gran
cantidad de literatura acerca de los procesos físicos involucrados en la muta interrelación entre
estos procesos hidrodinámicos y el correspondiente transporte de sedimentos, esto es, acerca
de los procesos hidro-morfodinámicos capaces de modelar estos ecosistemas. Sin embargo, las
cuestiones relativas a la dinámica hidro-morfodinámica de entornos costeros abarca un am-
plio espectro de unidades morfológicas y en condiciones ambientales. En este sentido, estas
unidades morfológicas menores de las que se componen los entornos costeros pueden dividirse
de acuerdo a los límites espaciales alcanzados por los distintos procesos costeros que tuvieron
lugar durante el Cuaternario, dando lugar a una subdivisión en tres zonas: llanura litoral, franja
costera y plataforma continental. Estas tres unidades constituyen el escenario sobre el que las
descargas fluviales, el oleaje generado por el viento en contacto con las masas de agua oceánicas
y las corrientes asociadas a la acción mareal actúan, aportando la energía necesaria para el mod-
elado de las mismas. Es por tanto que el grado de importancia relativa entre la energía aportada
por estas fuentes externas (aporte fluvial, oleaje, marea), junto con la inherente variedad geológ-
ica y sedimentaria de las distintas unidades costeras (llanura costera, franja costera, plataforma
continental), da lugar a una rica variedad de escenarios costeros marcados por unos escalas de
variación espacio-temporal muy particulares. Esto ha dado lugar una importantísima riqueza
medioambiental que, a su vez, viene acompañada de una gran cantidad de interrogantes que di-
ficultan una racional comprensión de la fenomenología hidro-morfodinámica que en ellos tiene
lugar.

El objetivo fundamental de esta Tesis es la exploración y comprensión mediante modelos
numéricos de procesos hidro-morfodinámicos cuyo conocimiento a día de hoy es limitado y
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que tienen lugar a diferentes escalas espaciales y temporales en entornos costeros fundamen-
talmente dominados por el aporte energético fluvial y mareal, abarcando diferentes unidades
costeras: (i) llanura costera (canales mareales que diseccionan llanos mareales; y un sistema de
lagunas costeras semicerrado separado del mar por una barrera sedimentaria cuyas aperturas
permiten el intercambio con el oceáno), (ii) la franja costera en la que desembocan agentes
fluviales, y (iii) la plataforma continental más interior. La división de esta Tesis en diferentes
unidades morfológicas y el esfuerzo llevado a cabo para la modelización de los procesos hidro-
morfodinámicos que en ellas tienen lugar ejemplifica el modo en el que la comunidad científica
aborda e integra las complejidades espacio-temporales de los mismos.

Para la consecución de este objetivo principal, se establecieron una serie de cuestiones rel-
ativas a los procesos evolutivos que marcan la dinámica de ciertas unidades costeras y cuya re-
spuesta a día de hoy, no ha sido clarificada de un modo riguroso: (i) ¿Puede la pluma de descarga
asociada a un canal mareal afectar su equilibrio desde un punto de vista morfodinámico? (ii)
¿Cómo afectan los eventos de tormenta a la estabilidad y resiliencia de un sistema de lagunas
costeras? (iii) ¿Cuáles son las implicaciones que las características geométricas de una desem-
bocadura fluvial pueden tener sobre la dinámica de la propia descarga y sobre los patrones sedi-
mentarios asociados? (iv) ¿Cómo determina la pendiente y fricción de la plataforma continental
los depósitos sedimentarios resultantes de una corriente de turbidez?.

La necesidad de dar respuesta a las preguntas formuladas anteriormente constituye los ob-
jetivos específicos de esta Tesis, cuya consecución constituye el cuerpo central de esta Tesis. Su
planteamiento, junto con un breve resumen de los resultados obtenidos y de las conclusiones
derivadas de su abordaje, se presentan a continuación:

• Desarrollar un modelo que acople de manera dinámica los procesos de un canal mareal y su
pluma de descarga con objeto de evaluar la interrelación hidrodinámica y morfodinámica
existente entre ambos.

Se desarrolló un modelo numérico que acoplaba la hidro-morfodinámica del canal mareal
(region onshore, modelo 1d) con la hidrodinámica en la región oceánica próxima a la en-
trada al canal (region offshore, modelo 2d). En la región offshore el flujo se modela de
manera diferente en función de la fase mareal. Durante la fase de vaciante la pluma
queda definida por la jet theory, mientras que durante la fase de llenante el flujo irrota-
cional,plano y no viscoso es modelado mediante la teoría potencial una transformación
tipo Schwarz-Christoffel. La transferencia entre ambas regiones de la masa de sedimento
transportado en suspensión se lleva a cabo mediante una ecuación de advección-difusión
con la que los fenómenos de desfase entre procesos erosivos y de deposición, fundamen-
tales en este tipo de entornos mareales, son tenidos en cuenta. Los resultados muestran
que la pluma juega un papel crucial en el modelado morfodinámico del canal. A con-
secuencia de la misma, la concavidad del canal en la parte próxima a la desembocadura
se reduce y por tanto menores profundidades surgen en estas secciones. Por su parte, la
propia evolución del canal afecta a la pluma de descarga, reduciendo su ancho, velocidad y
sedimento en suspensión transportado. Además, diferentes simulaciones fueron llevadas
a cabo para determinar las consecuencias que diferentes configuraciones tanto del canal
como de la plataforma continental tienen sobre la evolución global del sistema. Final-
mente, resultados del modelo fueron comparados con datos batimétricos de una canal
mareal localizado en el suroeste de España, la ría de Punta Umbría, encontrando que los
resultados modelados reproducen de manera satisfactoria las condiciones de este entorno
natural.
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• Evaluar la respuesta (resiliencia) de un sistema de lagunas costeras ante la acción de evento
de tormenta.

Se determinó el balance del flujo sedimentario existente entre un sistema de lagunas
costeras localizado en el Virginia Coast Reserve (VCR) de la Peninsula de Delmarva, Vir-
gina (USA) y el océano colindante. Mediante una detallada base de datos batimétricos,
climáticos, de composición sedimentaria del sistema, se llevó a cabo un proceso previo de
calibración y validación del modelo hidro-morfodinámico de alta resolución con el que
evaluar la respuesta del sistema a 52 tormentas encontradas entre los años 2009 y 2015.
Los resultados mostraron que los eventos de tormenta tienden a incorporar sedimento al
sistema y, por tanto, aumenta la resiliencia del mismo ante la amenaza que la continua
crecida del nivel del mar supone para estos entornos. De hecho, la acumulación media
de sedimento en el sistema generaba una elevación del mismo de entre 2.01 y 5.30 mm al
año. De entre los diferentes agente climáticos analizados (intensidad del oleaje, velocidad
y dirección del viento, marea meteorológica), la duración y la intensidad de la sobreele-
vación del nivel del mar a consecuencia de la marea meteorológica durante un evento de
tormenta fue el factor más importante que determinaba la tasa de incorporación de sedi-
mento al sistema.

• Analizar los efectos de la pendiente de la plataforma receptora de una descarga fluvial sobre
la dinámica de la descarga y sobre los procesos sedimentarios asociados.

Un modelo analítico de jet theory junto a un modelo hidro-morfodinámico de alta res-
olución se emplearon en este caso. El empleo conjunto de ambos permitió extender el
primero mediante un coeficiente de entrainment variable con la pendiente de la cuenca
receptora, por medio del cual, mayores pendientes daban lugar a una mayor capacidad
de la pluma de descarga de incorporar agua ambiente. Además, la pendiente de la cuenca
determina de manera directa la estabilidad de la descarga. Grandes pendientes tienden a
desestabilizar la descarga, dando lugar a las típica estructuras vorticales que le infieren a
la descarga un aspecto meandriforme. Estas implicaciones hidrodinámicas tendrán una
influencia directa sobre los procesos y patrones de deposición sedimentaria de la descarga
tales como la forma en planta de la barra de depósito, la importancia relativa de los proce-
sos de agradación y progradación de la barra, los requerimientos hidrodinámicos para la
bifurcación de la descarga en torno a la barra y el tiempo de formación de la misma.

• Establecer un marco teórico que permita identificar la distintas morfologías sedimentarias
que se generarán en una desembocadura fluvial en función de la geometría de la misma.

En este caso se busca establecer un diagrama que permita determinar, en función del án-
gulo que forman la descarga fluvial con la línea de costa y en función de la pendiente de la
zona de desembocadura, la tipología de barra sedimentaria que tenderá a generarse. Para
ello, un modelo numérico hidro-morfodinámico de alta resolución fue empleado para, en
primer lugar, analizar cómo la disposición geométrica de la desembocadura afecta a la
propia descarga. Los resultados de las simulaciones mostraron que la descarga se ve alter-
ada en dos sentidos: (i) ve alterada su trayectoria y (ii) ve modificada su forma en planta.
Estas implicaciones hidrodinamicas tendrán su respuesta morfodinámica a través de la
formación de cinco tipos de barras diferentes: barra central con o sin formaciones sedi-
mentarias laterales o levees, barra desviada con o sin formaciones sedimentarias laterales
o levees, y flecha de arena conectada a la propia línea de costa. Mientras que las cuatro
primeras producen la bifurcación del flujo de descarga, la última provoca un giro brusco
del mismo. Finalmente, la definición del diagrama de barras sedimentarias se corroboró
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mediante fotografías satélite de depósitos sedimentarios encontrados en desembocaduras
cuyas características geométricas reproducían las simuladas.

• Determinar la influencia de las características de la plataforma continental (pendiente y
fricción) sobre los procesos sedimentarios asociados a una corriente de turbidez.

El papel de la pendiente y de la fricción de la plataforma continental sobre los depósitos
sedimentarios asociados a un evento de corriente de turbidez es evaluado. Estos eventos
suelen estar ligados a cursos fluviales montañosos de carácter estacional de escasa longi-
tud. Los resultados mostraron que si bien la pendiente del fondo ejerce su influencia sobre
la cuña sedimentaria (unidad morfológica de gran escala), la fricción de fondo lo hace so-
bre las ondulaciones sedimentarias formadas sobre la primera (unidades morfológicas de
pequeña escala). Mayores pendientes dan lugar a cuñas sedimentarias de mayor longi-
tud, con topsets de menor longitud y foresets de mayor pendiente. Por su parte, fondos con
un coeficiente de fricción mayor generan un mayor número de ondulaciones, reduciendo
estas su longitud y altura.



Abstract

The title of this PhD Thesis, “Numerical modeling of hydro-morphodynamics in fluvial/tide-
dominated coastal environments: from the tidal channel to the inner shelf ”, may look like some-
how multifaceted and ambiguous. It is therefore relevant to state in this preface what we intend
to address throughout the present document.

This Thesis is about coastal environments processes linked to a set of factors that drive and
control the dynamic of two main basis elements that co-evolve in time and space: water and sed-
iment. The interplay between these two elements introduces the term hydro-morphodynamics
as the mutual coupling and bidirectional readjustment of the fluxes of water and sediments and
the surface morphology of subaqueous landscapes. The methodology followed to address this
feedback interaction is based on the employment of high-resolution, physically-based numeri-
cal models and on the self-development of simplified long-term hydro-morphodynamic mod-
els. These numerical models provide virtual laboratories that allow to quantitatively investigate
the physical processes that produce the rich diversity of coastal landforms. We apply these nu-
merical methods to several morphological units of the coastal environment, encompassing the
different regions of coastal environments, from the coastal plain to the continental shelf, and
including the intermediate shoreface. These morphological units are controlled by a set of en-
vironmental conditions that provide the energy responsible for their evolution. Among these
environmental conditions, this work focuses on morphological units dominated by terrestrial
(river-dominated) or by marine (tide-dominated) sources of coastal energy.

The structure of this Thesis is then based on a sequential methodology organized around the
spatial zonation of different coastal units subjected to fluvial or tidal sources of energy respon-
sible for their evolution:

I. First, we discuss the existence of a long-term equilibrium configuration of tidal chan-
nel systems dynamically coupled to their offshore plumes. This is accomplished adopt-
ing a quasi two-dimensional numerical model that resolves the fully nonlinear unsteady
shallow water, sediment bed load transport and suspended sediment advection-diffusion
equations along with the Exner equation for the bathymetric changes in the tidal channel.
These equation are dynamically coupled to a simple model of the plume hydrodynamics
to estimate the net exchange of sediment associated with the two-phase sequence of tidal
events. Whereas the ebb-flow is modeled as a bounded plane turbulent jet, a Scharwz-
Christoffel conformal transformation is implemented to map a plane, irrotational, sink
flood-flood in the physical plane. Results reveals that the offshore plume plays a crucial
role on shaping the tidal channel. As a consequence of the offshore plume, the seaward
concavity of the profile reduces and smaller inlet depths arise. The model results are also
in good agreement with nature in terms of bathymetric profile for the Punta Umbría ría
(Southwestern Spain). Numerical experiments with different channel, oceanic and tidal
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characteristics are performed, and the hydro-morphodynamic consequences are also ex-
amined. Finally, the feedback between channel and plume also alters the plume dynamics
and progressively reduces the ability for tidal channel to generate mouth bar deposits.

II. Secondly, the stability of a shallow coastal bays system in the face of tropical cyclones and
other storms is evaluated and quantified. Under normal conditions, tidal currents is the
main mechanism responsible for their sediment dynamics. However, it is still unclear how
coastal bays respond to storm events. Developing a sediment budget for these coastal
bays is imperative to understanding how storm events affect the resilience of the system.
Sediment budgets can be used to gain an understanding of the different sediment inputs
(sources) and outputs (sinks) involved. Using high resolution numerical simulations, we
show that intense storms import sediment into a system of coastal bays within the Virginia
Coast Reserve (VCR), located on the Atlantic side of the Delmarva Peninsula, USA. Dura-
tion and magnitude of storm surge are among the most important factors in sediment im-
port, suggesting that intense storms increase the stability of coastal bays by providing the
sediment necessary to counteract sea level rise. It must be emphasized that we are using
a hard dataset of climate conditions, water levels, bathymetric data and sediment size dis-
tributions both inside the VCR bays and for the adjacent coastal ocean. Only with this kind
of data it is possible to understand where the sediment is resuspended during a storm and
where it goes. We do not provide only model results, we provide hard data.

III. Then, we move forward toward the shoreface (river mouth) to analyze the mutual depen-
dence between an exiting sediment-laden turbulent jet and resulting river mouth bar mor-
phology in a fluvial-dominated scenario. This scenario was conceived and dealt with a
double focal point:

III.a. We use a high resolution numerical model along with a formulation of jet theory to
reproduce the physics of the problem under different receiving basin slopes. An up-
dated turbulent jet theory is proposed with a slope-dependent entrainment coeffi-
cient, showing that the rate at which ambient fluid is incorporated into a jet increases
with higher basin slopes. This analysis also shows that the basin slope alters jet dy-
namics, favors the formation of an unstable meandering jet, and consequently deter-
mines sedimentary processes responsible for bar formation such as river mouth bar
geometry, relative importance of bar aggradation and progradation, hydrodynamic
requirements for flow bifurcation, and river mouth bar time formation.

III.b. In a second turbulent jet-river mouth bar formation scenario we address the implica-
tions of the river mouth geometry on the discharge dynamics. We study the role of the
receiving basin slope and the river discharge angle using a high resolution coupled
hydrodynamic- sediment transport model. This analysis shows that the river mouth
geometry can deflect jet direction and alter the jet spreading rate. As a consequence
of these hydrodynamic alterations, the conditions encountered by the sedimentary
processes are modified, resulting in five different river mouth morphologies. We also
establish a theoretical framework for the specific morphology of the mouth bar as
a function of the river mouth geometry. Finally, predicted mouth bar morphologies
display similarities to natural systems.
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IV. Finally, this Thesis concludes with the application of a numerical model of turbidity cur-
rent events in order to understand their interaction with the inner shelf in a fluvial-
dominated scenario. We focus this study on the influence of the slope of the receiving
basin and of the Manning friction coefficient of the seabed on the formation of a deltaic
wedge and seafloor undulations developed over the latter. As a general rule, we conclude
that the receiving basin slope highly dominates the formation and subsequent develop-
ment of deltaic wedges, whereas the bottom friction dictates the evolution of their wavy
structure. Moreover, preliminary results indicate an agreement with published field ob-
servations in some river deltas of the Alboran Sea of the undulations length and height,
which encourages us in the task of extending and validating the present model with the
aim of reproducing these undulate structures in real situations.
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Chapter 1

Introduction

1.1 Motivation and justification of the unity and coherence of the The-
sis

It is well known that coastal environments are of enormous relevance from a social and envi-
ronmental perspective (Small and Nicholls, 2003; Syvitski et al., 2009). These are complex transi-
tional environments that have attracted large settlements of human population and their valu-
able natural resources have allowed the development of considerable socioeconomic activities.
Indeed, in spite of these bordering zones constitute only a 5 percent of the surface of the Earth,
they host close to two-thirds of the world’s population (Inman and Brush, 1973). At the same
time, coastal systems provide unique ecosystems for a wide range of animal and vegetal species,
favoring biodiversity. Their exposure to climate hazards and global warming and the continuos
threat of human-induced activities makes them highly vulnerable and new efforts to develop
efficient strategies are required to their proper management. This vulnerability combined with
the socio-economical pressure has led to a significant increase of the scientific interest in the
behaviour of these ecosystems. However, despite their critical role for society and biodiversity,
numerous processes at the heart of coastal environments are still poorly understood.

Sediment transport and hydrodynamic processes are the major mechanisms responsible for
the variety of morphologies observed in these coastal systems. There exists a vast literature con-
cerning the physical processes involved in their mutual interaction, which ultimately dictates
coastal environments dynamics. However, questions regarding coastal processes encompass
such a large variety of coastal units and environmental conditions (geology, sediment proper-
ties, external forcing). Such coastal units of our costal environment can be defined conform the
convention presented in Masselink et al. (2003), according to which the spatial boundaries that
limit the different units match the limits to which coastal processes during the Quaternary pe-
riod extended. These boundaries organize the coastal zone in three morphological units that
comprise the coastal plain, the shoreface and the continental shelf.

These units constitute the spatial erodible scenario over which the outflow of the rivers,
waves generated by wind and tidal currents interact and shape the landscape, being ultimately
responsible for the evolution of coastal environments. Therefore, the relative degree of domi-
nance of the three main hydrodynamic processes (waves, tides and river outflow) alongside the
variety of inherent geological and sedimentary features that characterize the different morpho-
logical units generate a wide range of coastal scenarios that evolve at different spatial and tem-
poral scales, producing a richness of landforms and a number of complexities that hinder the
knowledge of their phenomenology. Thus, there are some specific questions that remain un-
clear related to the effect that hydrodynamic variables have on coastal environments processes.
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2 Introduction

There is a real need to use and combine different methods and tools when addressing the the
morphological evolutionary tendency of the coastal environment. Because field observations or
laboratory experimentation to investigate the mutual adjustment of topography and fluid dy-
namics is hardly possible, in this Thesis we tackle this issue by means of different numerical
methods based on theoretical principles of hydrodynamic and sediment transport phenomena.
Numerical models have been revealed as a suited tool to unraveled the large-scale structure of
the coastal environments, and allow a better understanding and characterization of the main
processes and forcing interaction (Fagherazzi and Overeem, 2007).

This dissertation tries to shed light on some specific questions that remain unanswered on
coastal environments: Could the offshore plume appreciably affect the morphodynamic equilib-
rium of a tidal channel? How do storm events affect the resilience and stability of a coastal bays
system? What are the effects of the river mouth geometry on the river outflow hydrodynamics
and related river mouth bar formation, a key geomorphological process on delta evolution? How
do the ocean basin characteristics determine the formation of sedimentary wedges and seafloor
undulated structures associated to a turbidity current event? Clarifying these issues may thus
help in making correct interpretations of hydro-morphodynamic processes in coastal environ-
ments which knowledge is still limited.

The goal of this Thesis is then addressed following a sequential presentation of the numer-
ical modeling of the hydro-morphodynamic evolution of fluvial/tide-dominated coastal envi-
ronments based on a zoning criterion: (i) coastal plain (the inner tidal channels dissecting the
shelf surface and a shallow coastal bays system), (ii) shoreface (the area in front of the mouth of
rivers) and (iii) continental shelf (sedimentary morphologies in the relatively shallow waters of
the inner shelf). The original research chapters that constitute the main body of this Thesis form
an integrated dissertation and constitute an important step in the attainment of a response for
the previously outlined questions, ensuring the coherence of the Thesis as a whole.

In conclusion, the subdivision of this Thesis in different morphological units and related ef-
forts to model their dynamics provides an insight into the way in which modelers deal with the
complexities of spatial- and temporal-scale and process integration (Fagherazzi and Overeem,
2007).

1.2 Objectives

The main objective of this Thesis is to numerically explore and understand the quantita-
tive testing of specific and unclear hydro-morphodynamic processes that take place at differ-
ent spatial- and temporal-scales on fluvial/tide-dominated coastal environments, encompass-
ing different coastal units: tidal channel, a shallow coastal bays, river mouth, and inner shelf.
Accordingly, the following specific objectives are defined to accomplish the main objective:

• To develop a coupled onshore and offshore numerical model in order to analyze the
hydro-morphodynamics feedbacks between tidal channels and related discharge plumes
in semienclosed tidal embayments.

• To evaluate how intense storm events affect the resilience of a coastal bays system.

• To analyze the effects of basin bottom slope at the river mouth on the discharge dynamics
and on the related sedimentary processes.
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• To establish a framework of mouth bar morphologies as a function of the basin slope and
the river discharge angle.

• To determine the role of the inner shelf characteristics on the sedimentary processes of
turbidity currents.

1.3 Outline of the Thesis

Apart from the introduction (Chapter 1) and the final chapter (Chapter 7), which summa-
rizes the main conclusions of this Thesis and the future research lines, this document is divided
into five main chapters. Each of them responds to one of the objectives outlined above.

Chapter 2 investigates the morphodynamic equilibrium of tidal channels dynamically cou-
pled to their offshore discharge plumes through a self-developed numerical model. After de-
scribing the theoretical physics modeled in the numerical scheme, a detailed insight into the
transient evolution of the main hydrodynamic and morphodynamic aspects of the system to-
wards equilibrium is provided. Results reveals that the offshore plume plays a crucial role on
shaping the tidal channel and that the tidal channel evolution also modifies the offshore plume
characteristics over time. Finally, simulated tidal channel morphology is compared to a real tidal
channel in the Southwestern Spain. Overall comparison seems to be fairly satisfactory.

Chapter 3 evaluates the resilience of a shallow coastal bays system in Virginia (USA) in the
face of intense storm events. A sediment budget is developed to understanding how storm events
affect the net import of sediment. A hard database of climate conditions, water levels, bathy-
metric data and sediment size distributions is imperative and therefore used to calibrate the
high-resolution numerical model and to understand where the sediment is resuspended during
a storm and where it goes.

The next two chapters concern the role of the river mouth geometry on modifying discharge
dynamics and on shaping river mouth bars. Chapter 4 addresses the role of receiving basin slope
in the hydrodynamics of an exiting sediment-laden turbulent jet. We use a high-resolution nu-
merical model along with a theoretical formulation to reproduce the physics of the problem and
propose an updated theoretical model with a slope-dependent entrainment coefficient. Numer-
ical simulations suggest that the basin slope alters jet dynamics and favors the formation of an
unstable meandering jet. As a consequence of the hydrodynamic implications, receiving basin
slope also governs the sedimentary processes at the river mouth. Chapter 5 expands the pre-
vious one and emphasizes from a more practical perspective at providing a framework of river
mouth deposits as a function of the receiving basin slope and the river discharge angle. Using a
high resolution coupled hydrodynamic-sediment transport model, this analysis shows that the
river mouth geometry can deflect jet direction and alter the jet spreading rate. As a consequence
of these flow changes, the sedimentary processes are modified, resulting in five different river
mouth morphologies. Predicted mouth bar morphologies display similarities to natural systems.

Chapter 6 is dedicated to the application of a numerical model of turbidity currents to ana-
lyze the influence of the slope of the inner shelf and of the friction of its seabed on the formation
of sedimentary wedges and seafloor undulated structures over the latter.

1.4 Publications derived from this Thesis
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Chapter 2

Implications of plume discharge on tidal
channel morphodynamics

In this Chapter the influence of the offshore plume on the long-term equilibrium configura-
tion of a tidal channel is addressed. The equations that dictate the hydro-morphodynamic
processes at the tidal channel are dynamically coupled to a simple model of the plume hy-
drodynamics to estimate the net exchange of sediment through the tidal channel mouth.
Whereas the ebb-flow is modeled as a bounded plane turbulent jet, a Scharwz-Christoffel
conformal transformation is implemented to map a plane, irrotational, sink flood-flood in
the physical plane. Results reveal that the offshore plume plays a crucial role on shaping the
tidal channel. As a consequence of the offshore plume, the seaward concavity of the profile
reduces and smaller inlet depths arise. Finally, the feedback between channel and plume also
alters the plume dynamics and progressively reduces the ability for tidal channel to generate
mouth bar deposits. Numerical experiments with different channel, oceanic and tidal char-
acteristics are performed, and the hydro-morphodynamic consequences are also examined.
The model results are also in good agreement with nature in terms of bathymetric profile for
the Punta Umbría ría (Southwestern Spain).

2.1 Introduction

Recalling the definition of Dalrymple et al. (1992), an estuary is the seaward portion of a
drowned valley system which receives sediment from both fluvial and marine sources and which
contains facies influenced by tide, wave and fluvial processes. We focus this work on the case of
a well-mixed, tide-dominated estuary connected to its offshore plume in which river and waves
processes are merely subordinates or neglected. There has been a tendency in the literature to
associate tide dominance with mesotidal (tidal range 24 m) or macrotidal (tidal range > 4 m)
regimes, but tidal dominance can also occur in microtidal areas provided wave energy is low
enough or the tidal prism is large (e.g., Cheasapeake Bay and St. Lawrence Estuary) (Lanzoni
and Seminara, 2002; Dalrymple et al., 2012). Well-studied examples of tide-dominated estu-
aries include Cobequid Bay-Salmon River, Bay of Fundy, the Severn River, Mont-Saint-Michel
Bay, Thames, Gironde, Ord, South Alligator, and the Fitzroy River estuaries. These tidal estuaries
are valuable transitional environments between ocean and the hinterland that host highly di-
verse biological and economical activities and, therefore, represent some of the most important
ecosystems on Earth. From a management perspective, they are densely populated, constitute
strategic navigation channels, comprise extensive industrial areas and agricultural lands due to
the fertile soil of the adjacent floodplains, and shelter important fishing grounds (Pont et al.,
2002; Ericson et al., 2006; Syvitski and Saito, 2007; Syvitski et al., 2009; Winterwerp et al., 2013).
Furthermore, tidal networks exert a fundamental control on hydrodynamic, sediment and nutri-
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ent exchanges within tidal environments, which are characterized by highly heterogeneous land-
scapes and physical and biological properties (D’Alpaos et al., 2007; Kirwan and Murray, 2007;
Marani et al., 2007). Thus, understanding the basic mechanisms responsible for their morpho-
logical evolution results of obvious practical relevance for the management of these ecosystems
highly vulnerable to sea level rise, tectonic uplift, subsidence and anthropogenic interventions.

In recent years, different works have been developed to tackle the issue of the the possible
existence of a long-term longitudinal equilibrium of tidal channels. For a detailed discussion
of the concept of morphodynamic equilibrium in estuarine ambients the reader is referred to
Zhou et al. (2017). Tidal channel morphodynamics is dictated by asymmetries in surface eleva-
tions and tidal currents that lead to a net sediment flux directed landward within a tidal cycle
(De Swart and Zimmerman, 2009). Laboratory experiments (Tambroni et al., 2005), analytical
methods (Schuttelaars and Swart, 1996, 2000; Prandle, 2003; Seminara et al., 2010; Toffolon and
Lanzoni, 2010) and numerical techniques (Lanzoni and Seminara, 2002; Hibma et al., 2003; Tode-
schini et al., 2008; Van der Wegen and Roelvink, 2008; Yu et al., 2012; Bolla Pittaluga et al., 2015)
found that, starting from an arbitrary initial bottom profile, the system asymptotically tends to
a long-term morphodynamics equilibrium state with a nearly constant value of the maximum
flood/ebb speed. In the absence of an upstream input of sediment, this dynamic equilibrium
state is characterized by a vanishing net (tidally-averaged) transport in the entire embayment
that results in a shoaling bed with water depths decreasing from the inlet to an emerging shore
landward. On the other hand, when a given sediment discharge is supplied from upstream, mor-
phodynamic equilibrium requires that the net sediment flux keeps constant along the channel
and equal to the sediment flux delivered by the river.

In the above-mentioned numerical works, onshore tidal estuaries and offshore discharge
plumes are not treated as a whole. A fixed boundary condition is prescribed at the estuary mouth
by which during the ebb phase the sediment load at the inlet simply exits the estuary whereas
during the flood phase an entering sediment load in equilibrium with the local instantaneous hy-
drodynamics is prescribed. On the other hand, works focused on offshore plume processes are
carried out in a framework of no connectivity with the issuing channel. Related fluid dynamics
and sediment patterns on the oceanic region are based on a boundary condition at the channel
mouth (Wright, 1977; Özsoy, 1986; Wang, 1984; Leonardi et al., 2013, 2014; Fagherazzi et al., 2015;
Jiménez-Robles et al., 2016; Yao et al., 2016).

However, tidal embayments are dynamically coupled to their offshore plumes, creating an
oceanic pattern of sediment fluxes that can dictate the morphological evolution of the tidal chan-
nel. Stommel and Former (1952) first suggested the importance of the exchange at the seaward
boundary of the tidal channel between the tidal channel itself and the adjacent ocean to reg-
ulate the flushing of sediment and in controlling hydro-morphodynamic conditions within a
tidal embayment as a whole. Tidal exchange with the adjacent ocean can be characterized by an
ebb-flood asymmetry in which the ebb flow exits the tidal channel as a spreading jet, whereas
the flood flow enters the tidal channel as a radial sink flow (Chadwick and Largier, 1999; Chen
et al., 2012). Recent numerical efforts on the topographic evolution of coastal rivers concerns the
dynamically coupling between fluvial and marine processes (Chatanantavet et al., 2012; Lamb
et al., 2012; Chatanantavet and Lamb, 2014). They demonstrated, by comparison with field and
experimental results, the need of considering a coupled offshore spreading plume for predicting
backwater and drawdown regions with implications on scour/aggradation processes and delta
avulsion. Hence, the connectivity between the onshore and offshore systems must be a task to
be addressed when analyzing tidal channels morphodynamics.

The issue that we address in this contribution concerns the possible existence of a long-term
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longitudinal equilibrium profile in tide-dominated, well-mixed estuaries linked to their offshore
discharge plume. The problem is tackled by adopting a quasi 2-D model of a coupled tidal chan-
nel and offshore plume system. We use the one-dimensional shallow water continuity and mo-
mentum equations linked to the Exner equation for the bottom evolution in the tidal channel.
These equations are dynamically coupled to the flow and sediment patterns in the offshore re-
gion by means of a sufficiently simple analytical model of plume hydrodynamics that reduces
drastically the computational effort that a 2-D process-based model would demand for a long-
term predictive simulation. In the near field, during the ebb-phase tidal plumes behave as a
bounded, sediment-laden, turbulent jet: the unconfined flow spreads laterally and decelerates
seaward due to bottom friction and lateral diffusion in the ambient fluid (Abramovich, 1963;
Rajaratnam, 1976; Özsoy and Ünlüata, 1982; Joshi, 1982; Ortega-Sánchez et al., 2003; Jiménez-
Robles et al., 2016). The approximate equations for the jet flow and sediment patterns were de-
rived by Özsoy and Ünlüata (1982) and Özsoy (1986) respectively. On the other hand, the flood
flow in the near inlet region is modelled as a two-dimensional, plane, irrotational plane sink
flow (Blondeaux et al., 1982). This formulation has been supported from previous laboratory
(Wolanski and Imberger, 1987; Tambroni et al., 2005; Tambroni and Seminara, 2006) and field
(DelCharco, 1992) works of tidal inlets . The resulting system is closed by the sediment flux trans-
ported as a bed and suspended load through an empirical transport capacity formulation and
the advection-diffusion equation respectively. Thus, in the present contribution the sediment
flux analysis is not restricted to classical algebraic sediment transport equations. Now, we are
taking into account the phase lag between local hydrodynamic conditions and sediment fluxes
and consider the finite time needed for sediment particles being suspended in the water to settle
at slack water. Finally, like in previous works, we assume a funnel shaped estuary of fixed width
small enough as compared to the Rossby radius of deformation to ensure that Coriolis forces are
dynamically insignificant. We also neglect gravitational circulations due to density stratification
and the presence of tidal flats flanking the main channel.

Despite important advances in previous works, with this model we wish to answer some
questions about the morphodynamics of ‘short’ tidal channels typically observed in coastal la-
goons and wetlands, and related river plumes: Could the offshore plume appreciably affect mor-
phodynamic equilibrium? If so, how does offshore dynamics influence the sediment supply of a
tidal channel and the consequent equilibrium configuration? And viceversa, how does the tidal
channel evolution modifies the plume dynamics? What are the possible signatures of the oceanic
basin configuration (i.e., bottom slope, bottom friction) on the bed profile in the tidal channels?
We will then explore the role played by the main agents characterizing the problem (channel
convergence, tidal amplitude, initial depth of the channel, eroded material in the continental
shelf) with the aim of unravelling the large-scale structure of the entire tidal systems.

2.2 Mathematical description of the model

The present study is referred to an investigation of the hydrodynamic and morphodynamic
evolution of a coupled system offshore plume-tidal estuary through a quasi 2-D formulation for
conservation of fluid mass and momentum, and conservation of sediment mass. In this section
we present the geometry, the mathematical model and the numerical scheme used to tackle this
goal.
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2.2.1 Model geometry

It has been frequently observed that self-formed tidal channels are generally “funnel” or
“trumpet” shaped, with a width that tapers upstream in an apporximately exponential fash-
ion (Davies and Woodroffe, 2010). This exponential decrease in width in the landward direc-
tion is the result of the landward decrease in the tidal flux, which reaches zero at the tidal limit
(Dalrymple et al., 2012). Thus, a simplified geometry is used to define the characteristic funnel-
shaped planimetric configuration of a tide-dominated estuary (Wells, 1995; Lanzoni and Semi-
nara, 1998). Let us considerer a tidal channel of length Le whose width b decreases exponentially
with distance inland:

b = b0 exp
�
− x

Lb

�
, (2.1)

where b0 is the width of the channel mouth, x is the longitudinal coordinate with origin at the
channel mouth and pointing landward, and Lb denotes the convergence length. The larger the
convergence length is, the smaller the convergence rate of the channel becomes. The channel
cross-section is approximated with a rectangular equivalent section with a local depth d = h−η,
where h is the water surface elevation and η is the laterally averaged elevation of the channel
bottom, both relative to a horizontal reference level (see Figure 2.1). As a first approximation,
the channel width is assumed to be flanked by nonerodible banks and we ignore the possible
presence of adjacent tidal flats. These approximations, based on the observation that variations
of bed elevations occur at faster temporal scale with respect to the time scale of width varia-
tions (Bolla Pittaluga et al., 2015), are widely used when modeling the evolution of tidal chan-
nels (Schuttelaars and Swart, 2000; Lanzoni and Seminara, 1998, 2002; Todeschini et al., 2008;
Bolla Pittaluga et al., 2015). The oceanic receiving basin will be characterized by a flat sloping
bottom with bathymetric lines parallel to the coast.

Figure 2.1: Sketch of a tidal channel-offshore plume system and basic notation.
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2.2.2 Hydrodynamic model

The hydrodynamic problem considered herein is addressed through different techniques de-
pending on the model region. The flow field inside the tidal channel is solved through a one
dimensional numerical scheme that resolve the classical flow movement into an open channel.
To complete the hydrodynamics problem in the offshore region and in order to estimate to what
extent the availability of sediment in this region may modify the tidal channel evolution, a model
for the hydrodynamics of the sea region close to the channel mouth is needed. Employing a two-
dimensional model based on the numerical solution of the shallow water equations appears to
be prohibitive for our goal of a long term simulation of exchange of sand between the sea and the
tidal channel. In fact, the latter models, though accurate, are computationally highly demanding
when attempting to reproduce processes occurring from years to decades.

Two well-differentiated phases with a particular flow treatment are considered in the present
framework: the ebb and flood offshore flow field (Figure 2.2 and Figure 2.3). We use two distinct
analytical models of continental shelf hydrodynamics during these phases of the tide. Whereas
during ebb the flow issues from the inlet in the form of a turbulent het, during a flood the inlet
functions as a potential sink. These analytical models allow a computational effort away from the
prohibitive one that a 2-D numerical model would require for a long-term predictive simulation.
A detailed description of the different resolution techniques is present in the next three sections.

2.2.2.1 Tidal channel hydrodynamics

The one-dimensional partial differential equations governing the unsteady water flow in the
tidal channel over partially dry areas are the classical shallow water equations of mass and mo-
mentum conservation :

ΨH b
∂ d

∂ t
+

b ud

∂ x
= 0 (2.2)

∂ u

∂ t
+u

∂ u

∂ x
+ g
∂ h

∂ x
+

u |u |
C 2

�
d

ΦH

�2

= 0, (2.3)

where t denotes time, u is the local depth-averaged velocity, g is gravity, C is the flow conduc-
tance. As stated by van Rijn (1984d), even in uniform flow conditions the morphological behav-
ior of an alluvial channel is rather complicated. The fundamental difficulty is that the channel
bed characteristics (bed forms), and thus, hydraulic roughness, depend on flow conditions (flow
velocity and depth) and sediment transport rate. These flow conditions are, in turn, strongly de-
pendent on the channel bed configuration and its hydraulic roughness. Thus, the relationship
between hydraulic roughness and the flow conditions must be defined. In this sense, for a de-
tailed description of the flow conductance estimation on the basis of bed material and bed form
characteristics, the reader is referred to Section 2.2.3.

Besides, as a consequence of the morphological evolution of the tidal channel, a very shal-
low region tends to form at the landward end of the tidal estuary. In this way, some cells within
the tidal channel may undergo a drainage process during the ebb phase while the can be sub-
merged again during the flood phase. This portion is often characterized by sharp changes of
water depths due these repetitive flooding and drying stages which, because of the nonlinearity
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of the flow equations, strongly affect the dynamics of the system. This problem involving par-
tially wet domains is handled by the procedure proposed by Defina (2000), who included the
functions ΨH and ΦH in the shallow water equations to overcome these difficulties. The former
is the local fraction of wetted domain accounting for the actual area that is wetted or dried dur-
ing the tidal cycle, and strictly depends on the statistical distribution of bottom elevation within
each representative elementary area used to discretize the flow domain. The latter is the value
of the effective flow depth, defined as the volume of water per unit area actually ponding the
bottom. A brief description of the procedure to obtain this set of shallow water equations for
partially wet domains is reported bellow.

2.2.2.1.1 Boundary Conditions. Two boundary conditions are required by the previous sys-
tem of equations (2.2) and (2.3). At the tidal channel mouth the water motion is forced by a sea
level oscillation characterized by a purely semi-diurnal M2 tide:

h (t )|x=0 = a0 sin
�

2πt

T

�
, (2.4)

with a0 the tidal amplitude and T the tidal period. This coastal tide is clearly the driver of
water levels and currents inside the tidal channel. At the landward boundary the river discharge
is supposed to be negligible, which corresponds to a reflecting barrier condition. We thus assume
a vanishing flow discharge at this section:

u (t )|x=Le
= 0. (2.5)

2.2.2.1.2 Wetting-drying routine. Let L∗ be the characteristic horizontal length scale of the
computational elements used to discretize the integration domain Ω. Considerer a small rep-
resentative elementary area A∗(x .y ) within Ω∗ and centered on the point (x , y ), such that A∗ =
O (L∗2), where O stands for “order of magnitude”. Let D ∗0 denote the flow depth scale and ar de-
note the vertical scale of the topographic pattern that characterizes the irregular bottom profile
inside A∗. Although this procedure is focused on the case when ar is comparable with the flow
depth (i.e., ar =O (D ∗0 )), it should be take into account that in many cases ar can be much smaller
or much larger that D ∗0 .

For the case in which D ∗0 and ar are of the same order of magnitude, we are interested in
deriving a set of depth-averaged, shallow water equations valid on the macroscopic scale L∗ and
suitable to treat partially dry areas. To this end the following phase function is introduced:

ψH (x , y , z ) =

¨
0 if z >η

1 if z ≤η,
(2.6)

where η is the local bottom elevation and (x , y , z ) denotes the vector of spatial coordinates,
in which z is the vertical coordinate with the z -axis pointing upward. We deal withψH as a gen-
eralized function that depends only on the geometric configuration of the bottom. In particular,
∇ψH behaves as a delta function detecting the bottom surface and has the direction of the nor-
mal to the bottom (Drew, 1983). Let denote the phase averaging process of a generic variable of
the flow field f (x , y , z , t ) as:

F (x , y , x , t ) = 〈ψH (x , y , z ) f (x , y , z , t )〉= 1

A∗

∫
A∗
ψH (x , y , z ) f (x , y , z , t )d A∗, (2.7)
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where the uppercase is here used to denote the phase-averaged variables representing the
macroscopic properties of the representative elementary area A∗. Defina (2000) set f = 1, yield-
ing:

ΨH (x , y , z ) = 〈ψH (x , y , z )〉= 1

A∗

∫
A∗
ψH (x , y , z )d A∗. (2.8)

where the function ΨH represents the fraction of area A∗(x , y ) lying above the bottom sur-
face and, therefore, becomes wetted. Moreover, it was assumed that the free surface elevation h
smoothly changes throughoutΩ∗, so that it can be assumed nearly constant over each represen-
tative elementary area, and the quantity

D =

∫ h

−∞
ΨH d z (2.9)

represents the water volume per unit area or the effective water depth over A∗.
Recalling that for shallow water flows the vertical momentum equation is usually simplified

by neglecting acceleration and stresses such that the hydrostatic pressure distribution is recov-
ered along the vertical and the Boussinesq closure model is considered, the classical Reynolds
equations read as follow:

b
∂ d

∂ t
+

b ud

∂ x
= 0 (2.10)

∂ u

∂ t
+u

∂ u

∂ x
+ g
∂ h

∂ x
+

u |u |
C 2d

= 0. (2.11)

In order to derive the shallow water equations that allow the treatment of the water flow over
a partially dry domain, Defina (2000) applied the previous averaging procedure, by multiplying
byψH and averaging over the elementary representative area A∗, to equations (2.10) and (2.11)
and then integrated the resulting equations over the depth. The resulting system of equations
was the previously presented (equations (2.2) and (2.3)). It is then worthwhile to describe the
form of the functions ΨH and ΦH .

The function ΨH represents the fraction of A∗ lying above the bottom. In order to derive an
analytical expression for it, it is convenient to regard it from a statistical point of view. Hence, it
can be considered as the probability that the local bottom elevation η inside A∗ does not exceed
the generic elevation z :

ΨH (x , y , z ) = p (η≤ z ). (2.12)

Therefore, ∂ ΨH (x , y , z )/∂ z is the probability density function of bottom elevation inside A∗,
and a proper measure of ground irregularities is then given by the standard deviationσb of bot-
tom elevation inside A∗. Hence, ar can be specify by assuming ar = 2σb . Besides, as a first
approximation, the probability density function is assumed to be Gaussian:

∂ ΨH (x , y , z )
∂ z

=
2

ar
p
π

e −ξ′2 , (2.13)
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where:

ξ′ =−2
z −η

ar
and ξ′H =−2

h −η
ar

. (2.14)

Defina (2000) emphasized that this choice of the probability density function is mainly illus-
trative as, in practice, different distributions might be found to hold and that a Gaussian distri-
bution does not affect the bases of the present reasoning.

Integration of equation (2.13) yields:

ΨH (x , y , z ) =
1

2
e r f c (ξ′H ) =

1

2

�
1+ e r f (−ξ′H )

�
, (2.15)

where e r f c (ξ′)) = 1−e r f (ξ′), having denoted by e r f () the error function and by e r f c () the
complementary error function. Recalling equations (2.8) and (2.9), it can be written that:

ΨH (x , y , z ) =
1

2
e r f c (ξ′H ) =

1

2

�
1+ e r f (−ξ′H )

�
, (2.16)

D =
ar

4

∫ ∞
ξ′H

e r f c (ξ′)dξ′ = ar

4

�
e −ξ

′2
Hp
π
−ξ′H e r f c (ξ′H )

�
. (2.17)

Finally, ΦH can be expressed analytically through the following relationship (Lanzoni and
Seminara, 2002):

ΦH =

D +0.27
p

ar D e
−2D

ar

3/2

. (2.18)

Although this procedure is of interest in the case when ar is comparable with the flow depth
(D ∗0 ≈ ar ), it should be emphasized that in many cases ar can be either much smaller or much
larger than the flow depth. When ar is much smaller than the flow depth the dependence of the
mean flow on ground irregularities is expected to be negligibly small and a linear approximation
of the bottom can be considered sufficiently accurate. Note that in this case, when D ∗0 ≫ ar , the
classical Saint Venant equations are recovered (equations (2.10) and (2.11)) sinceΨH → 1, D → d
and ΦH →D 3/2.

On the other hand, when ar ≫ D ∗0 the overall picture of the flow is flow field is consider-
ably altered and the subgrid modeling approach proposed by Defina (2000) is likely to fail and
negative depths may occur during the calculation. In this case, a simple procedure similar to
the one employed by Todeschini et al. (2008) is adopted. This method is based on the exclu-
sion from computational domain of the cells affected by the drying processes in which the flow
depth is smaller than a given small value. On the contrary, these cells are reintroduced again in
the computational domain when the rise of free surface occurring in the flood phase leads to new
submerged areas. The dry cell nearest to the mouth becomes the last active cell at a certain time
step and all the succeeding cells in the landward direction are excluded from the computation.
At subsequent time steps these cells can be flooded again, since the free surface is subjected to
periodic oscillation. In this case, these cells with a water depth larger that the threshold value
will be reintroduced into the computational domain again.
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2.2.2.2 Continental shelf hydrodynamics during the ebb phase

During the ebb-phase, water exiting a tidal inlet into a semi-infinite ocean behaves like a
plane turbulent jet (Wright et al., 1974; Rowland et al., 2009) (Figure 2.2). Jet theory has been
extensively used to describe processes experienced by water discharges into resting reservoirs
during the ebb-phase (Özsoy, 1977; Ortega-Sánchez et al., 2008; Falcini and Jerolmack, 2010). In
coastal areas, vertical motions are negligible with respect to horizontal currents and the exiting
flow behaves like a plane turbulent jet, experiencing mixing and diffusion (Bates, 1953; Wright,
1977; Rowland et al., 2009; Falcini and Jerolmack, 2010; Leonardi et al., 2013). Their flow field can
be divided into two different zones (Rajaratnam, 1976): (1) a zone of flow establishment (ZOFE),
located in the vicinity of the outlet and governed by a triangular inviscid core where centerline
velocity can be assumed constant; and (2) a zone of established flow (ZOEF), where lateral shear
turbulence reaches the jet axis and centerline velocity starts to decrease, leading to self-similarity
conditions.

Figure 2.2: Analytical solutions for the offshore ebb flow close to the tidal inlet. Sketch of a turbulent jet exiting a tidal
channel during the ebb-phase. The velocity field magnitude is indicated through the colorbars.

The water issuing from the inlet entrains and mixes with the surrounding ambient water as it
proceeds offshore, before gradually dissipating its momentum by the frictional resistance of the
bottom. Besides, the depth variations of the continental shelf also affect the expansion of the jet.
Özsoy and Ünlüata (1982) derived an analytical solution for the stationary turbulent jet hydro-
dynamics after performing a rigorous order of magnitude analysis, showing that the motion of a
tidal jet is described by depth and time averaged Navier-Stokes equations:

∂

∂ x

�
d j e t u 2

j e t

�
+
∂

∂ y

�
d j e t u j e t v j e t

�
=− g

C 2
z

u 2
j e t +

1

ρ

∂

∂ y
Fx y (2.19)
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∂

∂ x

�
d j e t u j e t

�
+
∂

∂ y

�
d j e t v j e t

�
= 0 (2.20)

in which the coordinate system of Figure 2.2 is used, d j e t is the ebb-phase averaged water
depth along the x -axis, u j e t and v j e t are the velocity components in the offshore and along-
shore directions respectively, Cz is the Chezy friction coefficient of the continental shelf bottom,
ρ is water density, andFx y is the depth integrated turbulent shear stress acting laterally on the
flow. The solutions of this system of equations are given by the velocity field u j e t (x , y ), by the
characteristic width b j e t (x ) in which the jet motion is confined and by the core region width,
r j e t . Experimental observations showed that planar jets have a certain symmetry and can thus
be considered self-similar (Abramovich, 1963). Indeed, solutions of jet theory operate on the
assumption that the velocity profiles are self-similar with respect to the normalized coordinate
ζ = y /b j e t (x ), where y is the transversal coordinate. This assumption allows a simple param-
eterization of the dynamical variables in terms of scaling factors. For planar jets, the centerline
velocity is generally used as the local velocity scale, being the velocity field parameterized as fol-
lows:

F (ζ) =
u j e t (x , y )

u j e t ,c (x )
(2.21)

where the subscript c refers to values attained by the variables along the jet centerline and
F (ζ) is a similarity functions for velocity profiles (Abramovich, 1963; Stolzenbach and Harleman,
1971). Different analytical closed-forms for the similarity profile have been proposed in different
experimental studies of free-shear flows (Joshi, 1982; Stolzenbach and Harleman, 1971; Wang,
1984; Giger et al., 1991; Paillat and Kaminski, 2014). In this work we use the one proposed by
(Stolzenbach and Harleman, 1971):

F (y ) =


0 if |y |> b j e t�
1−ϱ1.5

�2
if r j e t ≤ |y | ≤ b j e t

1 if 0< |y |< b j e t

(2.22)

where

ϱ =
|y | − r j e t

b j e t − r j e t
. (2.23)

The velocity u j e t and the shear force Fx y vanish at y → b j e t , but there is a lateral velocity
(ve ) due to the entrainment of the surrounding fluid into the jet. This entrainment velocity can
be related to the centerline velocity of the jet by:

ve = v j e t (x , y )|y→b j e t (x ) =αu j e t ,c (2.24)

where α is the entrainment coefficient (Morton et al., 1956), which was found to exhibit a
basin slope and basin bed friction dependence by (Jiménez-Robles et al., 2016). Therefore, as-
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suming that bathymetric variations are present in the x -direction only and integrating equations
(2.19) and (2.20) across the jet yields:

∂

∂ x

 
d j e t

∫ b j e t

−b j e t

u 2
j e t d y

!
=− g

C 2
z

∫ b j e t

−b j e t

u 2
j e t d y (2.25)

∂

∂ x

 
d j e t

∫ b j e t

−b j e t

u j e t d y

!
=−2h ve (2.26)

Now, using the self-similar velocity profiles and the entrainment assumption in the previous
equations, the two ordinary differential equations arise:

∂

∂ x

�
d j e t b j e t u 2

j e t ,c Ī2

�
=− g

C 2
z

b j e t u 2
j e t ,c Ī2 (2.27)

∂

∂ x

�
d j e t b j e t u j e t ,c Ī1

�
=−αd j e t u j e t ,c (2.28)

where

Ī1 =

∫ 1

0

F (ζ)dζ (2.29)

Ī2 =

∫ 1

0

F (ζ)2dζ. (2.30)

Assuming that the inlet is rectangular of width b0, that d0 is the ebb-phase averaged inlet
depth, and that u0 is the averaged ebb-phase jet velocity at the channel mouth, equations (2.27)
and (2.28) can be written in the normalized form:

∂

∂ ξb

�
Dj e t B j e t U 2 Ī2

�
=−µB j e t U 2

j e t ,c Ī2 (2.31)

∂

∂ ξb

�
Dj e t B j e t Uj e t ,c Ī1

�
=αDj e t Uj e t ,c , (2.32)

The following dimensionless variables have been used in the previous equations: ξb = 2x/b0,
Uj e t ,c (ξb ) = u j e t ,c /u0, B j e t (ξb ) = 2b j e t /b0, Dj e t (ξb ) = d j e t /d0 and the friction parameter µ =
g b0/(2d0C 2

z ). The core width r j e t (x )will also be normalized as R j e t (ξb ) = 2r j e t /b0.

By virtue of equation (2.22), Īn , with n = 1, 2, is defined as:

Īn =
R j e t

B j e t
+ In

�
1− R j e t

B j e r

�
, (2.33)
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where I1 and I2 are numerical constant equal to 0.450 and 0.316 respectively, i.e., the values
of Ī1 and Ī2 in the ZOEF since R j e t = 0 as ξb → ξb ,s = 2xs /b0 is this region. ξb ,s and xs are
the dimensionless and dimensional forms of the end coordinate for the core region and marks
the passage between ZOFE and ZOEF respectively. Thus, xs is found imposing the normalized
jet core half-width R j e t equal to zero in the ZOFE equations. Equations (2.31) and (2.32) are
uniformly valid for all ξb , and their integration is direct using the initial conditions Dj e t (0) = 1,
R j e t (0) = 1, B j e t (0) = 1, and Uj e t (0) = 1. Equation (2.31) yields:

Ī2Dj e t B j e t U 2
j e t ,c = exp

�
−µ

∫ ξb

0

1

Dj e t (ξb )
dξb

�
= J j e t (ξb ) (2.34)

where it has been noted that Ī2B j e t → 1 when ξb → 0.

Equation (2.32) must be integrated separately in the two zones of the jet. In the ZOFE we set
Uj e t = 1 to obtain:

Ī1Dj e t B j e t = 1+α

∫ ξb

0

Dj e t (ξb )dξb =G j e t (ξb ) (2.35)

where it has been noted that Ī1B j e t → 1 as ξb → 0. Thus, the solutions for the two unknowns
R j e t and B j e t in the ZOFE is direct by imposing that Uj e t = 1 and using equation (2.33):

Uj e t ,c (ξb ) = 1 (2.36)

R j e t (ξb ) =
I1 J j e t (ξb )− I2G j e t (ξb )

(I1− I2)Dj e t (ξb )
(2.37)

B j e t (ξb ) =
(1− I2)G j e t (ξb )− (1− I1)J j e t (ξb )

(I1− I2)Dj e t (ξb )
(2.38)

To obtain solution for the unknowns Uj e t ,c and B j e t in the ZOEF, equation (2.34) is utilized
to put equation (2.32) into the form:

∂

∂ ξb
Ψ =

αI2Dj e t J j e t

I1Ψ
; Ψ =

J j e t

Uj e t ,c
, (2.39)

where it has been noted that Ī1 = I1 and Ī2 = I2, since R j e t (ξb ) = 0 for ξb ≥ ξb ,s . Then,
equation (2.39) can readily integrated from ξb ,s = 2xs /b0 (given by the roots of R j e t (ξb ,s ) = 0) to
ξ>ξb ,s , yielding:

1

2
Ψ2(ξb ) =

1

2

J 2
j e t

U 2
j e t ,c

=
αI2

I1

∫ ξb

ξb ,s

Dj e t (ξb )J j e t (ξb )dξb +
1

2
Ψ2(ξb ,s ). (2.40)
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The constant of integration
1

2
Ψ2(ξb ,s ) is determined by requiring continuity of the centerline

velocity Uj e t ,c at ξb = ξb ,s . Thus, evaluating equation (2.40) at ξb = ξb ,s :

1

2
Ψ2(ξb ,s ) =

1

2

J 2
j e t (ξb ,s )

U 2
j e t ,c (ξb ,s )

=
1

2
J 2

j e t (ξb ,s ), (2.41)

since Uj e t ,c (ξb ,s ) =Uj e t ,c (ξb < ξb ,s ) = 1. Substituting equation (2.41) into equation (2.40) it
follows that:

Uj e t ,c (ξb ) =
J j e t (ξb )�

J 2
j e t (ξb ,s )+Sj e t (ξb )

�1/2
, (2.42)

and substituting this result into equation (2.34), and taking Ī2 = I2 we obtain:

B j e t (ξb ) =

�
J 2

j e t (ξb ,s )+Sj e t (ξb )
�

I2Dj e t (ξb )J j e t (ξb )
, (2.43)

where

Sj e t (ξb ) =
2αI2

I1

∫ ξ

ξb ,s

Dj e t (ξb )J j e t (ξb )dξb . (2.44)

These equations complete the general similarity solutions to equation (2.19) and (2.20) in the
ZOEF alongside

R j e t (ξb ) = 0. (2.45)

2.2.2.3 Continental shelf hydrodynamics during the flood-phase

Regarding the flood-phase, during which the inflow draws water from a selective quasi-
circular withdrawal region (Figure 2.3), no detailed theoretical analysis of the hydrodynamics
of tidal inlets are known to the present authors except for the work of Blondeaux et al. (1982),
Wolanski and Imberger (1987), DelCharco (1992), Tambroni et al. (2005) and Tambroni and Sem-
inara (2006). They employed a much simpler analytical model of tidal flow in a neighbourhood
of tidal inlets. They modeled this complex flow field as 2-D inviscid, plane and irrotational in the
flood phase by assuming the bed to be fixed in time using the potential flow theory, which allows
for an analytical treatment of the velocity field.

Potential flow theory leads to the analytic determination of flow characteristics based on
a transformation between the physical plane z -plane(= y + i x ) and the transformed plane τ-
plane(= ξτ + iητ) using conformal mapping technique (Dias et al., 1987; Kabiri-Samani et al.,
2012) (Figure 2.3). Conformal mapping is a mathematical technique in which complicated ge-
ometries can be transformed by a mapping function into simpler geometries which still pre-
serves both the angles and orientation of the original geometry. It provides a single expression
embodying both the stream function and the potential function for each pattern of flow. In flow
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situations involving straight boundaries, the application of the Schwarz-Christoffel transforma-
tion (Vallentine, 2013; Chanson, 2009), a specific application of conformal mapping, provides a
technique to solve analytically this flow field.

A detailed description of the mathematical procedure followed to determined the flow field
during the flood phase is presented below.

Figure 2.3: Analytical solutions for the offshore flood flow close to the tidal inlet. Conformal mapping of a flow enter-
ing a channel based on Schwarz-Christoffel transformation (z = f (w )) and sketch of the flood flow in the (b) trans-
formed (τ-plane) and (c) physical (z -plane) domains. In (a) and (b) the grid of the spacial transformation is preserved
(white lines) for clarity. The velocity peaks at the edges of the inlet are due to flow separation where geometrical dis-
continuities are present. Vectors only indicate flow direction. The velocity field magnitude is indicated through the
colorbars.

2.2.2.3.1 Analytic functions. The assumption of a plane and irrotational flow lets us to de-
scribe the velocity field by means of the complex potential W ∗p , defined as:

W ∗p =ϕ∗+ iψ∗, (2.46)

with ϕ∗ velocity potential and ψ∗ stream function. The condition that the transformed pa-
tterns ofϕ∗ andψ∗ lines in a generic z -plane(= x + i y ) does in fact represent a possible pattern
of irrotational flow is that the functions ϕ∗ andψ∗ satisfy the conditions of continuity and irro-
tationality. These limitations onϕ∗ andψ∗ restrict W ∗p to a class of function known in the theory
of the complex variable as analytic (Vallentine, 2013). A function W ∗p = f (z ) is said to be analytic
within a region of the z -plane on if, for each point in that region:

a) there is one and only one corresponding value of W ∗p and that value is finite, and

b)
d W ∗p

d z is single-valued and neither zero nor infinite.

At singular points, where these conditions are not satisfied, the transformation process is
not applicable, although at very small distance from them it may be. From a practical viewpoint,
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singular points are generally points of theoretically infinite or zero velocity on the physical plane.
To the case in study, the points of infinite velocity include the centres of sinks and sharp corners
where boundaries are deflected away from the flow.

Condition b) requires that, at any point,
d W ∗p

d z must have only one value, whatever the direc-
tion of ∂ z . It can be shown that it will have only one value for all directions, provided that it has
the one value for any pair of directions at right angles to one another, for example the x - and
y -directions, at any point. Hence, this condition will be satisfied if

∂ ϕ∗
∂ x

=
∂ ψ∗
∂ y

, (2.47)

and

∂ ϕ∗
∂ y

=−∂ ψ∗
∂ x

. (2.48)

These equation, the consequence of the condition of one-valued derivatives, are called the

Cauchy-Riemann equations. On the condition that the partial derivatives
∂ ϕ∗
∂ x

,
∂ ϕ∗
∂ y

,
∂ ψ∗
∂ x

and

∂ ψ∗
∂ y

exist, and are continuous, the Cauchy-Riemann equations are the sufficient conditions that

a continuous one-valued function W ∗p = f (z ) is analytic and called complex potential. Differen-
tiating equations (2.47) and (2.48) with respect to x and y respectively, and adding them, results
in

∂ 2ϕ∗
∂ x 2

+
∂ 2ϕ∗
∂ y 2

= 0. (2.49)

Similarly, differentiating equations (2.47) and (2.48) with respect to y and x respectively, and
subtracting them, yields:

∂ 2ψ∗
∂ x 2

+
∂ 2ψ∗
∂ y 2

= 0. (2.50)

Hence, the real and the imaginary parts of any function of a complex potential satisfy the
Laplace equation and are therefore possible velocity potential functions or stream functions for
two-dimensional irrotational flows. This is directly evident from the Cauchy-Riemann equa-
tions:

∂ ϕ∗
∂ x

=
∂ ψ∗
∂ y

= u f l o o d and
∂ ϕ∗
∂ y

=−∂ ψ∗
∂ x

= v f l o o d . (2.51)

Since, from condition b) we have that:

d W ∗p
d z

=
∂W ∗p
∂ x

=
∂

∂ x
(ϕ∗+iψ∗) = ∂ ϕ

∗
∂ x
+i
∂ ψ∗
∂ x

= u f l o o d −i ·v f l o o d →
d W ∗p

d z
= u f l o o d −i ·v f l o o d ,
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(2.52)

the derivative
d W ∗p

d z can be regarded as a complex velocity in which the real part equals the
x -component and the imaginary part the negative of the y -component of the velocity at any
point.

2.2.2.3.2 Sink flow pattern. The next simple transformations is a useful analytic function
which will be used later in the treatment of the flood flow. A source point in a z -plane at z = a
can be treated through the following transformation:

W ∗p =−m ln (z −a ) . (2.53)

In this function, m =
Q ′
2π

, being Q ′ the strength of the sink and a is a complex constant that

indicates the location of the sink. Hence, z −a is simply a radius vector with origin at z = a on
the z -plane, i.e.:

z −a = r ′e iθ ′ and ln (z −a ) = ln
�
r ′e iθ ′�

.
Thus, substituting in equation (2.53):

ϕ∗+ iψ∗ =−m ln (z −a ) =−m ln(r ′)− i mθ ′→ϕ∗ =−m ln(r ′) and ψ∗ =−mθ ′. (2.54)

The streamlines ara radial from the point z = a and the equipotential lines are concentric
circles with centres at z = a . The point z = a is a singular point, and is excluded from the map,

since
d W ∗p

d z
is infinite and the function is therefore not analytic at this point.

The velocity at any point is radial towards the sink, with magnitude equal to:

|V |=
����d W ∗p

d z

����= m

r ′ =
Q ′

2πr ′ , (2.55)

which is the velocity at a radius r ′ from the sink point.

2.2.2.3.3 Schwarz-Christoffel transformation. If a z -plane pattern is, or can be transformed
into, a pattern of flow within straight-wall boundaries, that is, within a simple polygon, a theorem
due to Schwarz and Christoffel provides a standard method for transforming the pattern within
this polygon in the z -plane to that of flow occupying the whole of the upper half of a transformed
plane (τ-plane). It is then possible to transform the half-plane pattern to that of uniform flow in
the W ∗p -plane and, being the relationship between W ∗p and z well established, the flow pattern
in the z -plane is mathematically determined (Vallentine, 2013).

If the polygon is in the z -plane and the transformed plane is the τ-plane, the Schwarz-
Christoffel theorem states that the interior of this polygon may be mapped into the upper half of
a plane and the boundaries of the polygon into the real axis. The transformation is given by:

d z

dτ
= A⃗

n∏
i=1

(ai −τ)−αi /π , (2.56)
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where A⃗ is a complex constant, ai are the image points on the xt axis of the τ-plane of the n
vertices of the polygon located in the z -plane, and αi represents the external deflection angle of
the polygon at the i vertex. These deflection angles may be positive (anticlockwise) or negative
(clockwise) for a traverse in the anticlockwise direction. They may take any value between −π
and +π, being these limits corresponding to a boundary folding back along itself. The exterior
of the polygon becomes the lower half of the t -plane, the values of ai are the values of τ along
the real axis of the τ-plane to which the vertices of the polygon are transformed, and the sum
of αi obviously equals 2π. Whatever the pattern of flow in the polygon may be, the velocities at
the vertices will be either zero (for positive deflection angles) or infinite (for negative deflection
angles). These points are singularities and must be excluded from the z -pattern.

The integration of equation (2.56) allows the mapping of the half τ-plane (I m (τ) > 0) into
the interior domain of a polygon in the z -plane:

z = f (τ) = A⃗

∫ n∏
i=1

(ai −τ)−αi /πdτ+ B⃗ (2.57)

where A⃗ and B⃗ are constant which may be complex that affect the scale and orientation of
the z -plane polygon and its position with respect to the origin respectively. Both constant are
determined, following integration, by imposing a correspondence between the coordinates of
the vertices in the two planes. Usually one or two of the points are at infinity on the real axis of
the τ-plane, and the need not be considered in equation (2.57).

In our case, we considered the geometry of the inlet as the one delimited by the vertices A1,
A2, A3, A4 and A5 in figure 2.3. Thus, the flow region consists of the upper half plane (x > 0,−∞<
y <∞) and the strip (x < 0,−b0/2 < y < b0/2). This flow region can be seen as a degenerate
polygon with three vertices (A1, A3 and A5) at infinity.

The external deflection angle of our polygon at the vertices Ai read respectively:

α2 =−π2 , α3 =π, α4 =−π2 .

As far as the values of the coordinates ξt are concerned, we set:

ξt ,1 =−∞, ξτ,2 =−1, ξτ,3 = 0, ξτ,4 = 1, ξτ,5 =+∞.

The required transformation has then the form:

d z

dτ
= A⃗ (τ+1)

π
2

1
π (τ−0)−π 1

π (τ−1)
π
2

1
π = A⃗

τ2−1

t
p
τ2−1

. (2.58)

By integrating the previous equation, it yields:

z = f (τ) = A⃗
�p
τ2−1+arcsin

�
1

τ

��
+ B⃗ , (2.59)

where the complex constants A⃗ and B⃗ are yet to be determined by imposing that A′2 and A′4
in the transformed plane correspond to A2 and A4 in the physical plane:

f (−1) =−b0

2
+ i ·0, f (1) =

b0

2
+ i ·0. (2.60)
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Whit this conditions we obtain the final form of the transformation (Mathews and Howell,
2012):

z = f (τ) =
b0

π

�p
τ2−1+arcsin

�
1

τ

��
, (2.61)

with b0 being the tidal channel mouth width. This transformation maps the upper half plane
I m (τ) > 0 onto the domain consisting of the upper half plane I m (z ) > 0 joined to the channel
−b0/2< y < b0/2, x < 0. The point τ= 0 is mapped onto the point z =−i ·∞ along the channel.
Finally, the τ-plane pattern is evidently that of flow into a half-sink. See figure 2.3 for a visual
inspection of this transformation.

2.2.2.3.4 Flow into a rectangular channel flanked by the coastline. The flood flow in the
near tidal channel mouth region in the physical plane is driven by a given temporally depen-
dent half-sink flow which, at the scale of the inlet, will be located at x →∞. The strength of
this water discharge will be related to the time-varying values of flow velocity, water depth and
channel mouth width computed at the tidal channel through the system of equations (2.2) and
(2.3).

In the transformed plane (τ-plane), and assuming an horizontal bottom which depth will
vary with the tidal channel mouth depth, this flow corresponds to a half-sink of intensity 2Q (t )
(with Q (t )< 0) at τ= 0, whose complex potential W ∗p , from equation (2.53), is readily written as:

W ∗p =
Q

π
ln(τ). (2.62)

In the physical plane (z -plane), the complex flood velocity V⃗f l o o d associated with the latter
form of the complex potential is obtained as follows:

V⃗f l o o d = u f l o o d − i · v f l o o d =
d W ∗p

d z
=

d W ∗p
dτ

dτ

d z
, (2.63)

in which the derivative
d W ∗p

dτ
represents the velocity field on the transformed plane:

d W ∗p
dτ

=
Q

πτ
=

Q

π

1

ξτ+ iητ
=

Q

π

�
ξτ

ξ2
τ+η2

τ
− i

ητ
ξ2
τ+η2

τ

�
. (2.64)

Giving that the quantity
d z

dτ
is readily calculated by differentiating the transformation given

by equation (2.61), the flow field at any point in the continental shelf during the flood phase for
the case of an horizontal bottom is given by:

V⃗f l o o d (z ) = u f l o o d (z )− i · v f l o o d (z ) =

d W ∗p
dτ
d z
dτ

=
Q
πτ
d z
dτ

. (2.65)

Figure 2.3 (b) depicts the spatial distribution of the flood flow field. As previously mentioned,
it is not surprising that, within the framework of the present irrotational scheme, the velocity
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peaks at the edges of the inlet edges where geometrical discontinuities are present: the scheme
obviously fails in an immediate neighborhood of the edges where flow separation occurs. At
these points in a real fluid, not only are infinite velocities impossible but, with the necessarily
high velocity gradient involved, viscous effects become appreciable and significant departures
from the irrotational flow pattern, such as rotational vortex flow or separation from boundaries,
results.

2.2.2.3.5 The sloping bottom case: modified streamlines lines. Wolanski and Imberger
(1987) examined patterns of flood flow at tidal inlets, with particular reference to non-uniform
or selective water withdrawal influenced by bottom topography. For the case of a oceanic basin
with a linearly varying flat bathymetry, they derived a streamline analytical model in a trans-
formed plane for the case of a half-sink flow:

ψ∗s l o p e =
Q

Dπ

 ξτητ�
ξ2
τη

2
τ

�2 +arctan
�
ξτ
ητ

� , (2.66)

where D reflects the dimensionless bathymetric changes along the ητ axis. Using the above
streamline function, the velocity field (uτ, vτ) in the transformed plane can be computed from:

uτ =−
∂ ψ∗s l o p e

∂ ξτ
and vτ =

∂ ψ∗s l o p e

∂ ητ
(2.67)

Finally, the velocity field in the physical plane (V⃗f l o o d (z )) can be directly derived from equa-
tion (2.65).

Figure 2.4: Analytic solutions of a flat bottom streamlines (a) and from a linearly sloping bottom (b) under the influ-
ence of a half-sink.
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They noticed that, on the contrary to the horizontal case, where the streamlines were equally
distributed, a concentration of streamlines around the axis pointing orthogonally with respect to
the coast arises, showing that a selective withdrawal takes place offshore (see Figure 2.4). The flat
bottom streamlines, with sink only (Figure 2.4 (a)), show that the sink draws water evenly from
the whole water body. The withdrawal in this case is spread evenly across the entire domain.
The streamlines that result from the linearly sloping bottom show a withdrawal that concen-
trates around the ητ axis (Figure 2.4 (b)). Because the difference in adjacent streamlines defines
a volumetric flux, it is apparent that a greater volume of water is being drawn from offshore than
from the near shore region.

The applicability of these conceptually simple analytic solutions were tested and verified by
a field study carried out with drogues in a realistic sandy inlet in Koombana Bay (Australia) and
by a Hele-Shaw cell experiment. Thus, they showed that simple analytical solutions that include
the effects of sloping bottom can be used to show the selective withdrawal patterns of flood flow.

2.2.3 Morphodynamic model

2.2.3.1 Bathymetric changes formulation

Having determined the structure of the tidally driven flow field both in the tidal channel and
in the offshore region, we can proceed to determine the sediment balance in the tidal channel.
In this work we consider an uniform bottom composed by noncohesive sediment. The source of
this material is double: it may derive both from the tidal channel bottom and from the erosion of
the continental shelf. However, despite erosive and deposition processes will be accounted for
in the continental shelf to compute sediment transport, hydrodynamics computations in this
region will be carried out assuming a fixed flat continental shelf of constant slope, thus neglect-
ing bathymetric changes for the sake of simplicity. Thus, only bathymetric changes on the tidal
channels will attract the attention of the present work.

In the tidal channel region (x > 0), the width of the erosional/depositional zone is equivalent
to the channel width (b ). On the contrary, the offshore depositional zone (x < 0) spans a much
higher area limited by the spreading width of the offshore plume (2b j e t ).

Sediment load in this work refers to the sediment that is in motion in the tidal channel and
in the offshore region. Depending on the mechanism for transport there are two common ways
of classifying the sediment load: (a) bed load transport, defined as that in which the successive
contacts of the particles with the bed are strictly limited by the effect of gravity and that will be
computed only in the tidal channel, and (2) suspended load transport, defined as that in which
the excess weight of the particles is supported by random successions of upward impulses im-
ported by turbulent eddies that diffuse suspended sediment throughout the vertical column, and
that will be computed both in the tidal channel and in the offshore region.

The morphodynamic evolution of the tidal channel bottom is governed by the Exner equa-
tion for sediment continuity (Paola and Voller, 2005):

(1−p )b
∂ η

∂ t
+
∂ (b qb )
∂ x

=De −Er , (2.68)

where b is the channel width, p is bottom porosity, qb is the bed load transport rate per unit
width, and De and Er are the deposition and erosion rates of suspended sediment per unit chan-
nel length. Thus, bed level changes with time t due to bed load transport, sediment entrainment
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into suspension, and sediment deposition onto the bed can be predicted with this partial differ-
ential equation. This equation can be solved along with the shallow water equations (equations
(2.2) and (2.3)) to predict aggradation or degradation of tidal channel bed.

To solve this equation, it is necessary to have relations to compute bed load transport (i.e.,
qb ) and erosive and depositional fluxes of suspended sediment (i.e., De an Er ).

2.2.3.2 Bed load transport formulation

A large number of bed load relations can be expressed in the following general form (Garcia,
2008):

qb = qb ,0 f (θ ) (2.69)

Here qb is the volumetric bed load sediment transport rate and qb ,0 is a dimensionless bed
load transport rate known as the Einstein bed load number given by:

qb ,0 =
q
∆g d 3

s , (2.70)

where g is the acceleration of gravity, ∆ is the submerged specific gravity of the sediment
(∆ = ρs /ρ − 1, where ρ denotes the density of water and ρs denotes the density of sediment),
and ds represents the characteristic particle diameter. Estuarine sediments are derived both
from fluvial and marine sources, with grain sizes ranging from sands to mud. In tide-dominated
estuaries a dominance of sand is typically found in channels, whereas a dominance of silt and
clay characterizes the adjacent tidal flats and/or salt marsh deposits (Wells, 1995). In the above
equation (2.69) θ is a dimensionless measure of boundary shear stress known as the Shields pa-
rameter. It is given by the definition:

θ =
u 2∗
∆g ds

(2.71)

with u∗ the bed-shear velocity.

The bed load sediment transport in the tidal channel is here computed employing the Meyer-
Peter and Müller (1948) equilibrium formula. This expression, empirical in nature, is widely used
in nearshore sediment applications (Soulsby, 1997). It reads:

qb = qb ,0 f (θ ) with f (θ ) = 8(θ −θc r )
3
2 . (2.72)

In this formulation, θc r is the threshold value of the Shield stress for beginning of bed load
transport. Whereas Soulsby (1997) assumed a value of θc r = 0.047, we use the value given by
the Shields curve for initiation of motion of van Rijn (1984b), in which θc r depends on the sand
particle properties through the parameter D∗ as follows:

θc r =



0.240D −1∗ if D∗ ≤ 4

0.140D −0.64∗ if 4<D∗ ≤ 10

0.040D −0.10∗ if 10<D∗ ≤ 20

0.013D 0.29∗ if 20<D∗ ≤ 150

0.055 if D∗ > 150,

(2.73)
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where D∗ =R 2/3
e p , being Re p the particle Reynolds number:

Re p =

Æ
∆g d 3

s

ν
, (2.74)

with ν being the kinematic viscosity of water.

2.2.3.3 Suspended load transport in the tidal channel and in the offshore region during the
flood phase

We compute the suspended sediment concentration inside the tidal channel and during the
flood-phase in the offshore region with the one dimensional advection-diffusion equation:

∂ c

∂ t
+
∂ u c

∂ x
=

Er −De

A
+

1

A

∂

∂ x

�
kx A

∂ c

∂ x

�
, (2.75)

where c is the cross-sectionally averaged concentration, A = b ·d is the cross-sectional area,
and kx is a longitudinal diffusivity coefficient. As suggested by field observations in estuaries
(Sanford and Halka, 1993), the above formulation allows simultaneous erosion and deposition.

The instantaneous rate at which sand is picked up is given in terms of a pickup function Ee n t

such that:

Er = Ee n t ws b , (2.76)

where ws is the fall velocity of non-spherical sediment particles and be n t is a parameter ac-
counting for the presence of bedforms. Falling under the action of gravity, a particle will reach a
constant, terminal velocity once the drag equals the submerged weight of the particle. The rela-
tion for terminal fall velocity for a spherical particle in quiescent fluid can be presented as (van
Rijn, 1984c):

ws =


∆g d 2

s

18ν
if ds < 100µm

10
ν

ds

�√√
1+

0.01∆g d 3
s

ν2
−1

�
if 100µm≤ ds ≤ 1000µm

1.1
p
∆g ds if ds > 1000µm.

(2.77)

Several different relationships for estimating the pick-up rate of sediments into suspension
are available in the literature (Chaudhry, 2007; Garcia and Parker, 1991; van Rijn, 1984a; Nielsen,
1992). According to Nielsen (1992) we can infer the pick-up function from near-bed sediment
concentration. In this sense we use the the relationship of van Rijn (1984c) for uniform sediment
bottom, that according to Chaudhry (2007), may be written as:

Ee n t = 0.015
ds

be n t

�
θ

θc r,s
−1

�1.5

R−0.2
e p , (2.78)

in which θc r,s is the critical Shields parameter for beginning of suspension evaluated on the
basis of the criterion proposed by van Rijn (1984c). On the basis of some results of experimental
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research at the Delft Hydraulics Laboratory, van Rijn determined the critical flow conditions at
which instantaneous upward turbulent motions of the sediment particles (bursts) with jump
lengths of the order of 100 particle diameters were observed. Under these observation, van Rijn
defined a criterion at which locally turbulent bursts of sediment particles are lifted from the bed
into suspension:

θc r,s =


16w 2

s

D 2∗ ∆g ds
if 1<D∗ ≤ 10

0.16w 2
s

∆g ds
if D∗ > 10.

(2.79)

According to van Rijn (1984d) be n t can be taken as (i) 0.5 times the average bedform ampli-
tude if bedforms are present and larger than the Nikuradse roughness height (ks = 3d90, with d90

being the grain size such that 90% of the sediment is finer) or (ii) equal to 0.01d if bedforms are
not present, where d is water dept. The existence or not of bed forms depends on a transport
stage parameter controlled mainly by the bed-load transport that reads:

Ts =
θ −θc r

θc r
, (2.80)

and influences also the flow conductance. For T ≤ 0 and T ≥ 25 the bed surface is almost
flat. In these cases, van Rijn (1984d) showed that and the overall bed roughness height er will
only depend on the Nikuradse or effective grain rough:

er = ks . (2.81)

On the contrary, for 0 < T < 25, dune-type bed forms are present and their contribution is
added to the Nikuradse roughness as:

er = ks +1.1Ad (1−exp (−25Ψd )) , (2.82)

in which Ψd = Ad /Ld is the bed form steepness, with Ad and Ld amplitude and wavelength
of the bedforms respectively (van Rijn, 1984d):

Ld = 7.3d (2.83)

Ad = 0.11d
�

1−exp
�
−T

2

��
(25−T )

�
ds

d
.
�0.3

(2.84)

With the above expressions, the Chezy flow conductance C is computed as:

C = 2.5 ln
�

12
er +d

er

�
. (2.85)
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In regard to the deposition fluxes, Winterwerp (2007) suggested that the deposition rate can
be represented by the settling flux:

De = cb ws b , (2.86)

where cb is the sediment concentration close to the bed and is supposed to be twice the
depth-averaged concentration c (García, 1993; Altinaker et al., 1996).

2.2.3.4 Averaged mass transport in the offshore region during the ebb phase

Figure 2.5: Definition sketch for the offshore plume sediment concentration in a jet exiting a tidal channel during the
ebb phase.

As in the hydrodynamic problem presented in Section 2.2.2.2, the sediment concentration
in the plume exiting the tidal channel is determined on the basis of the turbulent jet theory. We
employ the quasi-stationary model of suspended sediment and mass transport in the vicinity of
tidal inlets presented by Özsoy (1986):

∂

∂ x
(d j e t u j e t c j e t )+

∂

∂ y
(d j e t v j e t c j e t ) =−Sj e t +

∂

∂ y
Fy , (2.87)

where the coordinate system of Figure 2.5 is used, d j e t is the ebb-phase averaged water depth
along the x -axis, u j e t and v j e t are the velocity components described in Section 2.2.2.2, c j e t is

the depth-averaged sediment concentration, Sj e t =ws c j e t

�
1− θ

θc r,s

�
is a sediment source/sink

term, andFy is the turbulent flux of concentration perpendicular to the jet axis. Note that the
jet is assumed to be in a steady state. The presence of an ambient concentration distribution
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variable along the jet axis ca , j e t = ca , j e t (x ) is taken into account. The basic variable to be calcu-
lated here is the concentration distribution c j e t (x , y ), which is assumed to be self-similar with
respect to the normalized coordinate ζ= y /b j e t (x ).

c j e t (x , y )− ca , j e t (x )

c j e t ,c (x )− ca , j e t (x )
=G (ζ). (2.88)

The sediment concentration fields is parameterized using a similarity function related to the
velocity profile G (ζ) = F (ζ)1/2, since the eddy diffusivity of the scalar concentration doubles that
of the momentum in turbulent jets (Abramovich, 1963; Stolzenbach and Harleman, 1971; Özsoy,
1986):

G (ζ) = F 1/2(ζ) =


0 if |y |> b j e t

1−ϱ1.5 if r j e t ≤ |y | ≤ b j e t

1 if 0< |y |< b j e t

(2.89)

where:

ϱ =
|y | − r j e t

b j e t − r j e t
. (2.90)

The self-similar structure of concentration and velocity profiles in classical two-dimensional
turbulent jets allows for an integration of equation (2.87) across the jet cross-section, yielding:

∂

∂ x

 
d j e t

∫ b j e t

−b j e t

u j e t c j e t d y

!
−2d j e t ve ca , j e t =−ws

∫ b j e t

−b j e t

c j e t

�
1− θ 2

θ 2
c r,s

�
d y . (2.91)

With the similarity hypothesis (equation (2.89)), the entrainment relationship (equation
(2.24)) and assuming that when y → b j e t the velocity u j e t and the lateral diffusive flux Fy

vanish, equation (2.91) becomes:

∂

∂ ξb
(Ī4Dj e t B j e t Uj e t ,c C j e t ,c )−αCa , j e t Dj e t B j e t Uj e t ,c =−γB j e t C j e t ,c (Ī3−ϕ2 Ī5U 2

j e t ,c ), (2.92)

where following dimensionless variables have been used in the previous equation: C j e t ,c =
c j e t ,c /c0, Ca , j e t = ca , j e t /c0, γ = b0ws /(2d0u0) is a sediment settling velocity parameter, and
ϕ = u0/us ,c r is an erosion parameter. Besides, c0 is the ebb-phase averaged concentration at
the inlet, ca j e t ,c

is the plume axis ambient concentration in the receiving basin, i.e., the exiting
concentration before the ebb-phase beginning, c j e t ,c is the plume centerline concentration, and
uc r,s is the critical shear velocity por sediment erosion in the receiving basin computed accord-
ing to equation (2.79). The expression of Ī3, Ī4 and Ī5 are:

Īn =

∫ 1

0

�
c j e t

c j e t ,c

��
u j e t

u j e t ,c

�n−3

dζ, for n = 3, 4, 5, (2.93)
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which are evaluated making use of equation (2.89):

Īn =
R j e t

B j e t
+

�
In + (In−3− In )

Ca , j e t

C j e t ,c

��
1− R j e t

B j e t

�
, for n = 3, 4, 5, (2.94)

where I3, I4, and I5 are numerical constant equal to 0.600, 0.368 and 0.278 respectively, with:

In =

∫ 1

0

(1−ζ1.5)2n−5dζ, for n = 3, 4, 5. (2.95)

Making use of equation (2.95), equation (2.92) takes the form:

∂ X j e t

∂ ξb
+Q j e t X j e t =M j e t , (2.96)

where:

X j e t (ξb ) = (I1−I4)(B j e t −R j e t )Dj e t Uj e t ,c Ca , j e t +[R j e t +I4(B j e t −R j e t )]Dj e t Uj e t ,c C j e t ,c , (2.97)

Q j e t (ξb ) =
γ[R j e t + I3(B j e t −R j e t )]−γϕ2U 2

j e t ,c [R j e t + I5(B j e t −R j e t )]

Dj e t Uj e t ,c [R j e t + I4(B j e t −R j e t )]
, (2.98)

and

M j e t (ξb ) =αDj e t Uj e t ,c Ca , j e t +γ
�
ϕ2U 2

j e t ,c (I2− I5)− (1− I3)
�
(B j e t −R j e t )Ca , j e t+

(I1− I4)Dj e t Uj e t ,c (B j e t −R j e t )Q j e t Ca , j e t ,

(2.99)

where it must be considered that Uj e t ,c = 1 in the ZOFE and R j e t = 0 in the ZOEF, and solu-
tions for Uj e t ,c , B j e t and R j e t where obtained in Section 2.2.2.2. Applying the initial conditions
at the tidal inlet mouth (Dj e t = R j e t = B j e t = C j e t ,c = 1), equation (2.96) can be integrated,
yielding:

X j e t (ξb ) =
1

Pj e t (ξb )

�∫ ξb

0

Pj e t (ξb )M j e t (ξb )dξb +1

�
, (2.100)

where Pj e t (ξb ) is an integration factor:

Pj e t (ξb ) = exp

�∫ ξb

0

Q j e t (ξb )dξb

�
. (2.101)

Hence, the centerline concentration is obtained from equation (2.97) as:

C j e t ,c (ξb ) =
X j e t − (I1− I4)Dj e t Uj e t ,c (B j e t −R j e t )Ca , j e t

[R j e t + I4(B j e t −R j e t )]Dj e t Uj e t ,c
, (2.102)

Note that for obtaining solutions for C j e t ,c , Uj e t ,c = 1 in the ZOFE (ξb < ξb ,s ), while for the
ZOEF (ξb ≥ ξb ,s ) R j e t = 0.
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2.2.3.5 Shield parameter for partially dry areas

To evaluate the bottom shear stresses θ associate to a generic representative elementary area
A∗ we apply the averaging procedure presented in Section 2.2.2.1 (Defina, 2000; Lanzoni and
Seminara, 2002) again. The local value of the Shields parameters read:

θ (x , y , t ) =
|τb |/ρ
∆g ds

, (2.103)

where τb is the local shear stress acting at the bottom. If it is assumed that the spatial vari-
ations of η are small enough, τb can be approximate with the longitudinal component of the
stress acting at the bed. Recalling that∇ψH behaves as a delta function picking out the bottom
surface and that ∂ ψH /∂ z is a delta distribution centered at z = η, and assuming that in a grad-
ually varying flow gravity is mainly balanced by friction , τb can be appropriately approximated
as follows:

τ=ρg
∂ h

∂ x

∫ h

−∞
(h − z )

ψH

∂ z
d z =ρg

u 2

C 2

�
d

ΦH

�2∫ h

−∞
(h − z )

ψH

∂ z
d z . (2.104)

Hence, the averaged value of the Shields parameter over the representative elementary area
A∗ is found to be:

θ =
1

A∗

∫
A∗

|τb |/ρ
∆g ds

d A∗ = 1

∆g ds

d u 2

C 2

�
d

ϕH

�2

. (2.105)

This value of θ will be used to evaluate the bed load (equation (2.72)) and the sediment en-
trained into suspension (equation (2.78)) associated with each representative elementary area
A∗.

2.2.3.6 Boundary conditions for sediment transport formulation

The morphodynamic problem is completed by imposing several conditions to the sediment
fluxes. Regarding the instantaneous bed load transport, it must vanish at the inner end of the
channel. This condition is automatically satisfied having imposed that the instantaneous cross-
sectionally averaged velocity must also vanish at this locations. As previously stated, bed load
transport is only computed in the tidal channel.

Regarding the advection-diffusion equation of sediment concentration in the channel, a suit-
able coupling offshore-tidal channel boundary condition is employed during the flood phase,
since it is at this stage when the sediment that comes from the offshore region is entering into the
channel. This boundary is applied at the tidal channel mouth (x = 0) and allows for the trans-
ference of the sediment concentration existing in the basin due to the sediment-laden plume
an that is entering into the channel during the flood phase. To this end, at the channel mouth
(x = 0), we add a sediment source to the existing sediment concentration.

Finally, in the offshore region two distinct procedures have been employed to determine de
sediment transport and different conditions are imposed:
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• During the ebb phase the sediment concentration distribution is simply averaged through
a model of mass transport by turbulent jets in the vicinity of tidal inlets (Özsoy, 1986). In
this case, the model is fed by the velocity, jet width and core width of the outflow presented
in Section 2.2.2.2. The morphological variables required to determine the sediment con-
centration field will be (i) the averaged sediment concentration exiting the tidal channel
(at x = 0) during the ebb-phase (c0) and (ii) the ambient concentration field remaining in
the continental shelf after the flood-phase.

• During the flood phase, the advection-diffusion equation of sediment concentration in the
channel is computed assuming a vanishing sediment concentration at the seaward end of
the receiving basin (x → −∞). The exiting sediment concentration at the tidal channel
mouth (x = 0) will be transferred to the tidal channel, as previously mentioned. Obviously,
at the beginning of the flood phase, the initial sediment concentration will be that resulting
of the ebb phase.

2.2.4 Numerical Scheme

2.2.4.1 Computational procedure

The differential system governing the dynamics of the liquid phase (equations (2.2) and (2.3))
and the solid phase (equations (2.68) and (2.75) is a set of nonlinear hyperbolic equations that
must be solved by numerical schemes. We use the two-step predictor-corrector finite difference
scheme of MacCormack (Bhallamudi and Chaudhry, 1991; MacCormack, 2003).

The MacCormack scheme is an explicit scheme (the solution at time k + 1 depends only on
the solution at time k and on the boundary conditions), is simple to implement, and does not
require inversion of large matrices. Since the differential equations are written in conservative
form and are solved simultaneously, this scheme can capture shocks and discontinuities with-
out any special treatment. It is also easy to incorporate general empirical equations for bottom
roughness or vertical sediment fluxes due to erosive processes. The time step employed in the
numerical simulations was determined through the Courant-Friedrichs-Lewy (CFL) condition
in order to fulfill a stability criterium. Furthermore, unavoidable numerical oscillations near the
steep wave front that arise during its propagation, typical of higher-order schemes like the Mac-
Cormack scheme, are dampened by introducing an artificial viscosity technique. The stability
criterion and the artificial viscosity technique are described below.

The scheme is a fractional-step predictor-corrector method that achieves second order ac-
curacy in space and time. In the predictor part, forward finite differences are used for approx-
imating the spatial partial differential terms. In the corrector step, they are approximated by
backward finite differences, but using the predicted variables.

The predictor step is given by:

∂ f

∂ t
=

f
p

j − f k
j

∆t
,
∂ f

∂ x
=

f k
j+1− f k

j

∆x
, (2.106)

whereas the corrector step is:

∂ f

∂ t
=

f c
j − f

p
j

∆t
,
∂ f

∂ x
=

f k
j − f k

j−1

∆x
, (2.107)



2.2 Mathematical description of the model 33

where j is the spatial index of the computational grid, k is the temporal index, the super-
scripts p an c indicate the predictor and corrector value of the variable respectively, and d x and
d t represents the distance and time steps, respectively. The values of the unknown at the next
time step, i.e., at time k + 1, is evaluated as the average value between the value at the previous
time step and the corrector one as:

f k+1
j =

1

2
( f k

j + f c
j ). (2.108)

2.2.4.2 Global boundary conditions

As far as the value of the variables at the boundaries is concerned, the MacCormack method
requires a numerical implementation of the these values (Hirsch, 2007). Note that the advection-
diffusion equations for resolving the sediment concentration field has second order spatial
derivatives which forces to determine global boundary values the most extreme points of the
numerical scheme by interpolation. The procedure followed in the present work for obtaining
global boundary values was:

• The predictor values of water and bottom elevations at the landward boundary were spec-
ified by a zero-order time extrapolation.(Lanzoni and Seminara, 2002).

• The corrector values of water speed and bed elevation at the tidal channel mouth, on the
other hand, were calculated using a first-order space extrapolation (Lanzoni and Seminara,
2002).

• The predictor values of sediment concentration at the two sections of the tidal channel
closest to the landward boundary were determined by a first-order space extrapolation.
Additionally, the incoming sediment during the flood phase from the offshore plume was
added to the predictor value of concentration at the channel mouth.

• The corrector values of sediment concentration at the two sections of the tidal channel
closest to the channel mouth were determined by a first-order space extrapolation. Addi-
tionally, the incoming sediment during the flood phase from the offshore plume was added
to the predictor value of concentration at the channel mouth.

• Regarding the sediment concentration within the offshore plume during the flood phase,
the predictor values of the two grid points closest to the tidal channel mouth were deter-
mined by a first-order space extrapolation, whereas the corrector values of the two farthest
seaward points were specified by a zero-order time extrapolation.

Finally, as stated by Lanzoni and Seminara (2002), the morphological evolution of the es-
tuary is characterized by the formation of a sediment front which migrates landward. As this
discontinuous front reaches the inner end of the estuary and until it is completely reflected, the
above procedure employed to estimate the predictor and corrector values of bed elevation at the
landward boundary must be temporarily modified. The bottom elevation is then estimated on
the basis of an integral (i.e., weak) formulation of the sediment balance equation which allows
us to write the relationship between bottom elevations and sediment fluxes on both sides of the
sediment front.
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2.2.4.3 Artificial viscosity technique

Higher-order schemes like the MacCormack scheme usually produce numerical oscillations
near the steep wave fronts which may be dampened by introducing artificial viscosity. For this
purpose, the procedure presented by Bhallamudi and Chaudhry (1991) is be used. This proce-
dure smoothens the high-frequency oscillations and leaves the smooth areas relatively undis-
turbed. The following algorithm, applied to each variable (u , h , η, qb and c ) at the end of every
time step, reads:

υ=
| f j+1+2 f j + f j−1|
| f j+1|+ |2 f j |+ | f j−1| , (2.109)

ε j−1/2 = ka v max(υ j−1,υ j ) (2.110)

where f refers to the value of the variable after applying the MacCormack procedure and ka v

is a dissipation coefficient which value depends on the smoothed variable f . The final value of
f at the new time step is given by:

f k+1
j = f k+1

j +ε j+1/2( f
k+1

j+1 − f k+1
j )−ε j−1/2( f

k+1
j − f k+1

j−1 ). (2.111)

2.2.4.4 Numerical stability

For numerical stability, the MacCormack scheme must satisfy the Courant-Friedrichs-Lewy
(CFL) condition at every grid point of the domain given by:

C F L =
d t

d x

�
u +

Æ
g d

�≤ 1. (2.112)

2.3 Results

2.3.1 Influence of offshore plume on the tidal channel evolution

In this Section the long-term hydro-morphodynamic evolution of a tide-dominated estuary
coupled to its offshore plume is investigated. In order to introduce the reader to our numerical
simulations and the physical processes simulated in this contribution, it is preliminarily con-
venient to start this section with a reference case in which the influence of the offshore plume
on the tidal channel evolution is addressed. Figure 2.6 compares the long-term bottom equilib-
rium profiles without and with the influence of the plume dynamics. The first case is achieved
by assuming that the suspended sediments of the plume settle immediately after the end of the
ebb-phase, i.e., no plume sediment enters the tidal channel during the flood phase. This is, for
example, the case treated by Lanzoni and Seminara (2002), Hibma et al. (2003), Todeschini et al.
(2008), Van der Wegen and Roelvink (2008), Yu et al. (2012) and Bolla Pittaluga et al. (2015), where
simply a sediment load in equilibrium with the local hydrodynamics at the channel mouth is
prescribed. On the other hand, unless otherwise indicated, the only source of sediment will be
the material coming from the tidal channel bottom, i.e., erosion in the offshore region will be
ignored.
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Figure 2.6: Temporal evolution of the bottom profile from an initially horizontal configuration for a convergent tidal
channel (a) with and (b) without the influence of the offshore plume. The bottom elevation at each cross section has
been scaled with the initially uniform depth of the channel (η∗/d (t = 0)), while the longitudinal coordinate of the
tidal channel has been scaled with the channel length (ξ= x/Le ). The values of the relevant parameters imposed in
the calculation are Le = 30 km, Lb = 25 km, b0 = 160 m, initial bottom depth d (t = 0) = 5 m, semidiurnal tide with
amplitude a0 = 2.2 m, mean sediment diameter of ds = 100 µm. The continental shelf is supposed to be horizontal
with a mean Chezy coefficient Cz = 55 m1/2/s. A comparison between the cases (a) and (b) is depicted in the panel
(c) for the sake of clarity. Horizontal dashed lines represent the high tide (H.T.), mean sea level (M.S.L.) and low tide
(L.T.) elevations at the channel mouth.

In both cases an identical transient process takes place during the first stages of the chan-
nel bed evolution. Starting from an initial horizontal bed profile, the material is scoured at the
seaward portion of the channel forming a sediment front that aggrades and migrates landward
generating a shoaling bed profile. Later, the front tends to be completely reflected, eventually
leading to bed emersion and the formation of a shore (Figure 2.6 (a) and (b)). Nevertheless, once
the sediment front is reflected, the bed configurations attained in the two cases differ substan-
tially in their seaward portions. Whereas in the absence of any plume influence a quasi-linear
profile of constant slope forms (Figure 2.6 (b)), similar to the one reported by Lanzoni and Semi-
nara (2002) and Todeschini et al. (2008), when considering the plume-tidal channel coupling the
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bed profile tends to increase its concavity, reducing the channel mouth depth (Figure 2.6 (a)). We
observe that the plume limits its influence to seaward region of the channel. Besides, changes
in bottom elevation as a consequence of the offshore plume tend to decrease in the landward
direction, almost vanishing at the position at which the front begins to form (Figure 2.6 (c)). This
is related to the reduction of the ability of carrying sediment with distance from the tidal chan-
nel mouth of the advective and diffusive processes that control the mass transference from the
offshore plume towards the tidal channel. Notice that results presented herein refer to relatively
large values of the tidal amplitude a0 with respect to the initial water depth of the tidal chan-
nel d (t = 0) and consequent large values of flow velocity, which implies a fast evolution of the
system.

The long-term simulations shown in Figure 2.6 eventually reach a stable bathymetric pattern
characterized by an upward concavity and by a well-defined depth at the inlet section. In order
to evaluate how far is this profile from an equilibrium configuration, we observe that, based on
the Exner equation (2.68), a tidal channel is in a strict morphodynamic equilibrium provided
the gradient of the bed load sediment transport equals the balance of erosion and sedimenta-
tion fluxes of suspended sediment. This is a highly severe requirement, that is unlikely to estab-
lish in nature. Considering the complexity on the investigated dynamic system, the uncertainty
in boundary conditions, and the effects of possible heterogeneities, a weakly dynamic equilib-
rium state should rather be used to characterize the system. In order to explore the tendency of
the system to approach a quasi-equilibrium configuration, we considered the root-mean-square
(R M S ) of the bed level changes integrated all along the estuary between successive tidal cycles
(Van Maanen et al., 2011). This metric can be used to reveal a reduction in the rate of morphody-
namic activity over time as a relatively stable morphologic pattern is attained. The R M S value
for the tidal cycle k , with k > 0, is given by:

R M S (k ) =

�
1

N

N∑
i=1

�
ηk

i −ηk−1
i

�2�1/2

, (2.113)

where N is the number of points used to discretize the bottom profile. Figure 2.7 reveals
a reduction in the rate of morphodynamic activity over time and relatively stable morphologic
patterns evolve. It allows us to establish a quasi-equilibrium configuration state based on the
requirement that the RMS evolution attains an asymptotic trend over successive tidal cycles.

According to the the results depicted in Figure 2.7, four stages can be distinguished during
the morphodynamic evolution of a tidal channel:

1. The initiation of channel evolution causes considerable bathymetric changes, resulting in
relatively large R M S-deviation values. Indeed, during the initial tidal cycles it reaches a
peak value of about 3 mm independently of the influence of the offshore plume. This high
intensity of the morphodynamic activity is mainly related to the severe erosive processes
that take place at the seaward portion of the tidal channel and to the formation of the sed-
iment front.

2. From this initial maximum, the R M S follows a negative-exponential trend characterized
by a decreasing rate of the morphodynamic activity. During this exponential behaviour
two distinct regions are well-defined in the two curves obtained by considering or exclud-
ing offshore plume effects. An initial region where the overall morphological evolution



2.3 Results 37

0 2000 4000 6000 8000 10000 12000 14000 16000 18000 20000

Tidal Cycles

0.0

0.5

1.0

1.5

2.0

2.5

3.0

B
ed

le
ve

l
ch

an
ge

s
R

M
S
−d

ev
ia

ti
on

(m
)

×10−3

Without Offshore Plume

With Offshore Plume

4000 4500 5000
1.25

1.50

1.75

2.00

2.25
×10−4

18000 18500 19000
0.00

0.25

0.50

0.75

1.00
×10−4

Figure 2.7: Root-mean-square of the bed level changes between successive tidal cycles computed over all grid cells
in the tidal channel as a function of tidal cycles throughout tidal channel evolution. Two cases are depicted: RMS of
bed level changes evolution in convergent tidal channel with (red lines) and without (green lines) the influence of the
offshore plume. Two inset-zoom are included for a clear display of evolutionary changes between cases at different
stages of the simulations. Dashed lines are the median filtered signal of the original RMS series using local window-
size of 301 elements. Initial conditions: Le = 30 km, Lb = 25 km, b0 = 160 m, d (t = 0) = 5 m, a0 = 2.2 m, ds = 100 µm,
and horizontal continental shelf with Cz = 55 m1/2/s

occurs at a faster pace and the R M S trend decays rapidly. During this period the sed-
iment front migrates landward. This stage of channel evolution eventually finishes ap-
proximately in 2500 tidal cycles, just the moment when the sediment front is completely
reflected. It produces a “morphological-readjustment” peak that coincides with the time at
which a turbidity maximum zone arises close to the landward boundary of the tidal chan-
nel and an acceleration of the deposition processes occurs in this region. The formation
of this turbidity maximum zone will be studied in Section 2.3.2.2.

3. After this point a second region of morphodynamic activity characterized by following a
trend of weak morphodynamic activity in which the R M S decays slowly arises. This phase
is extended until 16000 tidal cycles and covers the period in which the more remarkable dif-
ferences arise between the case in which the offshore is taken into account and the case in
which this influence is not considered. In the case without the offshore plume sedimenta-
tion processes at the landward portion and erosive processes at the seaward portion occur
(Figure 2.6 (c)). There is not a sediment reentry from the offshore region and the bed level
close to the channel mouth tends to go down. On the contrary, in the case with the offshore
plume only deposition processes close to the landward part of the tidal channel take place
(Figure 2.6 (b)). In this case no net bathymetric changes take place at the seaward chan-
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nel portion. Thus, as a consequence of the offshore plume influence, the morphodynamic
activity of the tidal channel reduces its intensity. It can be observed with a high degree of
clarity in the inset-zooms included in Figure 2.7. In these inset-zooms the median filtered
signal of the original RMS series is plotted using two dashed lines for clarity.

4. The final stage of the tidal channel evolution starts when the beach emerges above the high
water level. It is achieved approximately after 18000-20000 tidal cycles. At this stage, both
the case without and the case with the influence of the offshore plume reach an asymp-
totic state or a dynamic state of equilibrium. Now the bathymetric changes are negligible
and constant over time. Besides, the magnitude of these changes is weaker (almost a half)
in the presence of the offshore plume. It reveals the net sediment exchange processes be-
tween the offshore plume and the tidal channel as a key factor that favors the development
of stable channel patterns.

2.3.2 Towards an equilibrium configuration of the tidal channel: hydrodynamics
and morphodynamics implications

The feedback-interactions between hydrodynamics, sediment transport and bed level
changes play a crucial role during the morphological evolution of a tidal channel towards a quasi-
equilibrium state. These interplays are synthesized in this Section.

Notice that hereafter we will refer to simulations in which the plume influence is taken into
account. We suggest that considering the plume dynamics is not a modeling choice. Indeed, the
action of the offshore plume contributes to the evolution of the entire system and hence, must be
included in the computations. Furthermore, it is worth mentioning that at equilibrium the inner
part of the channel dries up during the low tide corresponding to the ebb phase. Thus, results
beyond this coordinate (called hereafter ’inner shoreline’ and indicated in the plots through a
semitransparent dashed vertical line), must not be considered as part of the general dynamics
of the analyzed system. Analogously to the previous Section, erosion in the offshore region will
be ignored as a first approximation.

2.3.2.1 Hydrodynamics implications

The flow field evolves on a faster scale with respect to the sediment bed, thus adapting quite
rapidly to the topographic configuration attained by the system. The influence of the morpho-
logic evolution of the tidal channel on the hydrodynamics is depicted in Figure 2.8.

In order for the tidal channel to be morphydanamically stable, it has been postulated that
the system must maximize entropy (Masselink et al., 2003). To this aim, the flow velocity field
is modified until temporal variations of bottom elevation due to along channel gradients in
erosion and deposition fluxes and in the bed load transport rate should tend to vanish. Actu-
ally, the importance of tidal distortion in the transport and accumulation and consequent long
term erosion/deposition process of sediment in shallow well-mixed estuaries is well established
(Friedrichs and Aubrey, 1988). This tidal distortion is usually expressed as an asymmetry of the
tidal wave because the tidal wave crest migrates landward faster that the trough (Masselink et al.,
2003). The shorter rising tide with respect to the falling tide, i.e., the shorter duration of the flood
phase with respect to the ebb phase, causes the flood currents to be faster than the ebb currents,
thus inducing a flood dominance and a net landward movement of bed material.
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The tidal channels modeled in the present contribution have a strong tendency towards flood
dominance and tend to import sediment (Figure 2.6). This occurs because the amount of bed
material that can be moved is a power function of the tidal current speed (equations (2.72) and
(2.78)), so that the direction of net sediment movement is determined more by an inequality in
the peak speeds rather than by differences in the durations of the flood and ebb currents (Dal-
rymple et al., 2012). As previously mentioned, this net landward sediment transport tends to
vanish when the bottom profile reaches its equilibrium configuration. Clearly, the presence of
intertidal areas flanking the main channel, as well as the possible presence of overtides in the
forcing tide can alter this scenario, favoring the transition to ebb dominance (Friedrichs and
Aubrey, 1988; Speer et al., 1991; Lanzoni and Seminara, 1998). In this sense, Figure 2.8 (a) shows
the the maximum (flood peak) and minimum (ebb peak) values of the flow velocity, their differ-
ence and the residual velocity during the initial cycle of the simulation (red lines) and during a
cycle at equilibrium. It is interesting to note that at equilibrium the residual velocity along the
tidal channel decreases and becomes negligible at channel portion located between the channel
mouth and the inner shoreline limit.

A parameter that allows for a direct measure of such velocity asymmetry during a tidal cycle
is given by:

βV (ξ) = log 10
�

uma x (ξ)
|umi n (ξ)|

�
, (2.114)

whereβV is the degree of asymmetry of maximum flood/ebb flow velocities, uma x is the peak
flood velocity, and umi n is the peak ebb velocity. As expected, it is shown in Figure 2.8 (b) that
the initial asymmetry between velocity peaks reveals the existence of higher flood velocities and
a consequent net landward movement of sediment. However, this velocity differences become
smaller during the transient process toward a quasi-equilibrium configuration. Eventually, the
velocity asymmetry almost disappears at every point along the the estuary up to the inner shore-
line location.

In addition to the velocity peaks asymmetry reduction, the long term morphodynamic evo-
lution leads to a decrease of the tidal distortion in terms of flood/ebb phases duration (Dronkers,
1986). Since the volume of water flowing through the channel during the flooding tide matches
the corresponding volume during the ebbing tide, the difference between flood and ebb velocity
peaks must produces and asymmetry in the duration of flood and ebb phases duration during a
tidal cycle. Thus, a second way to measure tidal distortion is through the index:

βT (ξ) = log10

�
Te b b (ξ)

Tf l o o d (ξ)

�
, (2.115)

whereβT is the degree of asymmetry of ebb and flood phases duration, Te b b is the ebb phase
duration, and Tf l o o d is the flood phase duration. Figure 2.8 (c) depicts the reduction of the asym-
metry between ebb and flood phases duration, showing that the ebb phase reduces its duration
whereas the flood phase increases its duration throughout tidal channel evolution. At equilib-
rium, the duration of the ebb and flood phases tend to be equal in every section of the tidal
channel and the asymmetry in ebb/flood duration almost disappears.

Thus, we can state in terms of tidal asymmetry that the initially non-symmetric (flood-
dominated) character of the tidal channel evolves toward a much more symmetrical configura-
tion when the bottom profile increases its slope and reaches an quasi-equilibrium configuration.
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Figure 2.8: Values along the tidal channel of (a) maximum, minimum, difference between maximum and minimum
and residual velocity, (b) degree of asymmetry of flood and ebb velocity peaks, (c) degree of asymmetry of the flood
and ebb phases duration, (d) extreme values of the dimensionless free surface elevation, (e) dimensionless tidal range,
and (e) phase lag between the maximum water surface elevation and the maximum flood speed. Red lines refer to
the beginning of the simulation while blue lines refer to the equilibrium configuration. In panel (d) the horizontal
dashed line marks mean sea level (M.S.L.) elevations at the channel mouth, while the semitransparent lines depict the
normalized bed profiles η∗. Vertical dashed lines indicate the position of the inner shoreline once the equilibrium is
reached. Initial conditions: Le = 30 km, Lb = 25 km, b0 = 160 m, d (t = 0)= 5 m, a0 = 2.2 m, ds = 100µm, and horizontal
continental shelf with Cz = 55 m1/2/s

In the channel configuration simulated here, both the velocity peaks and the phase duration tend
to become equal with time, and hence βV ≃ 0 and βT ≃ 0 (up to the inner shoreline position).
However, notice that a certain degree of flood dominance remains at equilibrium (Figure 2.8 (b)



2.3 Results 41

and (c)).

A second aspect related to the tidal wave hydrodynamics to be analyzed is the behaviour
of the tidal range during the wave propagation. Figure 2.8 (d) shows the maximum and mini-
mum values of the free surface elevation normalized by the initial depth (h∗ = h/d (t = 0)) along
the tidal channel, with the initial and final bottom profiles and the value of the mean sea level
(M.S.L.) superimposed for clarity. It appears that that no significant modifications affect the tidal
range as the channel bottom evolves, mainly with respect the the high tide levels. However, a de-
crease in the low tide level is observed at equilibrium.

In Figure 2.8 (e) the normalised tidal range of Figure 2.8 (d) is scaled with the value of the tidal
range at the channel mouth. The normalised tidal range is defined as:

Dimensionless Tidal Range(ξ) =
hma x (ξ)−hmi n (ξ)

2a0
. (2.116)

At equilibrium, it clearly appears that in the portion of the estuary which never dries up,
the tidal range tends to slightly increase landward. On the contrary, in the inner reaches of the
estuary, where the bottom dries during the low tide at equilibrium, the tidal range tends to de-
crease appreciably. Because of the channel convergence, the energy of the incoming tidal wave
is concentrated into an progressively decreasing cross-sectional area as it propagates up the tidal
channel. This tendency is not initially offset fully by friction, so in order to conserve the energy
flux, the tidal range tends to slightly increase landward, amplifying the tidal wave. Such a hy-
drodynamic pattern in which convergence effects exceed frictional effects and the tidal range
increases with distance from the channel mouth is termed hypersynchronous (Dyer, 1973). On
the contrary, in the inner reaches of the estuary, where the bottom dries during the low tide, the
tidal range at equilibrium decrease due to the abrupt reduction in water depth as a consequence
of the emerging bottom. However, modifications on the tidal range do not seem to be significant
as a consequence of the evolution of the tidal channel towards an equilibrium configuration. It
is important to remark that this is not a specific requirement for equilibrium, since the geomet-
ric (mainly convergence length) and dynamics conditions (bottom friction and tidal amplitude)
imposed to the tidal channel can determine amplification or damping of the tidal wave (Lanzoni
and Seminara, 1998; Savenije and Veling, 2005; Toffolon et al., 2006). Thus, it is shown that no
clear relation exists between the changes in tidal range and the evolution towards equilibrium.

Figure 2.8 (f) depicts the phase lag between the maximum water surface elevation and the
maximum flood speed along the channel. No significant changes are observed for the initial cy-
cle and quasi-equilibrium cycle. In both cases the phase lag is slightly smaller than the value
π/2, typical value of strongly dissipative and strongly convergent estuaries (Lanzoni and Sem-
inara, 1998). For the initial cycle an almost constant value is attained up to the region close to
inner end of the channel. In this region the tidal wave propagation and the wave reflection with
the inner boundary distorts the sinusoidal behaviour of the the flow velocity and two distinct
flood peaks that increase the phase lag between water level and flood peaks arise. On the other
hand, for the quasi-equilibrium configuration, the phase lag decreases almost linearly in the por-
tion of the estuary that always remains submerged, whereas it decreases drastically in the region
that dries up during the ebb phase.

The tendency towards a quasi-equilibrium configuration whereby a symmetric tidal wave
tends to form that reduces the tidal distortion and the related morphodynamics changes in the
channel can be clearly observed by plotting the flow velocity and the free surface elevation during
one tidal cycle at different locations of the tidal channel (ξ=0,ξ=0.2,ξ=0.4,ξ=0.5,ξ=0.6, and
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ξ = 0.8) (Figure 2.9). Note that in the locations located beyond the inner shoreline the channel
dries up once the system reaches the quasi-equilibrium and, hence, collected measurements of
velocity will depict an erratic behaviour.
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Figure 2.9: Velocity (u) and dimensionless free surface elevation (h ∗) during three tidal cycles at different locations
along the tidal channel: (a) ξ = 0, (b) ξ = 0.2, (c) ξ = 0.4, (d) ξ = 0.5, (e) ξ = 0.6, and (f) ξ = 0.8, at the beginning of the
simulation (red lines) and at equilibrium (blue lines). The intermediate tidal cycle is highlighted for clarity. Due to
drying process at ξ = 0.8, variables at equilibrium are not plotted in this location. Initial conditions: Le = 30 km, Lb

= 25 km, b0 = 160 m, d (t = 0) = 5 m, a0 = 2.2 m, ds = 100 µm, and horizontal continental shelf with Cz = 55 m1/2/s

At the beginning of the simulation the strong asymmetry between the ebb and flood velocity
peaks and between the ebb and flood phases duration is displayed. The differences in velocity
peaks and tidal phases duration between the flood and ebb phases increases in the landward
direction, being more pronounced when ξ increases. On the other hand, at the channel mouth
(Figure 2.9 (a)), no perceptible difference exists in the velocity peaks magnitude since it is the
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sections at which the boundary condition given by equation (2.4) is imposed. Besides, the si-
nusoidal behaviour of the tidal wave velocity becomes deformed due to channel convergence,
frictional effects and the proximity of the reflecting landward boundary during its propagation
through the tidal channel. Besides, the non linear terms in continuity and momentum equa-
tions (equations (2.2) and (2.3) respectively) produce the distortion of the tidal wave that can be
represented by the growth of higher harmonics (Prandle, 1991). This is observed with the forma-
tion of two maximum values both during the ebb and during the flood phases. This distortion
is responsible for the sharp phase lag increase observed in Figure 2.8 (f) at the farthest landward
sections. On the contrary, at equilibrium, the phases duration and the velocity peaks tend to be
symmetrical along the channel and the velocity deformation mitigates considerably if compared
with those at the beginning of the simulation. Moreover, the peak values of velocity keep almost
constant at the different sections of the tidal channel, as it is observed in many real tidal estuaries
(Friedrichs, 1995; Todeschini et al., 2008).

The changes experienced by the free surface elevation are not as significant as the ones in
the flow velocity (Figure 2.9). The channel evolution is not able to considerably alter the tidal
range along the channel. Tidal range variations are mainly dictated by channel convergence and
bottom friction, which are fixed in our simulations (Savenije and Veling, 2005; Toffolon et al.,
2006). Nevertheless, three aspects arises from the evolution of the free surface elevation along
the tidal channel and along its evolution. The first one is related to the shape of the free surface
elevation. It alters its sinusoidal profile of the seaward sections, becoming sharper and reaching
a characteristic “sawtooth” profile in the landward direction. The second one is the reduction
of the duration asymmetry between the rising and the falling tides. At equilibrium, both the
rising and the falling tides tend to match their duration, while at the beginning of the simulation
the falling tide (linked to the ebb phase) is longer the the rising tide (linked to the flood phase).
Finally, the third aspect that arises from Figure 2.9 is that whereas the high tide level remains
almost fixed, the low tide level decreases noticeably at equilibrium. This low tide level fall allows
for the increase in the tidal range at equilibrium observed in Figure 2.8 (e). Obviously, at the
channel mouth (Figure 2.9 (a)), free surface elevations are identical since it is the sections at
which the free surface elevation is imposed (2.4). Beyond the inner shoreline (Figure 2.9 (f)), the
drying process makes the low tide level equals the bed elevations.

2.3.2.2 Morphodynamics Implications

Figure 2.10 collects the main morphodynamics implications derived from the evolution of
the tidal channel towards an equilibrium configuration. It compares the residual (tidally aver-
aged) values of suspended load and bed load transport and the related bottom changes both at
the beginning of the simulations, i.e., when the bottom is still horizontal, and at the moment at
which the channel reaches a quasi-the equilibrium configuration, along the tidal channel length.

Specifically, Figure 2.10 (a) depicts the exiting residual difference between the erosion and
deposition fluxes of suspended material, < De − Er >, where angle brackets indicate average
over a tidal cycle. If a net flux of sediment from the bed to the flow occurs, or vice versa, then
a resulting change in the bathymetry occurs. At the initial stage of evolution two regions are
clearly identified. A first one, close to the channel mouth (ξ < 0.3), in which erosive processes
prevail, and a second that extends up to the landward end of the channel in which the eroded
material of the first region is deposited through the migrating sediment front. At equilibrium,
this difference tends to vanish everywhere in the tidal channel. On the other hand, Figure 2.10
(b) shows the residual sediment bed load fluxes existing at every section of the tidal channel
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Figure 2.10: (a) Residual difference between deposition and erosive sediment fluxes, (b) residual bed load sediment
flux, (c) residual contribution of the deposition and erosive sediment fluxes to the bathymetric changes of the tidal
channel, and (d) residual contribution of the bed load sediment flux to the bathymetric changes of the tidal channel.
Red lines refer to the beginning of the simulation while blue lines refer to the equilibrium configuration. Vertical
dashed lines indicate the position of the inner shoreline once the equilibrium is reached. Initial conditions: Le = 30
km, Lb = 25 km, b0 = 160 m, d (t = 0) = 5 m, a0 = 2.2 m, ds = 100 µm, and horizontal continental shelf with Cz = 55
m1/2/s

both at the beginning of the simulation and at equilibrium. Positive values indicate that the flux
is directed landward, while negative values points seaward transport.

The influence of the channel evolution on the sediment fluxes implies a strong feedback ef-
fect on the gradients of bathymetric variations since, according to equation (2.68), the sediment
transport determines the evolution of the bottom profile. With respect to the suspended load of
sediment, bottom changes are given by:

〈∂ η
∂ t
〉
����〈De−Er 〉

=
1

T

∫
T

1

1−p

De −Er

b
d t , (2.117)

where T is the tidal cycle period, b is the channel width, and p is bottom porosity. Thus,
as a lineal consequence of these vertical fluxes of sediment, bottom evolves with an identical
trend than the one followed by the residual gradient between De and Er : at the beginning of the
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simulation bottom level tends to decrease close to the channel mouth (ξ< 0.3), whereas bottom
level tends to increase beyond this point (Figure 2.10 (c), red line). At equilibrium, residual bed
level changes throughout a tidal cycle due to the suspended load of sediment become negligible
(Figure 2.10 (c), blue line). With respect to the bed load flux, its spatial gradient is even more
important than the magnitude for determining bottom changes (see equation (2.68)). Bottom
changes related to bed load fluxes are then given by:

〈∂ η
∂ t
〉
����〈qb 〉

=
1

T

∫
T

1

1−p

1

b

∂

∂ x
(b ·qb )d t . (2.118)

If the spatial gradient of bed load sediment flux is negative, there must be net sediment de-
position on the bed, while if the gradient is positive, erosion takes place. Thus, Figure 2.10 (d)
shows an erosive seaward region in which the longitudinal gradient of this flux is positive and
extends up to the point where it falls to zero (approximately at ξ= 0.35). Beyond this point, this
gradient is negative, net sediment deposition on the bed occurs and the bottom tends to rise. At
equilibrium, these gradients tend to vanish and no net bottom changes occur.

More importantly, the bottom changes related to suspension transport is one order of mag-
nitude higher than those due to bed load transport. Thus, the evolution of the entire system is
mainly dominated by suspended load, and it is therefore important to model the residual fluxes
of suspended sediment through the advection-diffusion equation (equation (2.75)) for predict-
ing the channel shaping in this kind of dynamics ambients.

After studying the general aspects of the morphodynamic mechanisms that enable the at-
tainment of a equilibrium profile in the tidal channel, it is of interest to describe in a more de-
tailed way how the sediment load evolves according to the behaviour experienced by the mech-
anism for transport: bed load and suspended load. This section will end with the analysis of the
evolution of sediment concentration within the channel and the assessment of the mechanisms
responsible for this evolution.

2.3.2.2.1 Suspended transport. The tendency toward an equilibrium configuration was
proved to be mainly dictated by the the vertical exchange of suspended sediment between the
bed and the flow (Figure 2.10 (b)). The erosion and deposition fluxes during a tidal cycle at dif-
ferent locations along the tidal channel clearly display significant differences at the beginning of
the simulation and at equilibrium (Figure 2.11).

This figure clearly evidences the existing time-lag between erosive and deposition fluxes. It is
worthwhile to stress the fact that considering scour and settling lags to compute sediment fluxes
is one of the main advantages of the present model. This consideration is particularly significant
close to the slack water periods when equilibrium between entrainment into suspension and
deposition cannot occur, as sediments simple settle in a quasi-quiescent water body (Lanzoni
and Seminara, 2002). This behaviour is clearer displayed in the inset-zoom close to slack tide in
a section located at ξ = 0.2 of Figure 2.12. It shows that sediment particles can be kept moving
at velocities below the threshold of initial motion, and consequent deposition occurs. Dashed
regions represents the period of time during which settling lag occurs. Despite this lag period
is larger at equilibrium, its influence on the channel evolution is more pronounced at equilib-
rium of the simulations since deposition rates are higher. As the particles settle they are moving
along on the waning current so that they eventually reach the bed some distance from the point
at which settling commenced. This effect is the previously termed as settling lag (Dyer, 1995).
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Hence, this finite time needed for sediment particles being suspended in the water to settle at
slack water is shown to be an important mechanisms that induce net sediment transport.

A second aspect to be underlined from Figure 2.11 is the existing peak of deposition flux at
the tidal channel mouth at the beginning of the flood phase. This peak is related to the incoming
sediment from the offshore plume. Even though the existence of the plume eventually affects
half part of the estuary close to the adjacent sea (Figure 2.6 (c)), this deposition peak is only
displayed at the farthest seaward section.
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Figure 2.11: Velocity, u , and depositional, De , and erosive, Er , fluxes of suspended sediment during three tidal cycles
at different locations along the tidal channel: (a) ξ= 0, (b) ξ= 0.2, (c) ξ= 0.4, (d) ξ= 0.5, (e) ξ= 0.6, and (f) ξ= 0.8, at
the beginning of the simulation (red lines) and at equilibrium (blue lines). The intermediate tidal cycle is highlighted
for clarity. Due to drying process at ξ= 0.8, variables at equilibrium are not plotted in this location. Initial conditions:
Le = 30 km, Lb = 25 km, b0 = 160 m, d (t = 0) = 5 m, a0 = 2.2 m, ds = 100 µm, and horizontal continental shelf with
Cz = 55 m1/2/s.
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Figure 2.12: Velocity, u , and depositional, De , and erosive, Er , fluxes of suspended sediment during three tidal cycles
at ξ = 0.2, at the beginning of the simulation (red lines) and at equilibrium (blue lines). The intermediate tidal cycle
is highlighted for clarity. The inset window shows a detailed zoom of the deposition and erosive fluxes and settling
lag effects close to slack tide. Dashed regions represents the period of time during which settling lag occurs. An Initial
conditions: Le = 30 km, Lb = 25 km, b0 = 160 m, d (t = 0) = 5 m, a0 = 2.2 m, ds = 100 µm, and horizontal continental
shelf with Cz = 55 m1/2/s.

Finally, Figure 2.11 depicts strong differences between deposition and erosive fluxes at the
beginning of the simulation which dictates instantaneous bathymetric changes within the tidal
channel according to:

∂ η

∂ t

����
De−Er

=
1

1−p

De −Er

b
. (2.119)

Positive values of equation (2.119) lead to sediment deposition (bed level increases) and neg-
ative values lead to erosion (bed level goes down). These differences are collected in Figure (2.13).
At the beginning of the simulation the strong differences between deposition and erosive fluxes
determines the high rate of bathymetric changes shown in (Figure 2.10 (c)). The sign of this dif-
ference varies along the tidal channel length. Although the behaviour of De −Er seems to depicts
a high degree of asymmetry between the flood and ebb phases during a tidal cycle, the general
trend is that net erosion prevails in the seaward part whereas net deposition prevails in the inner
part of the tidal channel. An important feature that arises from Figure (2.13) is the evidence that
deposition exists despite the flow is incapable of entrains sediment into suspension. This cir-
cumstance, related to the settling lag of the suspended particles, is mainly observed at the final
stages of both ebb and flood phases close to slack waters. On the contrary, at equilibrium, differ-
ences between deposition and erosion fluxes reduces considerably all along the tidal channel.
Besides, the remaining differences tend to be symmetrical during a tidal cycle, which makes the
net bottom changes almost disappear.

Finally, a peak in the rate De − Er at the channel mouth is shown in Figure (2.11) (a). This
peak is related to the incoming sediment from the offshore plume and is not counterbalanced
by erosion due to the low velocities of the flow at the beginning of the flood phase. It causes short
and high deposition rates close to the tidal channel mouth.
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Figure 2.13: Velocity, u , and difference between depositional and erosive fluxes of suspended sediment, De − Er ,
during three tidal cycles at different locations along the tidal channel: (a) ξ= 0, (b) ξ= 0.2, (c) ξ= 0.4, (d) ξ= 0.5, (e) ξ
= 0.6, and (f) ξ = 0.8, at the beginning of the simulation (red lines) and at equilibrium (blue lines). The intermediate
tidal cycle is highlighted for clarity. Due to drying process at ξ = 0.8, variables at equilibrium are not plotted in this
location. Initial conditions: Le = 30 km, Lb = 25 km, b0 = 160 m, d (t = 0) = 5 m, a0 = 2.2 m, ds = 100 µm, and
horizontal continental shelf with Cz = 55 m1/2/s.

Tidal channel eventually reaches a state of dynamic equilibrium due to, mainly, an asymp-
totic trend followed by the deposition and erosion residual fluxes through which they reduce
both their intensity and their differences. Figure 2.14 shows the temporal evolution of the resid-
ual fluxes of erosion and deposition of suspended material integrated all along the tidal channel
and integrated at different stretches of the tidal channel. It allows for a division into zones with
the aim of illustrating how the different regions of the tidal channel evolve. No significant dif-
ferences arise between the trend followed by 〈De 〉 (Figure 2.14 (a)) and by 〈Er 〉 (Figure 2.14 (b)).
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The global value along the whole tidal channel depicts a negative exponential curve (black lines).
However, vertical fluxes of suspended sediment behaves differently depending on the region of
the tidal channel. A similar trend than the global value is found in the first and second quarter
of the tidal channel, i.e., those closer to the tidal channel mouth. However, the third and fourth
stretches, i.e., those closer to the inner boundary, are characterized by an initial growth followed
by an exponential drop. This initial growth is linked to the time that the sediment front takes to
reach each stretch. A final conclusion we can extract from Figure 2.14 is that the more intense
vertical fluxes of sediment take place at the third quarter of the tidal channel. The lower inten-
sities are found in the landward quarter, likely related to the wetting and drying processes that
occur at this stretch and that reduce the period during which these residual sediment fluxes can
take place.

0 2000 4000 6000 8000 10000 12000 14000 16000 18000 20000

Tydal Cycles

0.0

0.5

1.0

1.5

2.0

<
D

e
>

(m
2
/s

)

⇥10�4

A [00 � 25]%Le

[25 � 50]%Le

[50 � 75]%Le

[75 � 100]%Le

Total Length

0 2000 4000 6000 8000 10000 12000 14000 16000 18000 20000

Tydal Cycles

0.0

0.5

1.0

1.5

2.0

<
E

r
>

(m
2
/s

)

⇥10�4

B [00 � 25]%Le

[25 � 50]%Le

[50 � 75]%Le

[75 � 100]%Le

Total Length

Figure 2.14: Temporal evolution of the residual (a) depositional, 〈De 〉, and (b) erosive, 〈Er 〉, fluxes of suspended sedi-
ment integrated all along the tidal channel (black line) and integrated along different tidal channel stretches (dashed
lines) [first or seaward quarter (blue line), second quarter (green line), third quarter (orange line), and fourth or land-
ward quarter (red line)]. Initial conditions: Le = 30 km, Lb = 25 km, b0 = 160 m, d (t = 0) = 5 m, a0 = 2.2 m, ds = 100
µm, and horizontal continental shelf with Cz = 55 m1/2/s.

Nevertheless, more important than the intensity of the residual fluxes 〈De 〉 and 〈Er 〉 is
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Figure 2.15: Temporal evolution of the difference between depositional and erosive fluxes of suspended sediment,
〈De − Er 〉, integrated all along the tidal channel (black line) and integrated along different tidal channel stretches
(dashed lines) [first or seaward quarter (blue line), second quarter (green line), third quarter (orange line), and fourth
or landward quarter (red line)]. The inset-zoom depicts the asymptotic trend reached by the different curves. Initial
conditions: Le = 30 km, Lb = 25 km, b0 = 160 m, d (t = 0) = 5 m, a0 = 2.2 m, ds = 100 µm, and horizontal continental
shelf with Cz = 55 m1/2/s.

their difference. It ultimately dictates the bathymetric evolution of the tidal channel (equation
(2.119)). In this sense, Figure 2.15 shows the temporal evolution of the difference between 〈De 〉
and 〈Er 〉 integrated all along the tidal channel and integrated at different stretches of the tidal
channel. It shows an highly dynamic evolution of the tidal channel during the first 6000 tidal cy-
cles. During this period net erosion prevails in the first and second quarter of the tidal channel,
whereas at the the third and fourth stretches closer to the inner boundary net deposition pre-
dominates. Thus, this lapse in the tidal channel evolution determines the bathymetric profile
that the tidal channel will reach at equilibrium.

The residual vertical flux of sediment of the whole system reduces as the bottom evolves
(back line in Figure 2.15). Starting from an initial net erosion of the whole system, the rate at
which 〈De − Er 〉 decreases is relatively high in the initial stages of the morphological evolution,
but it tends to vanish asymptotically as the equilibrium is reached.

Regarding the behaviour of the different regions of the tidal channel, Figure 2.15 reveals net
erosion in the stretches located closer to the tidal channel mouth, whereas those placed in the
inner reach of the tidal channel experience residual deposition. However, over the tidal channel
evolution, all the stretches tend to asymptotically reduce these residual fluxes of vertical sedi-
ment up to attain a constant value as the equilibrium is achieved (see inset-zoom in Figure 2.15.
It is interesting to note that in the landward quarter this asymptotic value is higher than in the
remain parts of the tidal channel. We suggest that, once again, drying and wetting process are
the responsible for this behaviour.

2.3.2.2.2 Bed load transport. Although the influence of the bed load flux in shaping the tidal
channel bottom profile was found to be one order of magnitude lower than the one of the sus-
pended load, the analysis of its behaviour results interesting from an illustrative point of view.
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From equation (2.68), it is readily seen that bottom changes if a spatial gradient in these fluxes
exists. The corresponding rate of bathymatric variation is then given by:

∂ η

∂ t

����
qb

=
1

1−p

1

b

∂

∂ x
(b ·qb ). (2.120)

Figure 2.16 shows the instantaneous velocity and dimensionaless bed load fluxes during a
tidal cycle at different locations along the tidal channel both at the beginning of the simulation
and once equilibrium is reached. It is interesting to note that at equilibrium (blue lines) the
differences among the various sections of the domain not only in the peak values but also in
the shape of velocity and bed load sediment flux are attenuated if compared with those at the
beginning of the simulation (red lines). At the beginning of the simulation the strong asymmetry
of velocity causes a large difference in the sediment transport during flood and ebb phases, which
is more pronounced inside the channel, i.e., for ξ ≥ 0.4, where a landward directed sediment
flux prevails. Regarding the sections located seaward (ξ ≤ 0.2), this asymmetry is lower but the
seaward transport during the ebb phase prevails. On the contrary, at equilibrium, velocity and
sediment transport tend to be symmetrical along the entire length of the tidal channel. Figure
2.16 also suggest that the differences among the various sections along the channel are reduced
not only in terms of the peak values but also in terms of the time of velocity and sediment flux.

In addition, it should be noted that this bed load flux is assumed to adapt instantaneously to
local flow conditions. According to that, no bed load transport occurs as the flow velocity does
not exceed the critical velocity for beginning of sediment motion. This is a particularly severe
assumption that was overcome in the present work through an advection-diffusion equation
that allows for a detailed evaluation of the temporal evolution of the concentration profile close
to slack water periods.

To conclude the bed load transport, Figure 2.17 shows the temporal evolution of the residual
bed load flux integrated all along the tidal channel and integrated at different stretches of the
tidal channel. The global value along the entire tidal channel depicts a negative exponential
curve that asymptotically reaches a constant value (black line). However, bed load fluxes behaves
differently depending on the region of the tidal channel, although all of them reach an asymptotic
behaviour. The first quarter, i.e., the one located closest to the sea, change the direction of the
residual bed load flux. At the beginning of the simulation it is directed seaward, but it turns out to
be landward directed after 1000 tidal cycles. The second quarter depicts an exponential decrease
of the residual bed load from the beginning, being always directed landward. On the contrary,
the third and fourth stretches, i.e., those closer to the inner boundary, are characterized by an
initial growth followed by an exponential drop, being also always directed landward.

It is interesting to note that the temporal evolution of the residual bed load flux shown in
Figure 2.17 decreases but does not disappear. It attains an asymptotic value that along with the
asymptotic value reached by the deviation between residual erosion and deposition fluxes (Fig-
ure 2.15) make the bathymetric changes vanish everywhere in the tidal channel. Thus, although
a residual sediment transport persists, it is so low that leads to a dynamically stable situation.

2.3.2.2.3 Evolution of the sediment concentration within the tidal channel. To conclude
with the analysis of the sediment transport mechanisms we tackle the problem of the suspended
sediment concentration dynamics over the tidal channel evolution.

Firstly, we try to elucidate how the net concentration field of suspended sediment evolves
both in space and time. Figure 2.18 shows a first period that covers the first 5000 tidal cycles
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Figure 2.16: Velocity, u , and dimensionless bed load sediment flux, qb /qb ,0, during three tidal cycles at different loca-
tions along the tidal channel: (a) ξ= 0, (b) ξ= 0.2, (c) ξ= 0.4, (d) ξ= 0.5, (e) ξ= 0.6, and (f) ξ= 0.8, at the beginning of
the simulation (red lines) and at equilibrium (blue lines). The intermediate tidal cycle is highlighted for clarity. Due
to drying process at ξ = 0.8, variables at equilibrium are not plotted in this location. Initial conditions: Le = 30 km,
Lb = 25 km, b0 = 160 m, d (t = 0)= 5 m, a0 = 2.2 m, ds = 100 µm, and horizontal continental shelf with Cz = 55 m1/2/s.

of the channel evolution in which the sediment concentration field highly varies. The inset-
zoom allows for a better inspection of these variations, showing two turbidity maximum zones
in which the a suspended sediment concentration (i.e., water turbidity) is on average higher than
the waters further seaward of landward. A first turbidity maximum zone appears in the seaward
part of the tidal channel just at the beginning of the simulations. It is related to the intense erosive
processes that take place in this region. A second turbidity maximum zone arises close to the
landward boundary approximately at 2500 tidal cycles, just the moment when the sediment front
is being reflected.
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After 2500 tidal cycles the suspended concentration field reaches an asymptotic behaviour
with time that reveals that equilibrium is reached. It can be inferred through the horizontal trend
that the different contour lines show over time. Besides, this equilibrium configuration displays
a concentration field that increases in the landward direction, reaching a maximum around ξ =
0.8, beyond which starts to decrease. We suggest that the location of this maximum at equilib-
rium is placed at this regions due to the influence of the drying and wetting procceses. This is a
region in which water depth reduces considerably during the ebb phase, giving rise to sediment
concentration peaks.

A second aspect of interest related to the sediment concentration field is the assessment of
the relative influence of each of the mechanisms that affect its temporal changes. These mecha-
nisms, collected in equation (2.75), are the advective term, the erosion-deposition, term and the
diffusive term. Namely:

∂ c

∂ t︸︷︷︸
c o n c e n t r a t i o n t i me v a r i a t i o n s

+

a d v e c t i v e t e r m︷︸︸︷
∂ u c

∂ x
=

Er −De

A︸ ︷︷ ︸
e r o s i o n−d e p o s i t i o n t e r m

+

d i f f u s i v e t e r m︷ ︸︸ ︷
1

A

∂

∂ x

�
kx A

∂ c

∂ x

�
.

(2.121)

As observed in Figure 2.19, the influence of the diffusive mechanism is negligible, having a
certain degree of influence close to the landward boundary (Figure 2.19 (b)). Erosion-deposition
mechanism (Figure 2.19 (a)) and the advective mechanism (Figure 2.19 (c)) control the sediment
concentration field, being the first one, with approximately a 80%, the main factor. As in the sed-
iment concentration field, the horizontal trend that the different contour lines show over time
reveals that the relative influence of each mechanism evolves asymptotically toward stable val-
ues. As a general rule, the importance of the erosion-deposition mechanism decreases in the
landward direction, reaching a maximum around ξ= 0.8, beyond which start to increase. An in-
verse trend is followed by the advective mechanism. Again, the region of the tidal channel under
drying and wetting processes determines the change in the trend followed by this mechanisms.

2.3.2.3 Assessment of tidal channel equilibrium: tidal prism-tidal channel area relation evo-
lution

The evolutionary scenario observed in Figure 2.6 is characterized by an adjustment of the
tidal channel bed profile until an equilibrium configuration is asymptotically reached. Two tidal
channel descriptors of geomorphic relevance, such as, the minimum cross-sectional flow area
during the flood phase, Ami n , and the volume of water flowing through a given cross section
during the flood phase (tidal prism, P ), defined as:

P =

∫
Tf l o o d

ud b d t , (2.122)

where u is the depth-averaged flow velocity, d is the local depth, and b is the local width, also
show an asymptotic trend throughout the channel evolution (black circles in Figure 2.20). As a
general rule, tidal prism values (P ) increase during the first stages of evolution in the outer part of
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Figure 2.19: Relative influence both in space and time of the different mechanisms that affect the temporal evolution
of the net suspended sediment concentration field: (a) erosion-deposition contribution, (b) diffusive contribution,
and (c) advective contribution. Initial conditions: Le = 30 km, Lb = 25 km, b0 = 160 m, d (t = 0) = 5 m, a0 = 2.2 m, ds

= 100 µm, and horizontal continental shelf with Cz = 55 m1/2/s.

the tidal channel (ξ< 0.5), but once they reach a peak value, they decrease asymptotically up to
attain a constant value. On the other hand, tidal prism follows an asymptotic decrease from the
beginning of the simulation in the sections located in the inner part of the tidal channel (ξ≥ 0.5).
Also note that the spatial distribution of the asymptotic magnitude attained by the tidal prism
decreases in the landward direction.

On the other hand, the minimum cross-sectional flow area (Ami n ) shows a quite different
trend depending on its location withing the tidal channel (red diamonds in Figure 2.20). Due
to the scour experienced in the outer part of the channel and the deposition in the inner part
as a consequence of the sediment front propagation, sections in which ξ < 0.5 increase their
minimum cross-sectional area asymptotically with time, whereas the minimum cross-sectional
area decreases asymptotically in sections located beyond the half channel length. Observe that
the sections closest to the landward boundary are subjected to wetting and drying processes and
the minimum cross sections tend to vanish (Figure 2.20 (f)).

Furthermore, it has been proved that this final state of asymptotic equilibrium satisfies a
power law relationship between the minimum cross-sectional area at a given section within a
tidal embayment and its corresponding tidal prism (O’Brien, 1969; Jarrett, 1976). This geomor-
phic relationship, termed by D’Alpaos et al. (2010) as the O’Brien-Jarret-Marchi law, becomes a
valuable tool for studies on long-term tidal geomorphology as the one reported in this work. This
relationship reads as:

A = ka p P αa p , (2.123)

where ka p and αa p are scaling coefficients obtained on the basis of a cross section stabil-
ity criterium in which the bed shear stress under maximum tidal velocity must be equal to the
critical shear stress for incipient sediment motion. According to the formulation for estimating
flow conductance C in this work (Keulegan, 1938), the values of ka p and αa p are then given by
(D’Alpaos et al., 2010):

αa p = 1, (2.124)



56 Implications of plume discharge on tidal channel morphodynamics

0 5000 10000 15000 20000

Tidal Cycle

1.16

1.18

1.20

1.22

1.24

1.26

P
(m

3
)

×107

A

0.4

0.5

0.6

0.7

0.8

0.9

1.0

1.1

1.2

A
m
in

(m
2
)

×103Location ξ = 0.0

0 5000 10000 15000 20000

Tidal Cycle

8.2

8.3

8.4

8.5

8.6

8.7

8.8

8.9

P
(m

3
)

×106

B

3.5

4.0

4.5

5.0

5.5

6.0

6.5

7.0

A
m
in

(m
2
)

×102Location ξ = 0.2

0 5000 10000 15000 20000

Tidal Cycle

5.0

5.1

5.2

5.3

5.4

5.5

5.6

5.7

5.8

5.9

P
(m

3
)

×106

C

2.9

3.0

3.1

3.2

3.3

3.4

3.5

3.6
A
m
in

(m
2
)

×102Location ξ = 0.4

0 5000 10000 15000 20000

Tidal Cycle

3.7

3.8

3.9

4.0

4.1

4.2

4.3

4.4

4.5

4.6

P
(m

3
)

×106

D

2.1

2.2

2.3

2.4

2.5

2.6

2.7

2.8

A
m
in

(m
2
)

×102Location ξ = 0.5

0 5000 10000 15000 20000

Tidal Cycle

2.4

2.6

2.8

3.0

3.2

3.4

3.6

P
(m

3
)

×106

E

1.0

1.2

1.4

1.6

1.8

2.0

2.2

2.4

A
m
in

(m
2
)

×102Location ξ = 0.6

0 5000 10000 15000 20000

Tidal Cycle

0.6

0.8

1.0

1.2

1.4

1.6

P
(m

3
)

×106

F

0.0

0.5

1.0

1.5

2.0

A
m
in

(m
2
)

×102Location ξ = 0.8

Tidal Prism Minimum Flow Area

Figure 2.20: Tidal prism (P ) and minimum cross-sectional channel area (Ami n ) at different tidal cycles and at different
locations along the tidal channel: (a) ξ= 0, (b) ξ= 0.2, (c) ξ= 0.4, (d) ξ= 0.5, (e) ξ= 0.6, and (f) ξ= 0.8. Due to drying
process at ξ = 0.8, values of minimum channel area vanish. Initial conditions: Le = 30 km, Lb = 25 km, b0 = 160 m,
d (t = 0) = 5 m, a0 = 2.2 m, ds = 100 µm, and horizontal continental shelf with Cz = 55 m1/2/s. Notice the different
y-scales of the different panels.

and:

ka p =
ω

2C u∗,c r
, (2.125)

whereω is the frequency of the tidal forcing, and u∗,c r is the critical friction velocity for be-
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ginning of sediment movement. While the coefficient αa p is fixed, the parameter ka p cannot be
universal since it depends on the flow conductance, which may within the tidal channel.
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Figure 2.21: Tidal prism, P , versus (a) minimum cross-sectional flow area, Ami n , and (b) maximum cross-sectional
flow area, Ama x , for various sections along the tidal channel at the beginning of the simulation (red circles) and at
equilibrium (blue circles). The black dashed line represents the O’Brien-Jarrett-Marchi relationship of D’Alpaos et al.
(2010) for a channel mean value of ka p = 2× 10−3, and αa p = 1. Initial conditions: Le = 30 km, Lb = 25 km, b0 = 160
m, d (t = 0) = 5 m, a0 = 2.2 m, ds = 100 µm, and horizontal continental shelf with Cz = 55 m1/2/s.

Figure 2.21 shows the relationship between the minimum and maximum cross-sectional area
as a function of the related tidal prism for the various sections along the longitudinal profile of a
tidal channel both at the beginning of the simulation, with an horizontal bottom profile, and at
equilibrium. We adopt a mean value of C along the entire tidal channel at equilibrium, we obtain
that ka p = 0.0002. As expected, it clearly emerges that the cross-sectional area-tidal prism rela-
tionship attains the O’Brien-Jarrett-Marchi power law along most of the channel as the bottom
profile reaches an equilibrium configuration . A relevant feature exhibited by the results is that
the values of the tidal prism at equilibrium as a function of the cross-sectional flow area are better
fitted by the O’Brien-Jarrett-Marchi power law when we considerer the maximum area (Figure
2.21 (b)), rather than the minimum area (Figure 2.21 (a)). This fact was also shown by Lanzoni
and Seminara (2002). Besides, Figure 2.21 (a) shows a break in the power law, i.e., a deviation
from the line characterized by a slope equal to 1, at equilibrium in the inner sections of the tidal
channels where wetting and drying processes are likely to affect significantly the dynamics con-
ditions of the system.

2.3.2.4 Influence of tidal channel evolution on offshore plume dynamics

The offshore plume resulting from the tidal discharge into the adjacent open sea undergoes
a consequent evolution as a result of the tidal channel evolution itself. Therefore, the plume
hydrodynamic and morphodynamic properties, obviously, will be also altered during the sim-
ulation due to the global evolution of the coupled system towards a state of quasi-equilibrium.

As the tidal channel debouches into a receiving basin, it experiences a decrease in veloc-
ity and flow momentum with consequent plume (or jet) expansion, sediment deposition and
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mouth-bar formation (Wright and Coleman, 1974). The present modeling approach allows us
to readily evaluate (at the different stages of the channel evolution (Figure 2.22 (a))) the along-
plume normalized centerline velocity (Figure 2.22 (b)), plume half width (Figure 2.22 (c)) and
plume centerline sediment concentration (Figure 2.22 (d)). These three variables, that charac-
terize the offshore plume dynamics, are dictated by tidal channel variables at the mouth during
the ebb-phase, namely, water depth, velocity, channel width and exiting sediment concentra-
tion.

We have already seen that the evolution toward an equilibrium configuration is achieved by
progressively reducing the asymmetry between ebb and flood duration and velocities (Lanzoni
and Seminara, 2002). This tendency eventually implies a reduction of velocity peaks and a conse-
quent reduction in the gradients of the bed load transport and of erosive and deposition vertical
fluxes. These changes are clearly displayed in the behaviour of the velocities and in the sediment
fluxes at the channel mouth, which ultimately control the plume dynamics.

At the beginning of the simulation, the strong velocity peaks that occur the ebb-phase give
rise to higher velocities on plume. Once a quasi-equilibrium state is attained both the veloc-
ity asymmetries and the intensity of the velocities during the tidal cycle decrease considerably.
This velocity peaks reduction is reflected in the less energetic velocity field in the offshore plume
(Figure 2.22 (b)).

A second consequence of the tidal evolution on the velocity field of the offshore plume is
the increase of the zone of flow establishment (plume core or jet core) where centerline veloc-
ity can be assumed constant. The length of this zone, located nearby the outlet, depends on
the competition between advective and frictional terms of the plume. While smaller advective
terms favors the reduction of the plume core length, a smaller influence of the frictional terms
increases the length of this core. As observed in Figure 2.22 (b), the zone of flow establishment
is enlarged at the end of the simulation. Since the frictional term is inversely proportional to the
water depth, as the channel mouth deepens the friction experienced by the plume along its axis
reduces. Consequently, the reduction of the friction experienced by the plume once it debouches
into the offshore sea basin prevails over the decrease in the channel velocities, thus leading to an
increase in the plume core length.

A direct consequence of the vanishing of velocity asymmetries, of the reduction of velocity
peaks, and of the increase in channel mouth depth is that the plume narrows during the channel
evolution (Figure 2.22 (c)). The cause for this progressive contraction is related to mass conser-
vation and, mainly, to the variation of frictional effects. The frictional parameter µ combines
a number of effects (water depth, mouth width and bottom friction), such that when friction
is large or the inlet width is large as compared to depth, the jet merely explodes as it faces the
bottom resistance and loses its momentum (Özsoy and Ünlüata, 1982). Since both the bottom
friction of the offshore basin and the tidal channel planform are kept fixed during our simula-
tions, the only parameter of this relationship that is allowed to vary during the channel evolution
is the channel mouth depth. While at the beginning of the simulation these three effects will be
acting concurrently to the expansion of the plume, at equilibrium the increase of water depth
will prevail, reducing the rate of plume expansion. Thus, as depicted from Figure 2.22 (b) and
Figure 2.22 (c), the increase in depth experienced by the tidal channel mouth during its morpho-
dynamic evolution tends to counteract the effects of offshore friction and the lateral entrainment
of ambient non-turbulent water into the plume. Consequently, narrower plumes arise during the
evolution of the system towards a quasi-equilibrium configuration.

A third direct consequence of the tidal channel evolution is the considerable decrease of the
centerline concentration of sediment forming the offshore plume once the tidal channel tends
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Figure 2.22: Temporal evolution of (a) the dimensionless bottom profile of the tidal channel, (b) plume centerline
velocity, (c) plume half-width, and (d) plume centerline sediment concentration. Initial conditions: Le = 30 km, Lb

= 25 km, b0 = 160 m, d (t = 0) = 5 m, a0 = 2.2 m, ds = 100 µm, and horizontal continental shelf with Cz = 55 m1/2/s.

towards equilibirum (Figure 2.22 (d)). Since erosive processes in the sea shelf have been ignored
in this simulation, the only sediment that can be carried by the plume is the material scoured in
the channel. A comparison between the exiting sediment concentration (values of c j e t ,c at ξb

= 0) both at the beginning of the simulation and at the quasi-equilibrium state reveals that the
gradient between erosion (Er ) and deposition (De ) reduces considerably inside the tidal chan-
nel. Hence, the reduction in exported sediment, the less energetic velocity field that favors the
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speed up of the material deposition, and the reduced ability of the flow to carry sediments fur-
ther caused by a less energetic velocity field gives rise to a drastic fall of the concentration within
the offshore region encompassed by the plume.

Given the solutions for velocity and concentration along the plume centerline, the amount
of material deposited or eroded per unit time and unit area of the offshore sea bottom can be
obtained by considering source and sink sources (Özsoy, 1986). In dimensionless form, the rate
of change in bottom elevation reads:

K j e t (x , y ) =
∂ σ j e t

∂ t
=

2c0d0u0

b0

γ

p

�
Ca , j e t (x )+

�
C j e t ,c (x )−Ca , j e t (x )

�
G (ζ)

� �
1−ϕ2F 2(ζ)U 2

j e t ,c (ζ)
�

,

(2.126)

where σ j e t is the amount of material per unit area of the bottom (in units of concentration
× length), p is the porosity of the sea bed, and K j e t is a dimensionless deposition and erosion
rate.

Figure 2.23 shows that the trend in erosion/deposition patterns in the continental shelf
strongly depends on the evolution of the tidal channel. Note that the distribution of K j e t is only a
measure of possible bottom erosion/deposition occurring on the continental shelf that have not
been considered in the present contribution. Hence, herein we can only outline some concep-
tual considerations on the processes allowing the formation of mouth bars (Wright, 1977; Nardin
and Fagherazzi, 2012; Leonardi et al., 2013; Canestrelli et al., 2014b; Jiménez-Robles et al., 2016).
Bathymetric changes in offshore region may ultimately affect the flow and the diffusion patterns,
which remains beyond the scope of this work. Recalling that the material of the continental shelf
can not be entrained into suspension, no negative values appear in Figure 2.23. An initial depo-
sition region of high intensity next to the channel mouth and an important lateral diffusion of
sediments arises at the beginning of the simulation due to the larger quantity of eroded mate-
rial close to the channel outlet (Figure 2.23 (a)). This trend of the deposition function indicates
the possible formation of a mouth bar with a thickness that decreases seaward and toward the
plume margins. A sharp decrease in K j e t takes place once the sediment front reaches the inner
boundary of the tidal channel and is completely reflected (Figure 2.23 (d) and (e)). Finally, and as
a consequence of the jet narrowing and the reduction of both flow velocities and sediment fluxes
exiting the tidal channel during its evolution, the deposition rates on the offshore sea basin re-
duce sharply. This reduction is both in extension and, mainly, in intensity, since it is reduced
by an order of magnitude once the tidal channel reaches a state of dynamic equilibrium (Figure
2.23 (f)).

On the contrary, the offshore plume also exerts a feedback influence on the tidal channel
through sediment transference. The sediment concentration field existing in the plume after
the ebb-phase starts to enter the tidal channel once the flood phase starts and the velocity field
reverses. This sediment concentration behaves as an extra sediment concentration source at the
tidal channel mouth. Hence, this source of sediment concentration is advected-diffused through
the tidal channel. As shown in Figure 2.6 (c), the bottom aggradation as a consequence of the
deposition of this source of sediment is limited to the outer part of the tidal channel.

How the offshore plume impacts the channel evolution over time is shown in Figure 2.24.
This figure shows both the velocity magnitude at the tidal channel mouth (ξb = ξ = 0) and the
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Figure 2.23: Rate contours of bottom erosion and deposition in the continental shelf, K j e t , at different stages of
tidal channel evolution: (a) beginning of the simulation, (b) 100 tidal cycles, (c) 500 tidal cycles, (d) 2000 tidal cy-
cles, (e) 5000 tidal cycles, and (f) 20000 tidal cycles (equilibrium). Black dashed lines delimits the region in which
erosion/deposition processes take place. The continental shelf coordinates have been scaled with the tidal channel
mouth half-width (b0/2). Each panel includes an inset with the corresponding state of the tidal channel profile. Initial
conditions: Le = 30 km, Lb = 25 km, b0 = 160 m, d (t = 0) = 5 m, a0 = 2.2 m, ds = 100 µm, and horizontal continental
shelf with Cz = 55 m1/2/s. Erosion in the continental shelf has been neglected in this simulation.

sediment concentration entering the tidal channel from the offshore plume during the flood
phase, at different stages of the channel evolution. Two remarks can be outlined:

1. The first one is related to the amount of sediment entering the channel. It decreases with
time as a consequence of the reduction of sediment concentration into the offshore plume
(Figure 2.22 (d)) up to the sediment front reaches the inner end of the tidal channel and is
completely reflected (Figure 2.24 (d) and (e)). After that, and once the tidal channel reaches
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Figure 2.24: Velocity at the tidal channel mouth (u at ξ = 0) and sediment concentration entering the tidal channel
from the offshore plume (c ) during a tidal cycle, at different stages of tidal channel evolution: (a) beginning of the
simulation, (b) 100 tidal cycles, (c) 500 tidal cycles, (d) 2000 tidal cycles, (e) 5000 tidal cycles, and (f) 20000 tidal cycles
(equilibrium). Each panel includes an inset with the corresponding state of the tidal channel profile. Initial condi-
tions: Le = 30 km, Lb = 25 km, b0 = 160 m, d (t = 0) = 5 m, a0 = 2.2 m, ds = 100 µm, and horizontal continental shelf
with Cz = 55 m1/2/s.

the equilibrium, a low and asymptotically constant value of the entering sediment concen-
tration maintains over time (Figure 2.24 (f)).

2. The second one is linked to to time during which sediment is entering the channel. It is
reduced due to the moment in which this sediment concentration starts entering the chan-
nel. The plume limits its influence to about a tenth of the flood phase period as a conse-
quence of the low velocities existing in the tidal channel mouth at the beginning of the
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flood phase (Figure 2.24). Thus, settling velocities prevails and the rate at which sediment
concentration within the plume decays is faster than the rate at which this sediment con-
centration enters the tidal channel. Furthermore, the numerical model does not consider
hindered settling effects whereby the fall velocity of particles in high concentration mix-
tures is reduced due to the presence of other particles. Thus, the rate at which the plume
diminishes its sediment concentration is the same regardless of the stage of the channel
evolution.

2.3.3 Role of external factors on tidal channel-offshore plume dynamics

In the previous sections the attention has been concentrated on the transient process of the
intrinsic mechanisms whereby, starting from an initial bed configuration and for given condi-
tions of both the tidal channel and the ocean, the channel evolves toward some equilibrium
configuration. Now we focus this section on how external parameters that characterize the sys-
tem are able to influence the asymptotic equilibrium configuration of the tidal channel and the
offshore plume dynamics. The role of (i) channel convergence, (ii) macroscopic characteristics
of the continental shelf, i.e., slope and Chezy friction coefficient, (iii) the initial depth of the tidal
channel, (iv) the amplitude of the forcing tide, and (v) the eroded sediment from the continental
shelf are addressed.

2.3.3.1 The role of tidal channel convergence

It is worth analyzing our results in terms of the variation of the tidal channel planform config-
uration obtained from equation 2.1. Various degrees of funneling obtained for different values of
the convergence length, Lb , with prescribed values of both mouth width, b0, and channel length,
Le , have been imposed (Figure 2.25 (a)). Although tidal channels of constant width (Lb →∞) are
quite uncommon in natural channels (Savenije, 2006), considering it as allows us to investigate
the tidal channel evolution separating the effect of convergence.

Figure 2.25 (b) shows the equilibrium bed profiles calculated for different values of Lb . As it
is of interest to consider differences in the shape of the tidal channels independent of their size,
a statistic termed the funnel-shape parameter (Davies and Woodroffe, 2010) that reads:

Sb =
Lb

b0
, (2.127)

is used. Sb is identical for exponential width profiles of he same shape but different sizes.
Further, lower values of Sb are associated with more strongly funnel-shaped or convergent width
profiles. The picture emerging from this figure confirms the findings of Lanzoni and Seminara
(2002); Todeschini et al. (2008); Toffolon and Lanzoni (2010) and Bolla Pittaluga et al. (2015).
Starting from an identical initial configuration, at equilibrium tidal channels react to funneling
of the cross section by modifying the bed profile. In particular, a decrease in the value of Sb

leads to a progressive seaward bed aggradation associated with sediment deposition, leading to
a reduction of the flow depth. Conversely, prismatic (constant width) tidal channels increase the
depth at the mouth and consequently a larger value of bottom slope arises.

The influence of the convergence implies a strongly effect also on the hydrodynamic re-
sponse of a tidal channel. Different trends in the hydrodynamic aspects to those described in
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Figure 2.25: (a) Normalized tidal channel planform width investigated in the present numerical tests. The length and
width of the tidal channel mouth are kept fixed (Le = 30 km and b0 = 160 m) while the convergence length Lb is varied
(Lb = 10 km, Lb = 25 km, and Lb →+∞ km). (b) Initial and equilibrium configurations of the bottom profile for the
three planform shapes depicted in panel (a). Horizontal dashed lines represent the high tide (H.T.), mean sea level
(M.S.L.) and low tide (L.T.) elevations at the channel mouth. Initial conditions: d (t = 0) = 5 m, a0 = 2.2 m, ds = 100
µm, and horizontal continental shelf with Cz = 55 m1/2/s.

Section 2.3.2.1 are obtained if the convergence length is varied with respect to the reference in
which Lb = 25 km (Figure 2.26).

Figure 2.26 (a) reports that the higher is the convergence length the more the velocity peaks
are enhanced (and their asymmetry) and the higher is the residual value of the velocity. At equi-
librium (Figure 2.26 (b)), the velocity peaks are almost constant along the tidal channel and resid-
ual velocities vanish regardless the convergence length.

Tidal channel convergence can also determine amplification or damping of the tidal wave.
The influence of Lb clearly emerges when the dimensionless tidal range (equation (2.116)) is
plotted at the initial stage of the simulation, when the bottom is still horizontal (Figure 2.26 (c)).
The more convergent is the channel, the more the tidal amplitude grows with the wave prop-
agation and higher is its hypersynchronous character. For the case of constant width, channel
bottom friction offsets the influence of convergence and a landward decrease in tidal range is ob-
served, enhancing its hyposynchronous character. Conversely, an interesting feature emerges at
equilibrium (Figure 2.26 (d)): all the simulations leads to an invariably landward amplification
of the tidal range along the estuary, indicating the hypersynchronous character of the tidal chan-
nel. In the inner reaches of the estuary, beyond the inner shoreline, the tidal range at equilibrium
decrease due to the abrupt reduction in water depth as a consequence of the emerging bottom.

The sediment concentration field existing in the tidal channel at equilibrium is a direct con-
sequence of its hydrodynamics. In particular, the higher velocity peaks in less convergent tidal
channels lead to higher values of the sediment concentration field (Figure 2.27). However, the
distribution of the contour lines of the sediment concentration field does not show particular dif-
ferences for different convergence lenghs. All of them exhibit a turbidity maximum zone close to
the landward boundary approximately at the moment in which the sediment front is being re-
flected. In addition, suspended concentration field reaches an asymptotic behaviour with time
characterized by an increase of the concentration in the landward direction that reaches a max-
imum around ξ = 0.8. Beyond this section, the concentration starts to decrease.
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Figure 2.26: Values along the tidal channel of maximum, minimum, and residual velocity at the beginning of the
simulation (a) and at equilibrium (b), and dimensionless tidal range at the beginning of the simulation (c) and at
equilibrium (d) for different values of the convergence length (Lb = 10 km, Lb = 25 km, and Lb →+∞ km). Vertical
dashed lines indicate the position of the inner shoreline once the equilibrium is reached for each convergence length.
Initial conditions: Le = 30 km, b0 = 160 m, d (t = 0) = 5 m, a0 = 2.2 m, ds = 100 µm, and horizontal continental shelf
with Cz = 55 m1/2/s.
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Figure 2.27: Variation of the net suspended sediment concentration field in space and time for different values of the
convergence length: (a) Lb = 10 km, (b) Lb = 25 km, and (c) Lb →+∞ km. The concentration have been normalized
with the maximum value of the three cases simulated. Initial conditions: Le = 30 km, b0 = 160 m, d (t = 0) = 5 m, a0

= 2.2 m, ds = 100 µm, and horizontal continental shelf with Cz = 55 m1/2/s.
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The final equilibrium state of a tidal channel verify the power law relationship between the
cross-sectional area and the corresponding tidal prism seen in Section 2.3.2.3 regardless its fun-
neling shape. Figure 2.28 reports that, at equlibrium, the more convergent is the planform of the
tidal channel, the better is the agreement attained with the O’Brien-Jarrett-Marchi relationship
power law of D’Alpaos et al. (2010), both for the case in which the minimum and maximum cross
sectional flow areas are considered.
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Figure 2.28: Tidal prism, P , versus (a) minimum cross-sectional flow area, Ami n , and (b) maximum cross-sectional
flow area, Ama x , for various sections along the tidal channel at the beginning of the simulation (red markers) and at
equilibrium (blue markers) for different values of the convergence length (Lb = 10 km, Lb = 25 km, and Lb → +∞
km). The black dashed line represents the O’Brien-Jarrett-Marchi relationship of D’Alpaos et al. (2010) for a channel
mean value of ka p = 2×10−3, and αa p = 1. Initial conditions: Le = 30 km, b0 = 160 m, d (t = 0) = 5 m, a0 = 2.2 m, ds =
100 µm, and horizontal continental shelf with Cz = 55 m1/2/s.

An important feature of the influence of the degree of convergence of the tidal channel is the
remarkable influence that exerts on the dynamics of the offshore plume (Figure 2.29). A decrease
of the convergence degree (higher Lb ) implies a further increase of both the plume axis velocity
(Figure 2.28 (a)) and plume axis sediment concentration (Figure 2.28 (c)). It is directly linked to
the higher velocities present in less convergent tidal channels and the consequent higher ability
to entrain sediment into suspension. This trend followed by velocity and sediment concentra-
tion along the plume axis remains both at the beginning of the simulation and at equilibrium.

Conversely, plume half-width exhibits a different behaviour depending on the stage of chan-
nel evolution. At the beginning of the simulations, when the tidal channel depth is still the same
for all the cases, a decrease of the convergence degree (higher Lb ) leads to a wider plume due
to mass conservation. Conversely, at equilibrium, an offshore plume with a lower widening rate
arises. Thus, the narrowing experienced by a plume as a consequence of the tidal channel evolu-
tion is more pronounced in cases with higher values of the channel convergence length. We sug-
gest that this behaviour is dictated by the higher decrease of the bed level at the channel mouth
showed in less convergent channels at equilibrium (Figure 2.25 (b)). It leads to an increase of the
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flow depth and a consequent reduction of the bottom friction experienced by the plume which,
in turns, reduces the rate of plume spreading.
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Figure 2.29: (a) Plume centerline velocity, (b) plume half-width, and (c) plume centerline sediment concentration
both at the beginning of the simulation and at equilibrium for different values of the convergence length (Lb = 10 km,
Lb = 25 km, and Lb →+∞ km). Initial conditions: Le = 30 km, b0 = 160 m, d (t = 0) = 5 m, a0 = 2.2 m, ds = 100 µm,
and horizontal continental shelf with Cz = 55 m1/2/s.

2.3.3.2 The role of macroscopic characteristics of the continental shelf: bottom slope and
Chezy friction coefficient

Apart from the tidal channel inherent parameters, those that characterized the adjacent con-
tinental shelf also plays a significant role in the offshore plume and tidal channel evolution. We
here investigate the influence of two macroscopic parameters that globally characterize the con-
tinental shelf: its bottom slope and friction. Their influence over the offshore plume has already
been addressed (Özsoy and Ünlüata, 1982; Özsoy, 1986), however how their ability to control the
channel evolution is a task that remains unclear.
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2.3.3.2.1 Continental shelf bottom slope. We now consider linear variations in depth by tak-
ing d j e t = d0 +mb x , with d j e t being the water depth at a distance x from the tidal channel
mouth, mb the continental shelf bottom slope and d0 the tidal channel mouth depth.

Figure 2.30 reports the main sediment laden offshore plume characteristics under two dif-
ferent values of the continental shelf bottom slope. It is seen that the jet width depends critically
on the continental shelf slope mb . That is, with increasing mb values, the centerline velocity
remains approximately unmodified both at the beginning of the simulation and at equilibrium
(Figure 2.30 (a)) and the plume contracts significantly due to mass conservation (Figure 2.30 (b)).
A remarkable feature of the plume width when mb = 5% is that contraction is suppressed despite
the increasing depth at the channel mouth related to channel evolution. The changes in bottom
slope displayed in Figure 2.30 (c) show that higher values of mb lead to higher values of sedi-
ment concentration and that the material is jetted further offshore. We suggest that it is due to
the higher time needed for the sediment to reach the bed and the narrower plume that arise,
which reduces the lateral expansion of sediments.

The second question we raised concerns the long term tidal channel response to changes the
continental shelf slope. Changes in plume dynamics have direct implications on the asymptotic
equilibrium profile of the tidal channel. Figure 2.31 shows the bed level differences of equilib-
rium tidal channel bathymetric profiles under different values of mb with respect to the reference
case in which the continental shelf was supposed to be horizonta (mb = 0%). It can be observed
that the increase of the continental shelf slope determines a significant progressive increase of
the channel bed level in the seaward direction (from ξ = 1 to ξ = 0). Furthermore, the higher
mb becomes, the higher is the channel bed level, which can reach values of the order of O (10−1

m) for the higher mb values. This aggradation experienced by the tidal channel is related to (i)
the concentration of streamlines around the plume axis during the flood phase in the adjacent
sea as a consequence of the sloping bottom that give rise to a selective withdrawal and higher
velocities that favors the transfer of sediment from the plume to the tidal channel (Figure 2.4),
and (ii) the higher availability of suspended material in sloping continental shelf plumes (Figure
2.31 (c)).

2.3.3.2.2 Continental shelf bottom friction. To investigate the effect of the Chezy coefficient
of the continental shelf (Cz ) on the evolution of the entire system, the comparison between three
simulations corresponding to different values of Cz equal to 30, 55 and 80 m1/2/s is made. Recall
that Cz is more a flow conductance parameter than a parameter of flow resistance, since higher
values implies less bottom friction. The values of these three variables are reduced and follow
the same trend both at the beginning of the simulation and once the equilibrium is reached.

Figure 2.32 summarizes the effect of Cz on the offshore plume. When plume resistance is
increased, the centerline velocity decays (Figure 2.32 (a)) and the plume width grows (Figure 2.32
(b)) exponentially. On the other hand, the suspended sediment concentration is not significantly
affected by these frictional changes, at least within the range of values investigated here (Figure
2.32 (c)).

Conversely to the continental shelf slope case, changes experienced by the offshore plume
due to different Chezy friction parameters in the continental shelf do not alter the equilibrium
profile of the tidal channel. Figure 2.33 depicts bed level differences of equilibrium tidal chan-
nel bathymetric profiles under different values of Cz with respect to the reference case in which
Cz =55 m1/2/s. It is observed that higher bed resistance favors the aggradation of the tidal chan-
nel bed level, while a low value leads to bed aggradation, both with increasing intensity in the
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Figure 2.30: (a) Plume centerline velocity, (b) plume half-width, and (c) plume centerline sediment concentration
both at the beginning of the simulation and at equilibrium for different values of the continental shelf bottom slope
(mb = 0% and mb = 5%). Initial conditions: Le = 30 km, b0 = 160 m, d (t = 0) = 5 m, a0 = 2.2 m, ds = 100 µm, and
continental shelf with Cz = 55 m1/2/s.

seaward direction. However, this bathymetric changes are not significant from a macroscopic
perspective, being two orders of magnitude smaller, O (10−3 m), than in the case of continental
shelf slope variations. We argue that this insensitivity to Cz values is the result of (i) insignificant
differences of the sediment concentration in the plume (Figure 2.32 (c)) and (ii) mainly to the
inability of the model to consider friction effects when computing velocity field in the adjacent
sea during the flood phase: it was modeled as frictionless, irrotational and inviscid flow.

2.3.3.3 The role of the initial depth

The role of one of the imposed initial conditions for the whole system, the initial depth of
the tidal channel, d (t = 0), which is assumed horizontal, is now investigated. It is natural to ex-
pect the solution to be dependent on this initial condition for a given tidal forcing and channel
planform shape. This is confirmed by the results reported in Figure 2.34, where the equilibrium
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b0 = 160 m, d (t = 0) = 5 m, a0 = 2.2 m, ds = 100 µm, and continental shelf with Cz = 55 m1/2/s.

profiles corresponding to three different values of the initial channel depth and subject to the
identical tidal forcing are plotted. The shape pf the resulting channel profiles are quite similar.
If we define roughly the average slope of the equilibrium bed profile as the difference between
the bed elevation at the inner boundary and the bed elevation at the channel mouth divided
by the channel length, it remains more or less constant regardless the initial depth. However, a
higher value of the initial depth leads to an equilibrium channel profile which lies above the one
corresponding to a shallower initial depth. In addition, our simulations suggest that the mor-
phological evolution of initially deeper channels takes more time than those with smaller values
of the initial depth. Thus, the initial depth affects the time required to reach an equilibrium state.

2.3.3.4 The role of the tidal amplitude

Results of simulations performed varying the tidal amplitude at the tidal channel mouth are
shown in Figure 2.35. The tidal amplitude, a0, has a strong influence on the solution, since it con-
trols the scale of velocity in the tidal channel. Given the same geometrical conditions, a larger
tidal amplitude leads to a progressively higher bed slope, as well as to an increasing bed degrada-
tion in the seaward portion and aggradation in the landward portion of the tidal channel. In ad-
dition, simulations reveal that the morphological evolution of a tidal channel forced by a higher
tidal amplitude shows a slower pace. Similar results were reported by (Todeschini et al., 2008;
Bolla Pittaluga et al., 2015).

2.3.3.5 Continental shelf as a source of sediment. Implications over the tidal channel

Up to now the only source of sediment than can be transported by the flow was the material
existing in the active layer of the channel bed. Now we extend this active layer, imposing that
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Figure 2.32: (a) Plume centerline velocity, (b) plume half-width, and (c) plume centerline sediment concentration
both at the beginning of the simulation and at equilibrium for different values of the Chezy friction coefficient of the
continental shelf (Cz = 30 m1/2/s, Cz = 55 m1/2/s, and Cz = 80 m1/2/s). Initial conditions: Le = 30 km, b0 = 160 m,
d (t = 0) = 5 m, a0 = 2.2 m, ds = 100 µm, and an horizontal continental shelf.

the material of the continental shelf is able to be entrained into suspension and be transported
by the flow and, subsequently, may affect the availability of sediment in the tidal channel. In
addition, sediment properties in the continental shelf were set to be the same as the material of
the tidal channel. However, as stated in Section 2.2.3, despite erosive and deposition processes
will be accounted for in the continental shelf, bathymetric changes on region will be neglected
and a fixed flat bottom of constant slope will be assumed.

Thus, now we focus our attention on the influence of this source of sediment on the tidal
channel evolution. In this sense, Figure 2.36 reports the deposition patterns in the continental
shelf related to the ebb flow both at the beginning of the simulation and at equillibrium. During
the initial stages the flow velocity is higher than the critical velocity for sediment entrainment
into suspension and hence the ebb flow causes very strong erosion in the vicinity of the tidal
channel mouth. The loci of maximum deposition border the scoured region giving rise to lateral
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levees that merge into a single maximum at some distance from the inlet (Wright, 1977; Mariotti
et al., 2013). Along the center line of the plume, maximum deposition is observed at some dis-
tance from the mouth where a mouth bar would be expected to build up (Figure 2.36 (a)). On
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the contrary, once the tidal channel reaches equilibrium, and as a consequence of jet narrowing
and the reduction of both flow velocities and sediment fluxes exiting the tidal channel, erosion
in the continental shelf vanishes and only weak deposition rates exist (Figure 2.36 (b)).
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The material eroded in the continental shelf have important consequences on the plume
concentration. On the contrary to the case in which erosion in the continental shelf was ne-
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glected and the sediment concentration in the plume constantly decreases seawards, when ero-
sion is allowed plume centerline concentration reaches a maximum value at some distance off-
shore as shown in Figure 2.37. In this case, eroded material in the vicinity of the tidal channel
mouth increases the sediment concentration field and is jetted offshore where it eventually set-
tles.

0 5 10 15 20

ξb

0

1

2

3

4

5

c j
et
,c

×10−4

No erosion in the continental shelf allowed

Erosion in the continental shelf allowed

Figure 2.37: Plume centerline sediment concentration both at the beginning of the simulation and at equilibrium
neglecting and considering erosive processes in the continental shelf. Initial conditions: Le = 30 km, Lb = 25 km, b0

= 160 m, d (t = 0) = 5 m, a0 = 2.2 m, ds = 100 µm, and horizontal continental shelf with Cz = 55 m1/2/s.

Apart from the increase in the plume concentration, the availability of continental shelf ma-
terial to be entrained into suspension will modify the amount of material entering into the tidal
channel during the flood phase. Figure 2.38 focuses its attention on the incoming material once
the plume totally disappears, i.e., concentration peaks at the beginning of the flood phase. After
that, scoured material in the continental shelf tends to enter the tidal channel. The amount of
this material reduces with tidal channel evolution due to the less ability of flow in eroding mate-
rial. Besides, the time during which material from the continental shelf is entering the channel
also reduce over channel evolution. Finally, it should be note that the concentration peaks re-
lated to the plume are now higher, although it is not displayed in Figure 2.38 for clarity.

Obviously, this eroded material will alter the evolution of the tidal channel bottom profiles.
Figure 2.39 reports a comparison between the tidal channel evolution neglecting and consider-
ing the influence of the incoming material from the continental shelf bed. It reveals that this
amount of eroded material have direct implications on the evolution the tidal channel. The
asymptotic equilibrium profile tends to increase the concavity of the bottom profile, reducing
the final channel mouth depth. This profile also tends to get flat (i.e., with constant depth) to-
wards the mouth, a condition typical of an "ideal estuary", as defined by (Savenije and Veling,
2005). Differences in bed elevations are plotted in Figure 2.39 (c). It reveals that the influence
of this material is higher in the seaward portion of the tidal channel, reaching the peak values in
the channel mouth. Finally, differences of the order of O (10−1 m) at equilibrium are obtained.

2.4 Discussion

2.4.1 Main novelties of the model

Two are the main contributions of this work to the study of the morphological evolution of
tidal channel an their equilibrium configuration:
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Figure 2.38: Velocity at the tidal channel mouth (u at ξ = 0) and sediment concentration entering the tidal channel
both from the offshore plume and the eroded material in the continental shelf (c ) during a tidal cycle, at different
stages of tidal channel evolution: (a) beginning of the simulation, (b) 500 tidal cycles, (c) 5000 tidal cycles, and (e)
20000 tidal cycles (equilibrium). Initial conditions: Le = 30 km, Lb = 25 km, b0 = 160 m, d (t = 0) = 5 m, a0 = 2.2 m,
ds = 100 µm, and horizontal continental shelf with Cz = 55 m1/2/s.

1. Previous works on the long-term morpholofical evolution of tidal channels already stress
the necessity of considering the separate contributions of the bed load and the suspended
flux and solving for the latter a suitable transport equation to compute suspended sedi-
ment concentration (Lanzoni and Seminara, 2002; Todeschini et al., 2008). In these pre-
vious works suspended load are assumed to adapt instantaneously to local flow condi-
tions. They used equilibrium expressions by which the sediment particles respond instan-
taneously to local flow conditions. It implies that the movement of the sediment would be
in the residual flow direction. Suspended load transport, however, does not have such a
behaviour because it takes time (time lag effects) to transport the particles upwards and
downwards over the depth and therefore it is necessary to model the vertical advection-
diffusion process. They also indicated that this was the major assumption employed in
their models. This assumption is particularly severe close to the slack water periods when
equilibrium between entrainment and deposition cannot occur, as sediments simply settle
in a quasi-quiescent water body.

However, in non-steady flow the actual sediment transport rate may be smaller (under-
load) or larger (overload) than the transport capacity resulting in net erosion or deposi-
tion assuming sufficient availability of bed material. A tidal environment is characterized
by flow unsteadiness that may lead to nonequilibrium effects that makes the sediment
response lags with respect the flow through scour and settling lags (Postma, 1967). This
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Figure 2.39: Temporal evolution of the bottom profile from an initially horizontal configuration for a convergent tidal
channel (a) with and (b) without the influence of the eroded material in the continental shelf. The bottom elevation
at each cross section has been scaled with the initially uniform depth of the channel (η∗/d (t = 0)), while the longitu-
dinal coordinate of the tidal channel has been scaled with the channel length (ξ = x/Le ). The values of the relevant
parameters imposed in the calculation are Le = 30 km, Lb = 25 km, b0 = 160 m, initial bottom depth d (t = 0) = 5
m, semidiurnal tide with amplitude a0 = 2.2 m, mean sediment diameter of ds = 100 µm. The continental shelf is
supposed to be horizontal with a mean Chezy coefficient Cz = 55 m1/2/s. Differences between the cases (a) and (b)
at each tidal cycle are depicted in panel (c). Horizontal dashed lines represent the high tide (H.T.), mean sea level
(M.S.L.) and low tide (L.T.) elevations at the channel mouth.

phase difference between the suspended sediment concentration and the water velocity
can produce a residual flux of sediment even when there is no residual movement of water
(Dyer, 1995; Friedrichs et al., 1998). Quantifying these nonequilibrium effects on sediment
dynamics is a task which must be addressed in this framework of long-term morphological
evolution of tidal channels and that, to the authors’ knowledge, has not been explored so
far.

An important feature of the present work is that the numerical simulations carried out
here considerer a full description of sediment fluxes through equations (2.72) and (2.75).
Thus, we reproduce correctly the settling lag associated with suspended load, which may
be important in natural estuaries, in particular for short channels (Todeschini et al., 2008).
Besides, and according the (van Rijn, 2013), time lag effects cannot be neglected for sed-
iments smaller than about 0.3 mm and hence a quasi-steady approach is not a reliable
formulae to be applied.
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2. Estuaries and offshore plumes are usually treated separately with a fixed boundary condi-
tion at the channel mouth (Lamb et al., 2012; Chatanantavet et al., 2012). However, sedi-
ment supply from the open sea is particularly relevant as it has been suggested as one of
the key factors in estuarine morphology (Yu et al., 2012). In particular, the presence of a
nonnegligible flux of marine sediments at the tidal channel mouth can alter considerably
its equilibrium configuration (Lanzoni and Seminara, 2002). However, there are limited ex-
perimental and modeling studies on sediment transport and morphodynamics of coupled
estuaries and offshore plume systems.

Thus, the main reason for including a detailed description of the suspended sediment
load was a linkage between the channel and offshore plume dynamics, thereby dynam-
ically coupling these regions. It is well known that estuarine discharges produce offshore
plumes that expands in the direction of propagation and that may carry sediments and
affect coastal circulation and mixing patterns (Bates, 1953; Wright, 1977; Edmonds and
Slingerland, 2007; Rowland et al., 2009; Falcini and Jerolmack, 2010). Besides, the main
plume properties (spreading rate and velocity and sediment concentration fields) are cer-
tainly dictated by the channel evolution.

However, little work has explored whether tidal channels dynamics and sediment fluxes
in turn are a function of plume behaviour. Our modeling results suggest that the offshore
plume characteristics, which in turn are modified by the continental shelf bathymetry and
friction, can affect the sediment fluxes in the tidal channel and lead to different equilib-
rium configurations. Tidal channel dynamics must be necessarily linked to the oceanic
environment by its offshore plume. Furthermore, despite neglecting bottom changes on
the continental shelf, we have seen that the evolution of the tidal channel results in a de-
crease of net erosion/sediment deposition in the continental shelf, with implications for
delta evolution. We suggest that there exists a potential feedback between tidal channel
and the offshore plume that must be considerer when estimating estuarine hydrodynam-
ics and sediment transport processes.

2.4.2 Temporal scales considerations

Though the general trend of the evolution process of a tidal channel seems to confirm ade-
quately the findings of previous works that tackled this problem numerically (Lanzoni and Sem-
inara, 2002; Todeschini et al., 2008), our channel profile evolves faster. It is then of interest to
address the typical temporal scales that control the evolution of the system. Our characteristic
timescale for the channel to evolve up to reach equilibrium,O (101) years, differs differ from those
of Lanzoni and Seminara (2002), O (102) years, and Todeschini et al. (2008), O (102) years. These
discrepancies are related to the sediment transport formulation employed. To derive a typical
morphological scale (T0) for the time for a tidal channel to come into equilibrium we considerer
the mass balance equation (2.68):

T0 = (1−p )
B∗D∗

(De −Er )+
B∗qb

L ∗
≃ (1−p )

B∗D∗
(De −Er )

, (2.128)

whereB∗,L ∗ andD∗ are characteristic scales for channel width (∼ 102 m), length (∼ 104 m)
and depth (∼ 101 m) respectively. Without any special information on the tidal channel condi-
tions, we can estimate the scales of the terms of sediment fluxes according to Figure 2.10. Hence,
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we can assume De−Er ∼ 10−6 m2/s andB∗qb ∼ 10−3 m3/s, thus ensuring that the the influence of
the bed load can be neglected when estimating the morphological time scale. A key feature of the
physics involved in the present problem is then the description of the entrainment of sediment
into suspension Ee n t . Different relationships for estimating the entrainment rate of sediment
into suspension were evaluated in Figure 2.40 (Einstein (1950), Engelund and Fredsøe (1976),
Smith and McLean (1977), van Rijn (1984c), Akiyama and Fukushima (1985), Garcia and Parker
(1991), Nakagawa and Tsujimoto (1980), and Fernandez-Luque and Van Beek (1976)).
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Figure 2.40: Plot of different sediment entrainment into suspension pickup functions (Ee n t ) as a function of dimen-
sionless shear velocity (u∗/ws ). The thick black line of van Rijn (1984c) was the function used here.

It is clear that estimates of sediment entrainment Ee n t can be quite different depending on
which relationship is used. The literature abounds with apparently conflicting relations for pre-
dicting the entrainment rate of noncohesive bed sediment into suspension. After a review of
various relations we decided to use the formulation of van Rijn (1984c). It was found to perform
best against a set of experimental data of direct measurements by Garcia and Parker (1991).

It is worthwhile to note that model results indicated that the adopted formulation was not
crucial for the long-term simulation of the channel profiles. A qualitative general tendency was
reproduced regardless the employed formulation of Ee n t . The only differences were related to
the simulation time. In this sense, T0, O (108) seconds, is some orders of magnitude larger than
the hydrodynamic time scale:

Th =
2π

ω∗ , (2.129)
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whereω∗ is the characteristic angular frequency of the tidal wave, and Th is O (104) seconds.
The condition T0≫Th reveals that morphological developments take place on a time scale sev-
eral times longer than typical flow changes, which allows for an instantaneous adjustment of the
flow to changes in the bottom configuration. In this regard, the employment of one formula-
tion for Ee n t or another simply multiplies the sediment fluxes between the bed and the flow and
accelerates bed-level changes likewise a “morphological acceleration factor” (Roelvink, 2006).

2.4.3 Comparison with field data: application to Punta Umbria ría

We have seen that the equilibrium bed profile os a short tidal channel is essentially controlled
by (i) a nearly symmetrical distribution of the tidal flow during flood and ebb phases that leads
to an asymptotic vanishing of both the residual difference between erosive and deposition sus-
pended fluxes and of the spatial gradient of bed load fluxes, and (ii) external parameters, such
as the degree of channel funneling, the tidal forcing, the initial depth of the tidal channel, and
as confirmed by the present contribution, the offshore system dynamics, i.e., plume and the
macroscopic characteristics of the continental shelf.

Although it is hard to find data of the temporal evolution of the bed profile of real tidal chan-
nels and it is not obvious to determine if a real system is at equilibrium, it is of interest to explore
the model results using parameters that scale roughly a natural systems that are thought to be
at equilibrium. Here we choose the Punta Umbría ría located in the Southwestern part of the
Iberian Peninsula (Spain), facing to the Gulf of Cádiz (Figure 2.41).

Figure 2.41: Satellite image of the ría of Punta Umbría (Spain) planform, including a longitudinal transect along its
main tidal channel [cuortesy of Google Earth].
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The digital elevation model of the Spanish Geographic Institution (IGN) along with a de-
tailed multi-beam bathymetry in the Punta Umbría ría supplied by the Regional Government
through the Agencia Pública de Puertos de Andalucía (APPA) were used to define the channel
profile (Reyes-Merlo, 2016). The nearshore slope in the inlet and surroundings is smooth with
values ≤ 1/100 obtained from the Hydrographic Marine Institute of Spain (IHM). In the inner
part of the channel and tidal flats areas the material vary from fine/medium sand, with organic-
rich muddy matrix, to medium/very coarse sand (Morales et al., 2014). In the inlet, medium
sand (ds ∼ 250 µm) dominates. Finer sands are located southwestern to the entrance, changing
to coarser material (including gravels) when getting closer to the mouth. The main incoming
wave directions are W (43%) and SW (29.2%), while the most common values for the significant
wave height are between 0.5 and 1 m, with peak periods from 4 to 6 s. However, the presence of
a curved jetty at the entrance of the inlet since mid 80’s to ensure safety access to inland ports
reduces the impact of waves on the tidal channel dynamics. The estuary is mesotidal and the
most energetic tidal constituent is the semidiurnal M2 (12.42 h). Tidal range varies from 1.1 to
3.2 m during neap and spring tides, respectively. Depth average currents near the mouth vary
from 0.9 to 0.6 m/s, depending on ebb/flood phase. The tidal prism in the Punta Umbría ría
inlet is ∼ 2× 107 m3 (Reyes-Merlo et al., 2015). The fresh water discharge is not considered in
this study, since it represents around 10% of the global estuarine tidal prism in the ría of Huelva
(Borrego, 1992).

The main concern is related to the election of the parameters that feed the model. Although
the ría planform displays a complex patterns of several tidal channels dissecting the tidal flats,
some comparison can be made with the bottom profile of the main tidal channel identified with
white transect of Figure 2.41. This tidal channel is 14.2 km long with an approximately mouth
width of 200 m, a inner end width of 50 m and a low degree of channel funneling given by a con-
vergence length of 10 km. The tidal range during spring tides of 3.2 m was imposed since it is the
most energetic component to shape the channel profile. The bottom is homogeneously com-
posed of fine/medium sand with grain diameter ds = 80 µm that characterizes most of the tidal
channel. Regarding the initial depth scale, we use the expression of Toffolon and Lanzoni (2010)
that provides a typical morphological scale of the depth at the mouth (dm ) for weak convergent
estuaries:

dm ≃ rs a0ωp
2uc r,s

Le , (2.130)

in which rs accounts for storage effects of tidal flats flanking the channel relating the width
of the tidal flat to the width of the tidal channel. In our case, we assume rs = 1. According to this
expression, we adopt an initial depth of 6 m.

The model results and its comparison with the measured bottom profile are shown in Fig-
ure 2.42. Despite the uncertainties related with the simplifications of the model, the evolution
of the bed profile is somewhat similar to that observed in the Punta Umbría ría, even though it
displays a more intense erosion in the seaward portion of the channel comprised between ξ =
0.1 and 0.4. We argue that this deviation from the modeled results is related to drainage activ-
ities forced to maintain the operability of fisheries and recreational activities distributed along
this reach of the channel. In addition, oscillations of the longitudinal bed profile are due to var-
ious mesoscale processes, namely, meandering, the presence of junctions, and large-scale bed
forms (Lanzoni and Seminara, 2002), which are not accounted for our formulation. The pres-
ence of morphological patterns at scales smaller than the estuary length (e.g., bars, dunes, and
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mean sediment diameter of ds = 80µm. The continental shelf is supposed to have a slope mb = 1% and a mean Chezy
coefficient Cz = 55 m1/2/s.

ripples) on the overall evolution of the tidal channel are considered only through flow conduc-
tance formulation. The morphology of the Punta Umbría ría inlet is characterized by a shoaling
area resulting from the predominant northwest-to-southeast littoral drift of the zone. This peak
in the ría profile is not captured by the model. However, despite these discrepancies, it is worth
noting that the final profile seem adequately reproduced in the numerical model. The qualita-
tive agreement between numerical predictions and field data is fairly satisfactory. Finally, the
equilibrium profile in the case in which the offshore plume influence was neglected tends to
overpredict the scour depth at the inlet, suggesting the importance of considering the exchange
of sediments between the tidal channel and the adjacent sea through the offshore plume.

2.4.4 Model limitations

Several approximations are embodied in our numerical model. First of all, a simplified
and fixed planform geometry in the absence of significant meanders is employed, an approach
widely used in the study of the evolution of tidal channels and estuaries (Lanzoni and Seminara,
2002; Todeschini et al., 2008; Seminara et al., 2010; Toffolon et al., 2006; Bolla Pittaluga et al., 2015;
Canestrelli et al., 2014a). Essentially, this approach is based on the observation that variations
of bed elevation act at a temporal scale typically much smaller than the time scale of width vari-
ations. Besides, storage effects of tidal flats flanking the channel are also neglected. However,
their dynamic role is typically small in micro and mesotidal systems simulated here (Savenije
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and Veling, 2005; Seminara et al., 2010; Toffolon and Lanzoni, 2010).

Moreover, the effects of wave action and fluvial discharge were not accounted for in the
present model, whose validity is strictly restricted to estuaries where the tide action is the dom-
inant forcing mechanisms. While the role of riverine discharge can be easily incorporated by
feeding the landward boundary with some prescribed freshwater discharge as well as with an em-
pirical equilibrium relations for sediment load as done by Canestrelli et al. (2014a) and Bolla Pit-
taluga et al. (2015), the waves influence may alter the picture arising from the present work in a
more complex way. A first attempt to address this latter effect can be done by modifying plume
dynamics in presence of frontal waves taking advantage of previous work on this topic (Ismail
and Wiegel, 1983; Nardin et al., 2013). Finally, gravitational circulations driven by salinity and
density gradients were not considered in the present framework.

2.5 Concluding Remarks

It is convenient to start this Section answering the first question we raised in the introduction
of this chapter: Could the offshore plume appreciably alter the morphodynamic equilibrium of a
short tidal channel? The answer is indeed positive. To tackle this question we employed the nu-
merical model of Lanzoni and Seminara (2002) for tidal channels evolution and extended it with
the aim of including the influence of their discharge plumes, thereby dynamically coupling the
onshore (tidal channel) and offshore (continental shelf) systems. It results in a one-dimensional
model in the tidal channel linked to a numerical/analytical 2D model in the oceanic region where
the plume is simulated as a jet/sink flow. We observe that sediment and flow exchange between
this onshore-offshore systems dictate significant morphologic features both in the tidal channel
and in the continental shelf. Our numerical experiments show that the tidal channel bed evolves
asymptotically leading to a progressive decrease of the tidal distortion and therefore of the net
sediment flux everywhere up to reach an equilibrium state characterized by a concave upwards
profile and by a well-defined depth at the inlet section. Such a profile obeys the classical O’Brien-
Jarrett-Marchi law. In particular, the cross-sectional area appears to be related to the tidal prism
by a power law at different sections along the tidal channels.

As a consequence of the offshore plume the seaward concavity of the profile increases and
smaller inlet depths arise. Our results also suggest that this condition can be also attained for
tidal channels as the convergence length decreases. Thus, in the presence of a plume, a tidal
channel can attain a concave profile with a less stronger degree of convergence (i.e., higher val-
ues of the convergence length). Simulations also indicate that larger tidal amplitude implies
a larger scour at the tidal channel mouth and a more pronounced bottom channel slope. The
feedback between channel and plume also makes the plume reduce its velocity, width and sed-
iment concentration over time, which in turn reduces the net erosion/deposition of material in
the continental shelf and the consequent ability for tidal channel to form mouth bars. Other
external factors of the continental shelf, mainly the bottom slope and the eroded material, sub-
stantially alter equilibrium scenario and the plume structure. The effect of higher slopes of the
continental shelf and the material coming from its bottom is to induce bed aggradation in the
region of the tidal channel close to the inlet. On the contrary, the bottom friction of the conti-
nental shelf has little influence on the tidal channel evolution. We argued that it is due to the
inability of the sink model to consider friction effects in the adjacent sea.

A simplified approach of the tide-dominated estuary and plume dynamics allows long-term
simulations with an acceptable computational effort thanks to the usage of a reliable and suit-
ably simplified formulation of the most relevant hydrodynamics and morphological processes
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responsible for describing the offshore plume and shaping the tidal channel. The inclusion of
the advection-diffusion equation to calculate the suspended sediment concentration allows the
transference of material between the tidal channel and the offshore region. Solutions of this
equation indicate that concentration patterns inside the channel tends to equilibrium, being
characterized by a increase of the concentration in the landward direction, reaching a maximum
around ξ = 0.8. The influence of the different mechanism responsible for sediment concentra-
tion distribution also attaches an equilibrium distribution along the channel. While the influ-
ence of the diffusive mechanism is negligible (only have a certain degree of influence ∼2% close
to the landward boundary), the main mechanism in importance is the erosion-deposition (rela-
tive influence of ∼80%). Its influence decreases in the landward direction, reaching a maximum
around ξ = 0.8, beyond which start to increase. An inverse trend is followed by the advective
mechanism, with a mean relative influence of ∼20%. Needless to say, as argued in Section 2.4.2,
the entrainment of sediment into suspension formulation may alter this latter scenario.

Despite the simplified forcings and idealized geometrical configuration adopted in our
model, it is remarkable the qualitative agreement between predicted real tidal channel profiles.
This fact suggest that this kind of model can be used to gain some clarification about the general
tendency of much more complex natural systems subject to land subsidence, sea level rise, tec-
tonic uplift, and man-made interventions as dredging of tidal channels essential to navigation.





Chapter 3

How do intense storms affect the resilience of
coastal bays?

Coastal bays host productive ecosystems, coastal communities and critical infrastructure.
As sea level continues to rise and tropical cyclones and other storms increase in intensity,
these coastal systems are increasingly at risk for destruction. Developing a sediment bud-
get for coastal bays is imperative to understanding how storm events affect the resilience of
the system, where net import of sediment indicates growth and resilience against sea level
rise, and net export of sediment indicates deterioration. Using high resolution numerical
simulations, here we show that intense storms import sediment into a system of bays in Vir-
ginia, USA. Duration and magnitude of storm surge are among the most important factors in
sediment import, suggesting that intense storms increase the stability of coastal bays by pro-
viding the sediment necessary to counteract sea level rise. Given that climate models project
that tropical cyclones will increase in intensity in coming decades, our results have signifi-
cant implications for the resilience of coastal bays and the future of coastal communities.

3.1 Introduction

Coastal bay systems and barrier island shorelines provide a variety of ecosystem services and
play an integral role in protecting coastal communities from flooding and other destruction as-
sociated with hurricanes and noreasters (Barbier et al., 2011). Coastal communities are growing
increasingly more vulnerable to flooding from tropical cyclones due to increases in sea level rise
(Woodruff et al., 2013), and continuing greenhouse gas-forced warming may augment the in-
tensity and frequency of tropical cyclones (Sobel et al., 2016; Walsh et al., 2016). Because of sea
level rise, coastal bays must trap sediments so that tidal flats and salt marshes can accrete and
maintain the same elevation with respect to mean sea level (Fagherazzi et al., 2013). Develop-
ing a sediment budget for these coastal bays is imperative to understanding how storm events
affect the resilience of the system, where net import of sediment indicates growth of the system
and net export of sediment indicates deterioration (Ganju et al., 2015). In this study, we explore
the sediment fluxes into and out of the coastal bays of the Virginia Coast Reserve (VCR) during
storms.

The Virginia Coast Reserve consists of a system of barrier islands, salt marshes, and coastal
bays along the Atlantic side of the Delmarva Peninsula, USA (Figure 3.1). Previous research on
VCR salt marshes has included quantifying the main contributors to salt marsh erosion, a ma-
jor threat to marsh ecosystem services. Though wave action is the main contributor to erosion
(Fagherazzi and Wiberg, 2009; Mariotti et al., 2010; McLoughlin et al., 2015), vegetation changes
and invertebrate burrowing also play a large role (Thomas and Blum, 2010). Previous geomor-
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Figure 3.1: Location map for the southern Delmarva Peninsula, bounded by Chesapeake Bay to the west and the
Atlantic Ocean to the east (USA). The Virginia Coast Reserve (VCR) comprises the barrier islands, bays and marshes
on the eastern side of the southern (Virginia portion) of the Delmarva Peninsula. Also shown are the locations of the
different stations used in this worl.

phic modeling in this location has focused on developing numerical models for marsh evolution
(Mariotti and Fagherazzi, 2010; Fagherazzi et al., 2012), detailing how waves shape marsh form
and function (Leonardi and Fagherazzi, 2014, 2015), and quantifying how barrier islands and
marshes interact (Walters et al., 2014; Deaton et al., 2017). Given the robust nature of previous
research in the VCR, it is an ideal location to formulate a sediment budget to determine the re-
silience of coastal bays in the face of sea level rise and increasing storminess.

3.2 Methodology

3.2.1 Numerical model

Hydrodynamic and sediment-transport simulations were conducted using the high-
resolution, fluid dynamics model Delft3D-FLOW (Lesser et al., 2004) and the Delft3D-WAVE
module, which is based on the SWAN (Simulating WAves Nearshore) wind wave generation and
propagation model (Booij et al., 1999). This coupled system is suitable for simulating nonsteady
flows, wave generation and propagation, sediment transport phenomena, and related morpho-
logical developments in a coupled modality in shallow seas, coastal areas, estuaries, lagoons,
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rivers and lakes.

In this study, Delft3D-FLOW solves the shallow water equations derived from the three-
dimensional Reynolds-averaged NavierStokes equations for continuity and horizontal momen-
tum for unsteady, incompressible, turbulent flows. The vertical momentum equation is reduced
to the hydrostatic pressure relation, so vertical accelerations are assumed to be small compared
to gravitational acceleration and are neglected. The modification of these equations due to the
wave forces for a wave-current interaction is achieved by an online-coupling of FLOW and WAVE
modules at a regular interval of 60 minutes. It allows us to account for the effects of waves on the
flow and to provide flow boundary conditions for the wave transformation. Delft3D-WAVE is a
spectral wave model which solves the wave action balance equation and accounts for refraction,
shoaling, blocking and reflections due to opposing currents, wind wave generation, whitecap-
ping, depth-induced wave breaking, bottom friction, and nonlinear wavewave interactions.

For the sediment transport computations, the Van Rijn et al. (2001) approach is followed
for the transport of non-cohesive sediment while cohesive transport is calculated through the
advectiondiffusion equation with erosion and deposition terms based on the formulation of
Partheniades et al. (1965). Spatial gradients in bed load transport and the source and sink terms
associated with suspended sediment fluxes ultimately determine changes in bed bathymetry
through the Exner equation (Paola and Voller, 2005).

3.2.2 Model setup

The model domain for simulating the storm events that took place in the shallow lagoons
system of the Virginia Coast Reserve during the period from 2009 to 2016 consists of two grids
for the wave propagation and a third grid for the hydrodynamic and morphodynamic compu-
tations (Figure 3.2). The elevations of the grid nodes within the shallow lagoons system were
interpolated from existing Digital Elevation Models datasets used in previous modeling studies
(Wiberg et al., 2015). This bathymetry was merged with grids and map images from multibeam
bathymetry data from the NCEI (National Centers for Environmental Information) in order to
extend the offshore area of the computation domain up to the higher WAVE grids limits.

Two different grids configurations were defined depending on wave data availability (see Ta-
ble 3.1). For the wave modeling, a system of two nested grids was used to simulate the wave
generation and propagation (Figure 3.2). The first grid is a curvilinear coarse grid wave do-
main with cell sizes that decrease with decreasing depth and that covers the lagoons system area
and extends up to the location of the NOAA 44014 wave buoy, 64 NM East of Virginia Beach,
VA (162×324 computational cells), or up to the location of the NOAA 44099 wave station, Cape
Henry, VA (54×324 computational cells) when no data from the Virginia Beach station are avail-
able. The second grid is a nested quadrangular grid covering the lagoons area with 105×376
cells with a 250 m constant resolution over the whole domain. For the spectral resolution of the
frequency space, 24 wave frequency bins ranging from 0.05 to 1 Hz were used, whereas for the di-
rectional space, 36 directions were defined. The offshore wave conditions of the corresponding
NOAA wave station for the storm period are imposed using a JONSWAP wave spectrum along
the offshore boundary. Finally, to homogenize analysis of the results of different simulations,
the maximum wave height during each simulation was determined using simulated data at the
offshore NOAA station 44096, Cape Charles, VA.

The numerical grid used for the FLOW module had the same propertied than the nested grid
used in WAVE. Two different values of the Chezy roughness coefficient are used: 65 m1/2s−1 for
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Figure 3.2: Shaded-relief bathymetry of the study area, comprising the VCR coastal bays system, indicating the loca-
tion of the grids used in the numerical model and the location of the different stations. The bathymetric contours are
given in meters below the present sea level. The red dashed line delimits the control volume for the computation of
the sediment budget of the VCR lagoons.

the tidal flats, channels and the seaward of the barrier islands, and 45 m1/2s−1 for the barrier is-
land and salt marshes due to the different vegetation cover. The water level is imposed at the
southern, northern and seaward open boundaries. It was set equal to the water level measured
at Wachapreague, VA-Station (ID: 8631044) (see Figure 3.2) with a phase shift and an amplitude
correction to account for tidal propagation and dissipation in the domain. During the first 3
storms water level data were not measured at Wachapreage Station. Thus, an analog downscal-
ing technique trained with data from the close Chesapeake Bay Bridge Tunnel, VA - Station (ID:
8638863) was applied to derive water levels at Wachapreague Station (Vanvyve et al., 2015). The
model was forced with a spatially uniform wind data taken from Wachapreague, VA-Station (ID:
8631044) and was extended to the WAVE’s grids. According to the work of Mariotti et al. (2010) in
this system of shallow lagoons in VCR, assuming a uniform wind field is acceptable, particularly
in stormy conditions.

The bottom consists of an initial sediment distribution of three grain sizes constant with
depth and 10 m thick and enabling no restrictions on morphological changes. A bed stratigra-
phy model containing 3 layers of constant porosity equal to 0.7 tracks the sediment distribution
during the storm event. The topmost active layer of 5 cm thickness guarantees stability of re-
sults by affecting the availability of sediment for erosion during every time step computation.
Initial sediment distribution throughout the FLOW domain and sediment properties were taken
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from Wiberg et al. (2015) and Fenster et al. (2016). While high-resolution maps of bottom sedi-
ment size distributions established by Wiberg et al. (2015) where used within the bays of the VCR,
nearshore bottom samples of Fenster et al. (2016) were imposed in the offshore region (Figure
3.3). A non-cohesive sand fraction with a median grain diameter of 125µm (sand) and two cohe-
sive mud fractions of 20µm (very fine mud) and 63µm (mud) compose the bottom stratigraphy.
While both cohesive species shares the same shear stress for erosion (0.04 Nm−2) and the ero-
sion parameter for the Partheniades-Krone formulation (10−5 kg/m2s), a settling velocity of 3.6
mm/s for the 63 µm and 0.75 mm/s for the 20 µm species was specified. Delft3D internally cal-
culates the settling velocity for sand. Finally, a critical shear stress for deposition equal to 1000
Nm−2 was chosen to avoid mutually exclusive erosion and deposition processes (Edmonds and
Slingerland, 2010). At the start of each simulation, mud fractions of 20 µm was primarily dis-
tributed closer to the mainland. Sand (125µm) was primarily distributed closer to the inlets and
the tidal flats. Mud fraction of 63 µm was relatively evenly distributed throughout the system.
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Figure 3.3: Sediment bottom composition in the VCR coastal bays system. Spatial distribution of (a) very fine mud
20µm, (b) mud 63µm, and (c) sand 125µm. Scale is the proportion of the type of sediment, derived from Wiberg et al.
(2015) and Fenster et al. (2016). Black lines represent the water-land boundary.

3.2.3 Model calibration

The Delft3D WAVE module was calibrated for storm number 40 by comparing wave height
and wave direction results to field data of NOAA station 44096, Cape Charles, VA (see Figure 3.2),
the closest wave station to the VCR shallow lagoons. Storm number 40 (from 28-feb-2014 22.00
to 11-mar-2014 07:00) is an event long enough and characterized by an important variability in
wave and water level conditions, permitting us to evaluate the efficiency of the model under
different conditions.

The coherence between the computed and measured data was analyzed in terms of the
Model Efficiency (ME, which measures the ratio of the model error to variability in observational
data, equation (3.1)), root-mean square error (RMSE, equation (3.2)), the correlation coefficient
(R, which ranges from 0 (bad correlation) to 1 (good correlation), equation (3.3)), and the model
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performance (skill S, which ranges from 0 (bad skill) to 1 (good skill), equation (3.4)), as in previ-
ous calibration tasks (Mariotti et al., 2010; Olabarrieta et al., 2011). Considering that Mn and Dn

are the measured data and the simulated data with Delft3D, respectively, at N discrete points,
these statistics are given by:

M E = 1−
∑N

n=1(Mn −Dn )2∑N
n=1(Mn −Mn )2

(3.1)

R M S E =

√√√ 1

N

N∑
n=1

(Mn −Dn )2 (3.2)

R =
1

NσMσD

N∑
n=1

(Mn −Mn )(Dn −Dn ) (3.3)

S = 1−
∑N

n=1 |Dn −Mn |2∑N
n=1

�|Dn −Mn |2+ |Mn −Mn |2� (3.4)

In these expressions the overbar represents the mean value, andσM andσD are the standard
deviations of the measured and simulated data respectively.

An excellent agreement between simulated and measured wave height (ME = 0.8475, RMSE
= 0.3000 m, R = 0.9269, S = 0.9113) was achieved by modifying some of the parameters that de-
fine the physical processes simulated (i.e., directional spreading, bottom friction formulation,
bottom friction coefficient and non-linear triad interactions parameters) (Figure 3.4 (a)). The
agreement between computed and measured wave directions showed a bigger discrepancy (ME
= -0.3359, RMSE = 20.7374°, R = 0.5884, S = 0.4224) (Figure 3.4 (b)). We argue that this disagree-
ment can be caused by some simplifications introduced in the input-data, since we are assuming
a spatially uniform wind field over the entire domain and the bathymetry outside the lagoons was
not as accurate as the one inside them.

Finally, Delft3D-FLOW performing was evaluated by adjusting the water level forcing (both
phase and amplitude) at the southern, northern and seaward open boundaries in order to ob-
tain the measured water levels at Wachapreague station. A really good agreement both in tidal
amplitude and tidal phase was obtained (ME= 0.9814, RMSE= 0.0624 m, R= 0.9943, S= 0.9898)
imposing a water level signal shifted by a lag time of -54 min and dampened by a factor of 88%
(Figure 3.5). Thus, the dynamic inside the the shallow water lagoon system can be assumed to
be properly simulated since the main agent governing it (tidal forcing) is satisfactory recreated
by the numerical model.
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Figure 3.4: Comparison of the computed (grey) and measured (black) (a) wave height and (b) wave direction at the lo-
cation of the station 44096 - Cape Charles NOAA during the storm number 40. Blue lines indicate the wave conditions
imposed at the boundary of the WAVE domain and collected by the station 44014 - Virginia Beach NOAA.

3.2.4 Storms definition

During the period between 1 January 2009 and 31 December 2015 a total of 52 storm
events where identified through the Peaks Over Threshold (POT) method using wind data from
Wachapreague station (Figure 3.6 (a)). The choice of the wind speed threshold constitutes a crit-
ical issue for the extreme value analysis with a threshold-based approach. In this study we use
11 m/s as wind speed threshold and a minimum distance between events of 5 days in order to
guarantee independent events. This wind speed threshold value corresponds to the lower limit
of a strong breeze according to the Beaufort wind scale. Besides, it is consistent with the selected
value based on the use of Anderson-Darling EDF-statistic and goodness of fit test (Solari et al.,
2017).

Once the 52 storms were identified, the duration of every storm to be simulated was deter-
mined on the basis of the storm surge recorded at Chesapeake Bay Bridge Tunnel, VA Station
(ID: 8638863), the closest station located offshore the lagoons to avoid the generation of addi-
tional overharmonics. We defined as storm a period with at least one wind measurement above
11m/s confined before and after by four tides with a storm surge value below 0.2 m (Figure 3.6
(b)). Beginning and end dates for every storm are presented in Table 3.1, together with time of
wind peak, water level station and buoy for wave data.
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Figure 3.5: Comparison of the simulated with Delft3D (grey circles) and measured (black line) water levels at
Wachapreague station (ID: 8631044), Virginia.

3.3 Results

The goal of this study was to determine the sediment budget of the VCR lagoons during large
storm events, as well as to determine the storm characteristics that most influence the sediment
budget. Per Ganju et al. (2017) a sediment budget was developed for each storm to determine
resilience of the system and to determine how this system responds to storm events. Using high-
resolution maps of bottom sediment size distributions within and offshore the bays of the VCR
established by Wiberg et al. (2015) and Fenster et al. (2016) respectively (Figure 3.3), sediment
resuspension and flux were modeled for each storm over a domain that included the full VCR
and adjacent coastal ocean.

Trends in cumulative sediment flux were analyzed for relationships with a variety of param-
eters, including wind speed, wave height, storm surge, and wind direction. Analysis focused
primarily on wind direction, wind speed, wave height, and storm surge, as well as the time each
storm was above a given threshold of each parameter.

Wind direction was not found to significantly influence sediment flux, likely due to its high
variability during each storm. 16 additional simulations were carried out in order to evaluate
the influence of the wind direction on the sediment budget. These simulations were forced by
the only influence of a wind of constant wind speed (11 m/s) and direction, which value was
modified between simulations (0°, 30°, 45°, 60°, 90°, 120°, 135°, 150°, 180°, 210°, 225°, 240°, 270°,
300°, 315°, 330°, and 360°), neglecting the effects of the remaining parameters (waves, tides or
wind variability). The wind direction is defined according to the nautical definition, i.e. relative
to true North and positive measured clockwise, i.e., a wind direction of +60° is equivalent to an
East-North-East wind. Results of the sediment budget after 15 days simulations are reported in
Figure 3.7. It is observed that winds between 60° and 240° tend to incorporate sediments into the
VCR system. These directions corresponds to winds blowing towards the bays inlets. However,
wind direction does not display statistically significant relationship (R 2 = 0.1030, p ̸< 0.001) with
cumulative sediment flux during a storm events (Figure 3.8), since the total hours that during a
storm event the wind has a direction between 60° and 240° is not revealed as a reliable proof that
sediment enters the VCR system.

After discarding wind direction as a key parameter capable of dictating sediment budget be-
havior, due to its high variability during storm periods, trends in sediment dynamics, including
(1) deposition and erosion areas and (2) bottom sediment composition were also analyzed in
terms of wind speed, wave height and storm surge.
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Figure 3.6: (a) Peaks Over Threshold (POT) analysis for wind speed. Only events with a wind speed above 11 m/s and
a minimum distance between events of 5 days were considered as storms. (b) Example of identification of the storm
number 1 period. The storm begins (ends) before (after) four full tides with a storm surge below 0.2 m with respect
to the wind peak time.

3.3.1 Cumulative sediment flux in a storm event

Maximum wind speed, wave height, and storm surge displayed statistically significant nega-
tive relationships with cumulative sediment flux (Figure 3.9). This suggests that there is increased
sediment accumulation in the study region as each parameter increases in intensity. A multiple
regression analysis of the three variables indicates that storm surge is contributing the most to
the relationship (p <0.001).

Cumulative sediment flux also displayed statistically significant negative relationships with
the amount of time each parameter remained over the following thresholds: wave height > 2 m,
wind speed > 10 m/s, and storm surge > 0.5 m (Figure 3.10). Relationships were determined
using the product of the total time over the threshold and the magnitude of the corresponding
variable for each storm. The product of magnitude and duration of storm surge over 0.5m alone
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Figure 3.8: Relationship between total cumulative flux and the amount of of hours that wind directions is between 60°

to 240° during a storm event. There is a negative total cumulative flux (net accumulation of sediment into the system)
as total hours during which wind blows from 60° to 240° increase.

explains the most of the variance in cumulative sediment flux. A multiple regression analysis of
the three variables indicates that, similarly, storm surge threshold is contributing the most to the
relationship (p <0.001). As a result, the influence of the storm surge, particularly its duration
and magnitude, seems to be critical for the sediment budget of the lagoon.

More intense storms, regardless of wind direction, tend to cause more sediment accumula-
tion. Averaging sediment accumulation and erosion spatially over all 52 storms, a relationship of
deposition to erosion areas within the VCR system equal to 1.3626 is obtained, which shows that
storms favors bottom accretion. Sediment accumulation is concentrated at the mouth of inlets
and continues into the bays behind the inlets, further emphasizing the importance of the entire
coastal system. Erosion is focused largely along the ocean-side edges of the barrier islands, and
sediment is largely accumulated on the tidal flats close to the bay inlets (Figure 3.11). Using val-
ues for bed porosity consistent with Wiberg et al. (2015), yearly accumulation of sediment within
the domain from the modeled storms ranged from 2.01 mm to 5.30 mm.

3.3.2 Sediment dynamics

The bottom sediment composition both inside and outside of the VCR is of great importance
to the sediment dynamics during large storms, since sediment can be suspended during these
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Figure 3.9: Relationship between total cumulative flux and A) maximum wave height, B) maximum wind speed and
C) maximum storm surge. There is a negative total cumulative flux (net accumulation of sediment into the system)
as all study parameters increase in intensity.

events and funneled into the bays. While the total cumulative flux indicates that more intense
storms tend to result in net import of sediment to the study area, this result varies by type of
sediment. For all three study parameters, very fine mud and mud (20µm and 63µm, respec-
tively) display the same significant negative relationship with cumulative flux, where increased
storm intensity results in increased import of sediment to the study area (Figure 3.12). There
is a significant negative relationship between total cumulative flux and intensity of storm surge
for very fine mud (20µm) and mud (63µm), indicating net accumulation. It must be observed
that the intensity of sediment fluxes of mud 63µm is negligible in comparison with its values
for mud 20µm. Sand (125µm), however, tends to be exported from the study area. Almost all
storms (96%) exhibited net import of fine sand, regardless of intensity. Therefore, though there
is a negative relationship between total cumulative flux and storm surge for sand (125µm), total
cumulative flux is predominantly positive, indicating net erosion.

The spatial changes in bottom sediment composition provide insight into the sediment dy-
namics (Figure 3.13). Following an averaged event for all 52 study storms, very fine mud (20µm)
from in front of the inlets is primarily deposited at the inlets, behind the inlets, and along the
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Figure 3.10: Relationship between total cumulative flux and the product between magnitude and duration of A) wave
height above 2m B) wind speed above 10 m/s and C) storm surge above 0.5m. There is a negative total cumulative
flux (net accumulation of sediment into the system) as all study parameters increase in magnitude and duration.

ocean side of the barrier islands. Mud (63µm) is primarily deposited offshore along the barrier
islands. Sand (125µm) is eroded at and behind the inlets, as well as offshore along the barrier
islands. Back-barrier marshes experience loss of very fine mud (20 µm) and deposition of mud
and sand (63 and 125µm) along their edges.

Using the same duration thresholds as indicated previously, the fraction of sand (125µm) in
the model domain consistently decreases its representation within the sediment bed across all
study parameters and their respective products of duration and magnitude, whereas the frac-
tion of very fine mud (20µm) in the model domain consistently increases its bed fraction. The
sediment bottom composition of mud (63µm) is not correlated with storm surge or wave height
duration and magnitude but is weakly positively correlated with wind speed duration and mag-
nitude (R 2 = 0.24, p < 0.001). After a storm, bottom composition tends to lose sand from the
barriers and gain mud from the mouths of the inlets.
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Figure 3.11: Mean cumulative elevation differences in the system for all 52 study storms. Red areas indicate accumu-
lation. Blue areas indicate erosion. Black lines represent the water-land boundary.

3.3.3 Analysis of a specific storm event

A description of a particular storm event (storm number 38, see Table 3.1) is presented in
Figure 3.14. It can be observed that the main sediment dynamic changes (Figures 3.14 (E), (F),
and (G)) coincide with the most energetic time of this storm event, i.e., when wave height and
storm surge reach a peak around 22-jan-2014 03:00 (Figures 3.14 (A) and (D) respectively). Al-
though after this moment sand 125µm exits the VCR system, the total mud (mud 20µm and mud
63µm) is higher and thus, the total cumulative flux increases its intensity significantly and the
system incorporates sediment (negative fluxes). We can state that after storm number 38, the
VCR system increases its resilience. Firstly, it has consequences on the relation between deposi-
tion and erosion areas within the VCR system (Figure 3.6 (E)), i.e., area under accretion is higher
than the area under erosion. A second consequence is the cell averaged percent changes on sed-
iment composition. While sand 125µm decreases its mean proportion, bed composition of mud
species increases.
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Figure 3.12: Relationship between maximum storm surge and total cumulative flux of A) 20µm very fine mud, B) 63µm
mud, and C) 125µm sand. There is a significant negative relationship between total cumulative flux and intensity of
storm surge for very fine mud (20µm) and mud (63µm), indicating net accumulation.

3.4 Discussion and conclusion

The duration and amount of storm surge has the most significant influence on the amount
of sediment transported during a storm event. The wind and wave energy of a storm surge of
sufficient size provides the shear stresses necessary for remobilization of sediment near the in-
lets and transport into the bay system. Storm surge has long been known to deposit sediment in
marshes and bays following large storm events, on both historic and prehistoric timescales (Don-
nelly et al., 2001; Boldt et al., 2010; Tweel and Turner, 2012; Hodge and Williams, 2016). Here we
show that these storms also funnel sediments through the inlets by depositing them in adjacent
tidal flats. The system of tidal inlets in the VCR is imperative for the transport of this material,
acting as a conduit for the sediment transport. Sediment transported through the inlets is thus
available for further remobilization by waves and tides, feeding interior flats and salt marshes.
Without a net input of sediment from the inlets, in the absence of riverine inputs, the system
would soon deplete the material stored in the tidal flats and would thus be unable to counteract
sea level rise in the long run. Our study suggests that a storm surge threshold of 0.5 m or greater is
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Figure 3.13: Initial spatial distribution of (A) very fine mud 20µm, (B) mud 63µm, and (C) sand 125µm, derived from
Wiberg et al. (2015) and Fenster et al. (2016). Average final spatial distribution of (D) very fine mud 20µm, (E) mud
63µm, and (F) sand 125µm, for all 52 study storms. Scale is the proportion of the type of sediment. (G), (H), and (I)
depict average change in bottom sediment composition for all 52 study storms, averaged for each kind of sediment,
very fine mud 20µm, mud 63µm, and sand 125µm, respectively. Scale is percent change from initial to final bottom
composition.

significant enough to cause a net import of mud to the system, regardless of the amount of time
that the surge is above that threshold. With sea level rising approximately 4 mm per year (Wiberg
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Figure 3.14: Storm number 38 (from 26-jan-2014 19:00 to 21-jan-2014 20:00) (A) wave height, (B) wind speed, (C) wind
direction, (D) storm surge, (E) ratio of deposition area to erosion area within the VCR system, (F) percent change in
bottom composition of each sediment specie within the VCR system, and (G) cumulative flux of each specie and total
cumulative flux between the VCR system and the ocean (negative fluxes indicate sediment import).

et al., 2015) and annual sediment accumulation rates from our study storms ranging from 2.01
mm to 5.30 mm, accumulation of sediment from storms alone may be enough to largely offset
the effects of sea-level rise in most years. Indeed, recent work has suggested that marshes in the
VCR may be accreting quickly enough to avoid a serious threat from current rates of sea-level
rise (Kirwan et al., 2016; Walters and Kirwan, 2016).

The sediment budget of a given system is often considered a metric of coastal stability. Ganju
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et al. (2013) suggested that marsh systems with net export of sediment may be more unstable,
compared to marsh systems with net import of sediment. Though marsh stability can be influ-
enced by a variety of factors, including net elevation change and suspended sediment source
(Ganju et al., 2015), a marsh systems sediment budget has utility in predicting how the marsh
will respond to rising sea levels over time, among other stressors. Our results suggest that larger
storm events transport more sediment into lagoons, increasing their resilience in time.

Our results may also illuminate the geologic history of the VCR. Though the mainland of the
system has many small watersheds, there are no major rivers flowing into the lagoons that con-
tribute volumetrically important inputs of freshwater (Stanhope et al., 2009) or sediment (Mor-
ton and Donaldson, 1973) to the coastal bays. This, coupled with analysis revealing that much
of the sediment in the VCR is marine-dominated with an offshore source (Robinson, 1994), sug-
gests that the major driver of sediment for the system is likely storms. Since the presence of fine
sediment is necessary for the development of salt marshes, the marshes in the VCR likely formed
from storm-sourced sediment. This suggests that storm action was critical in the development
of the system and continues to be critical in increasing the systems resilience today.

Many assessments agree that an increase in sea surface temperatures should result in an
increase in the intensity of tropical cyclones (Holland and Webster, 2007; Emanuel, 2008; Sobel
et al., 2016; Walsh et al., 2016), even with natural variability and confounding factors (Sobel et al.,
2016). Our results suggest that increased storminess may continue to increase the resilience of
coastal lagoons, providing the material necessary to counteract rising sea levels. This is particu-
larly of interest for coastal protection schemes, since salt marshes and shallow tidal flats present
a unique natural way to protect vulnerable communities from the effects of storm surge and
flooding by dissipating energy, the effects of which will only increase as storminess increases.
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Storm ID# Beginning End Wind Peak Date Wind Station WL Station Wave Station
1 26-feb-2009 12:00 05-mar-2009 12:00 02-mar-2009 05:00 WACH WACH1 (CBBT) 44099
2 12-apr-2009 13:00 19-apr-2009 06:00 16-apr-2009 19:00 WACH WACH1 (CBBT) 44099
3 27-apr-2009 12:00 02-may-2009 04:00 29-apr-2009 17:00 WACH WACH1 (CBBT) 44099
4 12-sep-2009 15:00 21-sep-2009 00:00 17-sep-2009 13:00 WACH WACH1 44099
5 10-nov-2009 04:00 22-nov-2009 02:00 13-nov-2009 01:00 WACH WACH1 44099
6 30-nov-2009 21:00 13-dec-2009 08:00 03-dec-2009 07:00 WACH WACH1 44014
7 02-dec-2009 23:00 13-dec-2009 08:00 09-dec-2009 10:00 WACH WACH1 44014
8 13-dec-2009 08:00 24-dec-2009 04:00 19-dec-2009 14:00 WACH WACH1 44014
9 15-jan-2010 11:00 27-jan-2010 21:00 25-jan-2010 14:00 WACH WACH1 44099

10 01-feb-2010 00:00 10-feb-2010 21:00 06-feb-2010 08:00 WACH WACH1 44014
11 10-mar-2010 06:00 21-mar-2010 01:00 13-mar-2010 05:00 WACH WACH1 44099
12 15-may-2010 12:00 22-may-2010 18:00 18-may-2010 02:00 WACH WACH1 44099
13 28-sep-2010 13:00 08-oct-2010 10:00 30-sep-2010 17:00 WACH WACH1 44099
14 29-nov-2010 04:00 03-dec-2010 21:00 01-dec-2010 15:00 WACH WACH1 44099
15 24-jan-2011 02:00 30-jan-2011 21:00 26-jan-2011 16:00 WACH WACH1 44099
16 20-feb-2011 00:00 25-feb-2011 17:00 22-feb-2011 06:00 WACH WACH1 44099
17 06-apr-2011 12:00 12-apr-2011 17:00 09-apr-2011 05:00 WACH WACH1 44099
18 11-apr-2011 16:00 20-apr-2011 12:00 16-apr-2011 23:00 WACH WACH1 44099
19 11-jun-2011 06:00 23-jun-2011 04:00 20-jun-2011 16:00 WACH WACH1 44099
20 24-aug-2011 18:00 30-aug-2011 11:00 27-aug-2011 19:00 WACH WACH1 44014
21 27-oct-2011 10:00 31-oct-2011 13:00 29-oct-2011 11:00 WACH WACH1 44099
22 03-nov-2011 17:00 07-nov-2011 20:00 04-nov-2011 19:00 WACH WACH1 44014
23 17-feb-2012 07:00 23-feb-2012 12:00 20-feb-2012 00:00 WACH WACH1 44099
24 16-apr-2012 19:00 25-apr-2012 13:00 22-apr-2012 19:00 WACH WACH1 44099
25 15-may-2012 19:00 25-may-2012 01:00 18-may-2012 16:00 WACH WACH1 44099
26 16-sep-2012 10:00 21-sep-2012 02:00 18-sep-2012 16:00 WACH WACH1 44099
27 23-oct-2012 17:00 04-nov-2012 13:00 28-oct-2012 00:00 WACH WACH1 44099
28 12-nov-2012 21:00 26-nov-2012 22:00 18-nov-2012 17:00 WACH WACH1 44099
29 14-dec-2012 11:00 24-dec-2012 08:00 21-dec-2012 08:00 WACH WACH1 44099
30 23-dec-2012 20:00 01-jan-2013 13:00 26-dec-2012 18:00 WACH WACH1 44099
31 29-jan-2013 00:00 02-feb-2013 15:00 31-jan-2013 08:00 WACH WACH1 44099
32 05-feb-2013 19:00 13-feb-2013 1:00 08-feb-2013 12:00 WACH WACH1 44099
33 04-nov-2013 03:00 15-nov-2013 13:00 06-mar-2013 13:00 WACH WACH1 44099
34 20-apr-2013 06:00 26-apr-2013 23:00 22-apr-2013 21:00 WACH WACH1 44099
35 28-apr-2013 13:00 10-may-2013 23:00 03-may-2013 15:00 WACH WACH1 44099
36 06-oct-2013 00:00 19-oct-2013 00:00 13-oct-2013 21:00 WACH WACH1 44099
37 27-dec-2013 06:00 31-dec-2013 22:00 29-dec-2013 18:00 WACH WACH1 44099
38 19-jan-2014 01:00 26-jan-2014 19:00 21-jan-2014 20:00 WACH WACH1 44099
39 10-feb-2014 20:00 17-feb-2014 00:00 13-feb-2014 10:00 WACH WACH1 44099
40 28-feb-2014 22:00 11-mar-2014 07:00 07-mar-2014 15:00 WACH WACH1 44099
41 14-mar-2014 09:00 22-mar-2014 15:00 17-mar-2014 03:00 WACH WACH1 44099
42 23-mar-2014 03:00 28-mar-2014 21:00 25-mar-2014 21:00 WACH WACH1 44014
43 14-apr-2014 22:00 25-apr-2014 19:00 20-apr-2014 16:00 WACH WACH1 44099
44 24-apr-2014 19:00 03-may-2014 01:00 29-apr-2014 12:00 WACH WACH1 44099
45 26-may-2014 21:00 04-jun-2014 15:00 29-may-2014 01:00 WACH WACH1 44099
46 07-sep-2014 08:00 12-sep-2014 0:00 09-sep-2014 12:00 WACH WACH1 44099
47 22-sep-2014 09:00 29-sep-2014 13:00 25-sep-2014 00:00 WACH WACH1 44099
48 04-dec-2014 08:00 13-dec-2014 15:00 09-dec-2014 05:00 WACH WACH1 44099
49 28-apr-2015 19:00 05-may-2015 12:00 01-may-2015 13:00 WACH WACH1 44099
50 31-may-2015 09:00 08-jun-2015 15:00 03-jun-2015 14:00 WACH WACH1 44099
51 29-sep-2015 11:00 10-oct-2015 8:00 02-oct-2015 23:00 WACH WACH1 44099
52 26-dec-2015 11:00 03-jan-2016 18:00 28-dec-2015 15:00 WACH WACH1 44099

Table 3.1: Starting, ending and wind speed peak dates for the 52 storms simulated in this study. The stations in
which wind, WL (water level) and wave data were acquired are also gathered (WACH: Wachapreague, VA-Station (ID:
8631044), CBBT: Chesapeake Bay Bridge Tunnel, VA - Station (ID: 8638863), 44099: NOAA 44099 wave station, Cape
Henry, VA, 44014: NOAA 44014 wave buoy, 64 NM East of Virginia Beach, VA). The superscript 1 indicates that water
level signal at Wachapreague Station was delayed and dampened as indicated in Section 3.2.3. In storms number
1,2 and 3 WACH1 (CBBT) means that, due to gaps in water level records at Wachapreague, an analog downscaling
technique trained with data from the close Chesapeake Bay Bridge Tunnel, VA - Station (ID: 8638863) was applied to
derive water levels at Wachapreague Station



Chapter 4

Effects of basin bottom slope on jet
hydrodynamics and river mouth sedimentary

patterns

River mouth bars are strategic morphological units primarily responsible for the develop-
ment of entire deltaic systems. This Chapter addresses the role of receiving basin slope in
the hydrodynamics of an exiting sediment-laden turbulent jet and in resulting mouth bar
morphodynamics. We use Delft3D, a coupled hydrodynamic and morphodynamic numer-
ical model, along with a theoretical formulation to reproduce the physics of the problem,
characterized by a fluvially dominated inlet free of waves and tides. We propose an updated
theoretical model with a slope-dependent entrainment coefficient, showing that the rate at
which ambient fluid is incorporated into a jet increases with higher basin slopes. Transient
results reveal that the magnitude of a basin slope can alter the stability of a jet, favoring the
formation of an unstable meandering jet. While a stable jet give rise to “middle-ground" bars
accompanied by diverging channels, a “lunate" mouth bar results from unstable jets. Addi-
tional morphodynamic simulations demonstrate that the time required for mouth bar stag-
nation in its final position increases linearly with the basin slope. In contrast, the distance
at which the mouth bar eventually forms decreases until reaching an asymptotic value for
slopes higher than 2%. Moreover, the basin slope highly influences sedimentary processes
responsible for bar formation: for milder slopes, progradation processes prevail, while in
steeper basins aggradation is more relevant. Finally, the minimum relative water depth over
a bar crest that forces the flow to bifurcate around a fully developed bar decreases with the
basin slope.

4.1 Introduction

Deltaic environments and river mouths host numerous biological and economical activities
and, therefore, represent some of the most important ecosystems on earth (Syvitski and Saito,
2007; Syvitski et al., 2009; Díez-Minguito et al., 2012). From a management perspective, they are
densely populated (Ericson et al., 2006), constitute strategic navigation channels (Lanzoni and
Seminara, 2002; Winterwerp et al., 2013), accumulate important oil and gas deposits (Rainwater,
1975; Raghavendra Rao, 1991), comprise extensive industrial areas and agricultural lands (Syvit-
ski and Saito, 2007), and shelter important fishing grounds (Pont et al., 2002). The exchange of
sediments, nutrients and pollutants between rivers and oceans or lakes is thus crucial for the
biogeochemical evolution of marine and lacustrine ecosystems (McKee et al., 2004; Bianchi and
Allison, 2009; Yao et al., 2016). Hence, understanding the mechanisms that govern deltaic for-
mation and evolution is fundamental for their optimum management.

When a river debouches into a receiving basin, it behaves as a bounded, sediment-laden,
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104 Effects of basin bottom slope on jet hydrodynamics and river mouth sedimentary patterns

turbulent jet: the unconfined flow spreads laterally and decelerates seawards due to bottom
friction and lateral diffusion in the ambient fluid (Joshi, 1982; Özsoy and Ünlüata, 1982; Wang,
1984; Ortega-Sánchez et al., 2008). A variety of depositional features arise as a consequence of
sediment settling (Mikhailov, 1966; Coleman and Wright, 1975; Wright, 1977). One of these fea-
tures are river mouth bars. Their formation is a key geomorphological process on delta evolu-
tion(Bates, 1953; Edmonds and Slingerland, 2007; Jerolmack and Swenson, 2007; Esposito et al.,
2013). For a detailed review of the physics of these river mouth deposits, we refer the reader to
Fagherazzi et al. (2015), who combine theoretical approaches, experimental data, field observa-
tions and numerical modeling to obtain novel process-based results.

Classical conceptual models for delta classification establish that long-term evolution of
delta morphology is mainly dictated by the relative strengths of marine and riverine processes
(Wright and Coleman, 1973; Galloway, 1975) along with sediment properties (Orton and Read-
ing, 1993). Recently, advanced process-based numerical models have enabled more accurate
examinations of the entire process of delta development at geological time scales under differ-
ent forcing factors (Fagherazzi and Overeem, 2007; Storms et al., 2007; Edmonds and Slingerland,
2010; Geleynse et al., 2010; Caldwell and Edmonds, 2014). Concerning more specific delta units,
such as river mouth bars, Wright (1977) summarized a conceptual model of mouth bar evolu-
tion according to the interactions between effluent forces and marine processes. More recently,
the influences of purely fluvial systems (Edmonds and Slingerland, 2007) and mixed systems in-
cluding waves (Nardin and Fagherazzi, 2012; Nardin et al., 2013) and tides (Leonardi et al., 2013,
2014) over river mouth bar formation have been analyzed using Delft3D numerical simulations.

These process-based, bar-modeling works are built on the basis of a stable jet, in agreement
with the time-averaged solutions of the integral jet theory (Abramovich, 1963; Rajaratnam, 1976;
Joshi, 1982; Özsoy and Ünlüata, 1982; Wang, 1984; Ortega-Sánchez et al., 2008). However, turbu-
lence generated by shearing along the margins of the jet can destabilize it (Rowland et al., 2009).
A characteristic feature of these unstable flows is the presence of large-scale coherent structures
consisting of phase-correlated, 2D, counter-rotating vortical elements that appear across the
width of the jet, giving it a meandering aspect (Hussain, 1983; Ho and Huerre, 1984). These struc-
tures play a significant role in mixing, entrainment and dispersal of sediment particles (Dracos
et al., 1992; Jirka, 1994; Rowland et al., 2009). In this regard, Mariotti et al. (2013) and Canestrelli
et al. (2014b) explore the implications that jet instabilities have on depositional patterns at river
mouths.

Despite the current ability to simulate river mouth bar genesis, the geometric influence of
the river mouth was not yet well established. The aforementioned works focusing on bar for-
mation were conducted with outlet geometries characterized by horizontal or quasi-horizontal
receiving basins. However, coastal inlets frequently exhibit high variability in their bathymet-
ric profiles (Bárcenas et al., 2015). Although many authors have studied the dynamics of nat-
ural river-dominated deltas with gentle slopes (Özsoy, 1986; Edmonds and Slingerland, 2007;
Leonardi et al., 2013; Caldwell and Edmonds, 2014), few have studied areas with steeper slopes.
Steeply dipping foreset-dominated deltas, also known as Gilbert-type deltas (Gilbert, 1890), can
be found in both marine and lacustrine environments characterized by low-energy basins where
wave and tidal influences can be neglected (Postma, 1995; Viparelli et al., 2012; Bárcenas et al.,
2015). These latter deltaic systems are usually fed by relatively small rivers with high seasonal
variability and high slope due to the short distance between the mountain ranges and the coast.
Besides, these rivers experience significant episodes of sediment discharge during seasonal flood
events (Liquete et al., 2005; Urgeles et al., 2011). The evolution of these deltaic systems is dis-
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tinct from areas with gently sloping basins (Storms et al., 2007). However, to our knowledge,
no detailed studies have been performed to analyze how receiving basins with different slopes
influence jet hydrodynamics and river mouth bar formation.

The purpose of this Chapter is to explore the effects of different bathymetries of the receiving
basin on sediment-laden turbulent jet hydrodynamics and their connection with related deposi-
tion patterns. To this aim, we consider linearly varying flat bathymetries and employ a modified
integral jet theory together with Delft3D numerical model to mimic a river debouching into a
large body of quiescent water, in the absence of Coriolis effects, buoyancy forces, tides and wind
waves.

4.2 Theoretical framework

Jet theory has been extensively used to describe processes experienced by rivers discharging
into resting reservoirs of water (Wright et al., 1974; Özsoy, 1977; Ortega-Sánchez et al., 2008; Fal-
cini and Jerolmack, 2010; Nardin et al., 2013; Leonardi et al., 2013). In river mouths characterized
by width to depth ratios > 4, vertical motions of the water are much less significant than hori-
zontal ones and the flow can be approximated with the shallow water equations (Leonardi et al.,
2013). In these cases, the exiting flow behaves like a plane turbulent jet (Bates, 1953; Wright, 1977;
Rowland et al., 2009; Falcini and Jerolmack, 2010; Leonardi et al., 2013; Nardin et al., 2013). Ide-
ally, these flows can be divided into two different zones (Rajaratnam, 1976; Özsoy and Ünlüata,
1982): (1) a zone of flow establishment (ZOFE), located in the vicinity of the outlet and governed
by a triangular inviscid core where centerline velocity can be assumed constant; and (2) a zone
of established flow (ZOEF), where lateral shear turbulence reaches the jet axis and centerline ve-
locity starts to decrease, leading to self-similarity conditions. Additionally, Ortega-Sánchez et al.
(2008) included a transition region (ZOT) to match ZOFE and ZOEF.

Numerous studies have focused on the developmet of an integral jet theory. The earliest the-
oretical analysis were made for a plane jet assumed to be incompressible, stationary, frictionless,
with constant depth, and constant momentum flux (Tollmien, 1926; Goertler, 1942; Albertson
et al., 1950; Abramovich, 1963; Rajaratnam, 1976). Further analysis added the effects of bottom
friction, bathymetric changes and cross-currents (Joshi, 1982; Özsoy and Ünlüata, 1982; Wang,
1984; Ortega-Sánchez et al., 2008). In this regard, Özsoy and Ünlüata (1982) performed a rigorous
order-of-magnitude analysis of the shallow water equations that govern jet motion, obtaining:

∂

∂ x
(h u )+

∂

∂ y
(h v ) = 0 (4.1)
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∂
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where u and v are the depth-averaged velocities in the longitudinal (x ) and transversal (y ) di-
rections, Cz is the Chezy’s friction coefficient, h is the water depth,Fx y is the depth-integrated
turbulent shear stress acting laterally on the jet,ρw is the fluid density, and g is the gravitational
acceleration. The ratio v /u is assumed large enough to produce lateral entrainment of surround-
ing water but small enough to assume that bottom friction is only produced by the longitudinal
velocity.
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The mass conservation of sediment carried out in suspension by the river and the subsequent
prediction of bed evolution can be estimated by adding a depth-averaged mass balance equation
for suspended sediment. Özsoy (1986) proposed the simplified model:

∂

∂ x
(h u c )+

∂

∂ y
(h v c ) =−S +

∂

∂ y
Cy (4.3)

in which c represents depth-averaged suspended sediment concentration, S is an erosion or
deposition term, andCy is the y−directed turbulent flux of sediment concentration. The vertical
flux of sediment between the bottom and the jet is quantified by the empirical expression (Nihoul
and Adam, 1975):

S =−ws c

�
1− |u |2

u 2
c r,s

�
(4.4)

where ws represents the settling velocity of sediment particles, |u | is the magnitude of local ve-
locity, and uc r,s is the critical velocity for sediment entrainment into suspension.

The stationary, sediment-laden turbulent jet dynamics can be characterized by the velocity
field u (x , y ), the jet half-width b (x ) and the suspended sediment concentration field c (x , y ). Ex-
perimental observations show that planar jets have a certain symmetry and can thus be consid-
ered self-similar (Abramovich, 1963). Indeed, solutions of jet theory operate on the assumption
that the velocity and sediment concentration profiles are self-similar with respect to the normal-
ized coordinate ζ= y /b (x ). This assumption allows a simple parameterization of the dynamical
variables in terms of scaling factors. For planar jets, the centerline velocity is generally used as
the local velocity scale and the centerline sediment concentration is used as the characteris-
tic scale for sediment concentration (Özsoy and Ünlüata, 1982; Özsoy, 1986). This reduces the
number of independent variables in the problem and facilitates the integration of the equations
of motion (equations (4.1) and (4.2)). Thus, the velocity and sediment concentration fields are
parameterized as follows:

u (x , y )
uc (x )

= F (ζ) (4.5)

c (x , y )
cc (x )

=G (ζ) (4.6)

where subscript c refers to values attained by the variables along the jet centerline and F (ζ)
and G (ζ) are similarity functions for velocity and sediment concentration profiles, respectively.
These functions are related by a 1/2 power law since the eddy diffusivity of the scalar concen-
tration doubles that of the momentum (G (ζ) = F (ζ)1/2) (Abramovich, 1963; Stolzenbach and
Harleman, 1971; Özsoy, 1986).

The following dimensionless variables are used hereafter: ξ = x/b0, H = h/h0, U = uc /u0,
B = b /b0, C = cc /c0, f = g b0/C

2
z · h0, γ = ws b0/u0 · h0 and ϕ = u0/uc r,s , where b0 denotes

the inlet half-width, h0 is the inlet water depth, u0 is the inflow velocity at the inlet, and c0 is
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the concentration of suspended sediment at the inlet. I1, I2, I3 and I4 are numerical constants
defined by:

In =


∫ 1

0
F (ζ)dζ for n = 1

∫ 1

0
F (ζ)n−2G (ζ)dζ for n = 2, 3, 4

(4.7)

Integrating equations (4.1), (4.2) and (4.3) across the jet width and assuming that

ve (x ) = v (x , y )|y→∞ =αuc (x ) (4.8)

with α as an entrainment coefficient (Morton et al., 1956), we obtain:
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In previous works that investigated turbulent jet theory, this entrainment coefficient was gen-
erally assumed to be constant, regardless of the basin configuration (e.g., the bottom slope or
the bottom friction) (Özsoy and Ünlüata, 1982; Wang, 1984; Nardin et al., 2013; Leonardi et al.,
2013). In Section 4.4.1, we explore the influence of the basin bottom slope and friction on the
entrainment coefficient by linking theoretical predictions and the numerical results obtained
with Delft3D. Equations (4.9), (4.10) and (4.11) can be solved using a finite difference method for
any arbitrary bathymetric profile h (x ). From equation (4.10), the following expression can be
obtained:

J (ξ) = exp
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with J (0) = 1 because H (0) = B (0) =U (0) = 1.
By reworking equation (4.9), a Bernoulli-type ordinary differential equation arises for the

non-dimensional centerline velocity U (ξ):

dU

dξ
−U

�
1

J

d J

dξ

�
=− α

I1

H U 3

J
(4.13)

Finally, equation (4.11) can be solved for the non-dimensional concentration C (ξ), with
the boundary condition C (0) = 1, by replacing the values previously obtained for the non-
dimensional jet half-width B (ξ) and centerline velocity U (ξ) from equations (4.12) and (4.13)
we obtain:

C (ξ) =
exp

�− γI3

∫ ξ
0

I2−ϕ2U 2I4
U H dξ

�
H BU

(4.14)
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We will use U (ξ), B (ξ) and C (ξ) (see Sections 4.4 and 4.5) to characterize the hydrodynamics
and sediment deposition patterns in the proximity of river mouth. Note that all variables are
computed for an entire ZOEF domain in which turbulence affects the jet axis as soon as the jet
exits the channel. The suppression of the ZOFE agrees with the numerical results reported by
Nardin et al. (2013), who showed that a jet begins decelerating once it exits the channel.

4.3 Numerical model

We conducted hydrodynamic and morphodynamic simulations using the high-resolution,
fluid dynamics model Delft3D (Lesser et al., 2004; Deltares, 2013). This model can simulate
non-steady flows, sediment transport phenomena and related bathymetric changes in a cou-
pled modality. This model has been extensively used to investigate river mouth jet hydrodynam-
ics and sediment depositional patterns (Edmonds and Slingerland, 2007; Nardin and Faghera-
zzi, 2012; Leonardi et al., 2013; Mariotti et al., 2013; Nardin et al., 2013; Canestrelli et al., 2014b;
Leonardi et al., 2014). We assume a depth-averaged schematization of the problem based on
previous theoretical, experimental and numerical works on planar jets (Joshi, 1982; Özsoy and
Ünlüata, 1982; Rowland et al., 2010; Landel et al., 2012; Leonardi et al., 2013; Mariotti et al., 2013).

4.3.1 Hydrodynamic model

Delft3D solves the unsteady shallow water equations. The continuity and horizontal mo-
mentum equations are:
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whereη represents water level with respect to datum, t is time, andε f is a horizontal eddy viscos-
ity coefficient. The latter is computed via Horizontal Large Eddy Simulations (HLES) technique
(Van Vossen, 2000; Uittenbogaard and Van Vossen, 2004). This closure model includes contribu-
tions from horizontal turbulent motions and forces that are not resolved on the original grid by
adding a sub-grid scale (SGS) horizontal eddy-viscosity (ε f ,SG S ) to a constant or space-varying,
user-defined background value (εb a c k

f ,H ):

ε f = ε
b a c k
f ,H +ε f ,SG S (4.18)
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4.3.2 Sediment transport

Sediment transport formulations employed by Delft3D allows one to compute bedload and
suspended sediment transport for both non-cohesive (> 64 µm) and cohesive sediments (≤ 64
µm) and the subsequent sediment exchange between the water column and the bottom.

Bedload transport (Sb ) for non-cohesive sediments is calculated using the empirical trans-
port formula proposed by van Rijn (1984b):

Sb =


0.053

q
∆g D 3

50D −0.3∗ T 2.1 for T < 3.0

0.1
q
∆g D 3

50D −0.3∗ T 1.5 for T ≥ 3.0

(4.19)

where ∆ = (ρs −ρw )/ρw is the submerged specific gravity of a sediment with density ρs , D50 is
the median sediment diameter, and D∗ is a non-dimensional particle diameter:

D∗ =D50
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(4.20)

where ν is the kinematic viscosity of water. T is a dimensionless bed shear parameter defined
as:

T =
µcτb −τb ,c r

τb ,c r
(4.21)

in which µcτb is the effective shear stress associated with grain friction and τb ,c r is the critical
bed shear stress according to Shields curve. Moreover, Delft3D adjusts its formulae to account
for bottom-slope effects on the direction and magnitude of the bedload vector in both the lon-
gitudinal (Bagnold, 1966) and transverse directions (Ikeda, 1982).

Suspended transport of both non-cohesive and cohesive sediments is computed by solving
the depth-averaged simplified form of the general three-dimensional advection-diffusion equa-
tion:
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where εs is the sediment eddy diffusivity and S is the source term modelling the net mass flux
between the water column and the bed, which is computed separately for non-cohesive (Sn c )
and cohesive (Sc ) fractions. For the non-cohesive fraction, erosive and depositional fluxes are
determined by

Sn c =
ce q − c

Ts
(4.23)

in which Ts is the adaptation time-scale, computed according to Galappatti and Vreugdenhil
(1985), and ce q is the depth-averaged equilibrium sediment concentration, derived from the sus-
pended transport rate (Ss ) and the magnitude of the local, depth-averaged velocity as follows:

ce q =
Ss

h
p

u 2+ v 2
= fc s ca (4.24)
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where fc s is a shape factor based on the Rouse formulation (van Rijn, 1984c), and ca is the refer-
ence concentration at a roughness height ξc above the bed:

ca = 0.015
D50

ξc

T 1.5

D 1.5∗
. (4.25)

For cohesive sediment fractions, sediment fluxes between the water phase and the bed are
calculated using the well-known Partheniades-Krone formulations (Partheniades et al., 1965).

Spatial gradients in bedload transport and the source and sink terms associated with sus-
pended sediments fluxes near the bottom ultimately determine the possible changes in bed
bathymetry (Paola and Voller, 2005). To reduce differences between the time-scales at which
morphological changes take place in relation to hydrodynamic changes, a morphological accel-
eration factor is used.

4.3.3 Model setup

Plane jet hydrodynamics and morphodynamics of river-mouth bar in fluvially-dominated
deltas are computed with reference to a simplified, one-layered domain representing the shore-
line and continental shelf receiving the river (Figure 4.1). The grid, made by rectangular cells
aligned with the river axis, is smooth enough to minimize errors due to finite difference approxi-
mations and perfectly orthogonal, which saves some computationally expensive transformation
terms. To meet stability and accuracy requirements of the numerical scheme, the time step has
been varied to comply with the Courant-Friedrichs-Lewy condition.

Figure 4.1: Computational domain and boundary conditions.

Every simulation begins with a receiving basin at rest, a uniform water level and a zero global
sediment concentration. To simulate a river, a straight channel is carved into a 100 m wide coast.
Previous tests have shown that channel length does not affect the numerical results (Nardin et al.,
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2013). We prescribe open boundaries of temporally and spatially constant water surface eleva-
tions at the seaward and lateral (perpendicular to coastline) boundaries, and specify a temporally
constant river discharge flux that carries a mixture of cohesive and non-cohesive sediment at the
channel on the landward boundary. Whereas the bedload exiting through the outlet is assume to
perfectly adapt to the local flow conditions, condition usually employed when modeling alluvial
estuaries connected to large water bodies, such as a bay, a sea, or an ocean (Lanzoni and Sem-
inara, 2002; Bolla Pittaluga et al., 2015), the river discharge carries a user-defined discharge of
cohesive suspended load and a non-cohesive suspended load at its equilibrium concentration
profiles. This latter condition prevents accretion or erosion near the model boundaries (Deltares,
2013).

User-Defined Model Parameter Value Units
Basin length 1500 m
Basin width 1000 m
Cell size 10×10 m
Channel section (width×depth) 100×3 m
River discharge velocity 1.5 m/s
Bed roughness Chezy coefficienta 55 m1/2s−1

Background horizontal eddy viscosity 1 m2s−1

Horizontal eddy diffusivity 1 m2s−1

Reference density for hindered settling 1600 kg/m3

Sediment specific density 2650 kg/m3

Dry bed density 1600 kg/m3

Suspended discharge for non-cohesive sedimentb Equilibriumc kg/m3

Suspended discharge for cohesive sediment 0.1 kg/m3

Non-cohesive sediment dry bed density 1600 kg/m3

Non-cohesive median diameter 200 µm
Cohesive sediment dry bed density 250 kg/m3

Cohesive sediment settling velocity 0.0001 m/s
Cohesive sediment critical shear stress for erosion 0.5 N/m2

Cohesive sediment critical shear stress for deposition 1000 N/m2

Cohesive sediment erosion parameter 0.0001 kg/m2/s
Morphological scale factor 20 —

Table 4.1: User-defined model parameters in Delft3D for numerical experiments in this work. The superscript a in-
dicates that Chezy values equal to 40 and 70 m1/2s−1 were used in additional simulations. The superscript b indicates
that incoming suspended sediment discharge for non-cohesive sediment equal to 0.2, 0.5, 0.8 and 1.1 kg/m3 were
used in additional simulations. The superscript c refers to an equilibrium sand concentration profile adapted to the
local inflow conditions at the river mouth boundary. In our simulations, it corresponds to 0.56 kg/m3.

The value of the horizontal eddy viscosity depends on the flow and grid sizes used, but gener-
ally, values between 1 and 10 m2/s for grid sizes in the order of tens of metres will result in satis-
factory results (Vlijm, 2011). In this work, the background horizontal eddy viscosity value was set
to 1 m2/s. Although it should be calibrated with measurements for nonidealized applications,
this value was used in previous works focused on turbulent jets (Geleynse et al., 2011; Olabarri-
eta et al., 2014). Concerning the HLES technique, the default user-parameters of Kernkamp and
Uittenbogaard (2001) were used.

The receiving sloping basin that mimics the continental shelf is composed of 5 m thick, erodi-
ble, non-cohesive sediment with characteristics similar to the sand-particles transported by the
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river. The topmost 2 m of the erodible bottom is divided into 10 stratigraphic layers to track
the evolution of bed sediment composition. The model parameters are summarized in Table
4.1. With the exception of bottom slope, these values are similar to those employed in previ-
ous sediment-laden turbulent jet simulations (Edmonds and Slingerland, 2007; Geleynse et al.,
2011; Leonardi et al., 2013; Caldwell and Edmonds, 2014; Canestrelli et al., 2014b; Olabarrieta
et al., 2014). Different bottom slopes, ranging from a horizontal basin up to a 10% bottom slope,
were used to produce 18 different numerical runs (m = [0, 0.1, 0.25, 0.5, 0.75, 1, 1.25, 1.5, 1.75, 2,
3, 4, 5, 6, 7, 8, 9, 10]%). These slope values are consistent with river mouth geometries observed
in the field (Bárcenas et al., 2015).

To achieve a fully developed hydrodynamic state, every numerical experiment is run for a
spin-up “frozen bathymetry” interval of 24 hours before allowing any morphodynamic evolution
of the bottom. These first 24 hours are used to study the influence of the receiving basin bottom
slope on jet hydrodynamics, whereas the remaining movable bed simulation time allows inves-
tigation of how bottom slope influences depositional patterns at river mouths using an “active
bathymetry”. In Appendix A we perform a sensitivity analysis to show how model outcomes are
sensitive to the imposed numerical parameters.

4.4 Influence of bottom slope on jet hydrodynamics

4.4.1 Time-mean hydrodynamics properties

The hydrodynamic results from Delft3D were time-averaged once the flow had become rea-
sonably well established at the end of the spin-up interval. An equilibrium state, classified as
meandering and therefore unstable, or time-invariant and stable, was visually confirmed during
the frozen bathymetry period.

As previously observed, jet hydrodynamics are characterized by centerline velocity decay and
lateral expansion. Experimentally, different length scales can be used to characterize the lateral
expansion of a plane jet (Joshi, 1982; Agrawal and Prasad, 2003; Kernkamp and Uittenbogaard,
2001). In the present work we use a local velocity half-width, defined by the transverse location at
which the time-averaged streamwise velocity is equal to half the centerline velocity (Giger et al.,
1991).

To test whether jet hydrodynamics verifies self-similarity conditions under different receiv-
ing basin slopes, we compute a normalized streamwise velocity profile along a reference trans-
verse transect locatedξ= 10 from the river outlet. We select this section because it is the approx-
imate distance at which river mouth bars completely form in our morphological tests. The time-
averaged streamwise velocity component is normalized by the time-averaged jet center velocity,
whereas the transverse distance y is scaled by local velocity half-width, yielding the similarity
parameter ζ. Indeed, all longitudinal velocity distributions depicted in Figure 4.2 (a) collapse on
one curve with a near-Gaussian shape, reflecting self-similarity conditions regardless of bottom
slope. Therefore, these results show that the integral jet theory can be applied for any bottom
slope within the analyzed range.

Different analytical closed-forms for the similarity profile have been proposed in different ex-
perimental studies of free-shear flows (Joshi, 1982; Özsoy and Ünlüata, 1982; Wang, 1984; Giger
et al., 1991; Paillat and Kaminski, 2014). In the present work, each of these analytical functions
was compared with the mean profile that arose from averaging the normalized longitudinal ve-
locity profiles obtained with Delft3D for every bottom slope. After evaluating the determination
coefficients computed for each similarity profile, the Gaussian function proposed by Giger et al.
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Figure 4.2: (a) Delft3D normalized distribution of the mean longitudinal velocity u and (b) Delft3D normalized dis-
tribution of transverse velocity v , both along a cross section located at ξ = 10 from the river outlet for different basin
slopes, ranging from 0% to 10%. Blue colors represent a near horizontal bottom, whereas the red colors represent
higher bottom slopes. Vertical dashed lines mark the width of the jet. The thick black line in (a) represents the slope-
mean profile from the Delft3D data, and the dashed curves represent the similarity profiles proposed by several au-
thors (SP-1 : Özsoy and Ünlüata (1982), SP-2: Wang (1984), SP-3: Joshi (1982), SP-4: Giger et al. (1991), and SP-5:
Paillat and Kaminski (2014)).

(1991) had the best fit (R 2 = 0.9922) (Figure 4.2 (a)). Therefore, we chose this distribution for our
theoretical computations.

Figure 4.2 (b) shows the normalized velocity distributions along the transect located atξ= 10.
The asymptotic values (ζ≫ 1) of the different curves are stricktly linked with the entrainment of
ambient non-turbulent fluid into the jet at different bottom slopes (equation 4.8), i.e., the en-
trainment coefficient in the numerical simulations αNS (red dots in Figure 4.3). The differences
in these asymptotic values reveal that the entrainment coefficient cannot be kept constant re-
gardless of the bottom slope, as assumed by the planar jet theory.

Hence, in this work we propose a slope-dependent entrainment coefficient for the jet theory.
To this aim, we calibrate the entrainment coefficient of the turbulent jet theory αJT (blue dots in
Figure 4.3) to optimize the fit of theoretically and numerically computed with Delft3D centerline
velocities. The trend of αJT is similar to the trend followed by αNS, demonstrating that the ability
of a jet to capture ambient fluid increases for higher bottom slopes. Nevertheless, there is an
approximately constant difference between the αJ T and αN S curves. This is due to the consid-
erable simplifications used to derive the turbulent jet equations in the integral jet theory, which
reduces the highly nonlinear behavior of the system resolved by Delft3D. Indeed, Delft3D ac-
count for the entrainment and incorporation of ambient non-turbulent fluid into the jet by large
turbulent eddies, a process that is not resolved in the theoretical model.

To further explore the influence of basin configuration on the entrainment coefficient, we
also analyzed the effects of bottom friction. Additional hydrodynamic simulations were carried
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out in Delft3D using a “frozen bathymetry” configuration. We increased and reduced the friction
with Chezy coefficients of 40 m1/2/s and 70 m1/2/s, respectively (see Table 4.1). Figure 4.3 shows
that greater bottom friction (a smaller Chezy coefficient) leads to a higher lateral entrainment
of ambient water into the jet. In addition, although the entrainment of water also varies with
bottom friction, the basin bottom slope has a greater influence.

Hence, for a given bottom friction value, we recommend a new relation for the entrainment
coefficient of the turbulent jet theory, that depends on bottom slope as follows:

αJ T = a1m a2 +a3, (4.26)

where m is the bottom slope expressed as a percentage, while the coefficients a1, a2 and a3 are
obtained from the power law fitting of the theoretical entrainment coefficients (see caption of
Figure 4.3).

The along-jet normalized centerline velocity (Figure 4.4 (a) and (b)) and jet half-width (Figure
4.4 (c) and (d)) profiles for different bottom slopes can be readily computed using both the classic
theoretical model presented in Section 4.2 along with the new slope-dependent entrainment co-
efficient (equation (4.26)) and the Delft3D numerical model. We observe that jet hydrodynamics
is dictated by different quantities depending on bottom slope. Thus, for milder slopes (m≤ 1%),
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the shallow water depth allows the bottom-friction to increase the spreading and deceleration
of the jet. Conversely, for higher slopes (m > 1%), the influence of bottom friction is sufficiently
reduced due to the higher depth, and the high entrainment capacity of the jet dictates its dy-
namic behaviour. As such, the jet widens and decelerates as a consequence of the incorporation
of still surrounding water. In these cases, an initial contraction of the jet width close to the river
mouth is observed both in the numerical and theoretical results. This is related to the inward
(axis-directed) cross-stream velocity distribution at the edge of the jet (ζ = 1) (Figure 4.2 (b)).
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Figure 4.4: Normalized centerline velocity computed with (a) turbulent jet theory and (b) Delft3D, and normalized
velocity half-width computed with (c) turbulent jet theory and (d) Delft3D, for different basin slopes ranging from 0%
to 10%.

Finally, for all simulated cases, the centerline velocity starts to decay as soon as the jet leaves
the channel. This agrees with the results reported by Nardin et al. (2013) and reinforces our hy-
pothesis that ZOFE can be neglected in the theoretical framework.

4.4.2 Effects of bottom slope on jet stability

Rowland et al. (2009) found that the large-scale meandering structures that appear under
unstable conditions are not always achieved in river discharges such as those simulated in this
work. For plane jets, horizontal eddy viscosity and bed-friction can damp perturbations and sta-
bilize the flow. Canestrelli et al. (2014b) embedded these stabilizing mechanisms in a local river-
mouth Reynolds number and stability parameter, respectively. According to these parameters,
our simulations lay on the same point of the transition zone in the stability diagram defined by
Canestrelli et al. (2014b), since all of them have identical river mouth conditions. However, a vi-
sual inspection of our simulations provides new insight into these instability processes: whereas
the jet remains unaltered for quasi-horizontal slopes (Figure 4.5 (a) and (b)), for higher slopes the
jet becomes unstable, leading to the appearance of a meandering configuration characterized by
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Figure 4.5: Effects of bottom slope on jet stability. Given river discharge conditions (u0 = 1.5 m/s, b0 = 50 m, h0 = 3 m,
and Cz = 55 m1/2s−1), a sufficient bed slope makes flow unstable. (a) and (c) are snapshots of depth-averaged velocity
fields for a horizontal bottom (m= 0%) and a sloping bottom (m= 4%), respectively. (b) and (d) are the vorticity fields
corresponding to the velocity fields in (a) and (c), respectively. In (d) the presence of two asymmetric rows of aligned
vortices with opposite directions of rotation can be observed.

the passage of 2D vortical structures (Figure 4.5 (c) and (d)). This fact reveals that the local stabil-
ity parameters analyzed by Canestrelli et al. (2014b) remain insufficient to characterize plane jet
stability under the effect of bottom slope. A section-by-section variable Reynolds number (R eξ)
and stability parameter (Sξ) that account for variations in the bathymetric profile provide more
appropriate results:

R eξ(ξ) =
2b (ξ)uc (ξ)

ν
(4.27)

Sξ(ξ) =
g b (ξ)

C 2
z h (ξ)

. (4.28)

We plotted these parameters at different locations along the jet axis for different bottom
slopes on the stability diagram defined by Canestrelli et al. (2014b) (Figure 4.6). The results
show that despite different simulations possessing similar stability conditions at the river mouth
(black star in Figure 4.6), the bottom slope affects stability. While gentler slopes move the stabil-
ity points of the downstream sections towards the stable region or at least maintain them in the
transition zone of the diagram, higher slopes (m > 1%) move them to the unstable region.

The visual prominence of these 2D vortical structures in unstable jets should display a dis-
tinct spectral signature in frequency versus power space plots (Jirka, 1994; Rowland et al., 2009).
We analyzed the one-dimensional energy spectra for different bottom slopes corresponding to
the signal of cross-stream velocity turbulent fluctuations (v ′) (Figure 4.6 (inset)). In the stable
case, the energy spectrum shows a negligible turbulence structure. Conversely, the energy spec-
trum for unstable cases depict a similar shape to those reported by Dracos et al. (1992), Jirka
(1994), Rowland et al. (2009), and Cohen (2012) in bounded-jet laboratory experiments.
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The normalized frequency abscissa represents a Strouhal number (St = f b0/u0). A distinct
energy peak found around St ≃ 0.1 (Figure 4.6 (inset)) agrees with those measured in laboratory
experiments (Dracos et al., 1992; Jirka, 1994; Cohen, 2012). This peak corresponds to the passage
frequency of the vortical structures in our Deflt3d simulations. From this peak, a characteristic -3
power law consistent with a quasi two-dimensional turbulence structure arises in the frequency
subrange dominated by 2D lateral shear instability. This stretch is followed by a -5/3 power law
typical of three-dimensional, bed-driven turbulence at high frequencies (Jirka, 1994; Rowland
et al., 2009). Thus, the usage of Delft3D in combination with HLES technique represents a suit-
able method for capturing the unsteady structure of a plane jet similarly to experimental studies
(Jirka, 2001). Finally, Rowland et al. (2009) found that the presence of these 2D vortical structures
has little influence on the mean structure of a jet, but dominates the jet turbulence.
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4.5 Morphological results: river mouth bar

4.5.1 River mouth bar formation

Edmonds and Slingerland (2007) developed a seminal conceptual framework for the evolu-
tion of river-mouth bars on river-dominated deltas. According to this approach, bar formation
at river mouth results from sediment settling on the receiving basin bottom due to a sharp re-
duction in centerline velocity and jet spreading once the flow exits the channel. The river mouth
bar is subject to a process of vertical aggradation and seaward progradation until its height rises
to approximately 60% of the water depth. At this time, the upstream pressure is high enough to
force the flow to bifurcate around the mouth bar in the runaway aggradation phase, and even-
tually the bar stagnates, triggering channel bifurcation. Several recent studies seeking to explain
river mouth bar formation used this criterion to define fully developed mouth bars (Nardin and
Fagherazzi, 2012; Nardin et al., 2013; Leonardi et al., 2013; Mariotti et al., 2013; Canestrelli et al.,
2014b). Nonetheless, these studies assume horizontal or quasi-horizontal receiving basins. Es-
posito et al. (2013) extended this conceptual model to assess bed layering records of sand and
mud fractions throughout the bar evolution, establishing that during the ending runaway stage
only mud can be deposited over a bar since the ability to transport sand becomes insufficient.
We use both models to examine river mouth bar formation under the influence of the bottom
slope.
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Figure 4.7: Centerline relative velocity over the crest of the river mouth bar as a function of the relative depth over the
crest of the bar for different basin slopes, ranging from 0% to 10%. The black line shows the decreasing relative water
depth necessary to cause bar stagnation with higher slopes.

We suggest that the contribution of Edmonds and Slingerland (2007) should be extended to
account for distinct bottom slopes. Calculating the centerline velocity over the crest of the river
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mouth bar (ub a r ) as a function of water depth (hb a r ) during river mouth evolution provides in-
sight into the bar height that is required to stop progradation. Both variables were normalized
by their values in the “frozen bathymetry” scenario (ub a r, f b and hb a r, f b , respectively) (Figure
4.7). For quasi-horizontal cases, there is a sudden drop in the jet velocity over the bar crest as
the river mouth bar reaches a height equal to 60% of the initial water depth. This rapid decrease
in velocity is due to the high-pressure level over the bar, which forces the flow to bifurcate rather
than to flow over the bar and therefore determines bar stagnation (Edmonds and Slingerland,
2007). Thus, our results are concordant with those reported by Edmonds and Slingerland (2007)
for quasi-horizontal basin cases. However, this criterion seems to fail for higher bottom slope
values: as bottom slope increases, the relative water depth over the bar crest necessary for gen-
erating the pressure gradient that is capable of forcing fluid bifurcate around the bar becomes
smaller (black line in Figure 4.7).

A qualitative analysis of sediment stratigraphy along the “active bathymetry” simulations
shows that the topmost sediment layer, prescribed in our runs as initially uniform and non-
cohesive, starts to store over the mouth bar the cohesive volume fraction delivered by the river
once the stagnation point is reached (Figure 4.8 (a)). Because the cohesive fraction was initially
transferred further seawards, this stratigraphic redistribution of sediment fractions leads to run-
away aggradation and bar stagnation. This observation is consistent with the stratigraphic se-
quences model of Esposito et al. (2013) in river mouth bar evolution under a stationary fluvial
regime and with the numerical results from lithologic cross sections of delta deposits of Storms
et al. (2007).

We also tested four different suspended sediment loads (0.2+0.1, 0.5+0.1, 0.8+0.1 and 1.1+0.1
kg/m3 for non-cohesive and cohesive fractions) to calculate the mouth bar formation time
(Tr m b f ) and mouth bar stagnation distance (L r m b f ) as a function of the bottom slope. Both
variables were normalized by the time and distance computed for the horizontal case in the equi-
librium non-cohesive suspended discharge case (Figure 4.9 (a) and (b)). Closely tied to filling in
the accommodation space, the modeled dimensionless formation time increased linearly with
increasing bottom slope. Moreover, the smaller the solid discharge, the higher the increase in
the rate of bar formation time (Figure 4.9 (a)). For milder slopes, the distance to the final river
mouth bar location decreases when the basin slope increases; however, we found that for steeper
slopes, the distance from the river mouth to the bar crest is independent of the basin slope, dis-
playing asymptotic behavior, for m > 2%. Finally, higher solid discharges caused river mouth
bars to form closer to the river mouth (Figure 4.9 (b)).

4.5.2 River mouth bar geometry

River mouth bar results from the constant combination of aggradation and progradation sed-
iment processes. The evolution experienced by the sea bottom for different river mouth slopes
(Figure 4.10) can be characterized considering the movement of the bar profile centroid (Figure
4.8 (b) and (c)). The longitudinal and vertical coordinates of the centroid can be computed as:

xc (t ) =

∫ ξr m b

0
ξ[H (t )+1]dξ

Ap (t )
, zc (t ) =

1

2

∫ ξr m b

0
[H (t )+1]2dξ

Ap (t )
(4.29)

where Ap (t ) =
∫ ξr m b

0
[H (t )+1]dξ is the area of every longitudinal bar profile, ξr m b is the dimen-

sionless seawards distance of bar crest, and H is the relative water depth over the bar.
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Figure 4.8: (a) Stratigraphic record of the cohesive to non-cohesive sediment ratio in the topmost 20 cm of the bottom
over the time of bar formation (shown by the colorbar) along the jet axis for a case with an initial bottom slope of m
= 1%. Temporal evolution of a river mouth bar for a bottom slope of (b) m = 1% and (c) m = 8%. Colored dots depict
the location of the centroid of every bar profile at every temporal stage (shown by the colorbar). Black dashed lines
define the final bar configuration. (d) Temporal evolution of the centroid location of the river mouth bar for different
initial bottom slopes. (e) Temporal evolution of the relative aggradation to progradation rate of the river mouth bar
for different initial bottom slopes.

Figure 4.8 (d) depicts the temporal record of the centroid positions for all of the considered
slopes. We observe that an increase in the longitudinal coordinate of the centroid leads to bar
progradation, whereas an increase in its vertical coordinate implies bar aggradation. To clarify
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Figure 4.9: (a) Relative time of river mouth bar formation (Tr m b f ) as a function of basin bottom slope for different
suspended load values for non-cohesive sediment. Solid lines represent the best linear regression fit. (b) Relative
distance of river mouth bar formation (L r m b f ) as a function of the basin bottom slope for different suspended load
values for non-cohesive sediment. Solid lines represent the best negative exponential regression fit. All values were
normalized using the value of the horizontal bottom and equilibrium non-cohesive suspended discharge case.

which process is more important during bar formation, for every bottom slope, the x − z cen-
troid coordinates were normalized with respect to their total horizontal and vertical displace-
ment over the bar formation period, giving rise to the dimensionless variables RP and RA, re-
spectively. Their temporal evolution provides valuable information about the sedimentological
processes that prevail during bar building (Figure 4.8 (e)). Aggradation prevails during the river
bar formation period for higher slopes. This is clearly connected with the increased space for
sediment infilling due to higher water depth for the steepest profiles. Conversely, for gentler
slopes, progradation processes are more relevant, and a larger fraction of sediment will be used
to push the bar seawards. Regardless of the initial bathymetric configuration, as the river mouth
bar evolves, the relative importance of aggradation and progradation tends to balance when the
bar reaches its final configuration.

To characterize the plan view of sediment deposition at the river mouth, we use the first x -
axis moment of the normalized bar height distribution defined as (Nardin et al., 2013):

Ix ,r m b =

∫
Ω
[1−H ]y∫
Ω
[1−H ]

(4.30)

where Ω is the half-bar surface. These results are normalized with respect to the equivalent val-
ues for the horizontal case, indicated by the subscript “0”. Figure 4.11 (a) shows that the inertia of
the bar with respect to the x -axis decreases at higher basin slopes: gentler initial bottom slopes
produce high lateral spreading of sediment, while higher slopes reduce lateral sediment deliv-
ery. A marked change in the trend of Ix ,r m b /Ix ,r m b ,0 is found for m = 1%, which reveals a direct
relationship between sediment delivery and jet stability (Mariotti et al., 2013; Canestrelli et al.,
2014b). This can be visually addressed by directly comparing deposition patterns in a horizon-
tal basin (Figure 4.11 (b)) and in a sloping basin (Figure 4.11 (c)). An initial bottom slope of m
= 10% leads to an unstable jet (Figure 4.6) that delivers sediments to a vast area across the jet
width and not only to the jet edges, giving rise to a compact bar around the x -axis that is similar
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Figure 4.10: Longitudinal (a, b, c, d) and transversal (e, f, g, h) bathymetric profiles of the absolute bar height variation
over time (indicated with the color evolution) for different bottom slopes. The transversal section is located 400 m
from the river mouth. Black lines indicate the final bar configuration.

to the “lunate" bar described by Wright (1977). Otherwise, in the case of a horizontal bottom, a
stable jet tends to concentrate sediment deposition near each side of the jet, where the velocity
is lower, forming short and divergent lateral levees. In the seaward direction, the jet centerline
is unable to push the material farther, and a “middle-ground" bar, similar to the one defined by
Wright (1977), forms.

4.5.3 Theoretical model for bar formation

The theoretical model proposed in Section 4.2 and calibrated for different bottom slopes,
using the entrainment coefficient described in Section 4.4.1, can be used to easily predict the
deposition and erosion patterns near to the inlet mouth. However, because jet theory cannot ac-
count for the feedback influence between the bottom evolution and jet hydrodynamics, it should
only be used to predict bed changes when computing the initial rates of erosion and deposition
during which the jet remains unaltered. In addition, deposition and erosion processes alter the
bathymetry in both the longitudinal and transverse directions, which prevents the use of the
similarity hypothesis.

Given the solutions for velocity and concentration along the jet centerline, the amount of
material deposited or eroded, per unit area of the bed and unit time, can be obtained by consid-
ering the source and sink function (equation (4.4)). A normalized form of this function allows us
to compute the rate of changes in bottom depth as:

K (ξ,ζ) =
∂ σ

∂ t

b0

c0h0u0
=
γC (ξ)G (ξ)

1−p

�
1−ϕ2F 2(ξ)U 2(ξ)

�
(4.31)

where σ is the amount of material per unit area of the bottom (kg/m2), p is the porosity of the
bottom, and K is a dimensionless deposition and erosion rate. The threshold value of the flow
velocity for sediment entrainment into suspension (uc r,s ) has been computed using the empiri-
cal criteria reported by Niño et al. (2003) for a bed covered with particles at the same size as those
in suspension. We computed the fall velocity of sand particles in the marine environment (ws )
using the expression proposed by Soulsby (1997).
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Here, we adopt the same conditions simulated with Delft3D, however without taking into
account the cohesive fraction for simplicity. Despite the theoretical model does not resolve the
fully formed river mouth bar, the initial trend in erosion/deposition consequent to a riverine dis-
charge shows a high dependence on bottom slope (Figure 4.12). An initial erosive region next to
the river mouth always appears. The extension of this region varies in accordance with changes
in jet velocity, as described in Section 4.4.1. The initial sharp drop in the axial jet velocity for the
steepest slopes gives rise to shorter erosive zones due to the reduced ability of the flow to entrain
sediment into suspension. On the contrary, for the milder slopes, the larger quantity of eroded
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material close to the outlet is responsible for higher deposition rates downstream. For all cases,
maximum deposition occurs along the two sides of the jet centerline, where elongated lateral
shoals arise. These shoals eventually merge into a central bar at a distance that decreases with
increasing bottom slope (black dots in Figure 4.12). Moreover, the deposition rate in this central
bar increases with increasing bottom slope. Finally, because jet spreading increases as bottom
slope decreases, the lateral diffusion of sediments is enhanced, and a wider depositional pattern
arises for milder slopes.
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Figure 4.12: Theoretical solutions for normalized fields of bottom deposition and erosion thickness rates (K ) for dif-
ferent basin bottom slopes: (a) m = 0%, (b) m = 1%, (c) m = 5%, and (d) m = 10%. The river discharge properties are
c0 = 0.5 kg/m3, b0 = 50 m, h0 = 3 m and u0 = 1.5 m/s. The black dots depict the location of the maximum deposition
rate along the centerline.

These theoretical results are in good qualitative agreement with those obtained using Delft3D
for mild slope cases. Both morphological models predict a wide depositional pattern character-
ized by the formation of prominent lateral shoals that merge in a central bar seaward. Conversely,
for steeper slopes, the theoretical model is unable to capture jet instabilities and the resulting
morphologies related to this meandering dynamic. However, despite this fact, both models show
a more elongated and concentrated form along the jet axis in the steepest cases.

4.6 Discussion

4.6.1 Application to natural river mouths and deltas

Due to the simplified forcings and idealized geometrical configuration adopted in our sim-
ulations to exclude site-specific conditions, the above results are not expected to reproduce
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the conditions of a real location. Alternatively, this work is intended to provide a theoretical
framework for river mouth bar formation, under different receiving basin slopes, that is poten-
tially applicable to fluvially dominated mouths, which are typical of rivers entering enclosed
bays, microtidal lakes, lagoons or reservoirs. Some representative natural, gently sloping, river-
dominated deltas around the world (with slopes less than 0.01%) are presented by Edmonds
and Slingerland (2007) and Caldwell and Edmonds (2014); these include, among others, the
Atchafalaya Delta, Apalachicola Delta, Mossy Delta, Wax Lake and Laitaure Delta. In contrast,
steeper slopes are generally typical of Gilbert deltas. These deltas generally occur in inefficient
sediment dispersal systems with low tide and wave energy, where sands and gravels are deposited
a short distance from the effluent outlet because of the sudden decrease in velocity (and bed
shear stress) caused by a sudden increase in water depth (Orton and Reading, 1993). Most of
the Mediterranean drainage network is made of rivers that, during their seasonal flood events,
share a large degree of similarity and comply with the simulated conditions in the steeper cases
of this work (Urgeles et al., 2011). Their water discharges are low on a mean annual basis, but they
exhibit a marked seasonal variability and the drainage basins have undergone numerous catas-
trophic floods in response to torrential rains (Brázdil et al., 1999). Examples of such deltas fed by
torrential rivers were reported by Bárcenas et al. (2015) along the coast of the Alboran Sea (west-
ern Mediterranean Basin), characterized by low wave energy and microtidal conditions (Ortega-
Sánchez et al., 2014; Lobo et al., 2014). A total of twelve deltaic systems were identified related to
the following rivers: Güi, Torrox, Chillar, Jate, Seco, Verde, Guadalfeo, Gualchos, Haza de Trigo,
Albuñol, Huarea and the Adra river. A broad range of bathymetric profiles exists in these systems,
with slopes ranging from 3.5% (Güi River) and 11.4% (Huarea river), though most are below 8%.
Sediment discharge during specific flood events in these Andalusian river systems flowing into
the Alboran Sea can be volumetrically more important than total sediment discharge during the
rest of the year. These floods events, frequently considered as catastrophic with maximum river
discharges exceeding 1000 m3/s (Poesen and Hooke, 1997), are repetitive and consequently play
a major role in the development of deltaic bodies (Liquete et al., 2005). In addition, the river
basins are located in the hottest, driest and less vegetated regions of the Iberian Peninsula, pro-
viding greater sediment availability. These factors lead to significant episodes of sediment dis-
charge, with values of sediment flux up to 630 kg/s (Lobo et al., 2014). In these cases, the for-
mation of central river mouth bars is expected after flood events as the ones simulated in this
work. Meanwhile, during dry periods the oceanographic regime (even a low energy one, as in
the Alboran Sea) plays a major role in re-shaping these sedimentary deposits. Thus, the dis-
tinctive geometric patterns of these deltaic systems, linked to short, mountainous streams with
strong seasonal behavior, are related to central bar deposits during flood events combined with
sediment redistribution during dry periods.

The theoretical solutions for jet dynamics provided in Section 4.2 have been updated to in-
clude the hydrodynamic implications of bottom slope on jet dynamics. To the best of our knowl-
edge, published experimental works related to jet hydrodynamics are mainly limited to horizon-
tal receiving basins (Giger et al., 1991; Dracos et al., 1992; Rowland et al., 2009, 2010; Landel et al.,
2012). We used numerical experiments with Delft3D as a feasible method of revealing the direct
relationship between bottom slope and the ability of a jet to capture surrounding ambient water.
This allowed us to calibrate the entrainment coefficient for different basin slopes with different
friction coefficients. The value obtained in our numerical simulations for the horizontal case
takes the values 0.031, 0.028 and 0.026 for Cz = 40, 55 and 70 m1/2s−1, respectively (red lines
in Figure 4.3), agree with those observed experimentally by Kotsovinos (1975) (α = 0.033), Fis-
cher (1979) (α= 0.035), Ramaprian and Chandrasekhara (1985) (α= 0.034), Andreopoulos et al.
(1986) (α = 0.036) and Agrawal and Prasad (2003) (α = 0.041). Regarding our theoretical results,
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the entrainment coefficient in the horizontal case was found to be αJ T ,0 = 0.002 regardless of
the bottom friction (blue lines in Figure 4.3), which is much smaller than those proposed by Öz-
soy and Ünlüata (1982) (α = 0.05) and Wang (1984) (α = 0.075). However, our value agrees with
the order of magnitude recommended by Nardin et al. (2013) (α = 0.005), who also compared
Delft3D and theoretical results for a turbulent jet.

Despite not predicting the unsteady jet features, the revised theoretical model proposed in
this work can be used to easily determine mean quantities of a river discharging in basins with
arbitrary slope, such as diffusion of conservative pollutants and the initial deposition stages of
suspended sediments influenced by gravitational settling (Özsoy, 1986). This is possible since
the meandering structure of an unstable jet has little influence on its mean structure (Rowland
et al., 2009). Due to the limitations of this theoretical tool, it should be used with care when ap-
plied to practical purposes. Nevertheless, because of its simplicity and computational efficiency,
it is useful as a first-level modeling tool to provide qualitative information in pre-designing of
river projects.

Additionally, this work has implications for coastal systems restoration projects. Currently,
numerous deltas are experiencing land loss due to anthropogenic and natural forcings, mainly
due to dam constructions, land subsidence and sea-level rise (Bianchi and Allison, 2009; Ed-
monds, 2012). The main idea of many natural restoration projects on adjacent coastlines con-
sists of delta-building through sediment diversions from a main channel into basins subject to
erosion or subsidence (Paola et al., 2011). As shown by our morphological results, basin slope
is a key parameter for delta restoration because it determines the spatial distribution of the di-
verted sediment. Whereas stable jets favor the formation of short and divergent channels around
a central bar that laterally deliver material and hence optimize coast nourishment, unstable jets
tend to channelize the flow seawards by suppressing these bifurcations. Since basin slope is ini-
tially a fixed parameter, when it leads to jet instability, the optimal solution from a land-building
perspective would be to maximize Sξ and minimize R eξ. This can be achieved by reducing the
discharge velocity or increasing the grain size of the delivered sediment to obtain higher friction
effects over the discharge.

Looking forward, the evolution of an entire delta is dictated by the initial morphology of the
mouth bar (Edmonds and Slingerland, 2007). Different deltaic systems will be produced when
upscaling our morphological results under different basin slopes. Related to our research topic,
Storms et al. (2007) modeled the formation of entire deltas in fluvially dominated systems with
shallow or deep receiving basins. In the former case, corresponding to our gentle slope simu-
lations, they found a pattern of bifurcated channels and shoals that accreted both seaward and
crosswise. In steeper basins, the reduced capacity to produce jet bifurcations would give rise to
the classic birdfoot delta morphology that progrades rapidly in the seaward direction through
channel margins breaching.

4.6.2 Comparison with previous works on bar formation

Based on the results of our simulations, the following two well-stablished theories regarding
sediment-laden turbulent jets in horizontal basins were addressed, highlighting the influence of
a sloping bed.

1. The stability criterion for turbulent jets proposed by Canestrelli et al. (2014b) was analyzed.
They evaluated the importance of the friction over the jet dynamics based on stability and
Reynolds numbers at the river mouth. They found that high bottom friction leads to jet
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stability, whereas low bottom friction leads to low stability numbers and meandering jets.
However, for a non-horizontal basin, we observed that jet stability classification by means
of local parameters remains insufficient. It was proven that two effluents with identical
mouth conditions may exhibit completely different jet dynamics in open waters, depend-
ing on the bed slope of the receiving basin: either a stable or unstable jet can develop. We
suggest that the main reason for this alteration in jet stability is the reduction in the bottom
friction term as the water depth increases in the momentum conservation equations (4.16)
and (4.17). Because this term is inversely proportional to the total water depth, sloping bed
basins will alter the friction experienced by a jet along its axis. Thus, in cases where the
effluent jet discharges into a sloping basin, stability analysis should be performed section-
by-section downstream.

According to the decisive role of friction in jet dynamics, we can establish an analogy be-
tween the stability character of a jet and the dynamic classification of homopycnal efflu-
ents proposed by Wright (1977). A stable jet can be associated with friction-dominated
effluents, whereas an unstable jet can be associated with inertia-dominated effluents. Ad-
ditionally, the morphological units resulting from our numerical simulations display a high
degree of similarity with Wright’s conceptual depositional patterns. Stable jets produce a
triangular “middle-ground" accompanied by short and divergent subaqueous levees (Fig-
ure 4.11 (b)). On the contrary, a slender “lunate" mouth bar results from unstable jets (Fig-
ure 4.11 (c)). We also note that our morphological results for unstable jets differ from those
reported by Canestrelli et al. (2014b), who suggested that jet instability increases the ten-
dency for sediment transfer at the margins of the jet. This tendency would create elongated
channels that are confined by lateral levees instead of central deposits that are concen-
trated along the x -axis. This discrepancy can be explained using the conceptual model
for sediment eddy diffusivity proposed by Mariotti et al. (2013) with Delft3D. This concep-
tual model establishes that the ability of a jet to spread sediment particles laterally and
thus promote levee formation is dependent on the relationship between a sediment set-
tling timescale (TD = h/(2ws )), i.e., the time needed for the sediment to reach the bed,
and a meandering timescale (TE ), i.e., the time needed for a meander to complete a half
revolution. Whereas values of TD /TE ∼ 1 maximize the capacity of the jet to spread sedi-
ment laterally and thus form lateral levees, values of TD /TE ≪ 1 or TD /TE ≫ 1 favor central
deposits. Based on the similar energy spectra of turbulent lateral fluctuations for various
bottom slopes (Figure 4.6 (inset)), we assume that the bottom slope does not significantly
influence TE . However, because TD is directly proportional to the total water depth, it in-
creases as the bottom slope increases. In this case, sediments move back and forth within
an eddy, resulting in a smaller eddy diffusivity and creating a central deposit.

2. The relative mouth bar height necessary to stop its progradation, estimated around 60%
for quasi horizontal basins by Edmonds and Slingerland (2007), was addressed. The rela-
tive height that the mouth bar has to reach to force the flow to bifurcate around it, hence
stopping progradation, exceeds 60% for high bottom slopes. For instance, at the highest
bottom slope considered in the present work (10%), the bar would not completely form
until the water depth over it is≤ 10% of the original depth, as opposed to the 40% required
for the horizontal case. Additionally, this higher relative mouth bar height is accompanied
by an increase (up to 1.5-fold for the higher bottom slope) in jet velocity. This explains why
the lower initial velocities found on discharges into steeper basins produce mouth bars at
the same distance as those created by higher initial jet velocities in horizontal basins (Fig-
ure 4.4 (b)). This flow acceleration is shown in Figure 4.7, where the peak of ub a r /ub a r, f b
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increases with increasing bottom slope. The higher accelerations present in basins with
steeper bathymetry counterbalance the effects of low initial velocity. An increase in bot-
tom shear stress increases sediment transport and, ultimately, leads to bar formation far-
ther from the location than would initially be expected.

In summary, although we have considered a limited spectrum of river discharge conditions
and sediment properties, the results of the present work (1) corroborate the theories of Edmonds
and Slingerland (2007) and Canestrelli et al. (2014b) regarding bar stagnation point and jet sta-
bility in horizontal and quasi-horizontal basins and (2) reveal the need to update these criteria
to account for the influence of basin slopes on jet dynamics.

4.7 Conclusions

In this work, we explored how receiving basins with different slopes affect the hydrodynamic
structure of an entering turbulent jet and its consequences on river mouth bar formation. Both a
theoretical model and the hydro-morphodynamic software Delft3D were employed to simulate
a river-dominated system devoid of tides and waves.

We show that the entrainment coefficient displays a power law increase as the slope of the
receiving basin increases. Regarding the mean properties that characterize a turbulent jet, we
found high non-linearity with respect to bottom slope. A marked change in the jet trend was
found around a basin slope of m = 1%. As a general rule, while velocity increases and jet width
decreases up to a basin slope of m = 1%, beyond this value velocity decreases and the jet widens.
Since the theoretical model can only capture the mean properties of a jet, advanced analyses
were carried out with the aid of Delft3D. Accordingly, we observed that jet stability can be altered
depending on the slope of the basin where the river debouches. We suggest that the local stability
analysis proposed by Canestrelli et al. (2014b) must be extended along the jet axis by determining
section-by-section a Reynolds number (R eξ) and a stability parameter (Sξ) that take into account
variations in bathymetric profile. Analyses of the turbulent structure of unstable jets showed a
distinct energy peak around St ≃ 0.1 that corresponds to the passage frequency of 2D vortical
structures.

Regarding our morphological results, we observed that shear-induced lateral instability
dominates sediment delivery and the resulting deposition patterns. While stable jets give rise to
“middle-ground" bars accompanied by bifurcating channels, a “lunate" mouth bar results from
unstable jets. Moreover, the relative importance of the sedimentary processes responsible for
mouth bar formation changes with the bottom slope: in basins with milder slopes progradation
processes predominate, whereas aggradation processes prevail in steeper basins. Mouth bars
require more time to form in steeper basins due to the higher accommodation space of the re-
ceiving basin. In general, the time needed for bar formation normalized by that obtained for
a horizontal basin increases linearly at a higher rate for higher entering sediment discharges.
The distance at which bars form, which is higher for lower entering sediment loads, decreases
as the basin slope increases up to a slope of 2%. Beyond this slope, the bar distance is inde-
pendent of basin slope, despite the lower velocities of jets in steeper basins. This is due to the
progressive increase in jet velocity that occurs during bar formation. This acceleration is higher
for higher slopes, which allows the bar to be pushed further. Related to this mechanism of bar
formation, we found that the necessary relative bar height that forces the flow to bifurcate around
it and makes the bar stagnate increases with higher bottom slope. Hence, whereas Edmonds and
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Slingerland (2007) established that this depth should be≤ 40% for quasi-horizontal cases, in the
present work this value dropped to 10% for the highest slope (m = 10%).





Chapter 5

Influence of river mouth geometry on mouth bar
morphology and discharge hydrodynamics

River mouth bars are strategic morphological units primarily responsible for the develop-
ment of entire deltaic systems and coastline configuration. Although many works during last
decades analyzed the effects of factors such as tides, wind waves or sediment properties, the
control that the geometrical configuration of the river mouth exerts on the sedimentary pro-
cesses remains unclear. This Chapter addresses the role of the receiving basin slope and the
river discharge angle in the hydrodynamics of an exiting sediment-laden turbulent jet and in
the resulting mouth bar morphodynamics using Delft3D. Keeping all other factors constant,
we find that varying the discharge angle and the receiving basin bottom slope the turbulent
jet changes its direction and spreading rate. We also establish a theoretical framework for the
specific morphology of the mouth bar as a function of the river mouth geometry, highlight-
ing its importance for properly designing managing strategies. Finally, predicted mouth bar
morphologies are compared with good agreement to river mouths in real locations.

5.1 Introduction

Deltaic environments and river mouths host numerous biological and economical activities
and, therefore, represent some of the most populated ecosystems on Earth (Bianchi and Allison,
2009; Syvitski et al., 2009). Their social implications led to an increasing study of delta formation
and evolution in recent years (Edmonds and Slingerland, 2007; Fagherazzi and Overeem, 2007;
Geleynse et al., 2011; Fagherazzi et al., 2015). Particularly, river mouths play a critical role for
these ecosystems since they constitute the dynamic dispersal exit of the sediment-laden turbu-
lent jet that results in depositional river mouth bars (Bates, 1953; Coleman, 1976; Wright, 1977).
These river mouth bars are a key geomorphological process on delta evolution(Edmonds and
Slingerland, 2007). For a detailed review of the physics of these river mouth deposits, we refer
the reader to Fagherazzi et al. (2015), who combine theoretical approaches, experimental data,
field observations, and numerical modeling to obtain novel process-based results.

Despite the current ability to simulate river mouth bar genesis, the geometric influence of the
river mouth remains unclear. Previous works focused on river mouth bars dynamics are limited
to river discharging orthogonally to the coastline and with gently sloping basins (Edmonds and
Slingerland, 2007; Nardin and Fagherazzi, 2012; Leonardi et al., 2013). However, steeply dipping
forest-dominated deltas can be found in both marine and lacustrine environments characterized
by low-energy basins where wave and tidal influences can be neglected (Postma, 1995; Viparelli
et al., 2012; Bárcenas et al., 2015). The evolution of these deltaic systems is distinct from areas
with gently sloping basins (Storms et al., 2007). Besides, satellite image of fluvial systems reveals
that the river discharge angle can be significantly lower than 90° with respect to the shoreline.
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To address these gaps, here we extend the work by Jiménez-Robles et al. (2016), where the
effects of the receiving basin slope on sediment-laden turbulent jet hydrodynamics and their
connection with related deposition patterns were tackled. Now, we investigate how different
geometrical configurations of the river mouth alters the jet hydrodynamics and river mouth bars
evolution using Delft3D to mimic a river debouching into a large body of quiescent water in the
absence of Coriolis effects, buoyancy forces, tides, and wind waves. The river mouth geometry
will be characterized by i) the river discharge angle (α) and ii) the receiving basin bottom slope
(m) (Figure 5.1).

Figure 5.1: Sketch of the computational domain and boundary conditions.

5.2 Methods

We conducted hydrodynamic and morphodynamic simulations using the high-resolution,
fluid dynamics model Delft3D (Lesser et al., 2004) that simulate nonsteady flows, sediment
transport phenomena, and related bathymetric changes in a coupled modality. This model has
been recently used to investigate river mouth jet hydrodynamics and sediment depositional
patterns (Edmonds and Slingerland, 2007; Nardin and Fagherazzi, 2012; Leonardi et al., 2013;
Nardin et al., 2013; Canestrelli et al., 2014b; Jiménez-Robles et al., 2016). We assume a depth-
averaged schematization of the problem based on previous theoretical, experimental, and nu-
merical works on planar jets (Abramovich, 1963; Özsoy and Ünlüata, 1982; Ortega-Sánchez et al.,
2008; Rowland et al., 2010). For a detailed discussion on the methods of Delft3D-FLOW see
Deltares (2013).
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5.2.1 Hydrodynamic model

Delft3D solves the unsteady shallow water equations. The continuity and horizontal mo-
mentum equations read as:
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where η is water level with respect to datum, h is the water depth , u an v are the depth-
averaged velocities in x and y directions respectively, t is time, g is the gravitational acceleration,
Cz is the Chézy friction coefficient and ε f is the horizontal turbulent eddy viscosity coefficient.
The latter is computed through the Horizontal Large Eddy Simulation (HLES) technique (Uit-
tenbogaard and Van Vossen, 2004). This closure model includes contributions from horizontal
turbulent motions and forces that are not resolved on the original grid by adding a subgrid scale
horizontal eddy-viscosity to a constant or space-varying, user-defined background value.

5.2.2 Morphological model

The sediment transport relations of non-cohesive sediment in situations without waves for
bed load (van Rijn, 1984b) and suspended load (van Rijn, 1984c) are added directly into the hy-
drodynamic solver.

The bed load transport rate (Sb ) is given by:

Sb =

¨
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q
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where∆= (ρs −ρw )/ρw is the submerged specific gravity of a sediment with density ρs , ρw

is water density, D50 is the median sediment diameter, D∗ is a non-dimensional particle diameter,
and T is the transport stage parameter according to Shields curve.

Suspended load transport is computed by solving the depth-averaged simplified form of the
general three-dimensional advection-diffusion equation:
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where c represents depth-averaged suspended sediment concentration, εs is the sediment
eddy diffusivity and S is the source term modeling the net mass flux between the water column
and the bed.
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Spatial gradients in bed load transport and the source and sink terms associated with sus-
pended sediment fluxes ultimately determine the possible changes in bed bathymetry. The
Exner equation (Paola and Voller, 2005) is employed to quantify them:

(1−εb )
∂ zb

∂ t
=−∂ Sb ,x

∂ x
− ∂ Sb ,y

∂ y
+S (5.6)

where εb is the bed porosity, zb is the bed level, and Sb ,x and Sb ,y are the total sediment bed
transport per unit width in the x and y directions respectively.

5.2.3 Experimental setup

Plane jet hydrodynamics and river mouth bar morphodynamics in fluvially dominated deltas
are computed in a schematized one-layer rectangular computational domain (Figure 5.1). The
grid cells are aligned with the river axis, giving rise to a perfectly orthogonal mesh grid. To sim-
ulate the river, a rectangular 200 m wide and 3 m depth channel (h0) is carved at the western
boundary into a sandy coast. We prescribe open boundaries of temporally and spatially con-
stant water surface elevations at the seaward, northern and southern boundaries, whereas at the
channel boundary we specify a temporally constant river discharge flux (u0 = 1 m/s ) that car-
ries a noncohesive sediment load of a single characteristics (D50 = 125µm andρs=2650 k g /m 3).
Whereas the bedload exiting through the outlet is assumed to perfectly adapt to the local flow
conditions, the river discharge carries a user-defined discharge noncohesive suspended load at
its equilibrium concentration profile. This latter condition prevents accretion or erosion near
the model boundaries. The receiving basin that mimics the continental shelf is composed of 5 m
thick, erodible, noncohesive sediment with characteristics similar to the sand particles carried
by the river. Bed roughness is set to be spatially and temporally constant with a Chezy value of
30 m 1/2s−1 and the background horizontal eddy viscosity and diffusivity values are set equal to
1 m 2s−1. To reduce differences between the timescales at which morphological changes take
place in relation to hydrodynamic changes, a morphological acceleration factor of 20 is used.

Two reference systems are used in our calculations (Figure 5.1): i) x − y , the grid fixed refer-
ence system and ii) x ′− y ′, the discharge angle turned reference system, in which x ′ is directed
along the basin maximum slope and y’ is located above the shoreline. The discharge angle α is
geometrically defined as the counter rotation formed by x axis respect to x ′ axis, i.e., the com-
plementary angle between river axis and the main coastal alignment. Different combinations of
basin bottom slope m = [0, 0.5, 1, 2, 3, 4, 5]% and discharge angles α = [0, 10, 15, 20, 30, 40, 45,
50, 60]° produced 63 different model runs. These simulations were carried out on the basis of
the work of Jiménez-Robles et al. (2016), who performed sensitivity analysis to ensure that the
general trend followed by the hydrodynamic and morphodynamic results do not show any de-
viation from a qualitative point of view for different values of the numerical parameters. Finally,
to meet stability and accuracy requirements of the numerical scheme, the time step was varied
to comply with the Courant-Friedrichs-Lewy condition.

5.3 Jet hydrodynamic

The physics of the problem suggests that, for a given river discharge, changes in expanding
turbulent jets should be a function of the basin geometry. By varying the discharge angle and the
basin slope significant changes over the jet dynamics appear: the jet direction and the planform
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shape are highly altered (Figure 5.2). We analyze the hydrodynamic results after 24h of simula-
tion when the model is at steady state.

Figure 5.2: Depth-averaged velocity contours lines for different discharge angles ((a)α= 0°, (b)α= 30° and (c)α= 60°)
and basin slopes (m =0, 1 and 3%). In every jet, the velocity contours refer to 1, 0.8, 0.6, 0.4 and 0.2 m/s , being the
0.2m/s contour the external one.

Figure 5.3(a) shows the path followed by the jet axis once it debouches into the receiving
basin. The interplay between basin slope and discharge angle leads to a deflection of the river
jet towards lower depths. The deflection increases for high discharge angles and high basin slope
combinations. On the contrary, low discharge angles prevent jet deflection independently of the
basin bottom slope (Figure 5.2(a) and Figure 5.3(a) solid black lines). The deflection experienced
by the jet is computed as the angle between the x axis and the line that connects the reference
system origin and the point of the the jet axis with a velocity equal to 20% the outlet velocity
(u j e t ,20):

DR = arctan

�
yu j e t ,20

xu j e t ,20

�
, (5.7)

where (DR ) is the deflection rate, and xu20
and yu20

are the coordinates of the u j e t ,20 point.
Results from Figure 5.3(b) reveal that the discharge angle is triggering factor for jet deflection,
whereas once the discharge angle favors the jet deflection, the basin slope acts as an amplify-
ing factor. However, this increasing jet deflection trend is asymptotic due to the presence of
the coastline, which avoid an indefinitely increasing deflection rate and the jet remains laterally
confined (see Figure 5.3(b) dotted black line).

River mouth geometry also have a second effect on the river jet. The increase in basin bottom
slope results in a lower lateral spreading of the jet (Figure 5.3(c)) due to the decreasing influence
of bottom friction over the jet structure in higher water depths (Leonardi et al., 2013; Jiménez-
Robles et al., 2016). To compute jet spreading factor (SR ) we adopt the relative distance of the dis-
tance measured along the jet axis where the jet velocity equals 20% of the outlet velocity (du j e t ,20

)
affected by the the relative water depth at this point (hu j e t ,20

). We include the water depth to take
into account the influence of the bathymetric changes and the vertical expansion of the jet. Both
variables are normalized with respect to the values in the basis case in which α= 0° and m = 0%
(denoted by the subscript 0). It reads as:

SR =
du j e t ,200

du j e t ,20

h0

hu j e t ,20

. (5.8)
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Figure 5.3: (a) Jet axis path in the receiving basin with respect to the fixed reference system (x -y ) for different dis-
charge angles and basin bottom slopes. (b) Deflection Rate for different discharge angles and basin bottom slopes.
(c) Spreading Rate for different discharge angles and basin bottom slopes.

With this definition of the SR , for the case of two jets with similar plan shapes and different
basin slopes, a lower spreading (elongated jet) is experienced for the jet in the higher bottom
slope case (its spreading would be much higher if the bottom slope reduces and a rounded jet
arises). Furthermore, Figure 5.3(c) shows that for a given value of α, jet spreading highly de-
creases for increasing slopes up to 1%. Beyond this value SR remains approximately constant
due to the deflection experiences by the jet towards lower water depths.

5.4 River mouth bar morphology

Numerical simulations of bar formation under the influence of river mouth geometry result
in five possible river mouth morphologies: central river mouth bar with or without lateral levees,
side bar with or without lateral levees, and sand-spits (Figure 5.4).

In analogy with Edmonds and Slingerland (2007) we consider the bar to be fully developed
when it forces the flow to change its initial direction. Whereas the central and sided bars make
the flow bifurcate around them, the sand spit produces a complete deviation of the jet towards
the direction perpendicular to the coastline. Similarly to Nardin and Fagherazzi (2012), the pro-
jection along the x ′ axis of the top part of the bar with respect to the river mouth determines
if the final morphology is a central or sided bar. We define a central bar when its projection is
located inside the river mouth, and sided bar when it falls outside.

The influence of the basin geometry on jet hydrodynamics marks the morphological evolu-
tion of a mouth bar. For low discharge angles the jet does not experience deflection and a central
river mouth bar emerges. In this case, a higher bottom slope promotes jet narrowing, favoring the
lateral deposition of sediment close to the jet margins. It allows a configuration in which elon-
gated levees emerge first channelizing the jet and a lengthened mouth bar eventually emerges
to trigger flow bifurcation. The same occurs when the discharge angle is not perpendicular to
the coastline. In this case the higher discharge angle and the consequent jet deflection trigger a
transition from central to sided bar. As in the central river mouth, the formation of lateral levees
depends on the slope of the shelf basin slope. Higher slopes favors the formation of these lateral
levees.

For the highest discharge angles along with sloping basins (α > 30° and m > 0%) cases, the
increasing deflection rate with increasing slopes causes a transition from a sided bar with lateral
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Figure 5.4: Phase space plot of river mouth bar morphology as a function of discharge angle (α) and basin slope (m).
Each area identifies a specific morphology of deposited sediments with an example snapshot depicting the bottom
depth contour map with superimposed velocity vectors: (a) CRMB: central river mouth bar, (b) SRMB: sided river
mouth bar, (c) SS: sand-spit, (d) SRMB+L: sided river mouth bar with lateral levees, and (e) CRMB+L: central river
mouth bar with lateral levees. Stars represent the river mouth bar geometry of different natural systems reported in
Section 5.5.

levees to an updrift sand-spit. In these case the jet is deviated towards a direction almost parallel
to the coast, leading to a ridge of sand connected with the shoreline that completely diverts the
jet.

5.5 Discussion and concluding remarks

This Chapter follows recent efforts on improving the mathematical modeling of physical
processes governing the morphodynamics of river mouth and deltas (Edmonds and Slinger-
land, 2007, 2010; Falcini and Jerolmack, 2010; Nardin and Fagherazzi, 2012; Leonardi et al., 2013;
Mariotti et al., 2013; Nardin et al., 2013; Caldwell and Edmonds, 2014; Canestrelli et al., 2014b;
Leonardi et al., 2014; Fagherazzi et al., 2015; Jiménez-Robles et al., 2016). These processes include
the effect of waves, tides, vegetation, sediment characteristics, sediment eddy diffusivity, poten-
tial vorticity on sediment redistribution, tidal bedding, and mouth geometry. They account for
the inherent complexity of the coastal environment where these landforms are commonly used
to build new land or restore deltaic shorelines threatened by erosion (Paola and Voller, 2005).

In this work we address the influence of the river mouth geometry on a sediment-laden dis-
charge. In particular, we focus on the role of the receiving basin slope and the river discharge
angle. Two main consequences arise. Firstly, the change experienced in the plan view of the jet
was reported by Özsoy and Ünlüata (1982) and Jiménez-Robles et al. (2016). The cause for this
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jet narrowing with increasing basin slope is related to mass continuity and the vertical expansion
experienced by the jet. The second one is related to the deviation of the jet due to the combined
effect of the bottom topography and convective terms. Previous works on coastal flows found
that the path of a jet may be deviated from its straight direction near a boundary and tends to
adhere to this boundary by a phenomenon known as the Coanda effect (Khanin, 1978; Lalli et al.,
2010; Miozzi et al., 2010). Through this boundary layer attachment, the lateral entrainment of
the fluid on the side of the jet closer to the boundary effects a pressure gradient which accelerates
the jet toward the boundary (Hamblin and Carmack, 1978). In our case, the role of the boundary
is played by the updrift coastline. Furthermore, the non-deviation of the jet in our horizontal
cases can be explained by the results of Wind and Vreugdenhil (1986). They investigated the in-
teraction of rip currents and coastal structures and found that the streamlines of the rip current
remains straight and unaltered for an horizontal bottom.

Our morphological simulations suggest that these hydrodynamics implications over a jet
play an important role in the diffusion of conservative pollutants and the initial deposition stages
of suspended sediments influenced by gravitational settling (Özsoy, 1986). From a sedimentary
perspective, five different morphologies arise by modifying the discharge angle and the basin
slope: central or sided river mouth bar, with or without levees, and sand-spits.

The main motivation of this work is to investigate the effect of basin geometry on jet hydrody-
namics. However, where along the worlds coastline would one find the geometry described here?
One of the main concern of the authors is about the fact that many river-deltas and mouth bar
locations characterized by an oblique mouth present such obliquity due to the presence of waves
(Nardin and Fagherazzi, 2012; Nienhuis et al., 2015). Indeed, there are classifications where the
wave dominance is identified trough the inclination of the mouth (Ashton and Giosan, 2011; An-
thony, 2015). Besides, relatively steep offshore slopes are formed most often because of ocean
waves (Nava-Sanchez et al., 1999; Buonaiuto and Kraus, 2003). On the contrary, on active deltaic
coasts not affected by waves (e.g. Wax Lake Delta, LA, USA), the geometry of river mouths is
more often characterized by the jet eroding into river mouth deposits and therefore negative
slopes arise (Lane, 1957). However, the topic of the present work is of interest for a better un-
derstanding of fluvial mouths, located in microtidal shallow seas and coastal lagoons, but also
in lakes and reservoirs.

In this sense, the final river mouth bar configurations obtained in our simulations display
similarities to natural systems in which our imposed conditions are present. Figure 5.5 shows
the mouth morphology of five systems whose main mouth geometrical characteristics were re-
ported in Figure 5.4: Apalachicola river mouth deposits (CRMB, Figure 5.4 (a)), Ochlockonee
river mouth deposits (SRMB, Figure 5.4 (b)), Batchawana river mouth deposits (SS, Figure 5.4
(c)), Goulais river mouth deposits (SRMB+L, Figure 5.4 (d)), and Ramis river mouth deposits
(CRMB+L, Figure 5.4 (e)).

These systems are all fluvially-dominated. Firstly, rivers debouches into lakes (Batchawana
and Goulais rivers in Lake Superior, and Ramis river in Lake Titicaca) or shelter bays
(Apalachicola and Ochlockonee rivers in the bays of the same name) in which the effect of waves
can be reasonably neglected. On the other hand, the analysis of the free available data of river dis-
charges data from USGS station 02359170 (Apalachicola river), USGS station 02330000 (Ochlock-
onee river), Government of Canada station 02BF001 (Batchawana river), Government of Canada
station 02BF014 (Goulais river), and discharge data of the river Ramis from Dejoux (2012) con-
firm the fluvial dominated character of these systems against the tidal influence. The informa-
tion of USGS and Government of Canada stations is freely available in their respective webpages.



5.5 Discussion and concluding remarks 139

Figure 5.5: Satellite images of (a) Apalachicola river mouth deposits (CRMB) [Apalachicola Bay, USA, 29°44’N, 84°56’W,
Image Landsat/Copernicus], (b) Ochlockonee river mouth deposits (SRMB) [Ochlockonee Bay, USA, 29°58’N, 84°26’W,
Imagel’2016 DigitalGloble], (c) Batchawana river mouth deposits (SS) [Batchawana Bay, Lake Superior, Canada,
46°55’N, 84°31’W, l’2016 Cnes/Spot Image], (d) Goulais river mouth deposits (SRMB+L) [Goulais Bay, Lake Supe-
rior, Canada, 46°43’N, 84°27’W, Imagel’2016 DigitalGloble], and (e) Ramis river mouth deposits (CRMB+L) [Lake Titi-
caca, Peru, 15°19’S, 69°45’W, Imagel’2016 CNES/Astrium]. Red arrows indicate discharge directions, red lines indicate
shoreline alignment, red dashed lines indicate bar deposits and green dashed lines indicate lateral levees. [Images
courtesy of Google Earth].

While the discharge angle was inferred from satellite images courtesy of Google Earth, the
value of the mean continental shelf slope was extracted from different sources: NOAA Nautical
Chart 11404 (Apalachicola river), NOAA Nautical Chart 11405 (Ochlockonee river), NOAA Nau-
tical Chart 14962 (Batchawana and Goulais rivers), and bathymetric data from D’Agostino et al.
(2002) (Ramis river) (see star markers in Figure 5.4).

Finally, despite the basin slope was found to be a triggering factor for jet instability (Jiménez-
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Robles et al., 2016), the simulations of the present work where constructed on the basis of a stable
jet. Therefore, the classical coherent structures consisting of phase-correlated, 2-D, counterro-
tating vortical elements that appear across the width of the jet giving it a meandering aspect
were suppressed (Rowland et al., 2009) due to the relatively high bottom friction and low river
velocities imposed on the model set up.



Chapter 6

Influence of the inner shelf characteristics on
turbidity current deposits

This Chapter addresses the role of the slope and friction of the inner shelf on the formation
of sedimentary wedges and seafloor undulations over the latter by turbidity currents usually
linked to short, mountainous, and seasonal fluvial systems. A numerical model of hyper-
pycnal plumes is used. Results suggest that the receiving basin slope highly dominates the
formation and subsequent development of deltaic wedges, whereas the bottom friction dic-
tates the evolution of their wavy structure.

6.1 Introduction

Coastal deltas are accumulations of allochthonous sediment deposited where rivers enter
into the sea, giving rise to the most important depositional facies around the world (Bates, 1953;
Coleman and Wright, 1975; Wright et al., 1974; Orton and Reading, 1993; Masselink et al., 2003).
There is a huge volumen of literature on deltaic environments classification based on qualitative
approaches (Galloway, 1975; Postma, 1990; Boggs, 1995; Reading and Collinson, 1996). There
are several major controlling factors that can be used to formulate a classification of deltas, all of
which can vary between wide limits, producing markedly different resulting deltas and making
the possible combinations between them to be endless.

For the purposes of this current study, classification schemes that focus on the delta-front
regime as well as feeder/basin characteristics are preferred because of the insight they can give
on delta formation processes. We will use the classification scheme proposed by Galloway (1975)
because it has been extensively used, it is simple and has an effective nature, and it offers a suit-
able context for focussing on the scope of the present chapter. The ternary classification system
of Galloway (1975) is based on the relative magnitude of fluvial flow, wave energy and tidal cur-
rents. The interaction and relative strengths of fluvial and marine processes are capable of pro-
ducing a variety of characteristic morphologies and accompanying sedimentary stratigraphies
(Figure 6.2). This is a tripartite classification with three end-members, i.e., fluvial-dominated,
wave-dominated, and tide-dominated, that exemplify the effects of each process when it is the
most relevant controlling factor. Obviously, a wide range of intermediate systems exists between
the three end-member types that mix delta front reworking processes characteristics to varying
degrees of relative magnitude of river, wave and tide power.

This chapter focuses on fluvial-dominated deltas characterized by high-energy events river
discharge, such as storms, into protected seas with minimal nearshore wave energy and a small
tidal prism. These are situations where sediments are delivered by the river faster than they are
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Figure 6.1: Triangular classification of deltaic depositional systems of Galloway (1975). [From Masselink et al. (2003)].

dispersed by waves, tides or ocean currents, causing the adjacent coastline to prograde. The sed-
imentary record of these cases may include the occurrence of sandy deltaic bodies that occur off
these rivers (Fernández-Salas et al., 2015). These are the main morphological feature in which
this work is focused on. They are characterized by a well-defined sigmoidal wedge-shaped cli-
noform that experiences a transition from convex to concave as the water depth increases (Salas
et al., 2008; Ortega-Sánchez et al., 2014; Bárcenas, 2013). Although detailed morphology of deltas
varies from one example to the next, there are a tripartite cross-sectional subdivision of deltaic
clinoforms common to almost all of them (Masselink et al., 2003):

• Delta plain or topset: it is the most active part of the delta and it is where the most of the
sediment delivered from the distributary mouth is deposited, favoring its aggradation. The
topset lies in a quasi horizontal layer over the sediments of past delta fronts.

• Delta front or foreset: it is the steepest part of the delta and marks the location of the delta
during its progradation. It can be seen as a situation in which the distributary delivers sed-
iment to the open sea and causes the delta front to prograde seaward through deposition
of the relatively coarse sediments closest to the coast and the finer sediments further sea-
ward. A distinctive feature of the deltaic profile is the offlap break, i.e., the morphological
boundary between topsets and foresets characterized by a well-defined break in the slope
of the deltaic profile (Adams and Schlager, 2000).
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• Prodelta or bottomset: it is the most seaward region of the deltaic system where only the
finest sediments are able to deposit. The lack of bedload transport, due to the negligible
effect of both waves and tides, and a generally horizontal bed means that the prodelta ag-
grades vertically to produce relatively flat-lying bottomset bed.

Figure 6.2: The three generic morpho-stratigraphic units found in a typical deltaic system: delta plain or topset, delta
front or foreset, and prodelta or bottomset. [From Masselink et al. (2003)].

These deltaic systems are densely populated and they are among the most productive en-
vironments on earth (Syvitski and Saito, 2007). However, anthropogenic and natural changes,
such as river regulation and related variations in sediment supply, changes in land-use prac-
tices, sea-level rise, increase in storm frequency, and land subsidence, threaten these valuable
environments (Ericson et al., 2006; Paola et al., 2011; Syvitski et al., 2009; Bianchi and Allison,
2009). Therefore, is thus crucial for their proper management and restoration new efforts to un-
ravel the basic mechanisms responsible for formation and evolution of the entire deltaic system
(Fagherazzi and Overeem, 2007). In this sense, numerical models constitute a significant tool
that allows the prediction of delta evolution in situations in which it is hard to fully substanti-
ate it with field observations due to the large spatial and temporal scales that characterize delta
evolution (Geleynse et al., 2011; Caldwell and Edmonds, 2014).

There are a variety of distinct agents that take place in these environments and whose inter-
actions could make complex the comprehension of the processes involved: wind waves, tides,
buoyancy, sediment properties, river mouth geometry, frictional effects. That is why in the re-
cent years there have been a flurry of research activities focused on the isolated influence of one
of these factors when on the entire system evolution. (Wright, 1977; Storms et al., 2007; Edmonds
and Slingerland, 2010; Geleynse et al., 2010; Nardin and Fagherazzi, 2012; Leonardi et al., 2013;
Nardin et al., 2013; Caldwell and Edmonds, 2014; Canestrelli et al., 2014b; Jiménez-Robles et al.,
2016).

In this regard, in the present chapter we address the impact of turbidity currents over the
morphology of the continental shelves and ocean basins. When a river contains an elevated
concentration of suspended sediment, to the extent that the river density is greater than that
of the receiving water body, the river can plunge and create a turbidity current. Turbidity cur-
rents, also known as hyperpycnal flows, are negatively buoyant, highly-concentrated, near-bed
suspensions that flow downslope under their own weight (Masselink et al., 2003). These tur-
bidity currents are a major process of sediment transport and erosion in coastal and lacustrine
environments and have been revealed as a major mechanism for delta formation and evolution
(Parker et al., 1986; Gerber et al., 2008). Their occurrence is typical of short, mountainous fluvial
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systems and creeks characterized by seasonal and torrential behavior, as rivers found along the
coast of the Alboran Sea (western Mediterranean basin, Spain) (Bárcenas et al., 2015). Sedimen-
tary morphologies associated with this type of hyperpycnal flows have been studies in small and
steep deltas such as Fujikawa fan delta (Japan) (Soh et al., 1995), El Coyote fan delta in the Gulf of
California (Mexico) (Nava-Sanchez et al., 1999), Eratini River in the NW Gulf of Corinth (Greece)
(Hasiotis et al., 2006), bedforms produced by the Kuroshio Current passing over the northern Izu
Ridge (Japan) (Kubo, 2004), and the small deltaic environments linked to the previously men-
tioned rivers in the northern shelf of the Alboran Sea (Bárcenas et al., 2015).

The difficulty in monitoring turbidity currents in the natural environment because of the un-
predictable nature of these events make that most o our knowledge about these flows is derived
from small scale laboratory experiments (Middleton, 1967; Garcia and Parker, 1993; Alexander
and Morris, 1994; Kubo and Nakajima, 2002; Kubo, 2004). Based on laboratory experiments of
turbidity currents, Chu et al. (1979); Bradford and Katopodes (1999); Kubo and Nakajima (2002)
and Khan et al. (2005) developed turbidity currents numerical model. However, these classi-
cal layer-averaged model present some drawbacks, namely, (i) they do not preserve freshwater
mass, (ii) their equations do not include a pressure term, (iii) the do not considerer effects of
deposition and erosion and (iv) the ambient water entrainment are neglected in their momen-
tum equations. In the extended model of Morales et al. (2009) a new turbidity current model
was proposed trying to overcome all these drawbacks by taking into account all these missing
terms and transport of particles at the bottom. However, the numerical results obtained by this
model when applied to real river systems were not satisfactory. Finally, more sophisticated mod-
els as the ones developed by Mulder and Syvitski (1995) and Macías et al. (2016) have been used
to simulate sediment transport by turbidity currents, with particular application to hyperpycnal
plumes, finding favorably results when comparing marine deposits to model simulations.

The main goal of the present work is to determine the influence of both the receiving basin
slope and the bottom friction coefficient on the formation of the classical submarine deltaic
wedges and on the development of the sea-floor undulations fields located in these deltaic
wedges as a consequence of a highly-concentrated river discharge. Sea-floor undulations are
small-scale morphological features with dimensions ranging between several meters to hun-
dreds of meters in length and between centimeters to several meters in height. Such sea-
floor undulations have been widely reported from a variety of deep-water deltaic environments
(Fernández-Salas et al., 2007, 2015).

Our investigation is limited to a simple geometry and a hyperpycnal effluent in which wind
waves, tides, and Coriolis forces are neglected. To this end, we make use of the turbidity current
model proposed by Macías et al. (2016). This model, which extends and faces the weak points of
the one of Morales et al. (2009), is part of a wider project whose final goal is the development of
realistic two-dimensional turbidity current models to simulate hyperpycnal river flows entering
the sea and spreading over the sea bed producing complex patterns of undulations and bottom
morphology. It was developed by the EDANYA (Ecuaciones Diferenciales, Análisis Numérico y
Apliaciones) group of the Málaga University in the framework of MOSAICO project. The numer-
ical simulations were carried out through the HySEA numerical computing platform managed
by the EDANYA group.

6.2 Numerical model description

The numerical model proposed by Macías et al. (2016) and used in this chapter for simulating
hyperpycnal flows is a one-dimensional layer-averaged model. This finite volume model solves
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in a coupled way the depth-averaged equation of (i) continuity, (ii) momentum, (iii) sediment
conservation in the turbidity flow, (iv) sediment conservation in the erodible bottom of a density
driven flow along with (v) the Exner Equation of bed sediment continuity. This type of model has
been widely used in the simulation of turbidity currents (Bradford and Katopodes, 1999; Kubo
and Nakajima, 2002; Khan et al., 2005; Morales et al., 2009) and has the advantage of being less
expensive computationally than a fully two-dimensional model. The equations that form the
basis of this shallow water model, considering ns species of sediment transported by the river,
read:
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where u is the depth-average velocity of the turbidity current, h is the turbidity flow thick-
ness, x is the longitudinal coordinate of the system, t is time,ϕη represents the ambient water of
the receiving basin that is entrained in the turbidity flow by turbulence,ϕb represent the net flux

of sediment deposition and erosion of all the species (ϕb =
∑ns

j=1ϕ
j
b ) which models the transfer-

ence of sediments between the turbidity current and the seabed, g is acceleration due to gravity,
R0 is the submerged specific gravity of the turbidity flow defined as:

R0 =
ρ0−ρw

ρ0
, (6.2)

in whichρ0 andρw are the density of the freshwater transported by the river and the density
of the ambient fluid (in general de sea) respectively, Rc is the averaged submerged specific gravity
of the sediments defined as:

Rc =
ns∑
j=1

R j c j , (6.3)

where R j is the averaged submerged specific gravity of each of the ns species of sediment:

R j =
ρ j −ρ0

ρ0
, (6.4)

in whichρ j is the density of each sediment specie, H is the nonerodible bottom depth mea-
sured from a given fixed level (mean sea level or free surface of water), zb is the erodible sediment
layer thickness, τ is the friction term, c j is the vertically averaged volume concentration of the
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j t h specie of sediment in the turbidity plume, ξ is a porosity term (ξ= 1/(1−γ)), γ is the porosity
of the erodible layer, pj is the volume fraction of the j t h specie of sediment in the erodible layer,
and qb is the sediment bedload flux per unit width in the x direction. A sketch of a turbidity
current along with the variables described above is presented in Figure 6.3.
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where h is the turbidity current thickness; zb is the erodible sediment layer; u is
depth average-velocity; �⌘ is the amount of sea water entrained and mixed by
turbulence to the plume; �b =

Pns
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b, is the total erosion/deposition flux (as
the sum of the erosion/deposition fluxes for all the species) which models the
transfer of sediment between the bed and the plume; g is the gravity constant;
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; Rc is the averaged concentration defined as:

Rc =
nsX

j=1

Rjcj where Rj =
⇢j � ⇢0

⇢0
, for j = 1, . . . , ns;

H is the non-erodible bottom depth measured from a given fixed level; ⌧ is
the friction term; cj is the vertically averaged volume concentration of the jth

sediment (for j = 1, . . . , ns); ⇠ = 1/(1 � �), being � the porosity of the sedi-
ment layer; qb is the solid bedload transport flux. In this work qb and �⌘ are
neglected and only the e↵ects due to erosion and deposition will be considered.
(See Figure 1)
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Fig. 1. Sketch of a hyperpycnal plume.

3 Parameterizations

The variables of the model are hyperpycnal plume thickness h, average-
velocity u, averaged volume concentrations cj for j = 1, . . . , ns and the erodible
bottom layer thickness zb that can evolve in time due to deposition and/or

4

Figure 6.3: Sketch of a turbidity current and basic notation.

Variables to be determined by the model are the hyperpycnal plume thickness h , the depth-
average velocity of the turbidity current u , the ns sediment volumetric concentrations c j , and
the erodible bottom layer thickness zb . The rest of the terms must be parametrized as functions
of these unknowns and other known variables in order to close the model conveniently.

The parametrization used for describing the physics of the water entrainment mechanism
(ϕη) is the one employed by Kubo and Nakajima (2002):

ϕη = Ew u , (6.5)

in which Ew is a water entrainment coefficient given by the empirical relationship:

Ew =
0.00153

0.0204+ℜi
, (6.6)

where the Richardson number,ℜi , is defined as:

ℜi =
Rc g h

u 2
. (6.7)

With respect to the parametrization of the exchange of the j t h specie of sediment between

the erodible bed and the hyperpycnal plume, ϕ
j
b , the addition of two different sediment fluxes,

one for erosion, F
j

e , and another one for deposition, F
j

d , are employed. The total sediment trans-
fer between the bottom and the plume,ϕb , is described as the sum of all the sediment fluxes for
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the ns species:

ϕb =
ns∑
j=1

ϕ
j
b =

ns∑
j=1

�
F j

e − F
j

d

�
. (6.8)

The rate of deposition, F
j

d , is described as the product of the settling velocity of the sediment

specie j t h , w
j

s , and its fractional concentration of suspension at the bed, c
j

b :

F
j

d =w j
s c

j
b . (6.9)

A number of relations for terminal fall velocity for the case of nonspherical (natural) particles
can be found in the literature. Dietrich (1982) analyzed fall velocity data for natural particles and
used dimensional analysis to obtain the useful fit:

w j
s =

r
g R j d

j
s

¦
exp

�−b1+ b2 ln (ℜ j
p )− b3[ln (ℜ j

p )]
2− b4[ln (ℜ j

p )]
3+ b5[ln (ℜ j

p )]
4
�©

(6.10)

where b1 = 2.891394, b2 = 0.95296, b3 = 0.056835, b4 = 0.002892, b5 = 0.000245, ℜ j
p is the

Reynolds particle number of the j t h specie:

ℜ j
p =

Ç
R j g d

j
s d

j
s

ν
, (6.11)

d
j

s is the mean diameter size of the j t h specie of sediment, and ν is the kinematic viscosity of

the plume water. The sediment concentration at the bed, c
j

b , can be related to the layer-averaged
concentration by a factor of 2 (García, 1993; Altinaker et al., 1996). However, the expression em-
ployed by Bradford and Katopodes (1999) for poorly sorted sediments is used for its estimation.
This expression is:

c
j

b

c j
= 0.4

�
d

j
s

ds g

�1.64

+1.64, (6.12)

in which ds g denotes the geometric mean size of the suspended sediment mixture.

In order to describe the rates of erosion flux from the bed to the turbidity current of the j t h

specie of sediment a sediment entrainment coefficient, E
j

s , is used:

F j
e =w j

s pj E j
s . (6.13)

The expression proposed by Garcia and Parker (1993) is used to determine the j t h sediment
entrainment coefficient:

E j
s =

1.3 ·10−7Z 5
j

1+4.3 ·10−7Z 5
j

, (6.14)
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in which

Z j =α1

p
cD |u |
w

j
s

ℜ jα2

p , (6.15)

where

(α1,α2) =

(
(1.000, 0.600) forℜ j

p > 2.36,

(0.586, 1.230) forℜ j
p ≤ 2.36,

(6.16)

and cD is a bed drag coefficient which in the present model of Macías et al. (2016) is
parametrized as a function of the turbidity plume thickness and the Manning’s roughness co-
efficient (M ):

cD = g
M 2

h 1/3
. (6.17)

On the other, in this work the influence of the bedload fluxes of sediment are neglected and
only the effects due to vertical fluxes of sediment exchange between erodible bed and turbidity
plume (erosion/deposition) are considered.

With respect to the friction term τ, experimental tests suggested that the main drawbacks
of the original model of Morales et al. (2009) resulted from the simple parameterization of this
term, by which:

τ=τb +τi =−cD |u |u −αcD |u |u =−(1+α)cD |u |u , (6.18)

where the termτb parametrizes the friction between the hyperpycnal plume and the sea bot-
tom, the term τi represents the friction between fluids (hyperpycnal plume and ambient fluid),
and α is the ratio between these two friction terms (α=τi /τb ). In order to improve results from
Morales et al. (2009), Macías et al. (2016) proposed a separately parameterization of this term.

A Manning-type parameterization is imposed for the friction in the erodible bottom-
hyperpycnal flow interface:

τb =−g h
M 2

h 4/3
|u |u . (6.19)

With respect to parameterization of the friction term in the plume-ambient water interface,
a law that considers both the turbidity current and fresh ambient water layers thickness is con-
sidered:

τi =− α(h1)h
r h1+h

|u |u , (6.20)

where h1 =max{H − (zb +h ), 0} represents the ambient fluid layer thickness, and r =ρw /ρt

is the ratio between the density of the ambient fluid, ρw , and the density of the turbidity flow,
ρt , which is defined as:

ρt =ρ0

 
1−

ns∑
j=1

c j

!
+

ns∑
j=1

c jρ j . (6.21)
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The functionα(h1)models the intensity of the friction term as a function of the ambitent fluid
layer thickness, which ranges between a user-defined minimal value ofαma x and a user-defined
maximum value of αmi n through the following expression:

α(h1) = (αmi n (1−F (χ))+αma xF (χ))h1, (6.22)

where

F (χ) =
�
χ(1+χ)

1+χ2

�2

, (6.23)

χ =


h1

HR
if h1 ≤HR

1 if h1 >HR ,

(6.24)

and HR is a reference depth. For a detailed description of the numerical scheme followed in
the resolution of the problem, the reader is referred to Macías et al. (2013).

6.3 Numerical experiments

The simulations presented herein are designed to reproduce the sedimentological conditions
of a river debouching into a sheltered bay devoid of tides and waves, but with the presence of
buoyancy forces due to the high concentration of sediment carried by the river. Two main factors
are going to be varied in order to assess how do they influence the formation of deltaic wedges
and seafloor undulations: initial slope of the receiving continental shelf and its bottom friction
factor.

Seven different bathymetric profiles are considered. All of them have a piecewise linear pro-
file composed by two regions of different slope. A first one close the coast of 2000 m length with
varying slope between simulations of values 0.3°, 0.5°, 1.0°, 1.25°, 1.5°, 1.75°, and 2°; and a second
one (offshore profile) of 1000 m length with constant slope between simulations of 0.3°(Figure
6.4).

On the other hand, seven different Manning coefficients have been used between simula-
tions. The imposed values were 0.0075, 0.01, 0.015, 0.0175, 0.0225, 0.03 and 0.045. The com-
bination of these values with the different initial bathymetric profiles gave rise to a total of 49
simulations, all of them along a period of 5 days.

Boundary conditions: A river discharge is assumed to be constant and equal to 1 m 2/s
throughout the simulations in the river mouth boundary (x = 0 m) of the model. Recall that
m 2/s are flow units since model is 1D. This value must be multiplied by river mouth width to
obtain usual S.I. units for flow, i.e., m 3/s . According to Mulder and Syvitski (1995), an imposed
sediment volumetric concentration equal to 20 % in the river discharge will produce a hyperpy-
cnal plumes. This mixture of sediment is composed by the same proportion of three different
species of sediment. The properties of each one of these species is gathered in Table 6.1. On
the other hand, the seaward boundary (x = 3000 m) of the system is assumed to be an open
boundary through which the sediment leaves the computational domain.
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Figure 6.4: Piecewise linear bathymetric profiles used for the numerical simulations.

Initial conditions: All simulations starts from the simplifying condition of a sediment-laden
flow entering a standing body of water devoid of marine processes such as waves and tides. The
erodible bed layer is initialized with an initial thickness of 25 m . This layer thickness guarantees
the positivity of the volumetric concentration of sediments in the erodible sediment layer dur-
ing the simulation. In addition, it is composed by the same proportion of the three species of
sediment presented in Table 6.1.

Sediment Properties
Specie 1 Specie 2 Specie 3

Mean diameter ds (µm) 400 350 300
Sediment Density ρs (k g /m 3) 1930 1922 1900
Settling Velocity ws (m/s ) 0.0295 0.0243 0.0191

Table 6.1: Sediments properties of the three species composing the granular material of the simulations.

The rest of the parameters that remain unchanged in all the numerical simulations are col-
lected in Table 6.2.

6.4 Results

In this Section we present the results of the set of 49 numerical experiments of 5 days du-
ration in which we have simulated the influence that a turbidity plume of constant flow has on
the evolution of the continental shelf. We address the influence that the receiving basin slope
and receiving basin floor friction have on the formation and evolution of a deltaic wedge (mor-
phological units of large scale) and on the genesis of seafloor undulations (morphological unit of
small scale) over the foreset of the deltaic wedge. Computed seafloor bathymetric data obtained
from the HySEA numerical computing platform and using the numerical model of turbidity cur-
rents simulation of Macías et al. (2016) provide complete information of the sedimentological
processes that are intended to study.



6.4 Results 151

Simulation Paramenters
Sediment species 3
Ocean density ρw (k g /m 3) 1020
Water plume density ρ0 (k g /m 3) 1028
kinematic viscosity of water (m 2/s ) 1.36 ·10−6

Reference depth HR (m) 30.0
Time step (s ) 1.0
Number of computational elements 3001
Entrainment coefficient Ew 0.001
Erodible bed porosity γ 10%
αmi n 0.001
αma x 0.015

Table 6.2: Parameters used in the numerical experiments.

In this regard, Figure 6.5 depicts the temporal evolution of the deltaic wedge and seafloor
undulations in some case in which the initial bathymetric profile of the receiving basin slope
is fixed and the bottom friction is varied between simulations, whereas in Figure 6.6 result of
simulations in which we set the bottom friction and the initial slope of the bathymetric profile
changes between simulations are shown. The results obtained are described below, focusing our
attention both in the large scale morphological units (deltaic wedges, Section 6.4.1) and in the
small clase morphological units (seafloor undulations, Section 6.4.2).

6.4.1 Characterization of large scale morphological units: deltaic wedges

In the present contribution we consider that a deltaic wedge is formed and can be considered
as completely developed once a topset with a total length higher than a threshold value of 100
m emerges from the coastline up to the offlap-break position. For its part, the position of the
offlap-break will be defined by the location at which the mean alignment of the first 100 m of
the topset is away from the computed seafloor bathymetry more than 0.25 m. The most seaward
part of the deltaic wedge or is here named distal limit. This distal limit will be defined as the
position at which the sedimentological deposit of the deltaic wedge at the end of the simulation
is lower than a threshold value of 0.25 m.

The morphological parameters that define a deltaic wedge and that have computed from the
simulated bathymetric profile after 5 days of simulation are in order to characterize these large
scale morphological units are: (i) deltaic wedge length (xLD ), measured as horizontal distance
between the coast and the distal limit of the deltaic wedge, (ii) distal limit depth (yLD ), (iii) topset
length or distance of the offlap-break from the coastline (xO B ), (iv) offlap-break elevation (yO B ),
(v) foreset slope (Sf ), and (vi) formation or not formation of a distal deposit (Dd ) where the initial
bathymetry changes its slope. The results obtained for these variables are shown graphically in
Figure 6.7 and are numerically gathered in Table 6.3.

In order to compute the foreset slope, a curve fitting of the morphology of submarine deltaic
profiles seawards from the offlap-break and up to the distal limit, i.e., the foreset part of a typical
clinoform, has been performed following the methodology introduced by Adams and Schlager
(2000). They assume that most of the profiles submarine slope profiles can be quantified using
three simple mathematical equations: a linear equation, a negative exponential, and a Gaussian
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Figure 6.5: Deltaic wedge and seafloor undulations formation and evolution at different stages (every 12 hours) of
the numerical simulations during a total period of 5 days. All simulations are carried out over a fixed initial piecewise
linear bathymetric profile (initial slope= 1.25°, offshore slope= 0.3°) and different Manning coefficients between sim-
ulations: 0.0075 (A), 0.01 (B), 0.0225 (C), and 0.03 (D). Flow inputs, sediment properties and the remaining numerical
parameters are given in Section 6.3.
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Figure 6.6: Deltaic wedge and seafloor undulations formation and evolution at different stages (every 12 hours) of the
numerical simulations during a total period of 5 days. All simulations are carried out with a fixed Manning coefficient
of 0.0225 and over a different initial piecewise linear bathymetric profile with initial slope: 0.3°(A), 1°(B), 1.5°(C), and
2°(d), and offshore slope= 0.3°). Flow inputs, sediment properties and the remaining numerical parameters are given
in Section 6.3.
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function. In this work we have fitted the foreset to a linear profile due its simplicity and simple
implementation. Thus, the foreset slope is defined as:

Sf = atan
�

xLD − xOB

|yOB−yLD|
�

. (6.25)

From Figure 6.7 we can state that the morphometric parameters of the deltaic wedge, with
the exception of the offlap-break elevation, follow a more or less important relationship of pro-
portionality with the initial slope of the bathymetric profile. It can be inferred from the exis-
tence of vertical contours in the different subplots in Figure 6.7. In what concerns the interplay
between the slope of the initial bathymetric profile and the bottom friction coefficient for the
deltaic wedge to form, it is observed that the system is unable to develop a deltaic wedge for
high Manning coefficient values in the simulation time that we have imposed. This limit value
of friction for the formation of deltaic wedge increases with smaller values of the bathymetric
slope of the continental shelf. The cases in which no deltaic wedges arise are plotted with white
colors in Figure 6.7. These cases are characterized by laminar deposits, i.e., not wedge-shaped
(Figure 6.5 (F) and Figure 6.6 (D)).

The deltaic wedge length (Figure 6.7 (A)) and the topset length (Figure 6.7 (B)) depict a sim-
ilar behaviour with respect to the seafloor bottom friction. These morphological parameters
decrease when the Manning coefficient increases. However, these parameters follow an inverse
trend with respect to the receiving basin slope. While the deltaic wedge length increases under
higher values of the receiving basin slope, the topset length decreases. It has a direct conse-
quence on the average foreset slope (Figure 6.7 (C)). Computed values of this slope using equa-
tion 6.25 show that the resulting foreset slope increase with higher values of the initial receiving
basin slope, which makes the offlap-break sharper. On the other hand, its trend as a function of
the Manning friction coefficient is not as direct as in the case of the bottom slope. Nevertheless,
we can state that the foreset slope decreases with higher values of Manning friction coefficient.
As expected, distal limit depth shows a clear linear trend to increase when the initial slope in-
crease (Figure 6.7 (D)). However, it does not seem to be a clear connection between distal limit
and bottom friction since contour lines in Figure 6.7 (D) are vertical. As previously mentioned,
offlap-break elevation do not follow an evident trend as a function of both the receiving basin
slope and friction (Figure 6.7 (E)). Obtained values, which ranges between 0 and 0.5 meters, show
a high variability regardless initial conditions imposed to the model. We argue this can be due
to this low ranges of variability and the high degree of sedimentary activity of these systems, in
which the existence or not of a undulation crest in the offlap-break position can significantly al-
ter its elevation with respect to the mean sea level (Figures 6.5 and 6.6). Finally, the existence of
distal deposits arises in simultions characterized by high values of basin slope (Figure 6.7 (F)).
In these cases, the higher is this slope, the higher is the ability of the system to form these distal
deposits with lower values of bottom friction.

Finally, with respect to the internal structure of the deltaic wedge with time, it is observed that
the separation between two consecutive bathymetric profiles is smaller for higher friction values
and higher for steeper slopes of the receiving basin (Figures 6.5 and 6.6 respectively). Regarding
the erosive power of the simulated turbidity flow, for higher values and higher initial slopes of
the bottom friction erosive effects on the initial seafloor are observed. This eroded areas, which
takes place mainly in the middle portion of the profile, are determined by the regions in which the
computed bathymetric profiles lie below the initial bathymetry. Besides, these areas subjected
to erosive processes are located further seaward when both the the friction and the slope of the
initial seafloor are high (Figures 6.5 and 6.6)
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Figure 6.7: Contour plots of the main morphological parameters that characterize the deltaic wedges as a function
of the slope of the receiving basin and the Manning friction coefficient of the seafloor: Deltaic wedge length (A),
topset length (B), foreset slope (C), distal limit depth (D), offlap-break elevation (E), and formation of a distal deposit
(F). Black markers represents the simulated values of each morphological parameters obtained with our numerical
simulations. Flow inputs, sediment properties and the remaining numerical parameters are given in Section 6.3.

6.4.2 Characterization of small scale morphological units: seafloor undulations

Seafloor undulations are sediment waves over the foreset of the deltaic wedge formed by the
action of the turbidity current flowing across the seabed. These morphological units of small
scale have been identified over some deltaic foresets around the Alboran Sea (Fernández-Salas
et al., 2007; Lobo et al., 2015).
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A simple algorithm has been implemented to determine the seafloor undulations proper-
ties for a given deltaic bathymetric profile. A Butterworth low pass filter has been applied to the
topset profile at the end of each simulation in which a deltaic wedge was formed in order to re-
move the profile oscillations in bathymetric data while keeping the global trend of the profile
(Figure 6.8). Then, the filtered foreset (red broken line) was subtracted from the foreset obtained
with the numerical model (black line), giving rise to the isolated seafloor undulations profile de-
picted in Figure 6.9. Over this profile we have determined the basis of each undulations (blue
circles in Figure 6.9) and the crest of the undulations (red asterisks in Figure 6.9). In the cases
in which several crests were detected over a single undulations, the one with the highest eleva-
tion was chosen as the undulation crest. Using these singular points, different morphometric
characteristics of the seafloor undulations can be used to describe the shape of seafloor undula-
tions. These morphometric characteristics are: (i) number of seafloor undulations (Nu , number
of undulation crests over a given foreset), (ii) mean seafloor undulations length that quantifies
the dominant visual scale in the flow direction (Lu , average distance between two consecutive
undulation basis point of the entire foreset), (iii) mean seafloor undulations height (Hu , average
crest elevation of the entire foreset), (iv) mean seafloor undulation form index (I f = Lu/Hu ), and
(v) the mean seafloor undulation asymmetry index (Is = L s /L l , where L s and L l are the aver-
age length of the wave seaward and landward respectively, i.e., the average distance between the
undulation crest and the closest seaward and landward undulation basis of the entire foreset).
The results obtained for these variables are shown graphically in Figure 6.10 and are numerically
gathered in Table 6.3.
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Figure 6.8: Seafloor undulations over the foreset of the deltaic wedge and filtered foreset at the end of the simulation
(5 days). This simulation corresponds to the numerical experiments with an initial piecewise linear bathymetric
profile with initial slope of 1 and a Manning coefficient of 0.0225. Flow inputs, sediment properties and the remaining
numerical parameters are given in Section 6.3.

From Figure 6.10 it is shown that friction is the main factor controlling the formation os these
seafloor undulations and that the basin slope plays a negligible role in their genesis. It can be
observed from the horizontal contours in Figures 6.10 (A), (B), and (C). In this sense, the num-
ber of seafloor undulations over the foreset increases with higher Manning friction coefficient of
the bed. Indeed, in the simulations in which the Manning coefficient was set smaller than 0.01
no seafloor undulations where developed and a flat foreset arose (see for example Figure 6.6
(A)). Both the mean seafloor undulation length (Figure 6.10 (B)) and the mean seafloor undula-
tion height (Figure 6.10 (C)) tend to decrease with higher values of Manning friction coefficient.
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and a Manning coefficient of 0.0225. Flow inputs, sediment properties and the remaining numerical parameters are
given in Section 6.3.

Thus, higher Manning friction coefficient give rise to shorter and flatter undulations. Besides,
the previous three variables remain approximately constant regardless the initial receiving basin
slope. On the other hand, the mean seafloor undulations form index, which provides a measure
of the steepness of the undulations, shows a clear basin slope dependence, while its value seems
to be independent of its friction. Steeper basins generate steeper undulation (I f → 0). Finally,
the asymmetry index, which defines the plan-view aspect ratio of the undulations field, does not
depict a clear dependence of the basin slope and Manning friction coefficient.

Regarding the time required for the system to develop a seafloor undulations field, we ob-
serve that the smaller is the friction coefficient, the higher is this time (see panels (A), (B), and
(C) in Figure 6.5).
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Figure 6.10: Contour plots of the main morphological parameters that characterize the seafloor undulations over a
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6.5 Discussion and concluding remarks

A total of 49 numerical experiments have been carried out using the one dimensional model
proposed by Macías et al. (2016) based on the depth-averaged equation of mass, momentum
and sediment conservation of turbidity currents along with the Exner Equation of bed sediment
continuity. This model has the capability to simulate the the evolution of an erodible bed due to
sediment entrainment and deposition effects related to a turbidity current. This study has pre-
sented new insights into the formation of deltaic wedges and sediment waves (seafloor undula-
tions over the deltaic wedge) by turbidity currents as a function of the slope of the receiving basin
(continental shelf) and of the Manning friction coefficient of the seabed. The results obtained
from the numerical experiments focus on the geomorphic characterization of both large scale
morphological units (typical deltaic wedges with a tripartite cross-sectional subdivision topset,
foreset, and bottomset) and small scale morphological units (seafloor undulations developed
over the foreset).

Simulations suggest that the receiving basin slope and the bottom friction has a strong influ-
ence on the development of these morphological units. While the receiving basin slope highly
dominates the formation and subsequent development of deltaic wedges, the bottom friction
dictates the evolution of seafloor undulations. As a general rule, higher slopes give rise to larger
deltaic wedges, shorter topsets, and steeper foresets. On the other hand, rougher beds (higher
Manning friction coefficients) favor the formation of a greater number of seafloor undulations,
but reduces both the length and the height of the undulation. Finally, higher values of the Man-
ning coefficient produce shorter deltaic wedges. It is due to the reduction of the ability of the
river flow to carry sediment further seaward as a consequence of the higher deceleration that it
experiences.

Many work still remains to be done on this research line of turbidity currents. The one-
dimensional model employed here is a simplified representation of the flow and sedimentary
processes which occur in subaqueous turbidity currents. The model represents an initial effort
to quantify the effects of basin slope and bottom friction on the mechanics of turbidity currents
and of the characteristics of the resulting deposits from a theoretical point of view. Besides, it in-
cludes some arbitrary assumptions and parameterizations due to lack of thorough understand-
ing of turbidity current dynamics that can put results under judgment. In this sense, the veri-
fication of model results through field observations is a key task that must be done in order to
validate the model performance. Despite not having imposed boundary or initial conditions of
real situations observed in the nature, results from the model agree with field observations re-
ported by Fernández-Salas et al. (2007). In this work, seafloor undulations lengths and heights
measured in the Alboran Sea undulations (Guadalfeo and Verde river deltas) have the same order
of magnitude as the ones computed with the model, with values of undulations length ranging
from 50 to 100 m, and values of undulations height ranging from 0.5 to 1 m. Thus, the wavy struc-
tures reproduced in the model predictions are likely natural. This agreement encourages us in
the task of addressing which are the most suitable parametrizations of the different processes
involved in turbidity current simulations based on real bathymetric profiles and river discharge
conditions that feed the model. Finally, natural sea bed undulations are the result of many events
of turbidity currents over long periods of time (Khan et al., 2005). However, we have considered
only one event in each simulation. Simulation of numerous turbidity events (and not only an
unique event, as in our simulations) may lead to a better understanding of the seabed structure
of the continental shelf.



Chapter 7

Conclusions and future research

7.1 Main conclusions

Coastal environments are crucial systems from ecological and socio-economic perspectives.
They are subjected to a variety of static and dynamic factors that drive and control them. Be-
sides, coastal environments encompass a large variety of coastal units which response to par-
ticular environmental conditions is aimed to be understood. The global assessment of how the
coastal environment dynamically evolves is a challenge that can only be addressed if a systematic
analysis of its behavior under specific conditions is accomplished. In this connection it is useful
to deal with the complexity of specific units of the coastal environment subjected to particular
environmental conditions following a zoning criterion. This Thesis is then based on a sequen-
tial methodology organized around the spatial zonation of different coastal units, namely, tidal
channels, systems of shallow coastal bays, river mouth, and inner shelf. To gain insight into some
questions that still remain unclear with regard to the hydrodynamic and morphodynamic pro-
cesses that govern their evolution, a series of numerical models have been developed/employed.

The main objective of this Thesis was then “to numerically explore and understand the quan-
titative testing of specific and unclear hydro-morphodynamic processes that take place at differ-
ent spatial- and temporal-scales on fluvial/tide-dominated coastal environments, encompassing
different coastal units: tidal channel, a shallow coastal bays, river mouth bar, and inner shelf ’’.
Important questions concerning the fate of these different coastal units were raised in Chapter
1. We can now provide answers to these questions as an attempt to gather the most significant
conclusions and results associated with this work. The response to these questions, in turn, con-
stitutes the accomplishment of the objectives contemplated in Section 1.2:

• To develop a coupled onshore and offshore numerical model in order to analyze the
hydro-morphodynamics feedbacks between tidal channels and related discharge plumes in
semienclosed tidal embayments.

The numerical model of Lanzoni and Seminara (2002) concerning hydro-morphodynamic
evolution of funnel-shaped tidal channels was used and extended with the aim of including
the influence of the offshore discharge plumes. Thus, in the offshore flow motion two well-
differentiated phases with a particular flow treatment, based on a numerical/analytical 2D
model, were considered: the ebb and flood offshore flow field. For the ebb-phase, jet the-
ory has been extensively used to describe processes experienced by water discharges into
resting reservoirs of water. Regarding the flood-phase, potential flow theory allows for an
analytic determination of the flow characteristics. Flood field was then modeled as a plane,
irrotational and inviscid sink flow, and a Scharwz-Christoffel conformal transformation
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was finally used to map the flow field near the inlet region. Besides, the sediment flux anal-
ysis is not restricted to classical algebraic sediment transport equations that adapt the sedi-
ment load instantaneously to local flow conditions. This assumption is particularly severe
close to the slack water periods when equilibrium between erosion and deposition can-
not occur, as sediments simply settle in a quasi-quiescent water body. Thus, onshore and
offshore regions are morphodynamically coupled through an advection-difussion equa-
tion of the suspended material. This formulation allows for a consideration of scour and
settling lag effects, which in turn may contribute appreciably to the residual flux in tidal
channels. Model results are in good agreement with the bathymetric profile of the Punta
Umbría ría, a tidal channel in Southwestern Spain.

Our numerical experiments show that the tidal channel bed evolves asymptotically leading
to a progressive decrease of the tidal distortion and therefore of the net sediment flux ev-
erywhere up to reach an equilibrium state characterized by a concave upwards profile and
by a well-defined depth at the inlet section. Besides, the presence of the offshore plume
makes the seaward concavity of the profile reduce and consequently smaller inlet depths
arise. This condition can be also attained for tidal channels as their convergence length
decreases. The feedback between channel and plume also makes the plume reduce its
velocity, width and sediment concentration over time, which in turn reduces the net ero-
sion/deposition of material in the continental shelf and the consequent ability for tidal
channel to generate mouth bars.

• To evaluate how intense storm events affect the resilience of a coastal bays system.

Recent geological evidence suggests that some extreme storm events may cause significant
marsh erosion in shallow coastal bays systems. This has major implications for coastal in-
undation risk to lives and property, as well as the resilience of these coastal wetlands to a
changing climate. We studied the relationship between storm intensity and net sediment
fluxes in the Virginia Coast Reserve (VCR), a system of salt marshes and coastal bays along
the Atlantic side of the Delmarva Peninsula, USA. To investigate the processes that deter-
mine sediment fluxes between the VCR and open sea, we used the fully coupled coastal
hydrodynamic, sediment transport and wave model Delft3D-SWAN. This work builds on
high-resolution bottom sediment distributions in the Virginia Coast Reserve (VCR), bathy-
metric and climate data which allowed for the model calibration and validation. A sedi-
ment budget was developed for these coastal bays is imperative to understanding how the
sediment fluxes exchanges and how storm events affect the resilience of the system. We
found that the duration and amount of storm surge have the most significant influence
on the amount of sediment imported during a storm event. Thus, results suggest that in-
creased storminess may continue to increase the resilience of coastal bays, providing the
material necessary to counteract rising sea levels and increasing the systems resilience. In-
deed, yearly mean accumulation of sediment within the domain from the modeled storms
during the 5 years of simulations ranged from 2.01 mm to 5.30 mm.

• To analyze the effects of basin bottom slope at the river mouth on the discharge dynamics
and on the related sedimentary processes.

A theoretical model of jet-theory and the high-resolution hydro-morphodynamic model
Delft3D were employed to explore how the receiving basins slope alter the hydrodynamic
structure of an entering sediment-laden turbulent jet and its consequences on related sed-
imentary patterns. An updated turbulent jet theory is proposed with a slope-dependent
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entrainment coefficient. Numerical results suggested that the entrainment coefficient dis-
plays a power law increase as the slope of the receiving basin increases. Besides, the basin
slope alters jet dynamics and favors the formation of an unstable meandering jet, i.e., sta-
bility analysis must considerer variations in the bathymetric profile. On the other hand,
jet instability dominates sediment delivery and the resulting deposition patterns. While
stable jets give rise to “middle-ground” bars accompanied by bifurcating channels, a “lu-
nate” mouth bar results from unstable jets. Moreover, river mouth bar time formation and
sedimentary processes are governed by basin slope: mouth bars require more time to form
in steeper basins, and the ratio of progradation to aggradation sedimentary processes de-
creases with higher basin slopes. Their formation is a key geomorphological crucial to delta
progradation. Delta networks are formed predominantly by bifurcation around fossilized
location of mouth bars. In this sense, we found that the minimum relative water depth over
a bar crest that forces the flow to bifurcate around a fully developed bar decreases with the
basin slope.

• To establish a framework of mouth bar morphologies as a function of the basin slope and
the river discharge angle.

We addressed the role of the receiving basin slope and the river discharge angle in the hy-
drodynamics of an exiting sediment-laden turbulent jet and in the resulting mouth bar
morphologies using the high-resolution hydro-morphodynamic model Delft3D. Changes
in the discharge angle and the basin slope of the river mouth alter the jet direction and its
planform shape. The jet deviation increases for high discharge angles and high basin slope
combinations. The discharge angle is triggering factor for jet deflection, whereas the basin
slope acts as an amplifying factor of the jet deviation. On the other hand, the increase in
basin bottom slope results in a lower lateral spreading of the jet. Besides, for a given dis-
charge angle, higher slopes give rise to wider jets due to their deviation towards shallower
waters due to mass continuity and the lower vertical expansion experienced by the jet.

The influence of the basin geometry on jet hydrodynamics marks the sedimentary pro-
cesses at the river mouth, resulting in five possible morphologies: central river mouth bar
with or without lateral levees, side bar with or without lateral levees, and sand-spits. A
phase space plot of mouth bar morphology as a function of the receiving basin slope and
the river discharge angle is then defined. The final bar configurations display similarities
to natural systems whose river mouth geometries are mimicked by the geometries set in
our simulations.

• To determine the role of the inner shelf characteristics on the sedimentary processes of tur-
bidity currents.

The role of the slope and friction of the inner shelf on the formation of sedimentary
wedges and seafloor undulations over the latter by turbidity currents usually linked to
short, mountainous, and seasonal fluvial systems is addressed using a numerical model
developed by the EDANYA group of the Málaga University. Results suggest that the receiv-
ing basin slope dominates the formation and subsequent development of deltaic wedges
(higher slopes give rise to larger deltaic wedges, shorter topsets, and steeper foresets),
whereas the bottom friction dictates the evolution of seafloor undulations (rougher beds
favor the formation of a greater number of seafloor undulations, and reduces both the
length and the height of the undulation).
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7.2 Future research

After the analysis of the results, many questions remain concerning the evolution of these
coastal units subjected to different environmental conditions. Between these environmental
factors, the wide variety of different sources of coastal energy, mainly terrestrial (river outflow)
and marine (waves and tides), will undoubtedly alter the fate of these systems. However, our
studies focused on tidal channels (Chapter 2) and river mouths (Chapters 4 and 5) have been
carried out by isolating the effects of tidal currents and river outflows respectively. Because these
external forcings drive and control coastal systems, the combination of all of them and variations
in their relative intensity are responsible for the morphological diversity in the coastal geomor-
phology. These external forcings comprise real boundary conditions which relative influence
must be addressed in order to go further in the analysis of hydro-morphodynamic processes in
coastal environments. For these reasons, the following lines for future research arise:

• Although tidal currents play a dominant role in controlling hydro-morphodynamics of
tidal channels, wave activity and the possible influence of river discharge may become
progressively important in the outer and inner portions of an estuary linked to its off-
shore plume. Previous attempts to evaluate the effects of opposing waves on discharge
plumes were done by Ismail and Wiegel (1983), Bolla Pittaluga et al. (2015) investigated
the morphodynamic equilibrium of tidally dominated alluvial estuaries concerning com-
bined tidal-fluvial cases, and Tambroni and Seminara (2006) included a littoral current in
the modeling of the flood field in the near inlet region which can be used to simulate the
stokes drift velocity related to the wave motion. For more realistic simulations, the inte-
gration of these physical processes into our tidal channel-plume model, whose validity is
strictly restricted to estuaries where the tide is the dominant forcing mechanism, becomes
an essential task. The presence of intertidal areas flanking the main channel (tidal flats
and salt marshes) must be also considered in future works.

• To include the effects of tides and waves in the definition of a conceptual framework of river
mouth bar morphology as a function of the river mouth geometry with the aim of covering
a wider spectrum of river mouth conditions. Leonardi et al. (2013) and Nardin et al. (2013)
isolated the effects of tides and waves, respectively, on a sediment-laden discharge and
related river mouth bar formation. The inclusions of these forcings on our simulations
will also require attention in the future.



Appendix A

Sensitive analysis

In this appendix of Chapter 4, we perform a sensitivity analysis to test the influence of several
numerical parameters on the computed hydrodynamic and morphological outcomes of Delft3D
(Table A.1). A total of 44 additional simulations were carried out. We tested the following numer-
ical parameters: grid size (GS), horizontal eddy diffusivity (εs ), morphological scale factor (MSF)
and spin-up interval before morphological changes (SU). For all simulations, the geometrical
configuration of the study area and boundary conditions are kept constant. In order to quantify
the accuracy of the obtained results, the relative errors of the tested values (TV) with respect to
the reference value (RV) obtained with the parameters listed in Table 4.1 of centerline velocity
(uc /u0) and lateral expansion of the jet (b /b0) at ξ= 10, entrainment coefficient (αN S ), and rela-
tive time (Tr m b f ) and relative distance (L r m b f ) of river mouth bar formation are computed. We
also visually classified the resulting jets as stable (S) or unstable (U).

Although logical differences in the detail of Delft3D outcomes can be detected by varying the
numerical parameters, the general trend followed by the hydrodynamic and morphodynamic
results do not show any deviation from a qualitative point of view for different model parameter
settings. Furthermore, all results provided in this work have been normalized, which allows a
general comprehension of the behavior of the modeled processes not focussed on absolute re-
sults. Finally, the imposed grid size, morphological scale factor and spin-up interval allow a good
equilibrium between computational efficiency and results accuracy.
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