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Resumen

El objetivo principal de este trabajo es analizar las soluciones de una fa-
milia de ecuaciones diferenciales parciales (EDPs) lineales y no lineales de
tipo parabélico en R?N para N > 3. En particular, estas ecuaciones pueden
usarse para describir la dindmica difusiva en un marco relativista. La real-
izacion de este estudio estd motivado tanto por la amplia gama de aplica-
ciones que tienen los modelos difusivos, asi como por el poco entendimiento
que se tiene de las técnicas matematicas involucradas dentro del contexto
relativista de los fenémenos de difusion.

De hecho, el término difusivo en los modelos a considerar no es uniforme-
mente eliptico y es espacialmente degenerado, es decir, hay ausencia de al-
gunas derivadas espaciales en el operador difusivo. Mas atin, los coeficientes
de algunos de los modelos estudiados dentro de este trabajo dependen de
la variable temporal. Estas propiedades, y algunas otras que seran expli-
cadas con mayor detalle en lo subsecuente, hacen distinguir a los modelos en
cuestion con respecto a otros modelos difusivos estudiados en la literatura.
Por lo tanto, advertimos al lector que las técnicas que se usan cominmente
para las EDPs de tipo parabdlico puede que no sean aplicables dentro de
nuestro contexto.

El primer modelo que consideraremos, y también el mas fundamental,
es la ecuacion de Vlasov-Fokker-Planck relativista que fue introducida en
[2]. La solucién de esta ecuacién describe a la funcién de distribucién de
una particula de prueba sometida a colisiones aleatorias con un medio de
fondo en equilibrio térmico (movimiento Browniano). Esta ecuacién es una
generalizacién relativista de la ecuacién de Vlasov-Fokker-Planck (VFP) en
el marco clasico (no relativista). Una razén para considerar la ecuacién VFP
relativista es porque hay aplicaciones en las cuales no se pueden omitir los
efectos relativistas presentes, por ejemplo en astrofisica y en la fisica de los
plasmas. Vamos a describir estas aplicaciones con mas detalle en el capitulo
1.

A continuaciéon damos un resumen de nuestros resultados principales en
esta tesis. En nuestro primer resultado, el teorema 3.2.1, mostramos que las
soluciones positivas f. de la ecuacién VFP relativista convergen a las solu-
ciones f de la ecuacién VFP en L ([0, 00), L (R?Y)) cuando la velocidad de
la luz ¢ — co. Este resultado confirma el hecho de que la ecuacién relativista
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es una generalizacién viable de la ecuacion VFP en este contexto. La seccion
3.5 estd dedicada a la prueba de este resultado. El argumento principal esta
basado en el uso de cotas a priori de los momentos de las soluciones a la
ecuacion relativista y estimaciones en L' de la diferencia entre una solucién
relativista con una no relativista § f = f.— f. La evolucion de esta diferencia
estd descrita por una ecuaciéon VFP no homogénea en la cual su parte princi-
pal coincide precisamente con el operador clasico de Fokker-Planck. Esto es
conveniente porque tenemos a nuestra disposicion la solucién fundamental
de este operador. Usaremos el principio de Duhamel y algunas propiedades
de esta solucién fundamental para obtener una cota apropiada en L!(R?*V)
de la diferencia d f para conseguir el resultado deseado.

El siguiente resultado de importancia es el teorema 4.3.1, el cual esta
enunciado y probado en la secciéon 4.3. En esta parte del trabajo mostramos
que las soluciones espacialmente homogéneas de la ecuacién VFP relativista
convergen exponencialmente a su solucién de equilibrio no trivial en L'(RY).
Este resultado es valido solamente para valores pequenos de la temperatura
del medio. La demostracion se hace a partir de un argumento tipo Lyapunov
—Ila entropia de la ecuacién actia como una funcién de Lyapunov— combi-
nado con la condicién de curvatura de Bakry-Emery, un criterio que asegura
la validez de una desigualdad de Sobolev logaritmica. Mas atn, probamos
en la seccién 4.4, teorema 4.4.1, que la convergencia exponencial en L? se
da sin ningun tipo de restriccién en la temperatura del bano térmico. En
este caso usamos un argumento analogo al anterior con un criterio distinto.
Mostramos que el operador eliptico de difusién tiene un gap espectral. Esta
condicién implica la validez de una desigualdad de Poincaré la cual nos per-
mite probar el decaimiento exponencial deseado en tiempo de la norma L2
de las soluciones.

Los dos resultados antes mencionados son una extensién del argumento
que usamos originalmente en la referencia [3]:

Alcantara, J.A., Calogero, S.: Newtonian limit and trend to equilibrium for
the relativistic Fokker-Planck equation. J. Math. Phys. 54, 031502 (2013).

En la presente tesis, la existencia del limite Newtoniano es probado en
dimension arbitraria para condiciones iniciales que no tienen necesariamente
soporte compacto, mientras que en [3] se usaron condiciones iniciales con esa
propiedad en dimension seis para simplificar el argumento. De hecho, en la
seccion 3.6 damos parte del argumento original de la prueba de la existencia
del limite Newtoniano para mostrar como la propiedad de propagacién con
velocidad finita de las soluciones relativista ayuda a la simplificacién antes
mencionada.

Los resultados que presentaremos a continuacién conciernen al sistema
Vlasov-Nordstrom-Fokker-Planck (VNFP), un sistema no lineal de EDPs
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que se obtiene a partir del acoplamiento entre la ecuacién VFP relativista
con una ecuacion de onda. FEl sistema VNFP es un modelo de particulas
autogravitantes que considera la presencia de difusién el cual fue introducido
en [2]. Los resultados presentados en este trabajo son una extensién de los
que estan contenidos en la referencia [4]:

Alcantara, J.A., Calogero, S., Pankavich, S.: Spatially homogeneous solu-
tions of the Vlasov-Nordstrom-Fokker-Planck system. J. Differential. Egs.
257, 3700-3729 (2014).

En el articulo anterior consideramos al sistema VNFP sin friccion, mien-
tras que en esta tesis estudiamos una ecuacién mas general con un término
de friccion. Nuestro primer resultado para este sistema es el teorema 5.2.1 y
utilizamos toda la seccién 5.2 para demostrarlo. Veremos que el problema de
Cauchy para soluciones espacialmente homogéneas del sistema VNFP tiene
una solucion fuerte que es global en tiempo cuando todas las derivades hasta
orden dos tienen momentos finitos en L? de orden 5;—1, para alguna § > 1/2.
Maés atun, mostramos que el sistema exhibe un comportamiento asintético
no trivial. La funcién de densidad no se desvanece con o sin un término de
friccién, y el campo gravitacional ¢ diverge a —oo conforme t — oco. Los
hechos anteriores se siguen de la acotaciéon uniforme en tiempo de los mo-
mentos de f en L'. Para probar la existencia de soluciones, introducimos un
esquema iterativo usando la ecuacion lineal de Fokker-Planck y la ecuacion
de Nordstrom asociadas al sistema y mostramos que la sucesion resultante
de este procedimiento converge a una solucién del sistema VNFP. Para con-
seguir el resultado anterior, consideramos los problemas de Cauchy para
ambas ecuaciones cuando la funcién de densidad y el campo gravitacional
estan dados, respectivamente. Es interesante mencionar que el problema
de Cauchy para el problema de la ecuacion lineal de Fokker-Planck es es-
tudiado mediante técnicas de la teoria de las ecuaciones estocéasticas. En
la seccion 5.3, nuestros resultados principales son las proposiciones 5.3.1—
5.3.2 y el corolario 5.3.1. Aqui consideramos la ecuaciéon de Fokker-Planck
ultra-relativista asociada a la ecuacion VFP espacialmente homogénea. La
razén para hacer lo anterior se debe al comportamiento asintético formal de
la ecuacién bajo un reescalamiento adecuado. Este comportamiento sugiere
que el perfil asintético (no trivial) de la densidad de las soluciones rela-
tivistas y ultra-relativistas deberia ser el mismo, atin cuando no hemos sido
capaces de demostrarlo. Mds atin, el perfil asintético de la densidad para
la ecuacién ultra-relativista se puede obtener explicitamente. Para lograr lo
anterior solamente es necesario observar la relacién que existe entre las solu-
ciones ultra-relativistas con las soluciones radiales de la ecuacién del calor
en seis dimensiones.

Ahora queremos hablar acerca de algunos problemas abiertos referentes a
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la ecuacion VFP relativista. Ciertamente el resultado mas interesante para
obtener, y al mismo tiempo el méas importante y desafiante, seria encon-
trar la expresién explicita de la soluciéon fundamental de este modelo. Este
hecho no solamente ayudaria a mejorar varios de nuestros resultados, sino
también permitiria que otros resultados dentro del marco clasico pudiesen
ser extendidos al relativista. Mas auin, el tener a nuestra disposicién la
solucién fundamental de la ecuacién FP relativista nos permitiria abordar
el problema de Cauchy para el sistema Vlasov-Nordstrom-Fokker-Planck sin
tener que usar métodos estocasticos, ya que uno puede eliminar el campo
gravitacional en el operador de colisiones de la ecuacién VFP usando un
conveniente cambio de variables. De hecho, el término difusivo resultante
coincide con el operador eliptico sin dependencia del tiempo de la ecuacion
VEFP lineal. Un problema menos ambicioso y mas asequible seria obtener co-
tas precisas de esta solucion fundamental. Esto servirfa en particular para
quitar la hipétesis sobre el valor de la temperatura en nuestra prueba de
convergencia exponencial en tiempo al equilibrio en L' de las soluciones a
la ecuacién VFP relativista. Si el problema anterior fuese resuelto, entonces
podriamos considerar el problema de la convergencia para una familia de
ecuaciones VFP en el marco general de variedades Riemannianas. Con refe-
recia a el sistema Vlasov-Nordstrom-Fokker-Planck, hay varias direcciones
de investigacién que se pueden seguir. Por ejemplo, determinar el perfil
asintético de la funcién de densidad cuando las soluciones son espacialmente
homogéneas permanece como una pregunta importante a responder. La jus-
tificacién de lo anterior es muy simple. El modelo presenta evidencia de
que los fendmenos relativistas pueden alcanzar un marco ultra-relativista
a partir de la evolucién del sistema. Uno podria empezar abordando este
problema desde un contexto mas simple, es decir, estudiando soluciones ra-
diales del sistema como primer intento. Adoptar esta hipétesis es natural,
ya que se espera que la dependencia angular de las soluciones espacialmente
homogéneas desaparezca cuando t — oo. Aun en este caso, el problema sigue
siendo bastante dificil de resolver. Mas atin, serfa muy interesante analizar
el problema de Cauchy para los sistemas VNFP relativista y ultra-relativista
con condiciones iniciales espacialmente no homogéneas. Probablemente si se
pudiese resolver este problema, uno encontraria una manera sistematica de
abordar modelos relativistas de difusion méas generales. En particular, uno
desea considerar las ecuaciones de Einstein en lugar de la ecuacién de Nord-
strom. En este caso, la primer dificultad a superar es la condicion de elip-
ticidad no uniforme combinada con la dependencia en tiempo de la métrica
Lorentziana asociada a las ecuaciones de Einstein. Por lo tanto, uno debe
considerar modelos VFP con diferentes geometrias. Esto es una direccién
interesante para adoptar por si misma. Otros problemas a resolver serian el
del limite Newtoniano para el sistema VNFP y el de encontrar una tasa de
convergencia a su equilibrio. Finalmente, el sistema Vlasov-Maxwell-Fokker-
Planck (VMFP) es un modelo cldsico que es usado para describir un plasma
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con colisiones aleatorias. Uno quisiera analizar varios de los problemas men-
cionados anteriormente para la versién relativista de este sistema. En esta
direccién se puede consultar [2, 113], donde se encuentran disponibles todos
los resultados probados hasta la fecha.

Concluimos este resumen con el siguiente esbozo del trabajo. La tesis estd
dividida en cinco capitulos y su contenido estd organizado de la siguiente
forma. En el capitulo 1, hacemos una resena del concepto de difusién y
de algunos elementos bésicos de la teoria de la relatividad. En particular,
hacemos un breve compendio de algunos de los primeros resultados mas
relevantes que se pueden encontrar en la teoria de difusion relativista. El
capitulo 2 esta dedicado a recordar resultados importantes relacionados con
las soluciones de la ecuacién VFP relativista, asi como algunas propiedades
de estas soluciones que son consideradas en lo subsecuente. Estos resultados
fueron publicados en el articulo [2]. En esta parte del trabajo también intro-
ducimos los sistemas VNFP y VMFP. En el capitulo 3, el problema del limite
Newtoniano para la ecuacion relativista VFP es resuelto. En el capitulo
4, analizamos el comportamiento asintético de las soluciones espacialmente
homogéneas en los espacios L' y L?. En el capitulo 5, recopilamos nues-
tros resultados referentes al sistema VNFP para soluciones espacialmente
homogéneas e introducimos la ecuacén de FP ultra-relativista asociada al
sistema.
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Introduction

The main objective of this dissertation is the analysis of solutions to a class
of linear and non-linear parabolic partial differential equations (PDEs) in
R2N for N > 3. In particular, these equations can be used to describe
diffusion dynamics in a relativistic setting. This study is motivated not only
by the vast range of applications of diffusion models, but also by the still
poor understanding of the mathematical techniques involved in this study.
In fact, the diffusion term in the models to be considered is non-uniformly
elliptic and spatially degenerate, i.e., some spatial derivatives are absent in
the diffusion operator. Moreover, for some of the models studied in this
thesis, the coeflicients of the diffusion equation depend on the time variable.
These properties, and other which will be explained in more details in the
sequel, distinguish the models under discussion from the other diffusion
models studied in the literature and warn that the standard techniques for
parabolic PDEs might not apply to our framework.

The first and most fundamental diffusion model that we consider is the
relativistic Vlasov-Fokker-Planck equation introduced in [2]. The solution of
this equation describes the distribution function of a test particle undergoing
random collisions with a background medium in thermodynamical equilib-
rium (Brownian motion). This equation is a relativistic generalization of the
Vlasov-Fokker-Planck (VFP) equation in the classical (non-relativistic) set-
ting. One reason for considering the relativistic VFP equation is that there
are applications in which relativistic effects cannot be neglected, for instance
in astrophysics and in plasma physics. We shall describe these applications
in some details in Chapter 1 below.

This introduction continues with a summary of the main new results of
this thesis. In our first result, Theorem 3.2.1, we show that positive solutions
fe of the relativistic VFP equation converge in L2 ([0, 00), L1(R?M)) to so-
lutions f of the VFP equation as the speed of light ¢ — co. The latter result
confirms that the relativistic equation is indeed a viable generalization of the
VFP equation in this context. Section 3.5 is dedicated to the proof of this
result. The main argument relies on the use of a priori bounds on the mo-
ments of solutions to the relativistic equation and direct estimates in L' on
the difference 0 f = f. — f between relativistic and non-relativistic solutions.
The evolution of this difference is described by a non-homogeneous VFP
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equation, whose principal part coincides with the classical Fokker-Planck
operator. This is quite convenient because the fundamental solution of this
operator is available. Duhamel’s principle and some properties of this fun-
damental solution are employed to obtain the appropriate bound in L' (R*V)
on the difference 0 f to achieve the desired result.

Our next important result is Theorem 4.3.1, which is stated and proved
in section 4.3. Here we show that spatially homogeneous solutions of the
relativistic VFP equation converge exponentially fast towards a non-trivial
equilibrium in L'(RY). The result is proved only for small values of the tem-
perature of the background medium. This is obtained by using a Lyapunov
type argument—the entropy of the equation acts as a Lyapunov function—
combined with the Bakry-Emery curvature bound condition, a criterion that
ensures the validity of a logarithmic Sobolev inequality. Moreover, we prove
in section 4.4, Theorem 4.4.1, that the exponential convergence holds in L?
without any restrictions on the temperature of the thermal bath. In this
case we use a similar approach but with a different criterion. We show that
the elliptic diffusion operator possesses a spectral gap. The latter condi-
tion implies the validity of a Poincaré inequality which allows to prove the
desired exponential decay in time of the L? norm of solutions.

The two results mentioned above extend the original ones which can be
found in the reference [3]:

Alcéntara, J.A., Calogero, S.: Newtonian limit and trend to equilibrium for
the relativistic Fokker-Planck equation. J. Math. Phys. 54, 031502 (2013).

In the present thesis, the Newtonian limit result is proved in any dimen-
sion and for initial data which do not necessarily have compact support,
while the latter property in dimension six was assumed for simplicity in [3].
In fact, we briefly recall part of the original proof of the Newtonian limit in
section 3.6 as an example of how the finite propagation speed of relativistic
solutions can be used.

The next results presented in this thesis concern the Vlasov-Nordstrom-
Fokker-Planck system (VNFP), a non-linear system of PDEs obtained by
coupling the relativistic VFP equation with a scalar wave equation. The
VNFP system is a toy model for the diffusion dynamics of self-gravitating
particles in the presence of diffusion which was introduced in [2]. The results
presented in this thesis extend those contained in the reference [4]:

Alcantara, J.A., Calogero, S., Pankavich, S.: Spatially homogeneous solu-
tions of the Vlasov-Nordstrom-Fokker-Planck system. J. Differential. Eqgs.
257, 3700-3729 (2014).

In this article we consider the VNFP system without friction, while the
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present thesis contains a study of the more general equation with a fric-
tion term. The first result for this system is Theorem 5.2.1 and its proof is
carried out through all section 5.2. We show that the Cauchy problem for
spatially homogeneous solutions of the VNFP system has a unique global
in time strong solution when the derivatives up to order two of the initial
datum have finite moments in L? of order ‘SJFTI, for some 6 > 1/2. More-
over, we show that the system exhibits a non-trivial asymptotic behavior.
The density function f does not vanish with or without a friction term, and
the gravitational scalar field ¢ diverges to —oo as t — oo. The latter facts
follow from the uniform in time boundedness of the moments of f in L.
To prove the existence of solutions, we introduce an iterative scheme using
the linear Fokker-Planck equation and the Nordstrém equation associated
to the system and show that the resulting sequence converges to a solution
of the VNFP system. In order to achieve the previous result, we consider
the Cauchy problems for both equations when the density function and the
gravitational field are given, respectively. It is interesting to mention that
the Cauchy problem for the linear Fokker-Planck equation is studied using
techniques from the theory of stochastic differential equations. In Section
5.3, our main results are Propositions 5.3.1-5.3.2 and Corollary 5.3.1. Here,
the ultra-relativistic Fokker-Planck associated to the spatially homogeneous
relativistic VFP equation is considered. The reason to do so is the formal
limiting behavior of the equation under rescaling. This behavior suggests
that the (non-trivial) asymptotic density profile of solutions to the relativis-
tic and ultra-relativistic system should be the same, although we are not
able to rigorously prove it. Moreover, the asymptotic density profile for the
ultra-relativistic equation can be computed explicitly. The key observation
for the latter result is the direct relation between solutions of the ultra-
relativistic equation in three dimensions and solutions of the radial heat
equation in six dimensions.

Now we would like to discuss some important open questions concerning
the relativistic VFP. Certainly the most interesting result to obtain, and at
the same time the most important and challenging one, would be to find the
exact form of the fundamental solution associated to this relativistic model.
The latter not only might imply an improvement on several of our results,
but also would allow to extend some other known results from the classical
to the relativistic setting. Moreover, knowing the fundamental solution of
the relativistic FP equation would allow to treat the Cauchy problem for the
Vlasov-Nordstrom-Fokker-Planck system without using stochastic methods,
since one can avoid to deal with the explicit presence of the gravitational
field in the collision operator of the VFP equation by a suitable change
of variables. In fact, the resulting diffusion term coincides with the time
independent elliptic operator from the linear VFP equation. A less am-
bitious and more achievable problem would be to obtain adequate bounds
on this fundamental solution. This could help in particular to remove the
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small temperature assumption in our proof of exponential time convergence
towards the equilibrium of L' solutions to the relativistic VFP equation.
More generally, if the latter problem was solved, then one could consider
the convergence problem for a wider class of VFP equations on Rieman-
nian manifolds. Concerning the Vlasov-Nordstréom-Fokker-Planck system,
there are several possible future research directions that one can undertake.
For instance, deriving the asymptotic profile for the density when solutions
are spatially homogeneous remains an important question to answer. The
reason that justifies the latter is simple. The model presents evidence that
relativistic phenomena can reach an ultra-relativistic regime from the evo-
lution of the system. One could approach this problem in a simpler context,
i.e., studying radial solutions of the system as a first step. This assumption
seems natural, since it is expected that the dependence on the angular vari-
ables of the spatially homogeneous solutions will disappear as t — oco. Even
in this case, the problem is still quite difficult to solve. Moreover, it would
be interesting to analyze the Cauchy problem for the relativistic (and the
ultra-relativistic) VNFP system with spatially inhomogeneous initial data.
Solving this problem would likely lead to find a systematic approach for more
general relativistic diffusion models. In particular, one wishes to consider
the Einstein equations instead of the Nordstrom field equation. Then, the
first difficulty to overcome is the non-uniform ellipticity condition combined
with the time dependency of the Lorentzian metric associated to the Ein-
stein equations. Therefore one must deal with VFP models with different
geometries. The latter is by itself an interesting direction to pursue. The
next problems to solve would be to obtain the Newtonian limit for the VNFP
system and to find a rate of convergence towards its equilibrium. Finally,
the Vlasov-Maxwell-Fokker-Planck (VMFP) system is a classical model that
is used to describe a plasma with random collisions. Clearly, one would like
to analyze several of the above mentioned problems for the relativistic ver-
sion of the system. All the available results for this system are contained in
[2, 113].

We conclude this introduction with a brief outline of this thesis. It is
divided in five chapters and its content is organized as follows. In chapter
1, we review the concept of diffusion and some basic elements of relativity.
In particular, we summarize some relevant results on relativistic diffusion
theory that can be found in the earlier literature. Chapter 2 is devoted to
recall some important results and properties of solutions of the relativistic
VFP equation that are considered through the dissertation. These results
have been published in the article [2]. We also introduce the VNFP and
the VMFP systems in this part of the work. In chapter 3, the Newtonian
limit problem for the relativistic VFP equation is solved. In chapter 4, the
analysis of the asymptotic behavior of spatially homogeneous relativistic
solutions is performed in the spaces L' and L?. In chapter 5, we gather all
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our new results concerning the VNFP system in the spatially homogeneous
regime and we introduce the ultra-relativistic FP equation associated to this
System.



xxii Introduction




Chapter 1

An Overview on
Mathematical Diffusion

The aim of the present chapter is to review some relevant aspects of diffusion
theory from the relativistic and classical (non-relativistic) perspectives. To
achieve this task, we need to recall some basic concepts and fundamental
ideas that have been developed from the appearance of the theory. One of
the main reasons to do so is that there is no systematic scheme available
to introduce diffusion in a relativistic context, since some of the well-known
features in the classical setting can not be adapted directly to this frame-
work. Therefore, the relativistic diffusion theory have not yet experienced
as much research progress as its classical counterpart. It is important to
remark that all of the material contained in this chapter will be informally
approached not only to seek as much clarity and insight on the subject as
possible, but also to cover most of the essential topics in this theory. The
chapter is divided in three sections. The first section is devoted to the foun-
dations of classical diffusion. The second section contains a brief exposition
of the basic elements in relativity theory. The final section is used to review
some of the current progress in relativistic diffusion.

1.1 Classical Diffusion and Related Topics

In this section we present some of the elements that constitute the classical
theory of diffusion. Our discussion will include certain historical facts and
specific fundamental contributions that characterize the theory and made
it possible. Since this subject is vast and covers various perspectives and
aspects, we are forced to exclude several essential topics, which are beyond
the scope of the current work. Therefore, we will only focus our attention on
those particular matters that are directly involved in the current progress
of diffusion theory when relativistic effects are accounted for. In the first
part of the section we discuss the intuitive notion of diffusion. Moreover,
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we recall how this phenomenon is formulated in the simplest case and re-
view some of the ideas that led to model diffusion in this manner. Then,
we approach the concept of Brownian motion and look at the impact and
consequences that it had on the theory.

Etymologically speaking, the word “diffusion” comes from the Latin word
diffundere which means to spread out. The latter implies that this concept
must be related to a particular kind of physical movement. In order to
illustrate this kind of motion, it is convenient to present a typical situation
in which this phenomenon is encountered:

“Consider a cup of hot coffee and pour some milk into it.”

After the milk was poured, we immediately observe how milk starts
spreading to regions where it has been absent. The specific mechanism in
which the milk spreads in the coffee allows to distinguish this phenomenon
from other types of motion, i.e., car traffic motion, the free fall of a body,
etc. Other common examples where diffusion phenomena are present are
given by the heat transfer problem, chemical reactions, the price behavior
of stocks in the financial market, propagation of ideas, migratory behavior
of some species, competition between species, etc. As a matter of fact, all
the previous examples can be generally treated in the following manner.
Consider a region which contains an ensemble of particles, then diffusion
can be defined as:

“The physical movement of this ensemble from areas of higher
concentration to areas of lower concentration of particles.”

One can notice that some of the examples given before apparently do not
belong to this description, which partially reflects how complex diffusion
actually is. This complexity can also be explained and justified through a
chronological review of the concept, since there are several historical factors
that influenced on the development of the diffusion theory. The main ideas to
model this collective motion are based on the assumptions that no particles
are lost while the motion occurs and the existence of a flux that is generated
by the concentration mechanism. This last aspect is the foundation of what
is known nowadays as Fick’s first and second laws of diffusion. These laws
state the following;:

1. The flux generated by the motion is proportional to the negative of
the concentration gradient, i.e., J(t,z) = —DV¢(t, x).

2. The rate change of the density of particles in time is equal to the rate
change of the flux, i.e., Oi¢(t,z) = V, - (DV¢(t, )).

In the above laws, the vector (¢,z) € (0,00) x R? represents the particle
position at time ¢, while the function ¢(t,z) describes the particle density



1.1 Classical Diffusion and Related Topics 3

on a region. The symbols 0;, V, and V.- denote the time derivative and
the gradient and divergence operators, respectively. The constant D > 0 is
the diffusion coefficient. Since the value of D rates how particles move along
a region and depends on the properties of the latter, this fact might imply
that D = D(t,x). Moreover, we observe that only the collective behavior
of the particles is accounted for within these laws. This main feature of the
model will be clarified in the forthcoming. The equation derived in point 2
is known as the diffusion equation and in particular, it is the prototype of a
parabolic partial differential equation (PDE). The “parabolic” term comes
from the analogous procedure to classify linear second order PDEs just as in
the case of conic curves. In fact, the same transformations that are used in
the previous case can be applied to a linear parabolic PDE and as a result,
any second order parabolic equation with constant coefficients can always
be expressed as a diffusion one by the use of an integral factor.

Before presenting more details on the deduction of these laws, it is worth
to mention some previous work performed by Thomas Graham. Graham is
well-known from developing the dialysis technique, a method to separate the
components of a liquid through a membrane by diffusion in 1854. Another
of his notorious contributions comes from his research on diffusion in gases
and liquids, which was performed from 1828 to 1833. He realized that two
gases of different nature mix “equally” through each other and remain in
this state. Also, his experiment procedures led to a method that determines
the diffusion rates on gases. His main assumption was that volumes of gas
exchange were inversely proportional to the square root of their masses.
Moreover, he noted the difference between the diffusion rates on gases and
other mixtures. Unfortunately, his ideas were not adaptable to describe
those situations as well. Despite of this, Graham’s results have an additional
importance for the theory, Adolf Fick based his celebrated laws of diffusion
on his work in 1855. On the one hand, he considered Graham was neglecting
part of “the true nature” of the phenomenon, which led him to unsuccessful
experiments to describe diffusion of salt in its solvent. On the other hand,
Fick perceived diffusion as an analogue of heat conduction, which was a
remarkable and revolutionary approach for this phenomenon in that time.
The same analogy also helped Georg Simon Ohm for the case of electrical
conduction in 1827. Moreover, he defined what a flux is, a concept developed
for heat conduction, and used the same law as the one proposed by Jean
Fourier for this theory in 1822. That is the main reason why the simplest
diffusion equation is also known as the heat equation. Probably another
transcendent fact in his developments was the inclusion of a proportional
constant factor D, the diffusion constant. Basically, he assumed that this
factor only depends on the properties of the substance. Since this conception
of diffusion was completely different, Fick experienced rejection from his
ideas mainly due to two things:
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1. The lack of a strong basis from a theoretical and an experimental
perspective of his developments.

2. The sole idea of perceiving diffusion on liquids as transfer of heat in
solids was neither conceivable nor acceptable in those times.

For the previous point, we must consider the fact that the concept of
atoms and the current theory of particles were in their first development
stages. Despite of theses circumstances, Fick was able to take advantage
from the former atomic perspective to propose a diffusion model in which
only the collective behavior of particles was described. For the remaining
point, it is relevant to mention one fundamental matter in his procedures.
He obtained his experimental results in a stationary regime while trying to
explain a time dependent phenomenon. The fact by itself is a very good
example on the importance to study the existence of stationary solutions
for the corresponding evolution models not only for experimental purposes,
but also for theoretical and practical reasons.

Until now, we have only discussed some developments performed in the
theory from a “macroscopic” perspective, since the first achievements from a
“microscopic” perspective started to appear after Albert Einstein published
his celebrated works on the Brownian movement [62]. Before proceeding, it
is convenient to recall these concepts. The term microscopic comes from the
Greek words mikrds and skopéo which mean small and look, respectively.
Then, we define a microscopic scale as the size in which objects or events are
too small to be perceived at simple sight. Therefore, a microscope or any
other device is required to amplify what it is seen. On the opposite side,
events can be recorded at simple sight from a macroscopic scale. In our
previous discussion, all the research in chemical reactions and heat conduc-
tion was made by naked eye or by microscopes not accurate enough to have
a better perception of the phenomenon. Also, the concepts of atoms and
molecules were on their first phases, as previously mentioned. This explains
why the community did not adopt a microscopic description of diffusion nor
conceive it at this scale. The introduction of the concept known as Brownian
motion not only helped to generate new relevant fields of study in mathe-
matics and physics, but also served as a definitive confirmation that atoms
and molecules actually exist. This was further verified experimentally by
Jean Perrin in [114]. The first evidence of this singular motion was found by
botanist Robert Brown while studying particles of plant-pollen suspended
in liquid. He observed through a microscope that these particles moved in a
certain random way. Unfortunately, he could not explain nor determine the
mechanism by which these pollen particles were driven. After several years,
Albert Einstein gave an argument to guarantee the existence of atoms in
[93], which was based on a probabilistic approach. Afterwards, he realized
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this discovery might also explain the “Brownian molecular movement”, [62,
pags. 1, 19]. In the following, we present an edited version of the argument
given by Einstein in [62, pags. 13-15] to derive the diffusion equation in one
dimension due to its historical importance.

Consider n particles suspended in a liquid and assume that their move-
ment is mutually independent for any given interval of time. For a small
time 7, the proportion of particles experiencing a displacement between §
and § + do can be expressed as dn = n¢(d)dd, where ¢(6) is a probability
law that only differs from zero for very small values of § and satisfies the
following properties
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Let v = f(t,z) be the number of particles per unit of volume at position x
and time t. Since 7 is very small, we can write f(z,t 4+ 7) = f(x,t) + 70, f.
Also, we estimate the distribution of the particles in the space variable at
time ¢ + 7 from the distribution at time ¢ and expand f(x + d,t) in powers
of . Then, we obtain the number of particles which are located at the time
t + 7 as follows
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where the remaining terms containing odd powers of § vanish. The even
terms are neglected due to their small contribution compared with the pre-
ceding quantity. Finally, the above identity combined with the estimate in
time for f(z,t+ 7) lead us to the diffusion equation
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from which one can easily conclude that
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is a solution. Also, von Smoluchowski [64] and Sutherland [133] gave an
explanation of the Brownian motion by using the idea of random interac-
tion among particles. Further contributions on the matter were performed
by Langevin [104, 105], Fokker [68], Planck [117], Kramers [101] and Uhlen-
beck and Ornstein [135]. See [36, 144] for a review on the previous work.
We remark that this was not the first deduction of the heat equation by
probabilistic arguments, see [12, pags. 19-21]. The previous reference was
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the doctoral dissertation Théorie de la spéculation by Louis Bachelier. This
work is considered the first accomplishment in the Option Pricing Theory
and gave some of the mathematical foundations for the modern point of
view. Then, it should not be a surprise that a big part of the former and
current research concerning mathematical models in Finance and Economy
involves the use of several techniques based on diffusion. In fact, a Nobel
price in Economy was awarded to Robert C. Merton and Myron S. Scholes
for their contributions. In collaboration with Fischer Black, they obtained
the celebrated Black-Scholes model, a mathematical description of the price
variation of stock options in a financial market. For an introduction to some
of the basic and more advanced topics on the matter, see for instance [140].
For a full review and a more detailed discussion on all the previous and
further historical facts can be found in [116] and the references therein.

From the previous deduction of the heat equation some tools and concepts
of the modern theory can be recognized such as the use of Ité’s formula,
which relates a diffusion process with its infinitesimal generator, and the
assumption of independent increments in time, from which the continuity
of a Gaussian process could be obtained. Also, this argument provided the
main idea to study the collective dynamics of particles when the amount of
those is large, and in consequence, this behavior becomes very difficult to
be deterministically approached. Moreover, this new mathematical view of
diffusion phenomena led to rigorously develop the theory of stochastic pro-
cesses. The latter was possibly motivated from the fact that Einstein only
required to establish the existence of the transition probabilities governing
the trajectories of the particles, but he never proved that a Brownian mo-
tion actually existed. As a matter of fact, Norbert Wiener was the first to
construct the mathematical model for this motion, which is also known as
“the Wiener process”. Wiener approached the problem by defining an ap-
propriate measure from subsets of the space of continuous functions on [0, 1],
vanishing at 0. His main idea was based on recent progress in measure the-
ory due to Lebesgue and Borel, but Wiener used the Daniell integral, which
is equivalent to the integral in the sense of Lebesgue. This achievement is
outstanding since current notions of the Wiener process are formulated and
perceived as a stochastic object while Andrei Kolmogorov had not published
at this point his proposal on the foundations of probability theory. In fact,
Kolmogorov also defined probability through a measure on appropriate sub-
sets of R? by using this integral. In addition, Wiener analyzed some of the
properties associated to the paths generated by the process, in which his
most remarkable result is the one concerning the nowhere differentiability of
the Brownian motion, and he also started to use the concept of stochastic
integration with respect to the Brownian motion only for time depending
integrands. See for instance [48, 93] for a more detailed discussion on the
matter and for an extended review on further contributions performed by
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Wiener.

Certainly Einstein exhibited that a connection between stochastic and
deterministic phenomena was possible, while Wiener obtained the necessary
results to develop a theory for the Brownian motion. But it was not until
Kolmogorov created a precise analytical scheme for the treatment of this
connection, when differential equations and stochastic processes started to
share a common framework. In particular, the foundations of the theory
of continuous Markov processes arose as a consequence from the previous
investigations. Recall that a Markov process evolves without dependence
from its past behavior if a precise knowledge of the present is given, since
the past and future of the process are conditionally independent. A Brow-
nian motion is the prototype of a continuous Markov process. Kolmogorov
was able to achieve the latter purpose by exploiting a fundamental relation
satisfied by the transition probabilities of a Markov process, the Chapman-
Kolmogorov equations. Then, he used the previous feature to define the
differential characteristics associated to the density of the process through a
limiting procedure. If these characteristics exist, the limits will be the cor-
responding coefficients of two equations known as the backward and forward
differential equations. Moreover, the probability density of the process is a
solution of these equations. The previous fact allows to study the existence
of a probability density for a Markov process without using its sample paths,
or equivalently, the existence of a fundamental solution for the differential
equation. For a Brownian motion, the forward equation corresponds to the
diffusion equation and the backward equation is the formal adjoint of the
latter. The introduction of these new methods to the theory of parabolic
PDEs was crucial for future developments, since it motivated the problem
of the existence of a fundamental solution for these equations. Later on,
Kolmogorov realized that a Markov processes can be seen as a semigroup,
where his former notion of differential characteristics is required to obtain
the infinitesimal generator of the semigroup. In the one dimensional case
and under appropriate growth and smoothness conditions on the coefficients,
William Feller thoroughly studied existence and uniqueness of solutions for
the backward and forward equations in the continuous and discontinuous
cases. Also, he applied methods of semigroup theory when the transition
probabilities of the process are stationary. See references [130, 132], where
a thorough memoir of the life and work of Kolmogorov was performed by
Shiryaev and a broad selection of essential papers due to Kolmogorov are
gathered, including those directly involved on the foundations of Markov
processes. See also [110, 115, 124], where the authors discuss Feller’s life
and achievements, and [65, 67, 147], where the authors cover the necessary
material of semigroup theory that is used for diffusion models.

Within the study of diffusion processes, [t6 calculus is one of the most
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remarkable accomplishments in the theory. This new notion of calculus was
developed by Kiyoshi It6 and extends the classical calculus for the associated
trajectories of a diffusion process. To overcome the nowhere differentiable
issue of these trajectories, Itd created the theory of stochastic integration
and introduced the concept of stochastic differential equation (SDE) as a
tool to represent the infinitesimal behavior of the sample paths generated
by the process. This concept also connects the evolution of the process with
the parabolic PDE that governs it. As a first step, Itd proposed a large class
of integrands in L? and proceeded by approximating the stochastic integral
with respect to a Brownian motion as a Riemann sum in this space. The
main argument involves using an isometry identity in L? and the evaluation
of the integrand at the beginning of each interval. This is essential to obtain
the stochastic integral. Although this idea was not completely new, Ito
provided the remaining elements to the concept so it could become into a
useful tool. Actually, a SDE is an integral equation, since we only have the
notion of stochastic integration at our disposal, but it is always written in
differential notation as

dXt = b(Xt)dt + O'(Xt)th,

where W, represents a Brownian motion and o(t, x), b(t, ), are measurable
functions. The second term in the right hand side of the above equality is the
stochastic integral while the first one is a deterministic integral. The idea to
define a SDE as before may have been motivated from a previous attempt to
construct the stochastic integral through an integration by parts formula for
deterministic integrands due to Wiener. Under similar conditions as in the
case of an ODE, It6 proved existence and uniqueness of solutions for a SDE
and furthermore, that any solution is a Markov process. Also, It realized
that a slight modification of the usual Leibniz rule applies in general. More
precisely, if X; is a solution of an SDE and f € C?, then

B (X0) = F()dX, + 5 f(X)d (X),

where (X), is the quadratic variation of the process. The above expres-
sion, which is known as [Itd’s formula, has several important consequences
in the theory of diffusion process. For instance, the infinitesimal generator
associated to the process can be obtained from a simple argument, which
is based on basic properties satisfied by the process. Moreover, solutions to
the backward and forward equations can be explicitly expressed in terms of
the process by using the expected values of its paths. In general, this for-
mula and all the ideas behind it not only provided a new tool and a renewed
perspective to the theory of Markov processes for further progress, but also
led to develop the modern probabilistic methods that allow to solve some
of the related problems in the theory. See [69] for a historical review on
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Ito’s work. Nowadays there are several textbooks available devoted to the
matter, for instance see [9, 11, 96, 111, 123] and [66, 67], where in the last
references some applications are included.

We conclude this section by recalling a very important aspect on models
based on the Brownian motion. The associated Fokker-Planck equations
exhibit infinite speeds of propagation which is an unphysical feature. To
overcome this unpleasant feature, Andreu, Caselles and Mazén have studied
a nonlinear model in [7], which is included in a family known as limited flux
diffusion equations. This model was obtained by Brenier in [19], where he
used optimal transportation arguments to deduce the model. The main idea
of the model consists on replacing the classical flux term in Fick’s laws by

B mev
/m2c? + MQ’

the relativistic velocity field with m = |¢| and v = V¢ . Unfortunately, the
resulting equation does not possess other desired features to be considered
in a relativistic framework. Moreover, it is not clear if one could possibly
extend this model in the latter realm due to its nonlinear character. Finally,
there is another proposal which will be briefly discussed in the final section
of chapter.

1.2 Relativity

After the appearance of the celebrated work [63] by Albert Einstein in 1905,
the perception of space and time drastically changed in order to explain
phenomena where Newtonian physics might fail to apply. Those situations
occur when objects approach the speed of light or in the presence of strong
gravitational fields. Moreover, this new theory was developed in two phases:
in the special case where two objects move at constant speed in a straight
line, which corresponds to the theory of special relativity, and the general
one. In particular, a gravitational field can only be treated in the latter case.
Remarkably, this branch of physics arose from theoretical ideas in contrast
to other available physical theories. Roughly speaking, relativity is based
on two fundamental principles: the laws of physics are the same for “all”
the observers and the speed of light does not change. These principles lead
to one of the main features in the theory, time is a relative quantity. From
a classical perspective, time has an absolute character. This means that if
two objects move at different speeds, then the duration of the events can be
recorded using the same clock. The latter statement is true provided that
none of the objects moves with speed close to the speed of light. Otherwise,
time elapses differently for each motion. Fortunately, Lorentz transforma-
tions allow to describe how these differences are related. Table 1.1 compares
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Lorentz trans. Galilean trans.
t'=~t—vx/c?) |t =t

' =y(x — vt) =z — vt
v=y v =y

2=z 2=z

Table 1.1: Lorentz and Galilean transformations in the x direction.

the explicit form of these transformations in the special relativistic case with
their classical analogues, the Galilean transformations. Here, ¢ represents
the speed of light, v is the velocity in which the object is moving in the x

direction and v = 1/4/1 — v2/c? is Lorentz factor.

Another transcendent feature in relativity is that no body can move faster
than light. Intuitively, the body becomes heavier while approaching the
speed c. In fact, the latter could be deduced from the energy identity

2 2 2
E* = mc® = ymgc”,

which was derived in [61]. In the previous equation, mg corresponds to the
rest mass of the body. In case there is no motion, the energy of the body is
given by E? = mgc?, since v = 1 at rest. Another relevant quantity is the
relativistic momentum of a body, which is defined as p = muw, since energy
can also be expressed in terms of this vector as E? = (moc?)? + (c|p|)? and
(E/c,p) constitutes a four vector. The previous property not only makes
reference to a dimensional aspect, but also remarks an invariance attribute
under Lorentz transformations from its length. Since the notion of time
in relativity is different, it also means other notions, such as length, are
required to be adapted in this framework. In the usual sense, the square
length of a vector can be written as w’ gw = w-w = ||w||?, where g denotes
the identity matrix, w is a vector in R* and w” is the transpose of w. In fact,
all the components of g are given by diag{1,1,1,1}. In the special theory
of relativity, the matrix g is called the Minkowski metric (or simply metric
for short ') and is given by diag{—1,1,1,1}?. The minus component is re-
served for the time variable. The previous metric defines a new geometry
in four dimensions with different mathematical and physical properties. For
instance, there are three types of vectors that are characterized by the sign
of w” gw, negative for timelike vectors and positive for spacelike vectors, and
the case w’ gw = 0 for null vectors. The origin is the point of intersection
between the future light cone and the past light cone generated by the set
of null vectors. Then, a vector is called future-directed if it belongs to the

!This is an extension of the concept in the sense of a pseudo Riemannian metric.
2 Alternatively, one can use the convention diag{1, —1,—1, —1}.
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interior of future light cone, which corresponds to a timelike vector, or lies
in this cone. Similarly as before, one can defined past-directed vectors and
in both cases, we can also refer to those vectors as causal.

All the previous notions can be extended for an arbitrary dimension by
using a metric g with components diag{—1,1,--- ,1}, where the number of
positive entries are N > 4. Even though the most relevant case is N = 3,
studying the previous situation in an arbitrary dimension can bring further
mathematical and physical useful information for different purposes. In fact,
it is necessary to consider other spaces rather than RV*! to treat the case
when a gravitational field is present. Einstein approached this problem in
[60] for more general spaces that share similar properties with RV*! in the
special relativistic case. His arguments relied on an existing extension for
smooth surfaces (or Riemannian manifolds in general). Now, we give a brief
description on how to develop this extension by restricting the argument to
the previous situation, since a similar procedure applies for the case of a
Riemannian manifold. Let S C RY be a smooth surface. Since S is differen-
tiable at each x € S, there exists a tangent plane in an open neighborhood
of the point which locally inherits the vector space structure of RY. This
also means that a metric is available and is induced locally by the one from
RY. Then, we can completely cover S by a family of these neighborhoods in
order to obtain a vector space structure (called the tangent bundle) for the
whole surface. The latter construction is justified by two facts: the geometry
of the surface can be studied in an adequate manner and a new differential
calculus is obtained. Even though the previous argument is not completely
accurate, it contains the main ideas that are required to extend this imple-
mentation to the case of a smooth manifolds. In fact, a smooth manifold
is a topological set, which is completely covered by a family of open sets,
equipped with a differential structure assigned by smooth homeomorphisms
between open sets from the manifold to RY.

At this moment, there are several things to remark. First, considering the
case of a surface is restrictive, but it suffices for our purposes since several
features of this case can be incorporated in the general framework. More-
over, the algebraic structure of the vector spaces generated by the tangent
planes at each point of the surface (also referred as tangent spaces) will
allow to define certain geometrical quantities that have a fundamental role
in the required formulation of the main problem. Moreover, the notion of a
metric in a broader sense can be introduced in the previous situation. This
follows by replacing the usual metric in these tangent spaces with different
ones depending on the situation under study. For instance, this new metric
can be positive definite, which defines the metric of a Riemannian manifold
in a loose sense. The only possibility that concern us is when the metric
shares similar properties with the Minkowski metric. More precisely, this
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metric must have a signature {—,+, -+, 4}, i.e., it has N positive eigenval-
ues and a negative one. Metrics possessing the previous property are known
as Lorentzian metrics and smooth manifolds equipped with this sort of met-
ric are referred as Lorentzian manifolds. The main idea in the theory of
general relativity is that the geometry of space-time changes in the presence
of gravitational forces. This phenomenon can be described with the same
elements and tools as in the case of a surface.

Before proceeding, it is convenient to introduce some notation. We use

= (t,z',--- ,2N) and ¢ = (2!,--- ,2") to denote a vector in RV+!
and its associated spacelike vector, respectively. The latter is done to make
distinction between Greek and Latin indices. Also, the components of a
vector will be referred with the same notation for each a =0,1,--- , N, for
instance. If ¢ stands for a metric in RN+, then we write z -y = gagxayﬁ
for each 2, y® € RNt ie., the sum is understood over repeated indices.
This notation is known as the Finstein summation convention and it helps
to simplify computations and expressions. An element of the dual space of
RN+ (a covector), or in general from any vector space of dimension N + 1,
will be denoted by z,. This will be congruent with our previous definitions
and it serves a purpose, which is known as lowering indices. Notice that
any covector has a representation in terms of xzg = gaﬁxﬁ , since gqp is a
linear functional. Similarly, we can also raise indices to obtain a vector from
a covector as % = go‘ﬂxﬂ, where ¢®? = ¢! is the inverse of the metric
g, ie., g*° gpy = 05 with 47 is the Kronecker delta function. The previous
statement always holds true since all the components in the corresponding
diagonal matrix to obtain the signature are nonzero, i.e., the metric is non-
degenerate. It is important to remark that the previous elements not only
allow to introduce some of the required geometrical concepts in relativity,
but also make algebraic computations more efficient and simpler to perform
than with the standard notational conventions. In fact, all the geometric
objects in the theory depend on maps (also called tensors) that act on the
tangent spaces and their dual spaces. In addition, one can keep track on
which space the tensor is acting from the position of each index and express
it differently by simple operations, just as in the case of a vector, a covector
or the delta function.

xa

Now that we have developed some of the elements required to work with
Lorentzian manifolds, we are ready to introduce the notions of relativity in
its general form. In order to include gravitational forces, Einstein extended
relativity based on the idea that the geometry of space-time was deformed by
the presence of matter generating these forces [60]. To achieve the latter, he
proposed a relation between the energy-momentum tensor 7,3, a quantity
depending on the matter content, and the changes of curvature in space-
time, which are given in terms of the Ricci curvature tensor R,s. This



1.3 Relativistic effects in Diffusion Phenomena 13

relation is described by the Finstein field equations, which is a nonlinear
PDE system. In four dimensions [59], these equations can be expressed as

1
Rozﬁ - iRgaﬁ + Agaﬂ = 87TT04,87

where ¢ is the metric, A is the cosmological constant and R = gaﬁRag
is the scalar curvature. The speed of light and the gravitational constant
have been set equal to one. This system constitutes the cornerstone of
the general theory of relativity. The explicit PDE character of the system
comes from the definition of the Ricci tensor, it depends on derivative terms
of the metric up to order two, and the metric becomes the unknown part.
Therefore, one of the main problems in general relativity consists in finding
an appropriate metric that solves the Einstein equations. In the above
expression, Gog = Rag — %Rgaﬁ is the Einstein tensor and measures the
curvature changes in the manifold. In particular for A = 0, the Minkowski
metric is solution of this system in the absence of matter, since Gog = 0
for this metric, i.e., Minkowski space-time is flat. Mathematically speaking,
this argument explains why a strong gravitational field can not be consider
in the special relativistic case. Another interesting feature of the system
concerns its conservation laws. Einstein equations must be divergence free
in the sense of Lorentzian manifolds when matter is present. This is a
consistency property that follows from the divergence free property for the
case T'= 0 and implies conservation of energy-momentum. See for instance
[121], where Rendall systematically discusses the topic and other related
ones in the theory.

1.3 Relativistic effects in Diffusion Phenomena

As previously reviewed, classical diffusion has been intensively researched
over the past decades leading to a considerable amount of progress. In con-
trast, the progress in relativistic diffusion is still in its early stages. There
are several factors that have made this situation a difficult task and might
explain why there is still no consistent and systematic approach of this
phenomenon. For instance, experiments to test any proposal are hard to
perform and as a consequence, all the available research on the area relies
on theoretical intuition. Since accepting infinite speeds of propagation in
a relativistic model is no longer an option, any attempt to mimic previous
progress on diffusion becomes challenging. Although the incorporation of
Lorentz invariance is fundamental, it also produces nontrivial technical and
conceptual issues which might cause the loss of other desired properties.
Fortunately, the information available at the moment can give us some en-
lightenment on certain aspects to be considered and the possible directions
that could be pursued. Probably the first accomplishment in the theory was
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achieved by Jittner in [95]. He introduced the first generalization of the
Maxwell distribution function that accounts relativistic effects for a gas in
equilibrium. His deduction relied on a thermodynamical argument where
the Boltzmann entropy function was used. For a discussion on the matter
in a more general setting, Dunkel, Talkner and Héanggi considered relative
entropies depending on different invariant measures in [58]. In particular,
the analysis included the Jiittner distribution and a modified version of the
latter. Their approach allowed them to find desired symmetry properties
with respect to each associated measure, but the information was incon-
clusive to decide which distribution function is more convenient. See also
[40, 74, 78] for a further discussion on the matter.

Concerning the invariance under Lorentz transformations of the one par-
ticle distribution function in phase space, Van Kampen started the rigorous
treatment of the problem in [136]. Surprisingly, his approach only required
the motion of the particles and as a consequence, the distribution function
does not necessarily satisfy an equation of motion. In particular, the ideal
gas and the free particles® cases were considered. Also, Van Kampen showed
that the current-density constitute a four-vector that satisfies the continuity
equation. See also [45, 134], where the authors discussed some of the issues
involved in the Lorentz invariance property for the one particle distribution,
reviewed different proposals in the literature and analyzed some inconsisten-
cies in previous arguments to show this invariance property. In fact, there
is still no agreement on how to demand Lorentz invariance in some of the
most common scenarios.

The appearance of stochastic processes as a theory to describe diffusion at
a particle level motivates to approach the relativistic analogue in this sense.
In particular, one wonders if it is possible to construct a relativistic process
to model this phenomenon satisfying the Markov property, since the latter
is desirable due to its theoretical and practical implications. For the special
theory of relativity, Dudley started a systematic study of Lorentz invariant
processes in [51]. He constructed these processes by defining a probability
measure on sets of trajectories that are invariant under the action of the
Lorentz group with speed less or equal than the speed of light. Moreover,
he obtained a detailed characterization of these processes, i.e., properties
with respect to the measure and the proper time*, the semigroups gener-
ated in phase space (the hyperboloid) and the diffusion processes in phase-
spacetime. The latter topic was already treated in [127] by Schay. Probably
the most remarkable result in this reference (Thm.11.3), and so far, states
that if one wants to work with Lorentz invariant Markov processes, then the

3Particles are not confined and do not interact.
4The time parameter or clock used along the path.
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process must have states in phase-spacetime. Therefore, the class of Lorentz
invariant processes in spacetime does not posses the Markov property. The
positive and negative implications are quite immediate and explain the slow
growth of the theory: there are at least two ways to define a relativistic
diffusion process without any certainty if one of those could lead to an ap-
propriate definition of the phenomenon. Independently from the previous
work, Hakim was also able to arrive at the same conclusions in [86, Prop. 2].
His arguments were based on previous ideas by Lopuszanski in [107]. Both
authors noticed that the associated Fokker-Planck equation in spacetime
reduced to a conservation identity which automatically excluded the possi-
bility of having a Markov process. Also, Hakim approached the problem of
defining a relativistic stochastic process in phase space from two different
equivalent perspectives, one of those corresponds to the use of densities de-
pending on the proper time. See also [85]. It is important to remark that
there were no more attempts to extend the previous work nor to explore
several related questions concerning the topic for a very long time. At least
from a mathematical perspective, this could be explained by the fact that
even at this moment some of those problems are still difficult to solve. In
recent years, relativistic diffusion has attracted again the attention of some
researchers. In the following, we will review some of the recent progress in
the context of special and general relativity from a probabilistic perspective.

In the literature, stochastic differential equations are also referred as
Langevin equations and are useful to describe the microscopic behavior of
a phenomenon when random effects are assumed, see [72, 123]. Since the
microscopic behavior is directly connected with a Fokker-Planck equation
(this represents the collective or macroscopic dynamics), it is equivalent to
consider either case. The first relativistic generalization of the Langevin
equation was introduced in [44] by Debbasch, Mallick and Rivet in order
to extend the Ornstein-Uhlenbeck process in the special relativistic context.
Moreover, the Fokker-Planck equation associated to this process was found
and some numerical simulations were performed. The purpose of the latter
was to test the convergence of the evolution towards its equilibrium and to
verify their predictions on the specific form of this state under the assump-
tion of spatial homogeneity (no dependence on the position). Debbasch
extended the previous notion to the case of a curved space-time in [42]. In
particular, he analyzed in the spatially flat Friedmann-Robertson-Walker
metric and showed that a modified version of the Jiittner distribution func-
tion is an equilibrium state for the corresponding Fokker-Plank equation.
Later on in [43], Debbasch and Chevalier reviewed some of the main rela-
tivistic diffusion models that could be found in the literature at that moment
which motivated the work performed in [38]. In the latter reference, they
introduced a family of relativistic stochastic processes in which all of the
models previously discussed in [43] belong to this class.
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A similar program as the one described before was carried out by Dunkel
and Hanggi. In [55], the authors proposed a Langevin equation parametrized
by proper time and included effects of external forces. They made special
emphasis on the stochastic integration rule to derive three Fokker-Planck
equations with their corresponding steady states. Among these Fokker-
Planck models, there is only one in which the Jiittner distribution function
is the steady state of the system. In addition, some numerical simulations
were performed to compare each Fokker-Planck model in stationary regime.
A previous treatment of the problem was performed in [54] with a dimension
reduction. In [52], the aim of authors was to identify invariant stationary
momentum distributions for the classical and relativistic Brownian motions
by using an integral criterion in one dimension. This criterion allowed the
authors to obtain the transition probability distribution function for a Brow-
nian particle after collision. The purpose to do so was to recover further
information from the collision process among particles. In fact, their results
in the non-relativistic framework corroborated the fact that the Maxwellian
is the invariant distribution after particles had collided while in the relativis-
tic case, a modified version of the Jiittner distribution function was the one
to remain invariant. The previous situation might not be a coincidence as
their following work [56] showed. The authors in collaboration with Weber
studied how the relativistic Langevin equation changes under different time
parameters. In particular, they presented the relativistic Langevin equation
under the action of Lorentz transformations. Also, they showed that the
modified Jittner distribution function arises as a steady state when this
Langevin equation is parametrized by the proper time. See for instance
[41], where further justification of this matter was achieved. See also the
treatment performed by Herrmann in [90] and by Haba in [79, 80, 81, 82]. A
thorough review from Dunkel and Hanggi on relativistic diffusion in special
relativity can be found in [53].

Accounting diffusion phenomena in the general relativity framework is a
very complicated task since the geometry of space and time is completely
determined by the Einstein field equations. As a consequence, the cou-
pling between these equations and the relativistic diffusion equation will
generally result to be inconsistent. In order to handle this issue, one must
confront some important aspects that are very difficult to experimentally
verify. For instance in [20], Calogero proposed a Lorentz invariant model in
which the addition of an appropriate cosmological scalar field in the Einstein
field equations was required. Also, the qualitative behavior of solutions for
the simplest cosmological model, the flat Robertson-Walker spacetime, was
studied. The main advantage of the approach used in [20] consists in the
simplicity of the argument to define diffusion, which is basically adding the
Laplace-Beltrami operator in the corresponding Vlasov equation (the free
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transport of particles case). See also [5, 21, 30] for further treatment of the
problem. In [77], Haba treated a similar situation as the previous one for the
ultra-relativistic problem on the hyperboloid with a modified version of the
Einstein field equations. The extra term in the previous system is justified
to compensate the coupling between models since there is an undetectable
part in the phenomenon, which is also the reason to consider a random in-
teraction. His analysis consisted on deriving ultra-relativistic solutions of
the model at finite temperature. The limiting behavior of solutions as the
temperature approached to zero was also accounted for in order to explicitly
calculate the extra term in the Einstein field equations. The main motiva-
tion to pursue this program was to describe the expansion of the universe
in different stages by means of diffusion. From a microscopical perspective,
Franchi and Le Jan proposed a generalization of the relativistic Markov
process constructed in [51] for the case of Lorentzian manifolds in [70]. The
main idea to obtain this relativistic process is very similar to the one used to
prove the existence of a Brownian motion on a Riemannian manifold. Also,
they gave the exact form of the infinitesimal generator of the process which
corresponds to the geodesic flow plus a Laplace operator. In particular, the
authors considered the Schwarzschild space and gave a detailed analysis of
the relativistic stochastic process in this case. See also [71, 84, 91].

Another interesting approach of the problem without the use of stochas-
tic arguments was performed by Chacén-Acosta and Kremer in [35]. They
were able to obtain two relativistic Fokker-Planck equations from a relativis-
tic version of the Boltzmann equation. As a first step, the authors performed
an approximation of the collision integral in the Boltzmann equation for a
relativistic gas and as a result, the values of the friction and diffusion co-
efficients for the Fokker-Planck operator followed from integral factors that
account the collisions experienced by the particles. Moreover, they consid-
ered the case where classical Brownian particles are mixed with a relativistic
gas in equilibrium. Then, they used the relativistic Boltzmann equation sat-
isfied by the Brownian particles distribution in terms of the relativistic gas
and proceeded similarly as in the previous situation.

As mentioned above, there is a second alternative to construct a model
for relativistic diffusion in space-time which involves to treat non-Markovian
processes. Unfortunately, this direction is less explored than the Marko-
vian case, which is also more natural to consider since diffusion depends
on previous states, i.e., the process should have memory of its past. Even
though classical diffusion models do not possess the desired finite propaga-
tion speed of particles and their associated stochastic processes only keep
record of their immediate past, these have proven to reasonably approxi-
mate the phenomenon under appropriate restrictions. Moreover, this could
explain and justify why the research on the matter still focuses on models
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based in parabolic equations. See for instance [100], where the authors ana-
lyzed some of the involved issues from these models. The previous reference
generated a controversy and in response, the following works [89, 99] were
published.

To our knowledge, there are two proposals in the literature as plausible
options to model relativistic diffusion from a non-Markovian perspective.
One of those involves using the telegraph equation [109] since its structure
not only resembles the simplest diffusion equation with an extra second or-
der term in time, but also the model predicts finite propagation speed from
its hyperbolic nature. As a consequence, solutions of this equation will show
similar behavior and properties from solutions of parabolic and hyperbolic
equations. Unfortunately, the latter also means that singular propagation
fronts will appear, which are not a physical part of the phenomenon. In
addition, the classical diffusion and wave equations can be recovered from
two different limiting procedures. Some further facts are also discussed in
[109] such as four derivations of the model, a method to find solutions, etc.
See also [97, 98]. The second approach of the problem was given in [57] by
Dunkel, Talkner and Hanggi. They used the fact that the probability tran-
sition densities in the non-relativistic case can be written as an integral in
terms of the total action per mass under appropriate boundary conditions.
Then, the extension to the relativistic case is straightforward and the re-
sulting process is not Markovian. Moreover, the new process has continuous
paths which is a main advantage in comparison with the telegraph equation.
Also, this perspective might open the possibility to characterize other kinds
of diffusion phenomena.



Chapter 2

The relativistic
Fokker-Planck equation

In this chapter we review some previous results obtained for a relativistic
generalization of a kinetic Fokker-Planck equation. The latter work is not
only our main motivation for the current presentation, but it is also the
foundation to study new mathematical challenges. One reason to consider
and analyze this generalization relies on the fact that essential relativistic
features are captured by the model. Moreover, the latter also allows to
introduce two relativistic systems of interest in gravitational and plasma
physics. This follows from coupling the Fokker-Planck dynamics to a non-
linear scalar mean-field in the gravitational case, the Nordstréom theory, and
to the Maxwell equations of electrodynamics in the case of plasmas.

2.1 Introduction

Fokker-Planck equations provide a continuous description for the stochastic
collective dynamics of a large amount of particles. The prototype model
and most basic example to consider is when the movement of each particle
is assumed to be governed by the Brownian motion, the random motion of
a test particle immersed in a fluid in thermodynamical equilibrium. If the
test particle is heavier than the molecules of the fluid, then it is possible
to approximate the microscopic forces acting on the test particle by two
driving mechanisms: diffusion and friction. Assuming that the mass of each
particle equals to one, the kinetic equation describing the evolution of the
distribution function for test particles is the following linear Fokker-Planck
(or Kramers) equation [123]:

(2.1) Ohf+p-Vaof =Vp-(aVpf +Bpf).

Here the non-negative function f denotes the distribution of particles and
depends on the variables (t,z,p), where ¢ > 0 is the time variable and
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(z,p) € RY x RY are the phase-space coordinates that represent position
x and momentum p. The positive constants 3 and o are the friction and
diffusion parameters, respectively. Equations like (2.1), or variants thereof,
have several applications in different fields of physics and engineering. In
astrophysics, for example, they model the effect of interstellar nebulae in a
galaxy [128] or even dark matter [108]. In plasma physics, these equations
take into account the effect of grazing close encounters among the ions (the
heavy particles) and the electrons.

A common strategy to derive Fokker-Planck type equations is to start
from a system of stochastic differential equations (SDEs) that represents
the microscopic behavior of each single particle. Then, it can be shown
that the probability law of the process solving the SDEs satisfies a parabolic
partial differential equation (PDE) of this kind. The latter easily follows
by applying standard results from the theory of stochastic calculus. For
instance, the system of SDEs associated to the kinetic equation (2.1) are
given by

(2.2) #(t) = p(t), B(t) = —Bp(t) +V20B(t),

where B(t) is a standard Brownian motion in RY, i.e., a Gaussian process
with covariance (B(t), B(t')) = 6(t — t') and centered at the origin. Then,
well-known results from It6 calculus allow to obtain equation (2.1) from sys-
tem (2.2), see [36, 96, 123] for details.

Despite of the fact that equation (2.1) provides a reasonable model for
describing diffusion in many situations, it also features an incompatible
property with the well-established physical law that prevents particles from
moving faster than light. In other words, the transport-diffusion term
—p - Vaof +0A,f in (2.1) operates with infinite velocity: if particles are
initially distributed in a compact region of space, the probability to find
these particles everywhere will be instantaneously non-zero, i.e., the initial
distribution f(0,z,p) is compactly supported in the variable z and f > 0
for any (t,2,p) € (0,00) x RV x RY. The latter statement is equivalent
to say that some particles will travel faster than the speed of light. Recent
works in the mathematical and physical literature put forward two possible
solutions to eliminate this undesirable feature. One consists in replacing
the classical linear diffusive (Laplace) operator with a non-linear diffusion
term as performed in [7] for the so-called “ relativistic” heat equation. An-
other mathematically simpler solution is obtained by replacing (2.1) with
a model that is still linear and at the same time, it will turn out to be
consistent with the relativistic mechanics of particles, where the property
of finite propagation speed enters in a natural fashion. For the later case,
the physics literature abounds of proposals for what should represent the
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correct relativistic generalization of (2.1), see for instance [35, 55]. Thus
the first problem to confront is the choice of the relativistic Fokker-Planck
equation to consider. In this work, the following equation is analyzed:

(2.3) Of +p-Vauf =Vp-(eDV,f + Bfp),

where p is the relativistic velocity and D is the relativistic diffusion matriz.
These quantities are given by

I
p D= +p&®p

p=—=t—, s
V14 |pf? V1+p?

The previous model coincides with one of the equations proposed in [55],
namely [55, Eq. (47)], and it is the subject of a recent series of papers by
Haba [79, 81, 78, 83]. In these references, several generalizations of (2.3) are
introduced, including models for massless particles, for particles with spin
and models with more general friction terms.

For applications in astrophysics (resp. plasma physics), it is necessary
to add the interaction of the particles with the self-generated gravitational
(resp. electric) field. In the non-relativistic case this leads to the non-linear
Vlasov-Poisson-Fokker-Planck system:

(2.4&) atf +p- vzf - va ' vpf = vp : (pf + vpf) s

@db) AU =dp plta) = [ f(tan)d

where we have set all the physical constants equal to one. When \ = 1,
the model corresponds to the gravitational case, while A = —1 is used in
the plasma physics context. Sections 2.4-2.5 will be devoted to introduce
the relativistic generalizations for these models. In the gravitational case
we will couple the Fokker-Planck dynamics to a relativistic scalar theory of
gravity, the Nordstrom theory, which has already been used as a toy model
for Einstein’s theory of general relativity, see for instance [24, 28, 29, 129].
Unfortunately, there are fundamental difficulties in formulating a Fokker-
Planck theory in general relativity that are briefly recalled at the beginning
of Section 2.4. In order to avoid this issue, we consider instead a sim-
pler model, which we name the Vlasov-Nordstrom-Fokker-Planck system.
In the plasma physics case we couple the relativistic Fokker-Planck equa-
tion (2.3) to the Maxwell equations of electrodynamics. The resulting model
is named the Vlasov-Maxwell-Fokker-Planck system. We remark that this
model is different from the one considered in [16, 103, 146], which uses the
non-relativistic Fokker-Planck equation (2.1). The main result for both sys-
tems (with an external confining potential) is the existence of steady states
solutions for all possible values of the mass. We do so by variational tech-
niques inspired by [47]. Note that in the gravitational case the result can
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be improved in comparison with the one available for the Vlasov-Poisson-
Fokker-Planck system (2.4),—1, for which the existence of steady states is
only known for a properly small mass [18]. The main advantage of the
Vlasov-Nordstrom-Fokker-Planck system is that its energy is positive defi-
nite while in the non-relativistic framework is indefinite.

In Section 2.2, we derive the relativistic Fokker-Planck equation (2.3)
by showing that certain important physical properties satisfied by the non-
relativistic model (2.1) are maintained. For instance, the non-relativistic
equation (2.1) is invariant by Galilean transformations when § = 0, i.e., in
the absence of friction. In the case of equation (2.3), the Lorentz invariance
property, which is the relativistic analogue, will be automatically fulfilled
from the arguments that we will use. Note that in both cases, the friction
term breaks the equivalence of inertial reference systems. In Section 2.3,
we prove that solutions of equation (2.3) enjoy some other mathematically
and physically desirable features, in particular that they behave consistently
with the finite propagation speed of particles.

2.2 Derivation of the relativistic model

The purpose of this section is to justify the reason to choose equation (2.3)
as a relativistic generalization for equation (2.1). In particular, we will show
that it is possible to derive this model by merely demanding that certain
analogous physical properties of the non-relativistic case are maintained.
Otherwise, following a stochastic approach for this relativistic version as
in the case of equation (2.1) is problematic for at least two reasons. It is
not very clear how to define a “standard” relativistic Brownian motion and;
there are multiple ways to obtain a Fokker-Planck equation from a system
of SDEs when the diffusion matrix is not constant. For instance, the latter
situation already occurs in (2.3) while this is not an issue for equation (2.1).
It is equivalent to obtained the previous model from (2.2) by either using
It6 or Stratonovich calculus, since o is constant. As a direct consequence of
these “ambiguities”, there exist different models in the literature which are
named “relativistic Fokker-Planck equation”, see [43, 53] for a review. For
the rest of the chapter, we will not refer to the system of SDEs associated to
the (relativistic) stochastic process since this will not be required. Despite
of this situation, it can be observed that our equation coincides with one of
the models derived in [53, 55] by stochastic calculus methods.

Now, we require to recall some properties that the non-relativistic Fokker-
Planck equation (2.1) possesses. In fact, we focus on the following two:

(NR1) In the absence of friction, i.e., when 8 = 0, equation (2.1) is Galilean
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invariant'. The latter means that under the change of variables
Eztaj:x_Utvﬁ:p_ua f(fai‘aﬁ):f(t,xvp%
f is a solution of (2.1)g—o if and only if f is a solution, Vu € R¥.

(NR2) The Maxwellian distribution function
M (p) = e PlPI*/20

is a non-trivial static solution of (2.1). In fact, up to a multiplicative
constant, it is the only global equilibrium of the equation.

Now, we propose a relativistic generalization of (2.1) by requiring that
the relativistic analogues of the properties (NR1) and (NR2) hold. More
precisely, the relativistic Fokker-Planck equation should satisfy:

(R1) Invariance under Lorentz transformations in the absence of friction,
i.e., under the change of variables’

- 5 ug — 1
uw=+1+ul?, t=upt—u-z, = a:—ut+(’)uﬁu(u-x),

“ L up), Fa5) = f(t.ap),

T

f is a solution of the frictionless equation if and only if f is a solution,
Yu € RV,

(R2) The function # defined by
S (p) = e VIR,

must be a static solution, for some constant v > 0. _# is known as
the Jiittner distribution (or relativistic Maxwellian).

In our opinion, the simplest and most natural way to obtain (R1) is the
following. Firstly we replace the transport term in the left hand side of (2.1)
by its relativistic counterpart

N
VI+pRo+p-Ve=> p'dy=p'dy,
n=0
with p® = /1 +p|2, p = (p',---,p"), 0o = O; and 9; = J,:. Secondly

the diffusive operator A, = V,, - V,, on the right side of (2.1) is replaced

!The friction term V,-(8pf) breaks the Galilean invariance of (2.1), since it corresponds
to the microscopic velocity-dependent force F' = —fp(¢) in (2.2).
2We fix ¢ = 1, where c is the speed of light.
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by the Laplace-Beltrami (LB) operator AZ over the Riemannian manifold
(RN, h), where h is the hyperbolic metric, the Riemannian metric induced
by the Minkowski metric 7, = diag(—1,1,---, 1) over the hyperboloid $ =
{(p°, p) v/1 4 [p|?}. The components of the metric in the base 9, ®0,;
of the hnear space of second order covariant tensor fields on ) are given by

A A p
hij = 6ij — pipj, D= —,
Po

where pr, = 6p' ? and py = p°. The Lorentz invariance property of the
operator AZ comes from the fact that a Lorentz transformation in the mo-
mentum variable corresponds to a translation over the hyperboloid §. Now,
let (h~1)% = 6% 4 p'p/ denote the inverse matrix of h;j, i.e., (h~1)*hy; = 5;,
with k| = det(hi) = (14 |p|*)~*. The action of the LB operator A% on
scalar functions is given by

e 1y g,
(2.5) Ay = 0 (VIR 90,1

Therefore the frictionless relativistic Fokker-Planck equation is

(2.6) 6tf+ﬁ-vzf:06pi<% pjf>

where o > 0 is the diffusion constant.

To achieve (R2), it is sufficient to add a friction term to the right hand
side of (2.6) of the form 8, (¢*(p)f) and such that the current

6y
A= T8 5y
Ve

vanishes for f = ¢, since V, ¢ = 0. Using the following computations
! i A
pt 87 4!
O f == 7% —F——p =p",
4 /po 1+ p|2
(2.7)
9+ pip)
1 +| |2 P]j _’YP f
we immediately see that A’ = 0 if and only if ¢*(p) = yop’. Then, the
relativistic Fokker-Planck equation with friction is:

39 +pip

2.8 Of +p-Vaf =0,
( ) t D ( 1+‘p|2

paf+ﬁfp>

3The position of the indexes (above or below) is changed using the Euclidean metric.
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where [ = o is the friction parameter. Since all the results involving
equation (2.8) are independent from the value of the physical constants, we
set § = 0 =« = 1. Moreover, in order to guarantee the existence of an
equilibrium with finite mass in the whole space, we assume that the system
is subject to the action® of an external confining potential V = V(z), and
write the equation in the following final form

(2.9) Of +0-Vaof =VaV -V, f =V (DV,f +pf),
where (¢,z,p) € (0,00) x RN x RN, = p/p" and D is the diffusion matrix

D — 8" + p'p? _

V1+(p]?

with p® = 1/1 + |p|2. Throughout the chapter we assume V € C' and

(2.10) (6" + p'p") (p°) 7,

eV e LYRY).

To conclude this section, we remark that (2.8) coincides with one of the
equations proposed in [55], namely [55, Eq. (47)]. In this reference, the
authors derive three different relativistic Fokker-Planck equations starting
from a particular relativistic Langevin dynamics and using the pre-, mid-
and post-point rule of discretization for stochastic integrals, see also [53].
Equation (2.8) is the only one, among the equations introduced in [55],
that satisfies the properties (R1)-(R2) above. Our purpose in the following
section is to review previous results concerning this equation.

2.3 Properties of relativistic solutions

In this section, we prove some fundamental properties that solutions of equa-
tion (2.9) possess. Our first task is to establish an existence and uniqueness
result associated to the initial value problem of equation (2.9). To achieve
the latter, we will consider the Cauchy problem for the equation

(2.11) Och(t, z,p) + Ah(t,z,p) =0, A=T-1L,
with (,2,p) € (0,00) x RY x RY and the operators T, L are given by

(2.12) T=uv(p) Vy=V,V -V, L=AJ+W,

4The action of the external potential is equivalent to that of a spatially dependent
friction term, which can be seen by writing (2.9) in the form

Of+p-Vaf =Vy - (DVpf + f(p+ VaV)).
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where Aj is the LB operator with respect to the Riemannian metric g on
RV, see (2.5), and v, W are the vector fields

(2.13) Wh=g'V,logu-V,h, u=+/detg=le™® v=V,E,

for some non-negative function £ = E(p). The matrix g~! stands for the
inverse matrix of g, i.e., g’g;, = 6;°. We assume that g, E,V € C* and
e P eV € LY(RN). The latter property allows to define the probability
measure [ as

dp=0"1te FVdpde, ©= e F@=V @) qp dg.

R2N

The previous measure is used to establish our results on weighted Sobolev
spaces which will enable us to equivalently interpret those results in the
usual Sobolev ones by a simple transformation in terms of h in (2.11).

The main reasons to consider equation (2.11) as a first step to prove the
existence and uniqueness result for equation (2.9) are very simple. First,
equation (2.9) can be expressed as a particular case of equation (2.11). Also,
the main argument to deal with the degeneracy in p can not be applied
directly for any function V with low regularity. In fact, we require the
corresponding result for (2.11) when V € C® and the initial data are C*
with compact support. From here, this result easily extends for the case
of equation (2.9). Before we state and prove the corresponding Cauchy
problem for (2.11), we gather some basic properties of the operators A, T
and L with respect to the measure pu.

Lemma 2.3.1. Assume that h, hy, he € C°, then the following holds
(a) [genhThdp=0;
(b) Jaxh Lhe P dp=— [ong" 0,ihdyh e dp;
(¢) A(hihg) = h1Ahg + hoAhy — QQijapih]_ Ops ha.

Proof. To proof (a), we use definition (2.12) and perform an integration by
parts to see that

/ h(v-Vgeh— V.V -V,h)du = h2(v-V,V =V, V- V,E)du
R2N

R2N

+/ (Vph - V.V —v - V,h)hdy,
R2N

. . . . —1N\id ij . .
SFor notational convenience, we simply write (¢7')% = ¢* in this case.
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and the assertion follows by the previous identity and the fact v(p) = V,E.
For the second statement, we account the definition of the LB operator (2.5)
and apply an integration by parts to the right hand side of (b) as follows

- 1
hAIhe Bdp= | hg"0,h|0,E+ —0, —Eq
/RN e ep /ng P ( NPT 'g'>e b
—/H{Ngijf)pihapjheEdp

= —/ giﬂ'apihapjhe—Edp—/ MWhe Edp,
RN RN

where we used that

1 1 _
mﬁpi\g\ = —0p, (log ) , Vp,E=-V,loge E

vl

1'=1/]g|. The proof of (c) follows directly by Leibniz’s rule. [J

and det g~

Now we are ready to present one of the main results of this chapter.
The proof is based on the arguments performed in [87, Prop. 5.5] for the
non-relativistic Fokker-Planck equation (2.1) (with external potential), and
in [22, App. A], which studies the Cauchy problem for (2.11) when x € T¢
(the d—dimensional torus) without external potential.

Theorem 2.3.1. Assume that hy, € CH(RYN x RY) and for all p € RV, the
following conditions hold

(2.14) det(0,iv;) #0, 0Oy (gijaij) < w, for some w > 0,
(2.15) 970,E 0, E > 0|V, E|*, for some 6 > 0,

ij
(2.16) 97() g as |p| = 00 Vi, j=1,...d.

Ip|?

Then, there exists a unique solution for the Cauchy problem associated to
equation (2.11) with initial datum given by h(0,x,p) = hi, and

h e C([0,00), L*(dp)).

Proof. Consider the operator A defined by (2.11)—(2.12) on the domain
D(A) = C*(R?Y) and denote H = L?(dp). Our main goal is to show
that the closure of the operator A generates a contraction semigroup on H.
To achieve this purpose, it suffices to prove that A is accretive and the range
of A+ A is dense in H for some A > 0, see for instance [87, Sec. 5.2]. As a
direct consequence of (a)—(b) in Lemma 2.3.1, we see that A is accretive

(h| AR)y = (h| Th), — (h| Lh), = / 97 0,h Oy hdp > 0.

R2N
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In order to prove the remaining property, we will require to show that the
operator A is hypoelliptic. Let a = y/g~1, the positive definite matrix such
that a®> = ¢~'. A direct computation shows that

N
—A=) Y+ Y,
i=1

where Y and Y; denote the vector fields

Yoh = (divya) - aVyph — g7 0, E 0ph — Th,
Yih = afo,h.

Then A is hypoelliptic if —A satisfies a rank 2 Hormander’s condition,
i.e., the vector fields {V;, Z;} is a basis of R?V with Z; := [Yp, ¥;]°, see [92].
Observe that A

Zi = Bfo + Cl0,;,
where B is a N x N matrix whose exact form is irrelevant for what follows
and C = af(‘)pk v7, since v = VpE. Thus we are able to represent the linear
transformation {0,:, 9, } — {Yk, Zi} by

0 a
r=(e5)
whose determinant is |det F'| = deta|det C| = det g|det(d,xv?)|, which is

positive because det(d,:v;) is non-zero by assumption and the claim follows.

Finally, we prove that the range of A + A is dense in H for some A > 0.
We must show that if h € H is such that

(2.17) (B|(A + A)f),, =0, forall f € D(A),

then h = 0. Equation (2.17) is equivalent to state that h is a distributional
solution of
(A+T —L)h=0.

Since the operator A + T — L is hypoelliptic, this property implies that
h € C* by definition. Now setting h; = ¢, ha = ¢h in (¢) of Lemma 2.3.1,
multiplying the previous identity by h, integrating over the whole domain
and using that (h|(\ + A)(¢2h)>H =0, by (2.17), we obtain

A /¢2h2 dp + /gij8p¢(¢h) apj (&h) dp = /hggijapigbaqubd/‘
(2.18) - / h2¢T o dp.

5Here, [-, ] denotes the usual Lie bracket and it is defined by [Yo, Y] = Yo(Yi) — Yi(Yo)
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Let f = he=F/2=V/2_ Then, we see that the second term in (2.18) can be
written in terms of f as follows

t/ﬁ”fbﬁéh)am(¢h)dﬂ::j[gﬁaﬂ(¢f)aw(¢f)@_1dpdm
1 .
+ 1 /nghgg”@piE@ijd,u

1 ii _
+3 /g 10,i(¢*f*) 0,y E©~ ! dpda.
Also, performing an integration by parts in the last term allows to find that
1 i _ 1 y
5 /g Japi(¢2f2) aij@ ! dpdz = D) /d)zhz 8pi(g Jaij) dp
> o [ d

where we used the condition 8, (9" 9,; E) < w. Therefore, the identity (2.18)
leads to the inequality

(A —w) /¢2h2 dp + i/¢2h29ij8p¢E O Edp < /thijapigs O ¢ dp
— / h2¢Té dp.

Now, we introduce the sequence ¢ = ¢y (z,p) = ¢ (x/k1)Y(p/ks), with
k = (ki,k2) € N2 and v € C*, 0 < ¢ < 1,9 = 1 on B(0,1/2) and
supp ¢ C B(0,1). From the previous identity, we obtain the bound

1 i' C i'
(A —w) /qﬁihQ dp+ 5 /¢ih2g 10y B0y Edp <o [ h*sup|gY |xjplcn, ds
2 (2%

+ | {¢rh VpE - Vodi, h)y, |

for some C' > 0. Using Young’s inequality, we can estimate the last two
terms of (2.19) as follows

C (1
| (ph VpE - Vi, h) | < o (46 /¢§h2|va12du+q /thu),
1 1

C 1
| (khV oV - Vo, h) | < kikl <462 /¢ih2du + € /th,u) ,

which are valid for all €1, ez > 0, with (, = sup, <, {|VV|}. Now, we use
the values e; = C//(0k1) in the first line, e = C(}, /(4k2) in the second line
and invoke property (2.15) to get

A—w-—1 272 1 2 ij 1 Cli 2
—c Prhidp < 2 h=sup g | X |p| <k, dit + 2 + 72 h*dp.
2 i,j 1 2
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Taking first the limit ko — oo and then ki — oo, we see that h = 0 for
A > w + 1. This concludes the proof of the theorem. O

As a consequence of the previous result, we are able to establish the
existence and uniqueness of solutions for the corresponding initial value
problem of equation (2.9) under weaker assumptions. We will only include
some details for simplicity.

Theorem 2.3.2. Given 0 < fi, € L', there exists a unique global solution
of equation (2.9) with initial datum f(0,z,p) = fin(x,p) and

0< feC(0,00), L*RN x RVY).
Proof. First, we verify that equation (2.9) can be written in the form (2.11).

Let f = e PVh, E(p) = \/1+ |p|2 = p® and g = D!, which is given by
(2.10). Then, we notice that

Wf+p-Vauf —VV -Vof = PV [0h+p-Vih — V.V -Vph
—e PV VYV -V, V-V,E]
=e FVIOh+p-Vieh — V.,V -V,h],
with p = p/p’ = Vp/1 + [p|2 = v, see (2.13), and also

Vp(DVyf +pf) = 0y (D90, (he ¥V) +p'f)
=y (e7P7V'DY9,;h)
= e’E’Vapi (Dij(?pj h) — e’E*VDijz%apjhv

by using (2.7). Thus, h solves the equation
(2.20) b+ p-Vioh — V.V - Vyh = 8, (DV8,;h) + DY, log e 8, h.
Next, we consider the metric g given by

pipPj
gij = p°0ij — ;OJ,

which satisfies

) kI L ppd .
e (2222 (55, 22)
1+ [p|? p

k k 2
P+ 0 i
= 6lk +pkpl - (p0)2 = 5lk7
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i.e., DY is the inverse matrix of the metric g with detg = |g| = p°. Using
the definition of the LB operator (2.5), we perform the following calculation

Vgl ) 1 g 1 g
0, | Y=DY0,; =——0, \/‘g‘D”a ih)+ 0| —— v[g]D”@ ih
Y <\/|g| ") Vel ( p)+ 2, V14l Y

ij Pi
= Agh - D 372(])0)281,]'11

= Agh+ D0, (log /g ") By

Combining equation (2.20) with the previous identity and bearing in mind
the fact |g|~! = det g, we see that (2.9) takes the form (2.11) as stated.

Next, we approximate the external potential V(x) by a smooth function
and the initial datum by a sequence hin,;, > 0 of smooth functions with
compact support. By Theorem 2.3.1, we have that for each fixed m € N
there exists a unique solution of equation (2.9) with f,, € C([0,c0), L?).
The previous result can be applied since it is easy to verify that conditions
(2.14)—(2.16) are fulfilled from the following quantities

.. 51’]’ G0 ] ol

D”ﬁpiEaij = M%%

1+ [pl?p°p

Dij(p) ~ 1+l 8171' (Dijapjpo) = apipi =N,
O

P’ ; 1 i P ij
i’ (po) = Oy = (p°)? (poa] B ppo ) N (poj)”

where we used that £ = p® > 1 and 8pkp0 = pk /¥ = v*. By standard
methods (see [31, 72, 137] for instance), one can prove the L!-contraction
property

= |Vpp0|2p0 > ‘VpE|2a

||fk - meLl < ||fin,k - fin,mHLl-

Thus the sequence f,,, converges in L' to a solution. The uniqueness is also
a direct consequence of the L'-contraction property. The non-negativity
of regular solutions can be proved by studying the evolution of a suitable
regularization of sign(f) (see again [31, 72, 137]). O

It is important to remark that the global existence and uniqueness of so-
lutions for equation (2.9) can be proven under lower regularity conditions.
For instance, see [139] for the case of the non-relativistic equation.

As previously mentioned, one of the main reasons to consider equation
(2.9) comes from the fact that this model is compatible with the desired
finite propagation speed of particles in relativity. In general, any kinetic
equation of the form

Oif +v(p) - Vaf =C[f],
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will possess this propagation property if the vector field v and the operator
C (possibly non-linear) satisfy |v| < 1 and

C[.ﬂ (ta x,p)dp =0.
RN

In fact, for the proof of the result is required an intrinsic property that
solutions of the above equation satisfy. Define the functions

plta) = [ Fdp o) = [ o) fap
RN RN
and notice that p and j are related by the continuity equation
(2.21) op+Vy-j=0,

for all t > 0 and € RY. Moreover, since |v| < 1, then |j| < p for f > 0.
The latter fact provides the key point in the argument to obtain the result,
which is based on the celebrated uniqueness theorem for non-linear wave
equations due to Fritz John [94], see also [131]. Now, we are in position
to show that all the relevant relativistic kinetic equations have the finite
propagation speed property, if these equations can be expressed in terms of
the continuity equation (2.21).

Lemma 2.3.2. Assume that p,j € C! verify equation (2.21), |j| < p and
p(0,2) =0 for |x — xo| < to. Then p(t,x) =0, for (t,x) € A(to,xo), where

A(to,z0) = {(t,z) € [0,t0] x RN : |z — zg| < tg —t}
is the past light cone with vertex on (tg,zo) and base on t = 0.
Proof. Consider the function
O(s,x) = to — [(to — 5)? + 1o *(2tos — s?) |z — o]/,
and the set Rs(tg,z0) = {(t,x) : t < (s, ), |z — xo| < to}. Notice that

(222) @(O,.’L’) =0, 11_)111:1 q)(S,.I) =to— "T - 550‘7 =0,
s—to

lle—zol=to

and

Alto,z0) = | Ralto, o).

0<s<to

Also, we define
p(s,x) = p(®(s,2),7), jn(s,z) = j(®(s,2), ).
Since p, j satisfy (2.21), then pn, jn verify the identity

6spﬂ =-V. jﬂasq) + 8sjﬁ ' qu)-
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Next, we use (2.22) and perform some integrations by parts to see that

/pm(s,x)dx: //Osanm(T,x)dem

|e—a0|<to |z—a0|<to
= / /s(—V < jn0+® + 0rjn - V@) dr dz
lo—ao|<to
= / Jn - Vg @(s,z)dx < 6(s) / pn(s,z)dx,
|lz—a0|<to |z—ao|<to

where the latter bound was obtained by using |j| < p and the fact that for
all 0 < s <ty

to2(2tos — s2)|x — xo| < V2tgs — 52

=0(s).
[(to — 8)2 + t5 2 (2tos — s2)|x — 20|2]1/2 ~ to (=)

Vo ®(s, )| =
Since 0(s) < 1 and p > 0 is continuous, we conclude that

/ pndr =0=p=0on A(to,xo).

|x—z0|<to
O

Notice that as a consequence of the previous result and the wave nature
of the transport equation (2.21), we obtain a similar result when the initial
datum p(0,x) is compactly supported. This observation leads to the finite
speed property of particles mentioned before.

In the remainder of the section, we assume that solutions of equation (2.9)
are smooth and decays rapidly at infinity. This allows to simplify some of
the computations in the following results. The generalization to the actual
regularity of solutions is achieved by introducing a suitable smooth positive
approximation f., for which the following calculations hold up to error terms
that vanish in the limit toward a solution (i.e., ¢ — 0). We refer to [18] for
the details of this procedure in the non-relativistic case.

Now, we prove the finite speed property of particles for the relativistic
Fokker-Planck model:

Proposition 2.3.1. If the initial datum for equation (2.9) satisfies fin =0
for |z| > R and some R > 0, then f =0 for |x| > R+t and all t > 0.

Proof. Introduce the density and the current density

plta) = [ rapdp. i) = [ pritop)an
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Clearly, |j| < p since p = p/p’ < 1. Also, the continuity equation (2.21)
holds. This is a direct consequence from the facts that equation (2.9) can
be written in the form

Of+p-Vaof =V, - (DV,f + f(p+ViV)),

and an application of the divergence theorem after an integration in the p

variable in the previous identity. Then, the result follows by Lemma 2.3.2.
O

In the end of the next chapter, we will use the previous property for an
alternative approach to obtain the boundedness control on the behavior of
relativistic solutions in the Newtonian limit problem for equation (2.9).

Now, we want to focus on two other relevant and fundamental aspects of
equation (2.9). The first one is concerned to the fact that the model does
not exhibit particles loss, which is meaningful from the physics perspective.
The second aspect is directly related to the convergence of solutions towards
the non-trivial equilibrium state of the equation, which is one of the main
subjects in this work. The latter problem will be treated in Chapter 4. In
order to obtain part of the information previously mentioned, we need to
recall some basic concepts. The positive part of a real-valued function o is
o™ = max(0,0). For a non-negative density f, its mass is defined by

(2.23) M[f](t) = f(t,z,p)dpdz,

R2N

and its free energy, or (relative) entropy functional is given by

(2.24) Q[f](t) = /wa(tax,p) (\/1 + Ip* + V() +logf(t,w,p)) dpdz.

The next proposition studies the evolution of the functionals M and O.

Proposition 2.3.2. For any non-negative solution of equation (2.9), the
following properties are valid:

(i) The mass is constant: M|[f(t)] = M| fin].
(i1) If Q4[fin] < 0o, where

@2 0ulfl= [ F (VI Vi) +logt 1) dpda,

then flog f € C([0,00), LY(R*V)) and the entropy identity holds

2200 Z =1 [ 0w, (/115 )ou (Vi17) 5 v
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where 7 (p) = eV PP In particular, we have that for all t > 0

//szm < f//> <W>/dpd:cds<oo_

Proof. Proving the mass conservation property follows by a straightforward
application of the divergence theorem. As to the entropy identity (2.26), we
begin by computing

d
d—?z 8tf<\/1+|p\2+v+logf> dpdz .
R2N

CL

Next, we define 0;f = FP[f]—T[f], which is justified by equation (2. )
where the operator T is given by (2.12) and the vector field by v(p) =
p/p°. First, we see that

[ TUNTF bR dpds = [ (o Vaf = VIS HEVLY 9,0 dp) do

:/ Vx-(pf)dpdm+/ p-V.Vfdpdx
R2N R2N

(2.27) :/ p- V.V fdpda,
R2N

where we used the divergence theorem. For the integral of T'[f]V, we have

/ T[f]Vdpdx:/ (Vp-Vof —VVV -V, f)dpda
R2N

R2N
:—/ va-ﬁfdpdx—/ V, - (VV,Vf)dpda
R2N R4
(2.28) :—/ p- V.V fdpdz.
R2N

For the integral of T'[f]log f, we use that for z = (z,p) and a vector field A
such that V, - A = 0, the following holds

V.- [A(flogf— f)]=Alog f-V.f
and therefore, taking A = (p, =V, V), we get

[T g ) dpdo = [ Alogf-V.fdpas
]RQN RQN

(2.29) = V.- [A(flog f — f)]dpdz = 0.

R2N

Adding (2.27)—(2.29), we see that

(2.30) /RQNT[f] (\/1+ |p|2+v+1ogf) dpdz = 0.
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Now, the contribution of the term F'P[] is integrated by parts to obtain

/RMFP[f] (W+ V +log f) dpdz
— /RZN (W-f— vV + logf) V, (fp+ DV, f) dpdx
=— /R N <p + chapif) (fp' + D0, f) dpda
_ /R QN}DU (fpi+ 0y f) (f5; + 0 f) dpda,

where we used the identity

. 09pi+pIpl? ;
Dip; = —2 T2 2L —
pl 1 + ‘p|2 p]

Accounting that
1

o (V117 = s S It S0

we obtain

FP[J] (\/1 F PR +V +log f) dp dz
RQN

(2.31) _ —4/RQNDU(p)api<W)apj (W)/dpdx.

Adding (2.30) and (2.31) concludes the proof. O

From the previous result, the conservation law (i) assures that there is
no loss of mass from the particles. Also, this mass conservation property of
f was essential to derive (2.26). This identity allows to interpret equation
(2.9) as a gradient flow for Q, or equivalently, the free energy functional
acts as a Lyapunov function for the dynamics generated by this equation.
In general, any f = a(x)_#(p) is a critical point of Q by (2.26) when f
solves (2.9). This is a nice variational characterization that can be made
more precise. Recall that e™" € L. It is clear that, for each M > 0, there
exists a unique regular stationary solution with mass M of equation (2.9),
which is given by

(2.322) foler.p) = mar(a,p) = g (),

where

e3) Sl = VIV o= [ gy dpds
R2N
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The regularity assertion on the solution is a consequence of the argument
used in Theorem 2.3.1. We proved that the operator L, defined by writing
equation (2.9) in the form 0,f = Lf, is hypoelliptic provided that the exter-
nal potential V € C°°. From this property, one obtains that the equilibria of
equation (2.9), which solve Lf = 0 , are automatically smooth. Moreover,
as in the non-relativistic case, one can prove that the equilibrium solution
is a minimizer of the entropy functional. To see this, we need first to recall
the following general result proved in [47, Lemma 1.1], which will also play
a crucial role in the following sections.

Lemma 2.3.3 ([47]). Let us consider a measurable set Q@ C R% and the

functional

(2.33) Hig] = /Q 9(y) log g(y) dy + /Q o()h(y) dy,

with g € LY(Q) non-negative such that g(logg)t € LY(Q). Assume that
h € LY(Q; g(y)dy) is such that e~ € L (Q; dy), then glogg € L' (Q; dy) and

il — #img] > 5 [ (Vat) - \/W)Q dy,

_ _Jogdy
JoeThdy

An immediate consequence of the previous lemma is the variational char-
acterization of mg(y) as a minimum of H:

where  my(y)

Corollary 2.3.1. With the same hypotheses of Lemma 2.3.3,

H(M) = inf{fﬂ[g] 92 0.9e @), [gl)ay- M}

1s bounded from below for any M > 0 and

e—h

ith  g=M-——>—.
wi g er—h Qy

H(M) = H[g] = Mlog<

)
Joe™"dy

In fact, g is the only minimum of H(g).

If we take d = 2N, y = (z,p), Q=R*N g = fand h = /1 + [p]2+ V,
we have that g = mys and H(g) = Q(f) by (2.32) and (2.33), respectively.
Thus, the next result follows directly from Lemma 2.3.3 and Corollary 2.3.1:

Corollary 2.3.2. Assume that f € LY(R?N) and e=V € LYRY), with
f >0, are such that

0.l = [ F(VIFIE+ V(@) +log" ) dpda < .
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Then,

Qlfl - Qmu) = 5 [ (Viww) - Vimu(ep) dpd.

2 Jpen

and mpy is the unique minimum of
qun =ut{alf 05 re L@, [ fle.pdpae =0, 01lf] < oo
R2N

=Mlo M
° fRQNe_(V 1+|p|2+v) dpd‘fr '

The previous result justifies the reason to consider the functional Q as
a Lyapunov function to study the trend to the equilibrium problem for
solutions of equation (2.9) that will be treated in Chapter 4. Also, in the next
sections we will generalize these results for the non-linear Vlasov-Nordstrom-
Fokker-Planck and Vlasov-Maxwell-Fokker-Planck systems.

2.4 The Vlasov-Nordstrom-Fokker Planck system

In the remainder of the chapter, we will consider two non-linear mean field
models built on the relativistic Fokker-Planck equation (2.9). Both models
generalize the Vlasov-Poisson-Fokker-Planck system in the plasma physics
and in the gravitational cases. For simplicity, we shall consider only the
three dimensional case, i.e., z,p € R? (the field equations change with the
dimension).

In this section, the corresponding relativistic model for the gravitational
case is introduced. Unfortunately, we will not do this in the framework of
general relativity (although this is the physically correct relativistic theory
of gravity), since the latter would lead to face fundamental difficulties. In
fact, modeling dissipative systems in general relativity is not yet understood,
not even at a formal level. The main reason is that the Einstein equations
by themselves imply that the mass/energy/momentum of the system must
be conserved’. To overcome this fundamental issue, we will propose an
alternative relativistic theory of gravity, the Nordstrém theory, which has
already been used in the collisionless case (without diffusion) as a simpler
model in comparison with the Einstein-Vlasov system [28, 129]. The result-
ing system—the Vlasov-Nordstrom-Fokker-Planck system—will be derived
from similar arguments as the ones applied in Section 2.2 for the relativistic

"The situation is similar to what happens in electrodynamics, where the Maxwell equa-
tions alone imply the conservation of charge (2.52) and therefore, the dynamics of the
coupled matter model must be compatible with it (which is true for the relativistic Fokker-
Planck equation considered in the previous section).
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Fokker-Planck equation.

In the present case, we assume that the space-time is given by the pseudo-
Riemannian manifold (R*, g), with Lorentzian metric

g =e*n,

where 7, ¢ : R* — R are the Minkowski metric and the gravitational field,
respectively. Let (t,z', 22, 23) be a system of coordinates which set the
Minkowski metric in the canonical form 7, = diag(—1,1,1,1). Then

(2.34) g = —e*Pdt? 4 €2%5;;dx'da’.
The geodesics of the metric (2.34) are the solutions of the ODE system

at o da'

dat _ apt _
ds  Poas T

' ds - _Flljopypg’

p,

(2.35)

where s is the geodesic parameter and I'}, are the Christoffel symbols of g,
which are explicitly obtained as follows

1
Fﬁa = 79#7 (au.gcr'y + aagu'y - a’ygua)

2
=g" (90781/¢ + gu'yao(b - gyaay¢)
(2.36) = 10,6+ 006 — e 0, gy

Here, we used that the inverse of g takes the form g = e 2%n*". Now,
consider a system of particles with unit mass that move along the geodesic
curves. The geodesic motion reflects the physical property that the particles
interact only through the gravitational field. If we want to interpret p* as
a four-momentum vector for the particles, we need to impose that p* has
length equal to —1, i.e., g,,p"'p” = —1. This entails

(2.37) P’ =v/e 2+ p2, |p]* =diup'p.

Let f(t,z,p), z = (x',22,2%) and p = (p',p? p?), be the distribution
function of particles in the position z at time ¢ with four-momentum vector
pt = (p°,p) = (v/e 22+ |p|2,p). Having assumed that the solutions of
(2.35) are the particles trajectories, we obtain that f satisfies the equation

poatf +p- va?f - Ffj,upﬂpyapif =0,

where p° is given by (2.37). Next, we substitute (2.36) in the previous
equation to obtain the Vlasov equation for collisionless particles

PO+ Vaf = (20000 + - Vad) p+ € V00 - V,f =0,
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In order to obtain the corresponding Fokker-Planck equation, we need to
add appropriate diffusion and friction terms in the right hand side of this
equation. Motivated by the discussion in Section 2.2, the LB operator Ag f
for the diffusion term appears to be adequate in this case, where h is the
metric induced by (2.34) over the hyperboloid p® = /e=2¢ + [p|2. It can be

verified that
B — 020 (5.‘_ Pibj >7
i 7y P
with p; = 0;;p7%, |h| = deth = (e72¢ + \p|2)_1 e? and inverse matrix
(h—l)ij — €—2¢5ij +p1p]

Therefore,

vald Ve +pP

Then, the Fokker-Planck equation in the absence of friction adopts the form

1 - ~20§ij 4 pipi
s i (V1) o1, (221

e 2V, ¢ e72064 + pip?
2.38a) Sf— [28¢pp+ ————| -V, /=0, | ——————0,; ,
( ) f ¢p \/W pf D \/W pJf
where
(2.38b) Su = O+ ——b— . V.

Ve + IpP?

For the gravitational field ¢, we postulate the non-linear wave equation

t
f(t,z,p) .
RS (/€720 + |pf?

which has been justified in [24]. Now, doing the change of variables f(t,z,p) =
f(t,z,e72%p), the system (2.38) takes the form

Wf+V, («/e%’ + \pP) Vof = Vo <\/e2¢ + W) -V, f

(2.39a) = Oy (Afg (P)Opi f) ;

f(t,z,p) dp
B3 \/e20 £ [p2

8 Although the metric g is not Euclidean, we keep using the metric d;; for moving up
and down indexes.

(2.38c¢) O6¢ := 02¢ — Ao = —e%

(2.39b) O¢ = —e?¢
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where

3 A | 26
(2.39¢) N (p) = EOT Y
Ve + |p|?

@
The system (2.39) is the Vlasov-Nordstrom-Fokker-Planck system in the
absence of friction. It is invariant under the Lorentz type transformations
given in [26]. To introduce a friction term, we first notice that for any
time independent scalar function ¢y = ¢g(z) (not necessarily a solution of
equation (2.39b)), the left hand side of (2.39a) vanishes when the density f

is given by
~ d _ 2¢, 2
f = fola,p) = e VEOHPE,

This suggests that a friction term of the form V- (¢ f ) should be used on
the right side of (2.39a), if it satisfies

NI (P f+q f=0, if f=e VI

It can be verified that ¢ = e2?p. Adding this friction term and an external
potential to (2.39a), we get

(2.400) Oif +V, (W) Vof -V, (W + V(x)) Vof
= Oy (AJ(0)0 £+ €20 f)

(240b) \:‘(;5 — _62¢ f(t,.f,p) dp,

R3 /€29 + |p|?

where Ag(p) is given by (2.39c) and the tilde is removed for notational
simplicity. The system (2.40) will be called the Vlasov-Nordstrom-Fokker-
Planck (VNFP) system.

In the following, we discuss some of the properties that remain valid for
this non-linear system. First, we prove the mass conservation and the en-
tropy identity for time-dependent solutions. For the latter, it is important
to remark that the existence of solutions is still an open problem in general
and therefore, the analysis of the time-dependent solutions that we will per-
form is only formal. This matter will be approached in the final chapter for
particular solutions of the form f(¢,z,p) = f(t,p), ¢(t,z) = ¢(t) (the spa-
tially homogeneous case). Then, we refer as “regular solution” to a pair of
functions which are sufficiently regular to enable the calculations. In addi-
tion, we assume that solutions of VNFP system are such that e? is bounded
in any finite interval of time. This is true as soon as the initial data for the
field equation (2.40b) are bounded and f > 0. To see this, note that regular
solutions of (2.40b) verify ¢ = ¢nom + ¥, where ¥ solves (2.40b) with zero
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initial data and ¢pom solves the linear wave equation O¢pom = 0 with the
same data as ¢. Since the right hand side of (2.40b) is non-positive, then
¥ < 0, and therefore, e? = eProme?¥ < ¢Prom is hounded as claimed. Finally,
we will also show that steady states for VNFP system exist.

The mass of regular solutions of VNFP is defined again by (2.23), with
f >0, and the corresponding free energy for this case is given by

Kl o0l = [ 7 (Ve 1o+ Vi) 4 1oxf ) dpas

1
# g o (100 + Vol )
(2.41) = Q[f, ¢ + Z[¢, B:¢].

Notice that the energy part Z of the entropy functional is non-negative,
in contrast to what happens in the gravitational VPFP system, the non-
relativistic analogue. We will exploit this advantage when we treat the
existence of steady states for the VNFP system.

In the following result, we gather some properties of the VNFP system
which are the extension for those ones proven for the linear case:

Proposition 2.4.1. For regular solutions of (2.40), we have:
(i) M(t) =constant.

(i) The entropy functional satisfies

(2.42) % — 4 AGAg(p)api (W)aw(W) 70 dpde,

where 79 (x,p) = e~ VP,

(i) Let eV € LY(R3). Then, the static solutions of VNFP system with
mass M > 0 are of the form

(2.43a) (fo(@,p), ¢o(x)) = (mar(z,p), ¢o(x)),
where
(2.430) my =g fr. Sy = VIRV o= | gy,

and ¢y solves

(2.43¢) Ay = €240 / m (z, p)
R3

NCEETE
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Proof. The proof of (i) is straightforward. To show that identity (2.42) in
(ii) holds, we first observe that

dT

o = [ (00080 V.6 V00) do

dt R3

[P
dpdez,

R0 /%0 + [p]?
due to an integration by parts and the field equation (2.40b). On the other
hand, we compute the time derivative of Q to see that

dQ 5 dz
— = ¢ 2 - =
(2.44) o Reatf (\/e +|p|2+V +log f> dpdzx o

where the specific form of 7’ and the mass conservation property were used.
For the remaining term in (2.44), we use again that o,f = FP[f] — T[f],

where T' = V,(y/€2? + |p|?) - Vi — Vi (/€22 + [p|? + V) - V. Similarly as
in the proof of Proposition 2.3.2, we have that the integrals containing the
transport term 7T satisfy

ViV - pf
T[f]\/€*? + |p|? dpdz =
[ 7ty + 1o T
/T[f]logfdpdac:(),
RG

= /R38t¢D¢)d:r =—

Vfo

T flVdpde = —
/R6 7 RO \/e%—l-\p!?

The previous identities imply that there is no contribution from the term
involving T'[f] in (2.44). Finally, we perform an integration by parts in the
integral containing the diffusive term to obtain

2 2
/RGFP[f] (we + |p| +V+logf> dpdzx
[ (5o s ) (25 + 23010, 1) dpas

= [ rong w0, (Vi1.7%)op (y/3/.7¢) dpa,

where we used that

e2pl = A”( )p; and apk<\/f//¢> (/jj;; (fpk+3 kf)

This concludes the proof of (ii). For the last statement, we notice that
Fv € LY(RY), because e? is bounded. Also, we see that static solutions
must have the form fy(z,p) = a(x)_#%(x,p) by (ii), i.e., K’ = 0 and

o (7Y (17) o
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since Afbj (p) is positive definite. Substituting in (2.40a), we obtain
p- (Va+aV,V)=0,
and therefore, o« = Ce™ V. O

In comparison with the linear case, it is not clear if the previous result will
be useful to determine the long time asymptotic behavior of solutions from
system (2.40) or any other related matter, since there are several technical
issues to overcome. The first challenge arises from the lack of diffusion in
the x variable. A similar argument to prove existence of solutions as the one
shown in the previous section does not apply for the linear equation (2.40a)
when the field ¢ is given. This situation is already difficult for the treatment
of the trend to the equilibrium for the relativistic Fokker-Planck equation.
Even in a simpler regime (the spatially homogeneous case), this is a non-
trivial problem for the VNFP system. The presence of the time variable in
the coefficients for the latter transforms the original trend problem into one
where the convergence is towards a self similar-profile (there is no steady
state). Fortunately, some answers can be obtained for the latter problem as
we will see in the final chapter.

In the following, we treat the existence of steady state solutions for the
system (2.40). It is important to mention that the latter problem for the
VPFP system in the gravitational case has not been completely solved. So
far, there is only a small mass result which is proven in [18]. The authors of
the previous reference use a fixed point argument inspired by the arguments
contained in [49, 50]. This argument also applies mutatis mutandis to the
VNEFP system as follows.

Consider the equation for the gravitational potential of steady states,
equation (2.43c), which can be written in terms of u = —¢q as

—\/e—2u 2
(2.45) Au = —6_2"_‘/% & dp.
O Jrs\/e—2u + |p|2

Next, define the solution operator K of (2.45) as the convolution of the right
hand side of this equation with 1/(47|z|). By standard estimates, one can
prove that for M small enough, the operator K is a contraction in the space
X ={v e L>®(R3) :0 < v <1} and by the fixed point theorem, we obtain:

Proposition 2.4.2. There exists My > 0 such that equation (2.45) has a
unique solution u € L for all M < My. This solution defines a steady
state for the VNFP system, through (2.43), and satisfies lim|| oo u = 0.

However, the latter result can be considerably improved in the relativistic
case. In fact, we will show the existence of steady states for all masses. Let
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us denote
Ty ={f:RE =R :0<feL' R, |flors =M, Qf] < oo},

where Q4 is similarly defined as in (2.25) by using the definition of Q in
(2.41). Additionally, we recall the definition of the space D!(R?) which is

D'(R?) = {¢ € Li,.(R*) : V¢ € L? and ¢ vanishes at infinity},

where the vanishing condition at infinity on ¢ means that for all a > 0, the
set {x € R® : |p(x)| > a} has finite Lebesgue measure. Functions in the
space D!(R?) satisfy the Sobolev inequality

2
(2.46) I8llrs < nlIVlle, n= %w”/i”,

see [106, Thm. 8.3]. Now, we are ready to prove the following:

Theorem 2.4.1. There exists at least one solution’ ¢o of (2.43c) for all
M > 0. Moreover, the corresponding steady state, given by (2.43b), is a
minimizer of the entropy functional:

K(M) = inf{K(f.¢,¢),f € Tn, ¢ € D'(R®),p € L*(R%)},
where K is defined by (2.41), i.e., K(M) = K(mas, ¢o,0).
Proof. First, we notice that

K(M)= inf &
(M) = it E(f,9),
where E(f, ) = K(f, #,0). We divide the proof in five steps.

Step 1: K(M) is bounded. It is easy to see that

(2.47) IR /R |+ V() + log f) dpd.

Using Lemma 2.3.3 with g = f, h = |p| + V, Q = RS, we have that

M
E(f,¢) > Mlog (IRGe—IPI—Vdde:> '

Step 2: Weak convergence of minimizing sequences. Let (fn,¢n) be a
minimizing sequence. Since ¢,, is uniformly bounded in D', and by the
Sobolev inequality (2.46), there exists a subsequence, still denoted by ¢y,
and ¢g € D' such that

(2.48) bn—co in L° and V¢, — Vo in L.

9By Proposition 2.4.2, the solution is unique for M small.
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In order to establish the weak convergence of f, in L', we use the argument
developed in [47, pag. 129]. Let us show first that f,, does not concentrate.
If it did, we could find £ > 0, a bounded sequence z,, € R? and a sequence
R,, — oo such that

/ fo(z,p)dpdz =€, foralln e N.
|$n_$|§Rn

Splitting £ in two integrals and applying independently inequality (2.47)
and Lemma 2.3.3 to each term, we obtain

sand@»>i/ fullog fu + Ip| + V(2)) dpda

|t—xn|>Rn

+/‘|@fw%n+m+vm»mw

M—¢
>(M —
>(M —¢)log (fxnz|>Rn€p|vdpdx>

13
2.49 | .
( ) + ¢ log (ﬁx,b—zane_lpl_Vdp dx)

Since e PI=V e L1, the following relations hold

lim e P=Vdpdz =0,
n—00 |xn—2|>Rn
and lim e P=Vdpde = He_lp‘_VHLl(RS).

Therefore, inequality (2.49) implies that E(fn, ¢n) — 00 as n — oo. This
contradicts the fact that (fn, ¢,) is a minimizing sequence. Now, we prove
that f, is tight. If not, for all Ry > 0 we can find ¢ > 0 and R > Ry with
the following property

lim fndpdz > €.
o0 Jlal+pl >R

Whence, we have the estimate

s o) </I:c|+|p|>Rf ! 1‘) [Og/|$|+|p|>3f r

—log/ e P=Vapdz|,
2| +p[>R

again by (2.47) and Lemma 2.3.3. This implies that

lim e P=Vdpde > ce= KM/e 5
R=00 Jjz|+Ip|>R
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and contradicts the fact that e~ 1PI=V € L. We conclude that there exists
fo € L' and a subsequence f, such that

fn — f() in Ll.

Step 3: Pointwise convergence of minimizing sequences. As proven in
[106, Cor. 8.7], the weak convergence (2.48) implies that

(2.50) ¢n — ¢g, pointwise a.e.,

again up to the extraction of a subsequence. Moreover, by the argument
used in [29, Lemma 5], we may assume that ¢, < 0 almost everywhere.
Intuitively, this is a direct consequence from the fact that (f,, ¢, ) turns
to be a minimizing sequence if (f,, ¢,) is, where 0~ = min(0,0). Next,
we show that f,, converges pointwise a.e. (up to subsequences). Given a
minimizing sequence (fy, ¢r), define

mn s M e_ V €2¢n+|p‘2—v
_ 2 2_
Jree™VE PP =V qp da

By Lemma 2.3.3, we know that

E(fns bn) = Emasn) > 5 / (VT — ) dpda.

This implies from one hand that (m,, ¢,) is again a minimizing sequence
and, on the other hand, that lim, . (f, — m,) = 0 pointwise a.e. after
extracting a suitable subsequence. Moreover, since

_ 2¢n 2_ _ 2¢ 2_ . .
VeIV _ —/e20+p) V' pointwise a.e.,
due to (2.50), and
_ 2¢n 2_ _ 2¢ 2_
/ e~V +Ipl Vdpde — [ e VePo+pl Vidpdz,
R6 R6

which follows by the dominated convergence theorem, i.e., ¢, < 0 and
e PI=V e L1, we obtain

M — o
fn = 53 5 G—W—V’ pointwise a.e.,
fgee_m_v dpdx

since m, and f, have the same limit. In particular, we notice that fy is
strictly positive and bounded.

Step 4: (fo,P0) is a minimizer. We prove that £ is weakly lower semi-
continuous. Clearly

1iginf/|vx¢n|2dx > /|Vx¢o|2d:1:.
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Moreover, Fatou’s lemma (f, > 0) allows to obtain

lggf/fn(\/e2¢n +[pP?+V +log fn) > /fo(\/emo +[p* +V +log fo),

and the claim follows: K (M) = &(fo, ¢o).

Step 5: (fo,d0) is a steady state of the VNFP system. Since we already
proved in step 3 that

fo = M o=/ PPV
9y
Jase™VERAPEV dp dg

we only need to show that ¢g solves the non-linear elliptic equation (2.43c).
To this purpose we define ¢, = ¢g + hn, where n = n(z) is any C* function
with compact support and h € R. Using that 0 < fo < co and ¢g < 0, it is
straightforward to show that £(fy, ¢p,) is differentiable in h. The derivative
at h = 0 must vanish and this entails that ¢y solves

Agg = e*?

S (N
B (/€290 + |p|?

in the sense of distributions. This completes the proof of the theorem. [J

2.5 The Vlasov-Maxwell-Fokker-Planck system

In this final section we present the corresponding relativistic generalization
in the plasma physics context of the Vlasov-Poisson-Fokker-Planck system.
Although this system will not be treated in the forthcoming chapters, we
consider relevant to review those results which also apply in this case. The
model is obtained by coupling the relativistic Fokker-Planck equation

(2.51a) Ohf +p-Vof +F-Vypf =08, (D90, f + fp'),

with the system of Maxwell equations given by'"

OE=V,AB—j, (i) V. E
N

p, (i)
OB =-V,ANE, (iii) V, 0

, (iv)

where the Lorentz force field F : [0,00) x R® x R3 — R? (with external
potential V'), the relativistic velocity field and the diffusion matrix are

(2.51b)

(251c) F=E+pxB-V,V, p=—L __ pi_ TPV

V1+[p?2 V1+p?2

9Up to a suitable normalization of the physical constants.
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The functions E, B : [0,00) x R? — R3 represent the electric and the mag-
netic fields, respectively, and the charge and current density that generate
the previous fields are given by

(251d) pta) = [ Stap)dn = [ pfltap)dp
R3 R3
Notice that (p,j) satisfies the local conservation of charge

(2.52) Bp+Vy-j=0,

as a direct consequence of (2.51a), which makes it consistent to couple the
Maxwell equations and the Fokker-Planck equation. The system (2.51) will
be called the (relativistic) Vlasov-Maxwell-Fokker-Planck system, or VMFP
for short. As mentioned above, it generalizes the Vlasov-Poisson-Fokker-
Plank (VPFP) system in the plasma physics case. Therefore, system (2.51)
takes into account relativistic effects in a plasma, such as the propagation
of electromagnetic waves. It is important to remark that there exist other
models in the literature which are named “Vlasov-Maxwell-Fokker-Planck”,
see [16, 103, 146]. These systems couple Maxwell’s equations to the non-
relativistic Fokker-Planck equation (2.1) or the variant where the velocity p
in (2.1) is replaced by the relativistic counterpart p defined above in (2.51c).
It is important to remark that in [113], the authors proved the first ex-
istence and uniqueness result of system (2.51) for the “one and one-half
dimensional” case, i.e., when z € R, p € R%. Unfortunately, this is the
only existence result available in the literature for the evolution problem.
Then, we will again present our results assuming the necessary regularity to
perform the calculations.

Similarly as before, the mass for solutions of (2.51) is given by (2.23),
with f > 0, and the entropy functional for this case is

(2.53) Klf, E,B] = Q[f] + Z|[E, B],

where the functionals Q and Z are given by (2.24) and

1
I[E, B] = 2/]RS(|E|2 +1B?) da.

Now, we are in position to prove the corresponding properties for solutions
of the VMFP system:

Proposition 2.5.1. For regular solutions of (2.51) we have the following:
(i) The mass is preserved: M (t) = const.

(ii) The entropy functional satisfies

(2.54) % _ —4/H£6Dij(p)api (W)apj (W)/dpdx.
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(iii) Let e=V € LY(R3). Regular static solutions of (2.51) with mass M
verify

(2553‘) (f()(CE,p),Eo(LU),Bo(.T)) = (mM(x7p)7 —VU(ZZI),O),

where

M
(2.55D) my = 6/‘/6_[], 0= Rﬁe_U(z)/V(:L‘,p) dpdz,

Fv is given by (2.32b) and U is a solution of
(2.55¢) —AU=p, p :/ mp(x, p) dp.
R3

Proof. Proving (i) is straightforward. To achieve (ii), we use (2.53) and
notice that

dK iz
dt:/ ot (VIFIPE+V +log f) dpda +
R6

E.

Let 0.f = FP[f] — T|f], where in this case we have to employ (2.51c) for
the operator T[-]. Therefore, it only remains to calculate the derivative of
Z[E, B] and the part of dQ/dt containing the term E + p x B in T[], since
the other terms from 7T'[-] and F' P[] are the same as in the linear case, cf.
Proposition 2.3.2. Using (2.51bi) and (2.51biii), we have

‘Z:/RB(E.@E+B-@B)¢B
:/(E~(VI/\Bj)+B-(Vx/\E))d93
R3
:/ [((E-(VoAB)=B- (Vo AE)—E-j|da
R3

= [ Vo((BXE)—E-j)de=— [ E-jdx.
R3 R3

Moreover, using the fact that V and F do not depend on p and the identities
V,-(px B)=0and

Vy-[(E+pxB)(flogf — ) = (E+px B)log f -V,
we obtain
/ (E+pxB)-V,f(logf+V)dpdz =
RS

Rﬁvp' [(E+pxB)(flogf—f+Vf)dpdz.
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We also have

/ \/l—i-\p]Q(E—i-ﬁxB)-fodpdx:—/ p-(E+pxB)fdpdx
RS R6

=— [ FE-jdx.
R3
The second equality in the above identity is due to the definition of the
current density 7 and the orthogonality between p and p x B. Then, the
proof of (ii) follows. To show (iii), we first notice that combining the fact
0¢Bp = 0 and equation (2.51biii) implies that there exists a function U(x)
such that Ey = —VU(z). Using (2.51bii), we obtain —AU = p. Moreover,
observe that the distribution function adopts the form fo(z,p) = a(x) _# (p)
for some non-negative function a« = a(x) as a consequence of (2.54) applied
to a static solution. In particular, 7 = 0 (since it is the integral of an odd
function) and the equations for the field By are equivalent to V x By =
V-By=0= By =0. Now replacing fo = a_#, Ey = —VU and By = 0 in
(2.51a) we obtain
p-Va+ap-VU+V)=0.

It is clear that the only non-trivial regular solution of the previous equation
is @« = Ce™V~V, where C is any positive constant. The value C = M/©
follows by the definition of M. O

Now, we prove the existence of (regular) static solutions for system (2.51).
In particular, we show that the free energy functional (2.53) subject to

V-E=p, V-B=0, /fdpdx:M,
R6

attains its minimum exactly in the static solution of (2.51) with mass M.
The following proof generalizes the one given in [47, Prop. 2.2] for the VPFP
system. Note that the variational problem for VMFP differs from that of
VPFP studied in [47] in two aspects. Firstly, the electromagnetic field ap-
pears as an independent variable in the entropy functional, while for VPFP
the electric field is given by the convolution product of p with 1/(47w|x]).
Secondly, the local constraints V- E = p, V- B = 0 are required in the
variational problem for VMFP. Nevertheless, we will be able to reduce the
problem at hand to the equivalent one for the VPFP system considered
in [47]. In particular, we will show that the above minimization problem
is equivalent to minimizing a reduced entropy functional IC,oq that resem-
bles the free energy in the non-relativistic case. To this purpose we use the
following simple result.

Lemma 2.5.1. The solutions of the variational problem

inf R(h) = inf [ |h|*dz,
he® heD Jr3
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where ® = {h € L*(R3) : Vh =g}, g € L}(R3), are of the form h = —VU,
where —AU = g.

Proof. Let ¢ be a test function. The first variation of R evaluated on a
critical point has to vanish, which implies

d d
—R(h + td) |i=0 :/ —|h 4 td|* |1=0 dx :/ 2h - ¢pdx = 0.
dt RSdt R3

In particular, consider test functions of the form ¢ = V A v, which entails

O:/h-V/\vdx:— V ARh-vdx,
R3 R3

for all v € C2°(R?). From here we infer that VAh = 0 and as a consequence,
there exists U such that h = —VU. Substituting this value in V-h = ¢
allows to conclude the proof. O

Next, let X = X x X5, where the sets X7, X5 are defined as follows
X = {f € LR 5 £ 20, fllaas) = M, Q41f] < o0},
Xo={(E,B) € L*(R*) x L*(R*) : V-E=p,V-B=0},

with Q4 [f] given by (2.25). Also, we consider the functional

Kualf) = [ £ (VITIE+ 30+ +10g 1) apds,

and the restrictions p = ng, fdp and —AU = p. Now, we are able to
establish the following result:

Proposition 2.5.2. Let eV € L'(R?) and
K(M) = inf {/qf, E, B]}.
Then, the following conditions hold:
(1) K(M) = infx, {Krea(f)}
(i) K(M) is bounded from below for any M > 0;

(iii) The minimizer is unique and K (M) = Kyea(mar), where mas is given
by (2.55).

Proof. To show (i), we see that the minimum (if it exists) verifies

K(M) =inf{K(f,E,B)} = inf {i)?f HE B} Q(f)}p:ffdp

1
=inf{ = 2
l)rfll {2 /]R:s‘VU’ ot Q(f)}p:ffdp
= l)I(llf {’Cred(f>} )
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since by Lemma 2.5.1, for g1 = p and g2 = 0, we have E = —VU, —AU = p
and B = —-VU, —AU = 0, which implies U = 0. Also, we have that

1 1 1 1
- |VU|2dx:—/ UAde:/ pUd$:/ —fU dpdz,
R3 2 Jgrs 2 Jgrs R6 2

2
and the original problem is therefore reduced to minimize the functional
Krea(f), which, up to substituting /1 + |p|? with |p|?/2, coincides with the
free energy in the non-relativistic case. Thus the claims (ii) and (iii) can be
established as in [47, Prop. 2.2]. O

To conclude this section, it is important to remark that the existence
of steady states for the VMFP system can also be established by studying
directly equation (2.55¢), as done in [76] for the non-relativistic case. The
non-existence results proved there when e=" ¢ L! (see also [47]) remain
valid in the relativistic case as well.
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Chapter 3

The Newtonian Limit

The aim of this chapter consists on relating solutions of the relativistic
Fokker-Planck model that was presented in the previous chapter with those
solutions of its associated classical counterpart, the Vlasov-Fokker-Planck
equation (VFP). In order to achieve this task, we consider the relativistic
equation in terms of a parameter ¢, which could be though as the speed of
light. Then, we show that these relativistic solutions converge to solutions
of the VFP equation in the L' sense as ¢ — co. As a consequence of this
procedure, we obtain the Newtonian limit of this equation which validates
the model as a genuine relativistic generalization of the VFP equation.

3.1 Review of some previous results

When relativistic effects become a relevant part to describe particle motion,
one should use a model where at least some essential relativistic features
are present. For instance, particles must exhibit finite propagation speed
without exceeding the speed of light ¢ and time can no longer be treated
as an absolute quantity, since these considerations are part of the main
foundations of the theory. If a classical counterpart is available, it would
be desirable to recover this model from the relativistic one in some sort of
sense. This requirement comes from the fact that classical mechanics can be
though as a limiting case of relativity [122]. Roughly speaking, this should
follow by allowing particles to have unbounded speeds. More precisely, if
we consider the speed of light ¢ as a parameter and let ¢ — oo, at least
formally, the resulting model from the limiting process, if one exists, must
be the classical one. This is the central point of the chapter with respect
to the relativistic generalization of the Fokker-Planck equation considered
in the previous chapter with an explicit dependance on the parameter c.
The previous procedure is known as the Newtonian limit of a relativistic
model [121]. There are some works in the literature within the framework
of the gravitational theory where the authors have accomplished to prove
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the existence of a Newtonian limit in their corresponding cases. In [119],
Rein and Rendall considered spherically symmetric classical solutions of the
Vlasov-Einstein system (VE). They proved that these solutions converge
uniformly to solutions of the Vlasov-Poisson system (VP), locally in time,
for arbitrary initial data with compact support on the position variable and
requiring one moment on the particle density. Also, the previous situation
still holds globally in time for small initial data. This result is quite re-
markable since the latter was achieved for the most representative model in
relativity. In [120], Rendall improved the previous result in a more general
setting. He showed that there exist families of asymptotically flat solutions
of the VE system depending on the speed of light which converge to the VP
system. A more related work in this direction was developed by Frittelli
and Reula in [73] where they showed that given a Newtonian solution, it is
possible to construct a family of solutions for the Einstein field equations. In
[118], Reimold extends some results concerning the Newtonian limit prob-
lem in general relativity by using the frame theory of Ehlers. In the context
of plasma physics, Schaeffer was able to show that solutions of the relativis-
tic Vlasov-Maxwell system converge to solutions of the VP system in [126]
under certain regularity conditions on the initial data. In order to prove
this convergence, he used a representation formula for the Maxwell’s equa-
tions that allowed him to have the required control on the limiting behavior
of solutions. A similar argument was applied by Calogero and Lee for the
Nordstrom-Vlasov system to obtain its non-relativistic limit in [27], another
generalization of the VP system in the astrophysics case. Finally, we would
like to mention that the Newtonian limit for a relativistic version of the
Boltzmann equation was obtained by one of the previous authors in [25].
The importance of the latter result is due to the fact that the Boltzmann
equation [75] is one of the most representative models in kinetic theory to
account collisions among particles.

3.2 Statement of the result

In this section we present the main result of this chapter, Theorem 3.2.1,
which not only relates solutions of equations (3.1) and (3.2), but also states
some sufficient assumptions to obtain this connection. Also, we make some
comments on the result and summarize the strategy to prove it.

Now, we proceed by recalling that for non-relativistic particles with mass
m > 0 and in suitable physical units, the Vlasov-Fokker-Planck equation
adopts the following form
1
kT
Here, f = f(t,x,p) > 0 stands for the one-particle distribution function

0
(3.1) Of+p-Vaof =0pf + %Vp “(pf), 0
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in phase space while the independent variables are the time ¢ > 0, the po-
sition of the particle z € RY and its momentum p € RY. Notice that in
the definition of the dimensional constant 6, T" represents the temperature
of the thermal bath and k is the Boltzmann’s constant. The main reason to
present equation (3.1) in this particular form is motivated by our interest
in kinetic theory. We interpret its left hand side as transport phenomena
while its right one is a collision operator depending only in the momentum
variable. We emphasize that this particular choice to measure collisions is
made for simplicity since a different approach can be carried out by using a
Boltzmann type operator [25, 75].

As we have seen in the previous chapter, the main interest to study the
Newtonian model (3.1) comes from astrophysics as well as from the plasma
physics case. Unfortunately, this model does not possess relevant relativistic
properties as the ones mentioned before, In fact, there are not several models
available in the literature to account relativistic phenomena when random
collisions are not neglected. As justified in the previous chapter, a relativistic
generalization of equation (3.1) in the same physical units is written as

y 0 .
(3.2) o f + mc]% “Vaf = 0 (D”apjf + mﬂf) ;

where D is the diffusion matrix given by

B3 DU (e L) =

p

and ¢ > 0. We interpret the parameter c as the speed of light when its corre-
sponding value is substituted. In this case, the Jiittner distribution function
reads as ¢ = e=9° which corresponds to the nontrivial equilibrium state
of equation (3.2). As we have seen in the previous chapter, equation (3.2)
seems to be a reasonable relativistic generalization of (3.1) since the model
gathers several desirable relativistic properties. Fortunately, we can provide
further justification of this matter. In fact, we will prove that (3.1) is in-
deed the correct Newtonian limit of (3.2). More precisely, we will show that
solutions of (3.2) converge in L' to solutions of (3.1) as ¢ — oo. Finally,
the forthcoming analysis for Newtonian limit problem will be made in the
following sections.

Before proceeding, we establish some conventions for the rest of the chap-
ter. For notational convenience, we set (z,p) = z and R?Y = R%. We hope
that all the related quantities are clear from the context. For instance,

‘Z‘ = ‘(x7p)‘7 dZ - dpdx7 Vz - (Vm,Vp),.. . etC.

Now, we are in position to state the main result of this chapter:
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Theorem 3.2.1. Let f, f. € C?((0,00) x R?) be positive solutions of equa-
tions (3.1) and (3.2), respectively, with non negative initial data f™, fim.
Assume that the initial datum fi* satisfies

£ = f™ ] — 0 as ¢ = oo,

(3'4) Fw,'y[fcm] — /Rd Uvzfén‘Q + \z|“’|me§"|2 + |Z”Y‘foén‘2] dz < o0,

for some v,w such that ¥ > d+ 2 and w > d + 4. Then f.(t) — f(t) in L
as ¢ — 0o, uniformly on every compact interval of time.

As one could expect, a similar result as the previous one should hold with
less restrictive assumptions. For instance, if the exact form of fundamental
solution of (3.2) was known, we might be able to dispense of condition (3.4).
Instead, we need to use the fundamental solution of equation (3.1) and con-
dition (3.4) turns out to be sufficient to control the required estimates. In
fact, any strategy in a similar direction would involve a more careful and
detailed analysis.

From a physical perspective, the previous theorem is a very natural con-
sequence for any valid relativistic model. The L' framework is one of the
most physically relevant scenarios for these models since particle loss is not
expected as ¢ — 0o, i.e., mass is a conserved quantity. Also, Theorem 3.2.1
is the most rigorous result available for this relativistic model.

In order to prove Theorem 3.2.1, we will follow the next strategy:

e First, we show that solutions of equation (3.2) will inherit the bound
(3.4). This boundedness property is very important since it enables to
control the behavior of the solution in the limit.

e Next, we consider the difference §f between solutions of equations
(3.1)—(3.2). This leads to analyze the time evolution of the nonho-
mogeneous FP equation (3.8). At this point, Duhamel’s principle will
become crucial since we can exploit the available representation for-
mula for this equation which essentially is given in terms of the initial
condition of § f and derivative terms of f..

e Finally, we estimate the L! norm of 6 f using property (3.4), the rep-
resentation formula derived in the previous step and a simple inter-
polation argument. The previous estimation allows to take the limit
¢ — oo and conclude the result.

We will divide the previous analysis in three sections: one in which we will
obtain the required a priori estimates mentioned in the first step, another
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one in which we will derive the nonhomogeneous FP equation and recall
some useful properties of the fundamental solution associated to equation
(3.1), and the following one where the convergence will be proved.

In order to avoid some technical difficulties, which could possibly be dealt
with, we will work with smooth solutions of (3.1)—(3.2) throughout the chap-
ter. In the final section of the chapter, we will sketch the argument developed
in [2] when a compact support assumption on the initial datum is consid-
ered. We will perform this because we can encounter an improvement on
the estimations for this case.

3.3 A Priori Bounds

In this section we begin our analysis on the Newtonian limit problem for the
relativistic equation (3.2). In order to obtain the desired L' convergence,
we will show that || f. — f||z1 can be bounded in terms of Iy, ,[fc]. Although
this condition seems to be too strong, the main strategy to prove Theorem
3.2.1 (Section 3.4) will clarify this assumption. Therefore, we require to
show that any solution of the relativistic Fokker-Planck equation inherits
the boundedness property of the initial data (3.4). The following result has
been adapted from one we proved in [2] for our present situation:

Lemma 3.3.1. Let f. be a solution of equation (3.2) with initial datum
satisfying property (3.4) for all v > 2 and v < w. Then, Iy, 5[f.(t)] < oo
holds for all v,w >0 and t > 0.

Proof. We start the proof by defining the vector functions v = V,f and
u = V.f. Now we proceed to prove the assertion. The latter will be
performed in two steps. First, we exploit the fact that the corresponding
bound for u does not require to estimate terms containing v. Then, the
estimate for the integral containing the term |(x, p)|7|v|? will follow by using
the bound from the previous step and a similar reasoning.

1. Observe that each component of u satisfies equation (3.2) since the
coefficients of this equation do not depend explicitly on the x variable,
or equivalently,

g 0
(3.5) o + mc}% - Vau = O <D”8pju + mpzu) .

Then, we can multiply (3.5) by |(z,p)|“w and integrate the resulting
expression over R? to obtain the next identity

o [ e pFlulds == me [ (o5 Vofuf s
Rd Rd p

(3.6) + Z/Rd |Z|w6pi(Dijaij + Bp'u) - udz.
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Notice that the right hand side of equality (3.6) can be integrated by
parts. As a consequence, the first term can be bounded as follows

—mc/ |(z,p)|“= - Vg \u|2dpdx—wmc/ |z|“~ 22 o ]u\de

<w / o[ Juf? dz
]Rd

where we used that |p|, |z| < |z| and mc < p®. Proceeding similarly as
before and using that 9, (p'[(z,p)|*) = (N|(z,p)|* + w|(z, p)[*~2|p[*),
the third term in (3.6) is estimated as follows

25/ |28, (p'u) udpdm—ﬂ/ [d]z[* = 0, (p'[2]*)] u|? dz

=6 [ (NIl wlpPlat )l dz
Rd

SBN/ 12| |ul? dz .
Rd

The last inequality holds since d = 2N and the term containing the w
factor in the second line is negative. In order to treat the remaining
term in (3.6), we need to account the fact that Dijapiu apju > (0 and
the inequality

(e, D)D) = 0 (!zw”mﬁf 5+ 25))
= (me) ™', (|21°7?p"p")

< (me) H(w =24+ N)p°|2“72 + |2«

S (L+[2])]=72,
3.

where we used definition (3.3), ¢ > 1 and [p| < p° to obtain this.
Therefore, we have that

ij w -2 0y],,12
2 [ 10,0000 wdpde == [ (a1 2 ul?
- 2/]1@ |Z|wDijaij‘8piudZ
gw/ (1+ |22l dz .
Rd

Collecting all the above estimates, we find that the following holds for
the left hand side of (3.6)

*) o, / 2l dz < / 2l dz + w / (14 |2 212 uf? d=.
Rd Rd Rd
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A direct application of Gronwall’s inequality in the above estimate for
w = 0 lead us to

/|szc|2dz§/ V. fim2dz.
R4 R4

In order to prove the general case, we first consider w > 2. It is
straightforward to show that

o / 2 uf? dz < / (14 |29l dz,
R4 R4

since we can estimate the integral containing the term (1 + |2])|z|*~2

in (*) by splitting this expression in two terms, one for |z| < 1 and the
other for |z| > 1. Therefore, the bound for the integral of |(x, p)|~|u|?
similarly follows as in the case w =0 .

Finally, let R, k,« > 0 such that a + k£ = w. Under these conditions
we are able to find the bound

/z|a|u|2dz§R°‘/ |u|2dz~l—R_k/ 121 uf? dz
Rd R4 R4
& o
2 w wy, 12 ¥
< (Il ([ Jhuaz )

< / uf dz + / 2] |uf? dz,
R4 R4

where we applied Young’s inequality with r = w/k and s = w/a, see
[65] for instance, and made the choice

(fRd \z|“’|u|2dz>
R= |
fRd |u|? dz

Thus, the remaining cases are achieved by applying the above inter-
polation between w = 0, 2.

€=

2. First, we differentiate equation (3.2) with respect to py and obtain
that for each £k =1,--- , N, the following holds

O, + mc]% Vv = O [Dijapjvk + 5Pivk]
(3.7 ~mey () - ut 0y [0 (0y] +

where vy, is the kth component of v and 8 = %. In order to bound the
integral of |(x,p)|”|v|?, we will use a similar argument as in the pre-
vious step. Since equation (3.7) contains terms that we have already
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treated, we can give a first bound as follows

0 [ sPloPd < BV +2) 4] [ 1Pl dz
Rd Rd
e Y =20G 0N [,12
o R G DI
pi
- 2mc/Rd | 2|7 Ok (po> Oyi fOpr [ dz
— 2y /]Rd ]z\W*Zpi(?pk (Dij)(f?pjf(?pkf dz
-2 / 1270, (D)0, f O, (O f) d
R4

=h+DL+I3+ 14+ I5.

Notice that I1 + Is can be treated as in the previous step. To estimate
I3, we take into account that

uFop, pruiptoy,

p° (p°)3

_ Jullol _ Jullo]

~

Ok

pi
()

which was obtained from the fact that mec,|p| < p° and applying
Young’s inequality with » = s = 2. Then, we have

~ )

pY me

= —ome [ 1479 (po) 0. 10y f s S [ (o + [u?) dz.
R4 p R4

Recall that v < w which implies that the term |z|7|u|? contained in
the last integral is bounded. Now, observe that I, satisfies

vf2dz,

/ 7 7=2|p2
—2 / |2 2p 00 (D)0, O f dz = —24 / [zl
R4

rd  mep?

since

, - 255k | ik 2c280 4 pind o
pzapk(DZ])UjUk: <|p| +p'p _amc +p'p’ 'p)vjvk

mep? me(pP)? Y
_(IpPéE 7R PR
= 5 = 2D VU
mep (P°)
([ pP7F 4+ pipk piph P e
= 5 - 5 | vivk = glvl”-
mep mep mep

Here, definition (3.3) and property p'D¥ = p/p"/mc were used. In
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order to treat Iy, we first split 8pk(Dij )0pi fOi Opi f as follows
(p'67% 1 pigiky Pk Di

mep® - (p0)2 Opi f Opi Opi f
= P OO 000

mep? P mep

{8193' f apj apk f+ :;Tp;apj f&)pi 8pk f] .

B, (DY) fO,:0 f = [

mep

(»°)?
Next, we see that the contribution to I5 of the last term in the above
identity will be

p'p'p" 1 / Pt ok
2|V =20, fO,i O f = —= O, |27 v dz.
/Rd | me(po)3 pi  Opi O f 2 Jpa P K me(p0)3

The previous identity is a result of an integration by parts and the
use of the symmetry property from p'p?p¥. Also, we observe that the
second term of 9, (D") satisfies

[\ZW
0

} vk dz
mep

z ’ij ik
- /]Rd e Opr (V)0 dz .

Notice that the last term in this identity will cancel out with the corre-
sponding first term of J,x (D%). Using the definition of I5, combining
all the above identities and applying an integration by parts in the
third term of (DY), we obtain

1 |27’ |2|"p'pp"
e o 2] 0 [ e
Yk
—mc/Rd Ok PZLO;] lv|* dz
1 |27’ |2["p"p’p*
L [ [

3 z|Y
+/ %”UPCZZ,
mc Jpa P

where we used

P’
/Rd ‘Z‘Vmapjfapkapkf dz = —/l;d 8pk
|

0,

[\zm)k} NP PR 3l
(»°)? ()3 @) 7
and p® > |p|, me. For simplicity, we define the matrix

= 0 (o[22 g, [l )
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and state that the next inequality holds
" 3
A*8; £ f = 2072|272l ol < 200°)%| (2, )| [0]?.

As a consequence of this inequality, we see that
5 z|[7
I+ 15 < / %’Updz”a
m jrd P

where the fact ¢ > 1 was used, and the claim follows as in part 1. In
order to prove the remaining statement, we notice that

A T Tpipd pF
A]kvjvk = (p0)3 <28pk |:‘ZZ|)O :| - Gpi |:|Z|(§0)3p :|> V5V

22Dl + v (2902172 — 20207)

2
S - (3|z|7 <Loﬂ‘>2 — (N4 2)[e = APl )
2O ol + 2y (F
< 2210l + 292172 b0l

IN

where we used p/v;jpFvy = (pFvg)? > 0 and (|p|/p°)? < 1. This last
argument completes the proof of the Lemma.

O]

It is important to remark that we made sure that all the above estimates
do not depend explicitly on any positive power of ¢. As a consequence,
Iy ~[fe(t)] will remain bounded in any compact interval of time as ¢ — oo

since the asymptotic behavior is controlled by a bounded quantity, T, ,[f"].

3.4 A Nonhomogeneous FP Equation

In this section, we derive a nonhomogeneous Fokker-Planck equation related
to our convergence problem. The main reason to consider this equation is
due to the fact that a representation formula for solutions can be easily
obtained. Although this formula can not be completely given in terms of
the initial data, it will turn out that combining the bounds derived in the
previous section while estimating the L' norm of the solution of this non-
homogeneous problem is sufficient to prove Theorem 3.2.1. We will achieve
this objective by means of the Duhamel’s principle since the explicit form of
the fundamental solution from the homogeneous problem is available. We
will also recall some properties of this fundamental solution which are re-
quired in the next section. We must proceed in this manner to overcome
the fact that the exact form of the fundamental solution of equation (3.2)

ue) (%)%= = (o) (v + N+ 1)
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still remains unknown.

We begin by considering the function 6f = f — f., where f and f. are
solutions of (3.1) and (3.2), respectively. It is easy to show that df is a
smooth solution of

0
(3.8) Oi0f +p-Viof =Ap0f + Evp “(pof)+ge,

where
. me
ge = Dpfe— api (DZ]apjfc) + [po - 1] p-Vafe
ij ij mce
= api ([5 J— D ]]apjfc) + |:p0 — 1:| p- szc .

Now, recall that the classical Fokker-Planck equation (3.1) has an explicit
representation of its fundamental solution. Let F(¢,z,p,y, w) denote this
two point Green function. Its exact form is given by

d
F _ Bexp{pt}/Am B(z—y)+(p—w)|?
(t,l“,Pyva) N [Cmi;{)lt_}aé(ﬁi)] exp {b(t,x’p’ y,w) — %} ,

with 5 = 0/m, a(8,t) = 22201 an

la(B,t) {B(z —y) + (p — w)} + t(w — pexp {Bt})[*
ta(28,t) — a2(B,1) ’

see [138, Eq. (2.5)], and satisfies the following properties

b(t,x,p, y7w> = -

/ F(t,z,y,w)dpdr =1,
Rd
C(a, B)

t—s

(3.9)

[VuF|(t = s, 2,y,w) < F(t —s,az,ay,aw),

with 0 < a < 1, see [138, egs. (2.8), (2.30)]. Then, any solution of (3.1) can
be written in terms of F as follows

flta) = [ Pty ) 0.pw) dwdy.

Since (3.8) reduces to (3.1) when g. = 0, Duhamel’s principle entails that
solutions of (3.8) can be expressed as

5F(t,a,p) = / Flt, . p,ys w)5 (0, y, w) duw dy
Rd

t
(3.10) + / F(t—s,2,p,y,w)ge(s,y, w) dwdy ds,
0 R4
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for t > s. Notice that the last term in the above identity contains a second
order term. In order to avoid this inconvenient, we define X* = (0% —D%)d,,;
and perform an integration by parts in the w variable on this term

/ FOu,i(Xif.)dwdy = — / O F X' f. dw dy.
R4 Rd

Since g. = O (Xif) + [% — }p V. fe, the above identity allows to

express (3.10) as

f = [ F(t..p.90)5(0,,0) duw dy
R4
t
_/ v’wf(t_‘g:x:pvva)'Xfc(s,yyw)dUdedS
0 JRd

t
(3.11) —|—/ F(t—s,z,p,y,w) [m—g - 1] w - Vyfe(s,y,w)dwdyds.
0 JRE w

Observe that the latter expression is more suitable to control in the limit
for any compact interval of time due to (3.9).

3.5 Convergence towards classical solutions

Now, we are in position to prove Theorem 3.2.1 by using all the information
developed in the previous sections. In order to prove the result, we must
show that the last two terms in (3.11) converge to zero in L! as ¢ — oo since
we already know that this happens for the term 0f(0). The main strategy
to achieve the latter consists on giving an explicit rate of convergence for
this term. This will be possible due to the explicit dependence on ¢ from
the g. term in the representation formula (3.11) and the finiteness property
of 'y, 5[ fc(t)] given by Lemma 3.3.1, where I', - is defined by (3.4).

We begin the proof by estimating the following quantities

2
I <
wO(w® +me) ~ ¢

]

Y

’1 } ‘ Vm2e? + |w|? — me

vm2e? + |wl|?

(3.12)

X (f)| < sup|6” — DY||V fe| = sup
2Y) 1,7

< cillewac\ .

_mey s Wl
(1 wo) o womc‘ Ve

By (3.11) and the above inequalities, we see that the L! norm of §f can
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be estimated as follows

o0l 5 [ ([ 72w ds) 550wy
—i—/ / [w|?|Vy fel (/ F(t—s,z,y,w)dz)dwdyds
C 0 R4 R4
1 t
+/ / ]wHwac\(/ ]Vw]-"](t—s,z,y,w)dz)dwdyds,
C 0 Rd R4

where we used z = (z,p) for simplicity. Taking into account that the funda-
mental solution F satisfies (3.9), the right hand side of the above inequality
can be bounded by

(3.13) 10Ol + /lel Vylellpr + == llwVuwfel L1ds.

\/7

In order to conclude the result, we need to bound (3.13) in terms of the
L? moments of the gradient since by Lemma 3.3.1, this moments are finite.
First, we interpolate

L lVasdiody < [ lolWutldody+ [ 9ufldody

|(y,w)|>1 |(y,w)|<1

1
o0 2
< ( / rd+1—w) 11 )3V fell 2

1

2

+< / rvwfc\2dwdy> ,
]Rd

and for v > d + 2, the integral on the left hand side is finite. By exactly the
same argument we see that

[ 0PIy 8w dy 19, el + [ 000150,

L2(RY)

is also finite for w > d 4 4. Using these estimates in (3.13), we find that
16f@)lr S N0£(0)][zr +O(L/c).

Therefore, 6f(t) — 0 in L'(RY) as ¢ — oo for every compact interval of

time. This concludes the proof of Theorem 3.2.1.

3.6 Some Remarks

As we have previously seen, the use of momenta to estimate V, f. and V, f.
is essential in order to obtain the result. The different weight condition is a
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consequence of the degeneracy in the variable z of equation (3.2). Also, the
fundamental solution of equation (3.1) helped to complete the argument.
Probably if the fundamental solution of equation (3.2) was at our disposal,
then some conditions could be weakened or dispensed of.

Now, we conclude the chapter by presenting some modifications in the
argument made above to obtain the Newtonian limit that only needs mo-
menta in p. To achieve the latter, we also require that the initial data are
compactly supported in the x variable. First, we address that Lemma 3.3.1
can be proved for the case where I, , only depends on momenta in p by
following a similar argument as in [3] for d = 6. Also, notice that (3.12) can
also be estimated as follows

|w|?
5 ‘X(f0)| S CT|vwfc”

and now the factor ¢=2 is crucial for the bound of the L' norm of §f(t). By
(3.11) and the above estimates we have

1 t
57Ol S U35+ 5 [ [ 109, ol dwdy

I 5
= | —— Vo fe| dwdyds.
+62/0 ﬁt_s/Rd’u”‘ feldwdyds

Before proceeding by an interpolation argument, we observe that by the
finite propagation speed property for the relativistic Fokker-Planck equation
(3.2), see Proposition 2.3.1, we have that f. = 0 for |y| > R+ct when fi" =0
for |y| > R. From here, the dimension becomes relevant. Set d = 6. Whence

Lo weNutddway< [ [ Varddwdy+ [ [ wPi9asldody

ly|Se Jwl<1 lylSe lw[=1

S 2 (IVufell 2qeo) + 0l Vo fell2as) )
and the integral on the left hand side is O(¢/?). Here we used that for y > 7

o0
/ r5Vdr < co.
1

Similarly, the following holds for w > 9

L WolIV sl dw dy 5 62 (19, Sl + 10l 9, el o))
Then, combining all the above estimates allows to conclude

16f@)rr S 6£(0)][ 2 + O(1/Ve),
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and the result follows for this case. Notice that in the latter case (d = 6),
7<v<d+2and9 < w < d+4 although the rate of convergence is slightly
worse. This means that we can dispense of one moment with the compact
support property assumption. Unfortunately, the above argument can only
be used for d < 6 since the powers of ¢ in the bounds increase with the
dimension. The bright side of this fact is that the physically relevant case
is when the dimension is six.
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Chapter 4

Trend to the equilibrium

In this chapter the long time behavior of solutions for the relativistic Fokker-
Planck equation is treated. We will show that these solutions converge
exponentially towards the Jiittner distribution function in LY for ¢ = 1, 2.
Due to the main difficulties exhibited by the model, the latter problem will
be analyzed in the spatially homogeneous case. Moreover, it is shown that
the L' convergence depends on the values of the parameter § while in the
remaining case, no restrictions are encountered at all.

4.1 Background of the problem

In several fields of science and industry the study of evolution systems is
highly required. Several models to describe some of these situations have
been proposed, analyzed and tested using different tools and perspectives.
Also, when a phenomenon in question reaches and remains in certain states
of interest, one pays particular attention on how the latter has occurred.
For example, if we consider an object falling, then the “ground” state and
its position at each instant of time are desired to describe. Under several
assumptions, this problem has been deeply studied and in its simplest case,
it is known as the free fall motion. Another typical and similar situation
illustrating certain mathematical aspects of interest is the movement of a
pendulum. In this case, a weighted body is attached to a string, rigid or
not, and suspended from a pivot in order this body can swing freely. The
simplest case to consider is the sideways motion with a rigid string and
gravity as the only acting force. At least three equilibrium states can be
identified in the previous situation depending on the mechanism of the pivot
and the initial position and velocity of the body: a cyclic state and two ones
without motion. The only possible state having mathematical similarities
with our current case is the one when the pendulum points towards the same
direction as the gravitational field. Both of the previously described profiles
are commonly known as stationary or steady states, since their behavior
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remain invariant with respect to time after their corresponding evolutions
reach them. When diffusion, transport and friction are present, Fokker-
Planck type models arise in a natural manner as a proposal to describe
these phenomena. In particular, these models exhibit desired equilibrium
states which are physically relevant as the ones previously mentioned. A
quite general Fokker-Planck equation gathering several scenarios of interest
for the theory is given by

(FP)  Ouf +v(p)-Vauf =V, (DIV,f +V,Ef]), t>0,(z,p) € R?Y,

where f(t,z,p) can be though as a density of particles, D = D(p) is the
corresponding diffusion matrix, F(p) stands for the energy of each single
particle, or also known as the microscopic energy of the system, and v(p)
is the velocity field of the particles. Notice that equations (3.1) and (3.2)
are particular cases of the previous equation. Also, it is worth mentioning
that the particular form in which we introduced the previous model is more
suitable for the convergence analysis that we will develop. Moreover, when
considering the spatially homogeneous case, i.e., f(t,z,p) = f(t,p), and
the values of the diffusion matrix and the microscopic energy are D = Id
and E(p) = |p|?/2, equation (FP) becomes into the simplest model in the
Fokker-Plank class. In general, one can directly verify that the functions
0 and e~ (up to a multiplicative constant, fixed by the total mass of the
system) are equilibrium states of equation (FP). This implies that the non-
trivial equilibrium state for equation (3.1), or equivalently for equation (FP)
with D = Id and E(p) = 6|p|?/(2m), is the Mazwellian distribution function.
Then, one might wonder if f reaches either of these states when ¢ — oo in
some sort of sense. In the case of an affirmative answer, it could be useful to
know the rate of convergence. Observe that the equilibrium state e is a
conserved quantity and solutions of equation (FP) preserve mass. Therefore,
the L' convergence becomes a relevant and meaningful case to analyze even
though it is the most difficult and delicate one. There are some criteria in
the literature that can be applied to some of the previous models to ensure
an exponential rate of convergence. In the spatially homogeneous case [13],
Bakry and Emery exploit the geometry behind (FP) by transforming this
equation into a diffusive operator in a Riemannian manifold. Then, they
define an appropriate positive field operator through the infinitesimal gen-
erator of the diffusion process. They found that the problem can be reduced
to study the bound from below of an extended version of the Ricci tensor
in terms of the metric, which led to a geometric notion. This criterion is
known as the Bakry-Emery bound condition and guarantees the convergence
towards the non-trivial equilibrium state in the L' sense. In [10], the authors
propose different relative entropies to prove the exponential convergence of
solutions by deriving Bakry-Emery type conditions from elementary argu-
ments. In addition, they obtain a family of convex Sobolev inequalities
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associated to these entropies. In [34], Carrillo and Toscani proved that ex-
ponential convergence in L' holds for the simplest Fokker-Planck equation.
Their approach allows them to cover different Sobolev spaces. In this case,
the fundamental solution of the equation is available and its properties are
fully exploited to achieve their results. It is interesting to remark that the
previous authors were able to adapt their arguments for the porous medium
equation in [33], where they proved that solutions converge to a self-similar
profile in L' with polynomial rate. In the case where D = Id, E(p) = [p|?/2
and v = p in equation (FP), the exponential convergence problem has been
solved using two different techniques. In [88], Hérau and Nier used spec-
tral analysis tools for hypoelliptic operators and showed the existence of
a spectral gap in the spectrum of the Fokker-Planck operator, which im-
plies the stated convergence. In [139], Villani considered a modified entropy
functional for equation (FP). He gave appropriate estimates to bound the
derivative of this entropy combined with the validity of a logarithmic Sobolev
inequality with respect to the invariant measure of the equation. See also
[46]. In the case where solutions of equation (FP) are confined in a torus
(i.e., z € T?), Calogero was able to show in [22] the exponential trend in the
L' norm to e ¥ as t — oo under suitable conditions on v, E and D. His
arguments were inspired by similar ideas as the ones presented in [139], but
those relied on the Riemannian structure of the problem. As a consequence,
he also obtained a refined and systematic approach to formulate this expo-
nential convergence problem from simple geometrical conditions.

Now, we describe our strategy to prove the exponential convergence to-
wards the equilibrium in L' and L? for spatially homogeneous solutions of
the relativistic Fokker-Planck equation. First, we transform the original
equation into the equivalent one in a Riemannian manifold and prove all
our statements within this formulation. For the L' case, we will follow an
entropy argument combined with the Bakry-Emery bound condition. The
main idea is to find an appropriate functional that acts as a Lyapunov func-
tion for the relativistic solutions and exponentially converges to the equi-
librium as ¢t — oo. This will be achieved by obtaining an identity for the
time derivative of the entropy and by verifying that a logarithmic Sobolev
inequality holds. The latter will be ensured by the Bakry-Emery condition
for certain values of the parameter 6 > 0. The reason to proceed in this
manner comes from two essential facts. On the one hand, the exponential
rate of the entropy provides an exponential bound in time for the L' norm
between a solution and the equilibrium. On the other hand, second order
estimates in time of the entropy lead to the exponential rate for the time
derivative and as a consequence, the rate for the entropy and the validity of
the logarithmic Sobolev inequality are obtained. In other words, the Bakry-
Emery condition is a simpler and sufficient second order condition to verify
than performing the analysis described before, since we will only require to
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calculate and bound elementary expressions. For the L? case, our approach
is based on spectral arguments. We will show that the first non-zero eigen-
value of the elliptic operator associated to the relativistic Fokker-Planck
equation is positive. From this fact, we will obtain a Poincaré inequality
and proceed similarly as in the L! case. The main difference is that the L?
norm will now act as a Lyapunov function for relativistic solutions in this
space. In general, finding this eigenvalue or equivalently, the spectral gap
for an elliptic operator can be a hard task. As the problem states, one tries
to show that the operator has a finite gap in its spectrum from 0 to the fol-
lowing part of it (possibly continuous). Probably the simplest example for
elliptic of operators in dimension greater than one is given by the Laplacian
—A under appropriate considerations, see for instance [65, 106]. Finding
bounds for the spectral gap is also useful. In [37], Chen and Wang used the
variational characterization of the problem for elliptic operators in R¢ and
gave estimates of the gap by probabilistic methods. In [141], Wang studies
the existence and non-existence of the spectral gap for elliptic operators in
a connected, non-compact Riemannian manifold from which he particularly
treats the case in RY. The author found a useful lower bound for the exis-
tence of the gap in terms of the radial part of the operator, which reduces
the original problem into the one where a basic integrability condition has
to be verified. In fact, we are able to apply his result to our present situation.

In the next section, we recall the equivalent formulation of the relativistic
Fokker-Planck equation in a Riemannian manifold performed in Chapter 2.
4.2 The Spatially Homogeneous case

In this chapter, we focus our analysis on spatially homogeneous solutions of
the linear relativistic Fokker-Planck equation from the previous chapter. In
this case, these solutions satisfy

(4.1 ust.0) = 0y (D0, 500) + L5 0.p))

with (¢,p) € (0,00) x RN and f(t,p) > 0. Recall that the diffusion matrix
and the microscopic energy are defined by

. mc . ]
DY = — <5”—|— pp7> . pY = /m2e + |p|?.

p

The reason to express the above equation in terms of the parameters relies
on the fact that our result in L' depends on them. Also, the treatment of
the convergence problem is simplified by the spatial homogeneity assump-
tion. As a matter of fact, results from [22] should hold when x € T? since
this has already been done for N = 3. In the previous reference, the author
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extends the approach that we will present. In particular, one of the required
estimates to apply his results will be performed in the next section.

As previously seen in Chapter 2, equation (4.1) can be written in terms of
the Jittner distribution function ¢ = e—0p’ by using the change of variable
[ = _Zh. As we will see in the forthcoming sections, this formulation is more
adequate to establish the trend to the equilibrium _#. In fact, the explicit
form of equation (4.1) in terms of h is

g 0
(4.2) Oth(t,p) = O (D”(’J?pjh(t,p)) - V,h(t,p).

Equivalently, the previous equation can also be interpreted as a Fokker-
Plank operator with a Riemannian structure as

(4.3) Oh = ALh + Wh,

where AJ is the Laplace-Beltrami operator with respect to the metric g and
Wh = Wiﬁpih represents a transport operator. The metric g and the vector
field W are given by

1 DiD; ’ 1+ 20cp?
9ij = — <p05ij - = j) , W'= " omep i

mc

It is important to remark that the right hand side of (4.3) is also referred in
the literature as the Witten Laplacian, see [145]. We recall that the matrix
D is the inverse of the metric g with det g = |g| = p°/mc, i.e., D¥ g; = §F.
Also, note that

Wh=W',h=D*W,0,h = g(W,0,h)

with Wy, = glel . In fact, we are able to give a more accurate expression
of this field as follows

1+ 20cp <

1 oo\ ¢ 14 20cp°
ol = e (10~ )t = -

277
1
= —iapk log p° — Hcapkpo = Oppw,

where w = log u and u denotes the function

)
e~fep MC e

" _ [me
Vgl P’

Then Wh = g(0ph, 0, log u) = 0y logu h. This formulation was already used
and justified in Chapter 2. In order to recover all the results in terms of f,
we require to define the probability measure dug as

(4.4)

dpg = 2 e 0 dp, 7 :/ e 0 dp
RN
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and consider all the involved spaces weighted with this measure. In addi-
tion, we assume that a solution of (4.3) is normalized with respect to the
probability measure ug:

Al ey = [ o =1,

since this normalization can always be achieved by rescaling the solution.

4.3 The Bakry-Emery Condition

In this section, we show that the exponential trend to the equilibrium in
L' for solutions of (4.1) holds for § > 6y > 0, where the value of  will
be characterized in our main result. The strategy to achieve this purpose
is using an equivalent notion of convergence in terms of equation (4.3) and
the weighted space L'(dug). The latter will be given by an appropriate
functional ©[h](t) that acts as a Lyapunov function for (4.3) and converges
exponentially to zero. The key point in the argument comes from the fact
that the first variation of ® will satisfy a Gronwall’s inequality for 6 > 6
that will be guaranteed by the Bakry-Emery condition.

Now, we proceed by presenting the entropy and the dissipation functionals
which are defined by

@[h]z/ hloghdpy, J[h]z/ 9(8,h, By log h) dpg .
RN RN

Theses functionals are related by the identity

(45) SO0 = [ (@uh+aihog ) dug = 30110,

which justifies the Lyapunov character of © since J > 0 due to h > 0 and
g(0ph, 8,logh) = h=tg(d,h,0,h) > 0. In order to verify this identity, we
compute

/ Ouhdpg = ~Z27" | DI,y (7" ) dp - / Wh dpg
RN RN RN

i 0 .
=te | | Dza;apjhdﬂg_mANyapjhdug
=0,

where we used equation (4.2)! and the following properties

Opre b = el Eph D¥p; = Fo (5” + pli )Pj = pfpl.

'Equivalently, we could use (4.3), but recall that the second order operator in (4.2) is
not a LB operator. See the proof of Theorem 2.3.2
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The identity for 0;h was expected in agreement to the fact that solutions of
(4.1) preserve mass. Similarly, we have

Sihlog hdug = — 7~ / DY, hd, (e*f’cpo log h) dp — /
RN RN

log hW h dpg
RN

= —/ g(Oph, 0y log h) dpg
RN
= —J[hl(t).
In fact, it can be shown that the operator L = A(,f) + W is symmetric in

L?(dpg) from the above identity. For instance, see [22, Lemma 2] for the
treatment in the general case of equation (FP).

At this point we are ready to introduce the notion of convergence that
we will adopt. We say a solution of (4.3) converges to an equilibrium in the
entropic sense if ®[h] — D[1] = 0 as t — oo. The rate of convergence is
exponential if there exists A > 0 such that D[h] = O(e ™) as t — co. A
sufficient condition for exponential decay of the entropy is the validity of the
following logarithmic Sobolev inequality:

(4.6) / hloghdug < a/ g(Oph, Oplogh) dpg
RN RN

for some « > 0, and for all sufficiently smooth probability densities h (not
necessarily solutions of (4.3)). In order to show the sufficiency of the above
inequality, we use (4.6) in (4.5) to obtain
d 1
—®[h] < ——D[h] = D[h] S exp(—t/a).
dt Q@
The main reason to adopt this notion of convergence relies on the fact
that the convergence in L'(dug) is achieved by using the Ciszar-Kullback
inequality, see [39]. The previous inequality states that

17 = 121y < V2D,

dpg
and as an immediate consequence, we obtain the convergence of h to the
equilibrium in L!(dug) with exponential factor (2a)~1, or equivalently, a
solution of (4.1) satisfies

(4.7) £ ) = Znall oy S e,

where ¢y = % # denotes the Jiittner distribution function with mass M.
Now it is clear that ® provides a natural convergence notion to an equilib-
rium for solutions of the relativistic Fokker-Planck equation (4.1) by (4.7).
Thus, the problem of the exponential trend to the equilibrium in L' has been
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reduced to prove that (4.6) holds. Fortunately, the latter statement can be
answered affirmatively, but only for certain values of 6. Before we proceed,
it is convenient to give a brief argument that explains why it is possible to
prove inequality (4.6). In particular, the latter shows that the exponential
convergence of ® implies (4.6) and also, it will allow to introduce a concept
that is required in the proof of this Sobolev inequality.

First, observe that the functional ® is non-negative and decreasing with
respect to . Then, it is expected that this functional converges to its mini-
mum value if J[h] — 0 as t — co. In order to prove this, we could compute
its time derivative. We avoid to do so since the exact form of J’ will not be
used in our forthcoming analysis. We are content with stating that if the
next identity holds

(48) Sl < —enl(r)

then in particular inequality (4.6) will follow. To prove this, we use that
D[h] — 0 as t — oo and see that

D[A)(0) = /0 " 3[h)(s) ds < a3[A)(0),

which is precisely the assertion. The crucial part to obtain inequality (4.8)
comes from an appropriate bound of the Bakry-Emery-Ricci tensor given by

(4.9) Ric = Ric — V% logu,

where v is the function defined by (4.4) and Ric and Vf, log u are the Ricci
tensor and the Hessian with respect to the metric g, respectively. More
precisely, if Ric satisfies the Bakry- Emery curvature bound condition

— 1
4.10 Ric > —
(4.10) ic 2 59,

then (4.8) holds. As a matter of fact, J' is constituted by an integral only
depending on Ric and another non-positive integral term. Now we have
that in particular (4.6) follows by our previous argument. See [13, 14] for
instance. Condition (4.10) can be thought as a generalized notion of strong
convexity with respect to the metric g.

Now, we are position to prove the main result of this section:

Theorem 4.3.1. There exists a positive value 0y such that the logarithmic
Sobolev inequality (4.6) is valid for any 6 > 0y, with constant o given by
P(me) = BT GfN =3, 6y < 0 < 45,

2mc?

22| 2 y0,0)), FN=3 0> orN#3 0>0p,
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where

mc

~(6, N) (29mc2 /40222 3aNﬁN) ,

aN
for some constants an, Bn that only depend on the dimension, and & is
the rational function

B 20cx® — anz? + 20k%*cx — By k?
B dmex3 '

P(z)

Proof. The proof is carried out by using the Bakry-Emery curvature bound
condition (4.10). First, we recall that the Ricci tensor of g is given by

(4.11) Ricij = 0T — 0Ty, + THThy — Tl

where Féj are the Christoffel symbols of the second kind associated to the
metric g. These symbols are obtained from the following relation
le
I = - (Opi gri + Opigrj — Oprij) -
For convenience, we recall that p® = \/m2c? + |p|? and

1 DiDj
5= e (P55 5).

In order to obtain T’

ij» we compute

8 1Qrs = a ! |:po <5rs _ PrDs ):| _ Pigrs i 2plp7«ps B 5lsp7“ + 5l7"ps
P P lme (p0)2 (pO)Q mc(p0)3 meO
(412) g alrs _|_ blrs + Clrs X

Observe that the terms b5 in Féj are equal and the sum of the terms ¢4
contribute

_ 0jkpi + 05iPk Gikps + b n OkiPj + OkjPi _ 204Dk
mep? mep? mep? mepY
Then, we see that
o D* <pjgik +Pigkj  Pr9i; | 2pkpipi 2pk5z’j>
voo2 (p%)? )% me(@®)?  mep®
! !
_ L Pi% P05 PGy o Pk 05 PPy
2| ()2 (p°)? me(p?)2 \" "7 pP
(s tpids 3t pidi il 3y 5. PP
2\ ()2 mepd? ) T 2002 T 2m2E \" T ()2 )



80 Trend to the equilibrium

where we used the definition of g, the inverse property of the matrix D
with respect to g and the identity D'*p; = plpo/mc. Now, we are ready
to perform the necessary calculations to obtain the Ricci tensor. The first
term in the definition of Ric (4.11) is

201k — g, (PO st
Pkt i = Ypk (p9)2 - mcpogm
26 2(pi6F + pidt)py o (30
S )2 (p)* — 0 Vet 9
2mece 2pip; 3pF 3p”
S o W gt ) 99 O (99

where the definition of the metric g was used again. The last two terms in
the above identity can be estimated by using (4.12) as follows

o 3p* gii | = 3d gii + 3p" [ 2pkpip;  dikpj + kD
PE\ mep®”t mep®”? " mep® | me(pY)3 mep
3d 6pipj

ma? ¥ )

Notice that two terms cancel out while estimating the above quantity. The
latter implies that

2mc 4pipj 3N
P mepd

26pk Ffj =

Similarly as above, we have that

k k k
ko po; +pid;  3p pipk \| _ i
Qapjrik = ap]' [ ()2 T m2c2 dik — (p0)2 = (N - Q)apj (p9)2

N Oij  2DiPj\ _ (nr_ oy C e o\ DiDj
= (N 2)( > (N 2)(p0)3gw (N —2)

and

DiD; 3N mc
o)1 map®s ~ N gyt

(4.13) 20T} — 20, T, = (N +2)

Now, the remaining terms in (4.11) are obtained as follows

sk psk ek
kol p;jo; +p25j 3p Pk
= < @ map® | N D0

2pip; 3lp|?
=002 (T - e )
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and
otk (PO pdy 3 N (pOf et 3k
AT T map T )2 mep?™
pip; . |p|*t + pip! piD; 6|p|?
— (N +12 —6 = (N+6 —
(- )(po)“ me(p?)? ! (V- )(p°)4 me(p0)3 77

The previous quantities lead us to

k Tl |k pipj  3(N —4)[p*
4PZ]Fkl - 4F1krjl = (N - 10) (p0)4 — mc(po)'?’ gij -
Therefore, we can combine the identity given above with (4.13) to see
that the Ricci tensor (4.11) with respect to g is

PiDj 2(N — 4)ym?2c? + 6N + 3(N — 4)|p|? -

icj; = N -2 - i
Ric;; = 3( )4 ) g Gij
8ij 2(N — 1)m?c? + 3(3N — 4)(p°)?
4.14 =3(N -2 J ii -
(4.14) N =2) g0y TP Gis

In order to calculate the hessian of logu, we recall that

'1+290p0
T2

and compute the second order derivatives of the above expression as follows

Oppw = Op; logu =W; = —p

14 20cp®
apiapj logu = —8pi <p] 2<po)2>
_ _s, <1 + QHCpO) _ Ocpip; | 2pip; (1 + 200p0>
T\ 2(0°)? )3 )2\ 2(°)?
_ pipj 2m?2c? (14 20cp
T 200 2mep7 \ 2002 )

where the definitions of the metric g and p° were used. Similarly as above,
we see that the remaining term is obtained as follows

Ffjapk logu = — (p] i TPi% o Wi

2\ mepd

1/ 2pip; Blpl* Y [1+26cp°
T2\ 092 mepd 2(p°)?

1 3(p°)? — m2c? 14 20cp®

mep” 2(p°)?
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Then, the hessian of logu in local coordinates is

(V?)w)ij = 0)i0p; logu — Ffj@pk logu
— (14 6c9) dij _ mcgi <3(p0)2 + m202> <1 + 290p0> "
(%) 20°)° 2mep’ 20p°)2 )7
dij 3m2c? + 3(p°)? + 20cp® (m2c? + 3(pY)?)
(pO)Q B 4mc(p0)3 9ij »

= (14 6cp?)

where we used the definition of g and the following identity

pipj (14 20cp° yy L+0cp”\ 0y pipj
29 7 202 ) Y (00)? 2(p%)%  2(p0)*

Finally, using definition (4.9) and the explicit expression of (VZw);; that
was obtained before combined with (4.14), we find that

ﬁ\iéij = RiCZ'j - (ng)w
_60c(p°)? — a(p®)? 4 26m?p? — fmAc? L an - 4chp?
- Ame(p?)? R TFOE

51‘]’7

where a = 3(3N —5), f =2N —5 and ay = 3(N —3) — 1 for N > 2, and
a=-3,8=-3,a, = —4 and g = mc/p® for N = 1, since Ric = 0.

In order to bound ﬁlgw from below in terms of the metric g, we require
the following estimate

0
P mc
PoIX 2 9(X.X) = 5 [(mel X)? + (0l X)? ~ (0 X)?] > TP

mep?

which is valid for all X € RV, For N < 3, we use the right hand side
of the above inequality to bound the term containing ay in Ric since ay is
negative. The upper bound of g is used to absorb the corresponding positive
term ay + 1 for N > 4. This is possible by noticing that 8 = By + ay + 1.
The previous information enables to obtain the following lower bound

9(X, X)

Ric(X, X) > [290(1) )>? —an(p’)* +20m*c’p’ — Bym e ] me(p0)3

=2(p")g9(X, X),
where

(1, —3) ifN=1,
(4.15) (an,Bn) =S (6N —5,2N —5) if N=23,
(ON —14,4—N) if N >4.
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Now, we proceed to prove that min{Z(p°) | p° > mec} is strictly positive
if and only if 6§ > 6y which follows by a standard procedure. First, notice
that the positivity of &2 holds if the polynomial @ defined by

Q(x,0) = 20cx® — anz® + 20k*cx — Bnk?,

remains positive for § > 0y and = > k, with £ = mc. We remark that if
0 > 61, then

Q(z,0) — Q(z,01) = 2ca(x? + k*) (6 — 6,) >0,

and as consequence, the value of 6 is unique and the minimum possible
one in which Q(z,6p) > 0 holds for all z > k. In order to show the latter
property, we will use the critical points of the derivative of @

2 2
d ) ) an F \/ar — 12(6ck)
— = -2 2 = .
de(:v, 0) = 60cx anz +20k“c, R+ 00
Also, the sign of Q(0,6) = —Bxk? is required and the fact that there exists
at least one real root x; is relevant (the degree of Q(x,0) is three). From
here, the analysis is divided in two cases.

Let N # 3. Notice that Q(0,6) = —Byk? > 0 by (4.15), which implies
that x1 < 0. When 6 > %, x1 is the only real root of ) since R-
are complex or equal. This implies the positivity of @ from the increasing
property with respect to 8. Therefore, the value of 6y is given by either
k> R,(0y) or Q(R,,6p) = 0. In the latter case, R, must have multiplicity
two from its global minimum property for > 0. For the case N = 1,
it is easy to show that there exists 6y > 0 such that Q(R,,0y) = 0 and
k < R, (0p). This is justified by the fact that k& can not be a root of @, since
Q(k,0) = k?(40ck+2) > 0 for all § > 0, and if k > R, , the value of Q(R.., f)
will remain strictly positive due to the monotonicity of @) with respect to 6.
Therefore, 0y is given by Q(R.,0p) = 0 with 0y < 3. The existence is a
consequence of the intermediate value theorem. Now, for N # 1,3, notice
that k can be a root of () since

YN . 4N —5

— 2 —_ — — = — =
Q(k.0) = K*(fck —an = By) =0 & 0= 2 ==

Next, we see that the condition k > R, (0) leads to
(60ck — an)? — ok + 12(0ck)? = (60ck)? 4+ 12(0ck)? — 12an0ck >0,

which implies 6 > Z‘ﬁ. We state that the choice 6, = ;TAI; and k£ > R, can
not hold simultaneously unless N = 4, i.e., k can not be the biggest root of

@, nor one with multiplicity two. This assertion comes from the following

on S anthy _ N
dek —  4ck 2ck’
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since in this situation Sy < 0 by (4.15). Then, we also find in this case that
the value of g is given by Q(R,,0y) = 0 with 5 < 0y < 75.

For N = 3, we have the reversed inequality for the condition &k > R_(0),
since ;5 < C“"’Tﬁf?’ and O3 = 1. Using the fact the value R, (6) corre-
sponds to the global minimum of @ for x > R,(0), the latter implies that
Q is increasing in the same interval. Now, it is straightforward to show
that Q(k, £3) < 0 and due to the monotonicity of ¢ with respect to 6,
o = 52 must be selected. In fact, Q(z,00) = £(z — k)(z — 21)(z — x2),
with 212 = §(3 + \/i) < k. We remark that this is the only possible case
in which two different intervals of the parameter 8 give two different global
minimums of & for x > k. In particular, &(k) is the corresponding min-
imum for 6y < 0 < %. Therefore, we can conclude that &?(z) > 0 and
min{Z(z)) |z > k} > 0, for all § > 6y and N > 1.

In order to obtain the value of (2a)~!, we have to calculate the global
minimum of & in [me, o). From the previous step, we already know that
this minimum corresponds to one of the critical points of . Then, we

differentiate &2 to see that

iy(x) _ (60ca? — 2anz + 20k*c) z — 3Q(z)
dx 4kat

B anz? — 40k%cx + 36N k>

n 4kx?

_an(z =7 )@ —vy)

T , Ve = ozljv <29k0¢ VA402k2¢2 — 30zNBN) )
Notice that v < 0 < v4 for N # 3, and vz > 0 for N = 3. Then, the
minimum is achieved at &?(vy4) for all the cases, except when N = 3 and
ﬁ =0 <6< kic' In this case, &(x) attains its minimum at k. This
follows from the increasing property of the function gy () = k? —v2(0) with
respect to # and the decreasing one from go() = k% — ’ﬁ(@). In fact

6k2 B3
9o = =277, = =77, o?
6k* 53 40k2c?
= | 9ket+ 20kc — \/40%k2c? — 3«
()32 < \/492k2c2 — 3a3f3 ( \/ 363)
k5 2
ck”(65s) <.

T (a3)?~2 \/402k2c2 — 3a3f33

Now, it is straightforward to show that g2(6p) > 0, since 7 + v/10 < 13
and v, = k for 0 = %. A similar computation proves that ¢gj > 0. Since
g1(6p) > 0, %@(m) only changes sign when go does. This justifies that

2(k) is a minimum for §y < 6 < 2. It is important to mention that the
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other case where an explicit value of the parameter can be obtained is N = 4
with 0y = % since 84 = 0 and zero is a root for &. O

We conclude this section with some final remarks. Theorem 4.3.1 ensures
an exponential rate of convergence towards the equilibrium for small tem-
peratures of the thermal bath since §# ~ T~ and § > 6. Although there
are several criteria in the literature for the validity of logarithmic Sobolev
inequalities, we were unable to find one that applies for the case independent
of # > 0. In order to prove exponential decay in L' for all temperatures,
one might need to improve the Bakry-Emery curvature bound condition or
use a different strategy. For instance in [142, 143], the author considers
the possibility of having negative bounds for (4.9). This suggests that a
more detailed analysis on ng might be fruitful. In [10], the authors study
this convergence problem for several circumstances including perturbed and
non-symmetric Fokker-Planck operators which might also lead to obtain a
logarithmic Sobolev for the original operator. We mentioned all these facts
because it is reasonable to believe that the exponential convergence for all
possible values of & > 0 might hold. The results presented in this section
are a good starting point.

4.4 Exponential convergence in L?

In this section we show that the exponential convergence towards the equi-
librium holds without any restrictions in the possible values of the parameter
6 > 0 if the L' framework is abandoned. To achieve the latter, we consider
the functional

_ 2 _ 2
o) = [ 1o = [0,

which will act as our new Lyapunov function and the weighted L?(dus)
space is our new framework. We proceed to compute the time derivative of
£[h — 1] in order to verify that solutions of (4.3) are decreasing along this
functional. Using (4.3) and integrating by parts, we obtain the following

Dot — 1)) =2 / (h— 1)oyh dpg = —2 / 9(Dyh, Dh) ditg
RN RN

dt
o ija . ) —0cp® Ocp® .
2/RN [DT0,n0, (e7%0") 3"+ Wh] (b — 1)dpug
= —2/ g(Oph, Oph) dpg .
RN

To show the exponential decay rate of £[h — 1] to the equilibrium, it is
sufficient to prove that the following Poincaré inequality

(4.16) / (h —1)%duy < )\/ g(Oph, Oph) dpg, for some A >0,
RN RN
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holds for all sufficiently smooth probability densities h. The validity of the
Poincaré inequality (4.16) is equivalent to prove the existence of a spectral
gap for the operator defined by the right hand side of equation (4.3). More
precisely, the spectral gap of this operator is characterized by

0, 1.0, f)d
AL = inf fﬂiN 900/ pf)2 e
7oy ~ 1

s felctn L (due), f # constant} ,
)

and it is said to exist if Ay > 0. The latter identity is an extension of
Raleigh’s formula for symmetric elliptic operators in bounded domains with
Dirichlet boundary conditions, see [65]. In our present situation, recall that
h >0 and ||A||1(4u,) = 1. These conditions imply
2 2 2
10172 a0y — 1PN 21 () = 1P = LT 2(a0)

and inequality (4.16) would follow if A; > 0.

Instead of analyzing the intrinsic variational problem to establish the ex-
istence of this spectral gap, we will achieve the latter by applying a criterion
due to Wang, see [141]. To do so, we need to consider the operator

(4.17) Lh=a"0,0,h+V0,h, peRV,
and define the following functions

Tr . 1 Ui
(1) = sup [Trle) +p-b@) 1 o(r) = inf PP
Ip|l=r aszipj r Ip|=r r

C(r) = / v(s)ds, for r > 0.
1

Then by [141, Th.3.1], the spectral gap for the operator (4.17) is strictly
positive provided that there exists a positive function y € C([1,00)) such

that
1t YIC)
sup G, (t) = su / e C(T)/ eCs) dsdr} < 00.
tzll) y() t>1i){y(t) 1 r a(s)

Before proceeding, it is insightful to briefly recall the idea to prove this
criterion. We avoid to give the complete proof of this result because it
is quite technical and none of the methods are used in the present work.
In [141], the author shows how to bound A; from below in terms of the
smallest eigenvalue of the Neumann problem for —L in Bg(0), the ball of
radius R > 0 centered at 0, and

W@%ﬂM{ANM%ﬁ%ﬁdw:Hﬂﬁ@m=1f€CﬂfzomBA®}-
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Then, the author obtains a characterization of the essential spectrum of L in
terms of lim,_,o A°(r") > 0, which makes the estimate A°(r) > 0 relevant for
the existence of the spectral gap. Also, we can notice from the conditions
on «, v and C' that it is enough to consider radial functions for the estimate
on A1. In fact, the function defined by

|| 00
g(lz|) = / eo(r)/ eC(S)y((S) dsdr,
1 T

a(s)

satisfies

Lg < —y(|z|), for |z|>1,if / ec(s)ﬂds < 00,
1 a(s)

and this condition will ensure A°(1) > 0.

Finally, we are able to state and prove the following result:
Theorem 4.4.1. The Poincaré inequality (4.16) holds for all > 0.

Proof. In the particular case of equation (4.3), the corresponding coefficients
of the operator (4.17) read as

az‘j:Dij:"noc<5ij+pp]>’ oo NP _ﬁpj’

P m2c2 mep?  m

with pO(|p|) = /m2c2 + |p|?. Here, we used the equivalent form of (4.3),
namely, equation (4.2). Now, by using the above values we compute the
quantities

0 2 2
Tr(a(p)) +p- b(p) = 2 4 12 _ 9lpl

me  mepd m
apipj _ me (e pl* \ _ o’
r2 r2p0 m2c? r2me’

which allow to explicitly obtain for » > 0

N -1 r cOr p°(r)

1) = N s - S alr) =

Next, we observe that

d
~y(r) = g [(N —1)logr + log p® — c@po] ,

and as a consequence,

C(r)= /17’ v(s)ds = (N —1)logr + logpo(r) — c@po(r) + C,
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with C' representing an integration constant. Then,

efC(r) B ecpo(r)—C 6C(s)

_ s e N-1 fcpo(s)JrC
AR ONIRTE |

Therefore, the associate function Gy (t) for the operator (4.17) in the current
situation is given by

Gu(t) = me /t 0P’ (1) /oo e—CGPO(S)SN—ly(S) edr
! y(t) i rNTp0(r) Sy '

Now, we choose y(t) = tfvijl with B8 < efl. Since p°(s) = vVm2c2 + 52 > s,
notice that

Bs — cp’(s) < (8 — ch)s,
and for » > 1, the following inequality holds
2.2 2.2

PO(T)—T: me < m e =+vm2c2+1—-1.

o) +r = p(1)+1

The above facts allow to bound G, as follows

me t 6poO(T) 00
G, (t) < / / eB=<Ds s dr
Ol R A

__me / -
(et — B)y(t) J1 rN

me  pmrari-nt ! /t e
“ - et J; rN T

Now, using L’Hopital’s rule and the fundamental theorem of calculus, we
see that

et et
d N
lim =11 — = lim t =lim ————=0
eBt eBt eBt _ )
=00 £ t=00 B&r _(N_l)tT t—oo Bt — N + 1

which guarantees that sup;~; Gy(t) < co. Then, we are in position to apply
the result by Wang and conclude that the spectral gap for (4.17) is positive.
O

Finally, we remark that the Poincaré inequality (4.16) can also be proven
by showing the existence of a spectral gap for elliptic operators, but using
a different criterion which can be found in [15]. This result was established
by Angst in [8].



Chapter 5

The Vlasov-Nordstrom-

Fokker-Planck
System

In the present chapter, we consider the existence and uniqueness problem
of solutions for the Vlasov-Nordstrom-Fokker-Planck (VNFP) system. Due
to the high technical difficulties exhibited by the system, our results are
established in the spatially homogeneous regime. Additionally, we study
the asymptotic behavior of the system and prove that solutions possess a
non-trivial profile, even in the absence of friction. Finally, we introduce
the wultra-relativistic Fokker-Planck equation associated to the relativistic
model. The reason to do this is justified by the fact that the admissible
future attractors for the particle density in the VNFP system might be
given by this model. In fact, we derive an explicit representation formula
for solutions of this ultra-relativistic equation which enables to identify the
candidate for the possible asymptotic profile of the density function for the
VNFP system.

5.1 Introduction

The Vlasov-Nordstrom-Fokker-Planck system describes the evolution of the
self-gravitating matter experiencing collisions with a fixed background of
particles in the framework of a relativistic scalar theory of gravitation. One
of the main motivations to consider this system is to obtain a consistent
approach to model diffusion dynamics of particle systems when relativistic
effects are present. There is already a proposal in the context of General
Relativity [20], but due to the well-known complexity of the Einstein field
equations, it seems wiser to face a simpler situation as a first step. The
VNFP system has the advantage to capture some of the essential features
of relativistic gravitational systems undergoing diffusion: the hyperbolic
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character of the field equation, the invariance under Lorentz transforma-
tions and the space-time dependence of the diffusion matrix. These fea-
tures distinguish the model under study from the Vlasov- Poisson-Fokker-
Planck system, which is the non-relativistic analogue of the VNFP sys-
tem [17, 18, 32, 47, 50, 76, 112]. While the non-relativistic problem has been
intensively investigated for a long time, the interest on relativistic diffusion
models has only recently started to increase [2, 20, 55, 53, 70, 90, 91, 113].
For these reasons, this chapter has a certain level of importance in what
concerns to the development of this field. We recall from Chapter 2 that the
VNEFP system can be expressed as follows

(VEP) Ouf +Vp (W) Vof = Ve <\/m> Vo f

2¢ 51 A

— Ue%api (Mapj f) ’
(N) O2p— Ny = —e* dp, t>0, r€R3 peR3,
where f = f(t,z,p) is the density of particles in phase space, ¢ = ¢(t,x) is
the Nordstrom gravitational potential generated by the particles, y/e2¢ + |p|?
is the microscopic energy of the system and ¢ > 0 is a diffusion constant.
The remaining physical constants have been set equal to one, i.e., the speed
of light ¢, the mass m of the particles and the gravitational constant G. The
physical interpretation of a solution of (VFP)-(N) is as follows: Space-time
is curved by the action of gravitational forces and is given by the mani-
fold (R*, g), where g is the conformal Minkowskian metric g = exp(2¢4)n
and 7 is the Minkowski metric. It is worth to mention that in the colli-
sionless case (o = 0), the VNFP system reduces to the Nordstrom-Vlasov
system [28, 23], a toy model for the full general relativistic Einstein-Vlasov
system [6]. In contrast to the collisionless case, particles undergoing diffusion
no longer move along the geodesics of space-time. Instead, their trajectories
are defined through a system of stochastic differential equations naturally
associated to the Fokker-Planck equation (VEP) via It formula.

The results in this part of the work concern the global existence and
uniqueness of spatially homogeneous solutions (f = f(¢,p),¢ = ¢(t)) for
system (VFP)-(N) and their asymptotic behavior as ¢ — oo. Remarkably,
and in contrast to the non-relativistic case [32], we find that the particle
density f does not vanish as ¢ — oo in the absence of friction, as one
would expect from a diffusion model without this term. In fact, the latest
mentioned property of the density resides in the long time behavior of the
gravitational potential ¢, since it blows-up to —oco as ¢ — oo and it implies
that the action of the diffusion operator in the right side of (VFP) without
the drift term becomes weaker and weaker as t — oo. This mechanism
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can be identified in a simpler context while considering the non-autonomous
heat equation

(NH) o= \Nt)Agu, t>0, z€R3,

where A(t) is a smooth positive function integrable on (0, 00). Upon intro-
ducing the change of variables 7(t) = fot A(s) ds, equation (NH) transforms
into the standard, autonomous heat equation. It follows that the solution
of (NH) with initial datum u(0,z) = win(z) is given in terms of the heat
kernel by

1 _Jz—y?
t = 47(t) d .

Hence, as t — oo,

1 _le—y?
u(t,z) ~ /11&3 ugc(y) e oo dy,

where

o0
Too = tlgroloT(t) = /0 A(s)ds < o0,
i.e., the solution has a non-trivial asymptotic profile. Therefore, we can
interpret the diffusion coefficient €2? in the right hand side of (VFP) as
a new scale in time for the spatially homogeneous case. Then, one might
expect as in the previous example that the profile in the absence of a drift
term might be related to solutions of

(2

(UR) Ohf = 20, (ﬁ}f{a,,j f) ,

the ultra-relativistic Fokker-Planck equation associated to the relativistic
Fokker-Planck equation without drift, since the diffusion matrix coincides
in the limit with the relativistic one. It is important to remark that the
energy of an ultra-relativistic particle is almost completely determined by
its momentum |[p|. The latter justifies why we refer to (UR) as an ultra-
relativistic model since the microscopic energy for the relativistic particles

in the case we will consider is \/e2? + |p|? ~ |p| as t — .

This chapter proceeds as follows. In the next section, we state and prove
a global existence and uniqueness theorem for the VNFP system. Then,
we derive the asymptotic behavior of the scalar field, which in particular
¢ — —o0, as t — oo, linearly in time, and show that the particle density
f does not vanish as ¢ — oo. Since the elliptic part of the relativistic
Fokker-Planck equation is not uniformly elliptic and has time dependent
coefficients, the standard theory for parabolic equations does not apply in
our case and we shall need to rely on stochastic methods to prove existence
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of solutions. Section 5.3 is devoted to the study of the time asymptotic
behavior of the particle density in the ultra-relativistic regime. The main
result of this section is Theorem 5.3.2, where we show that solutions of
equation (UR) with a drift term satisfy f — fo in L™ as t — oo, where
foo(p) > 0 is given by the solution of the linear ultra-relativistic Fokker-
Planck equation evaluated at the finite time 7' = ||€??|| 1. In particular, we
are able to compute this limit f,, explicitly. The arguments used for the
proof of this result are based on those performed for solutions of equation
(UR) in [3]. It remains as a very interesting and challenging open problem
to prove the analogous result for the long time behavior of solutions in the
purely relativistic case.

5.2 Global existence and uniqueness

The VNFP system in the spatially homogeneous case becomes

20§15 4 pipd '
1 S N i & e
(5 ) 8tf € ap ( 226 T |p|2 8pJf +p f ’

(5.2) b=—e* t>0, peR3,

f
————=dp,
R3 \/€2? + |p|?

by setting o = 1 in (VFP). In this section, we prove the corresponding
global existence and uniqueness result of solutions for the previous system
in the Banach space X defined as

X={g:R*=R:geL'nL? Vge L? and p— |plg(p) € L'}.

The main strategy to accomplish this purpose is to show that there exists
an appropriate sequence of functions that converges to a solution of the
VNFP system. In particular, this sequence is given by an iterative scheme
procedure. In order to define the iterative scheme, we require to study the
Cauchy problems for the nonlinear equation (5.2), when f is known, and
for the associated linear equation of (5.1). Although the last problem is not
particularly difficult in this case, the argument relies on the use of stochastic
methods to obtain the result. We remark that this is probably one of the
main difficulties to overcome for the general model. Also, we will derive
essential bounds to establish the asymptotic behavior of solutions as well as
conditions to ensure uniqueness. Now, the main result of this section reads
as follows:

Theorem 5.2.1. Given (fin, ¢, ¥in) € X x R2, with fi, > 0 a.e., there
exists a solution of (5.1)~(5.2) such that

(f(ovp)a (b(()), ¢(0)) = (fina ¢in7 zﬁin)
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and

(f+¢) € L=((0,00); X) x C'((0, 00)) N Wi ([0, 00)).

Moreover, there exist constants «, 3,¢,C > 0 such that

(5.3) —C—at<¢(t)<C—pBt, [pt))<C, —Ce *' <¢(t)<0,

(5.4) p{p | f(tp)>e)}) > C,

where p denotes the Lebesgue measure, f > 0 a.e. and the total mass is
conserved, i.€.,

1f Oz @sy = 1 finllpr(rs) -
Finally, if the initial datum fi, satisfies

(5.5) LA+ R [Vl + 1V35] dp < oo,
for some 6 > 1/2, then the estimate

(5.6) /(1+]p|2)5+1\vpf]2dp+(1—|—t)_1/ (1+ |2 V2 f2dp < C
R3 R3

holds for all t > 0, and the solution is unique.

Notice that estimate (5.4) shows that f does not vanish, not even asymp-
totically so. The crucial ingredient to prove (5.4) is the uniform estimate
Jgs Iplf dp < C, which is a direct consequence of the field decay, see (5.15).
We also remark this estimate remains valid even in the absence of friction
with no difference in the argument between cases. A very intuitive, simple
and formal computation explains this fact. We can see ¢2? in equation (5.1)
as time rescaling factor and as a consequence, equation (5.1) becomes into
one to be solved in finite time due to the L' integrability property of this
factor inherited from estimates (5.3). This is the main reason to consider
the associated ultra-relativistic model (UR) with or without a drift term.

Since the proof of Theorem 5.2.1 is considerably long, we divide it into
several subsections for a more systematic and comprehensive reading.

5.2.1 The Nordstrom equation

In this section, we devote our attention to study the Cauchy problem for
the Nordstrom field equation

(5.7a) o(t) = —Hs(t,6), t>0,

(5.7b) #(0) = ¢in, ¢(0) = tin,



94 The Vlasov-Nordstrom-Fokker-Planck System

with

(5.7¢) Hy(t, ¢) = e* Rg;; dp, p”=p%¢,p)=1/e2*+ |p2,

where we assume that 0 < f € C((0,00); L*(R3)) is given. Let us begin
with some observations concerning the above system. Since the function
x — €% /p’(x,p) is convex and monotonically increasing, with derivative
(€2® 4+ 2[p|?)/(p°)3, we obtain the following estimate

e*® + 2lp|?

= ey — 1] /RS f(tap)m dp
(5.8) <2/ £ ()| 1 ey e [p2 — ¢nl

where ¢, = max{¢1, ¢2}. Next, we transform equation (5.7a) into a system
of the form y = F(t,y) by using the change of variables

Y= é? Y= (¢7¢)7 F(tay) = (y2> _Hf(tvyl))'

From the regularity assumption on f and estimate (5.8), the function F' is
uniformly continuous for ¢ > 0 and locally Lipschitz in y. Then, it follows by
Picard’s theorem that the Cauchy problem (5.7) has a unique local classical
solution. Moreover, it is straightforward to obtain the following estimates

(5.9a) —Kp(t)e?™ < —Hy(t,¢) = d(t) <0,
(59b) ibm - ICf(t) /t e¢(5) ds S ¢(t) S win7
t S 0
(5.9¢) Vint + din — Ky (1) / / e? M drds < ¢(t) < Yint + din »
0 0
where
(5.10) Kr(t) = sup [[f(s)ll11(rs)-

s€(0,t)
These estimates imply that ¢ € W2°°((0,T)), with the following bound
(5.11) [[lw2.0((0,7)) < Cp(T),

for all T' > 0. Hence we have proven the following result:

Proposition 5.2.1. The Cauchy problem (5.7) has a unique global solution
¢ € C?((0,00)). Moreover, this solution satisfies the bounds (5.9)—(5.11),
forallt € [0,T] and T > 0.

In order to end this section, we remark some facts concerning the asymp-
totic behavior of ¢. Under additional conditions on f, we can ensure that
¢ — —oo ast — co. We do not do so since this circumstance arises naturally
when considering the global existence in time for the VNFP system. The
argument used for the VNFP system can be easily adapted in this situation.
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5.2.2 The linear Fokker-Planck equation

In this section, we assume ¢ € C?((0, oo))ﬂVVli’fo([O, 00)) is given and denote
by D][¢] the diffusion matrix with entries

205 4 pipJ B
Ve +|pl?

where p° = (e** + [p|?)"/2. Now, we consider the Cauchy problem for the
linear Fokker-Planck equation

DV[g] = (€269 +p'p”) (p°)

(5.12a) Of =€*0,(D[¢lo, f+p'f), t>0, peR?,

The purpose of this subsection is to prove the following result:

Proposition 5.2.2. Given 0 < fi, € C?(R3), there exists a unique classical
solution of the Cauchy problem (5.12), with f > 0. Moreover, f satisfies

(513) f@llr@s) = Iflp@s,  1F@lzo@s) < Ce® | finllLos) -

for all g > 1, where
t
(5.14) a(t) = C/ Qu(s)ds,  Qu(t) = ™M) + V) + (g(t)) 4,
0

and (z)4+ = min(0, z). Finally, for all v > 0, there exists a constant C > 0,
which depends only on v, such that

615) [ 002 (£ +19ufF) dp < Ce® [ 002 (it 90ful?) d.

t
(5.16) (") V3sfl7e < Ce® (II(pO)WVf)meiz +/0 1(P°) Vo fIIZ: d8> :

Proof. We divide the proof in several steps. In order to prove existence,
we employ methods from the theory of stochastic differential equations and
diffusion processes developed in [11]. Our objective is to show that the
system

(5.17) dP =b(s,P)ds+ G(s,P)-dW, P(t;z,t)=0p.

admits a unique solution P(s;x,t) for any ¢t € [-T,0] and t < s < 0. Here,
dW denotes the standard Wiener process, G(s,p) is the positive definite
matrix with entries

L 2ef) pipd \/7
ij b(s)gij . PP 0 — /e26(s) 4 |p|2
GY = (p0)1/2 (e 0 e¢(8)+p0> P ¢ P
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and the vector field b is given by
b= e**0,;(DY[g]) + *p/.

According to the theory of stochastic differential equations, system (5.17)
has associated the following backward Kolmogorov equation

I _
(5.18a) Of +V0pf + 50,0, f =0, t<0, peR’,
(5.18Db) £(0,p) = fin(p),
with d¥ = G*G*7. Also, the Feynman-Kac formula ensures that
(5.19) ft,p) = E[fin(P(0,p;1))]

is a candidate to be a classical positive solution of problem (5.18) in [T, 0].
Then, we require to adhere our formulation in terms of the previous setting
as follows. For t < 0 and p € R3, we define the functions

t
Ft,p) = e 0 f(—t,p), () = $(—1), T(t) = /062¢(5)d5,

and multiply (5.12a) by the integral factor e=37(*)

problem (5.12) into (5.18), where

to transform the Cauchy

i _ 3e? i 20, i ij 0,20 ij T
Notice that
e 2P |p[*G G = 2e*|p|*6" + 2p'p! p[* (e — p°)? + 4ep'p! ] (p° — €?)
= 2(e*’|p|*6" + p'p’[p|*) = 2DV (] |p|*p"

and as a consequence, G is the unique square root of d. Next, we need to
find growth estimates on b, G' and their first and second derivatives. To
achieve this, we will heavily use the fact that e2?, |p|? < (p")? = €2 + |p|2.
Then, we see that

()| +1G(t.p)| < C* + % (0 +[p]) .
Now, we compute

3620 o -
(p())g (51] (p0)2 - p’lpi) + 62(1)5” )

362(5

(p°)°

Db (t,p) =

00y (t,p) = — oz (890" + 6% — 5%9) ()% + 3ppipd )|
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and whence we see that for every 1, j, k, the following bounds hold

. 26 ) S
|0,5b" (2, p)| < CW(@O)Q +[p?) + Ce < C(e” + %),

i p
|0, 0,3 b' (2, p)| < C(Z')O‘)g((po)2 +Ip*) < C.

Similarly, we obtain

B (p0)—5/2 _ o
a2 G i)

—pep'p’e? — 3ppp'pp® — e?(e? + p°)?prd| |

apk GY <t7 p) -

where we used

. . e
O (872 (e? +p°) + p'p’) = 6*p + 577" + 5”10’“;% :
_ 0 4 @
0N1/206 Lo k(3P +e?)
Therefore, we have that for every i, j, k,
) ng < 061{)/2(])0)72
10, G (t,p)| < W
< Ced_’/2.

[Ipl (»°)” (eé +p°) +e?lp| (e"3 +p°)2]

As before, second derivatives can be bounded using similar estimates.

Finally, let T > 0 be fixed. Then, |b(¢,p)| + |G(t,p)] < Cr(1 + |p|), and
the first and second derivatives of b and G with respect to p are uniformly
bounded for ¢t € [T, 0]. These estimates are exactly those ones required to
apply [11, Th. 9.4.4] and conclude that (5.19) is a classical solution of (5.18).
From here, the existence and uniqueness property for solutions of (5.12) fol-
lows by transforming back into the original variables and by applying the
estimate that will be performed on || f(¢)||z2(gs) to the difference of two so-
lutions, for instance.

Next, we show that classical solutions satisfy the estimates (5.13). Let
&€ € C(]0,00)) be a non-increasing function such that

§(r) =

1 ifo<r<i,
0 ifr>2,
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and define the function &,(p) = 5(%), for p € R? and n € N, with n > 1.
Then, &, € C°(R3) is a cut-off function satisfying the following properties

L if [p| <n,

which clearly implies that 0 < &, < 1. Also, we have that |V,&,| < C/n
and |Ap¢,| < C/n?. By a direct computation, we obtain
d o
G [etdo=—aa= 0 [ €.p2D1610, 70,05 dp
dt R3 R3
+e*? /R T 10 (DY [910)8n) — P'Oyi&n] dp
(5.20) Falg= e [,
R3

for all ¢ > 1. By the positivity of D, the first term in the right side of (5.20)
is non-positive. From the properties of the cutoff function, the term in
square brackets in the last integral satisfies

C
[..]<=L, forallte[0,T] and all T > 0.
n

Hence, using again the properties of the cut-off function and Gronwall’s
inequality, identity (5.20) is bounded as follows

[f(D)lLars) < Cr.
Substituting again in (5.20), we obtain the following inequalities

C C
il = = < IF@ ) < I inllas) + =

(a=1) C
1 Ollas) < & T fiall ages) +

which allow to conclude (5.13) by taking the limit n — co. In order to prove
estimates (5.15)—(5.16), we present a formal proof; all the computations can
be rigorously made by introducing the cut-off function £ as above.

Taking the time derivative of (¢2? 4 [p|?)7 f, integrating this quantity over
R? and using equation (5.12a), we obtain

d : _
dt/ (** + [p|*)" fdp = 2762%/ (2 + [p|*)~! fdp
R3 R3

e [ (@0 P (D010 ] + 0/ F) d.
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In order to bound the right hand side of the previous identity, we perform
an integration by parts and use the following identity

PO + b)) = 291p (e + " > 0,
to see that
WPl <O [ 6 Fdp—e [ 50,160 fdp

e [ 0D elop (")} 1 do

<
dt

< COMIG s+ [ 0, (D010, 1671} Fdb-

Here, (-)4 denotes the positive part. The bracketed portion 9,;{...} of the
second term in the above inequality requires to recall that d,; D [¢] = 3p*/ p°
and the next computation

0pi Oy [(€2 + p*)7] = 4y (v — 1)p'p’ (2% + [p|*) 2 + 2767 (€*® + [p|*)" ™,
so we can obtain the bound

Opi{- -} = 69(e* + [pI) 712 4+ dy (7 = 1/2)(* + [p*) 2|l
< Ce™?(e* + [pf*)7.

From the previous inequality, we find

G L@ Py <O+ (@)) [ (@4 1 Fap,
R3 R3

which again by Gronwall’s inequality the following estimate holds

/ (€%? + |p|?)Y fdp < Cexp <C/ t Qp(s) ds> .
R3 0

As to the estimate on V,,f, we recall that (p°)? = €2% + |p|> and compute

d

o | @)V ftdp = 2762%/ (»°)207 V|V, f12 dp
R3 R3

+ 5e2¢/ )2 |V, 2 dp
R3
S R
(521) 2% [ GV, 0 (DI 610y 1) do

(*)




100 The Vlasov-Nordstrom-Fokker-Planck System

Similarly as in the previous case, we will be able to show that

d

G [PVl < O 4 4 @12 [ 6019,
t R3 R3

since we already know how to handle the first three terms in (5.21) and after
bounding the remaining one, an application of Gronwall’s inequality will lead
us to complete the proof of (5.15). Now, we estimate (x) in (5.21). To do so,
we first integrate by parts in the variable p’ and then, after straightforward
calculations, we obtain

(x)=L+1L+1Is+ 14,

where

I, = —2¢%* /Rg(e% + p?)Y DY (B0, Vi f - 0,V f dp,

b= = [ (€ P L1010, £ 0 .

b= [V, (o oI, P,

= =26 [ (64 010,010 D (610 £ .
and

) ) ij (i 5T j S ) ij ) 2
62) i =" = R ~ e e e

By the positivity of D and A, we have I1 + Is < 0. In I3, we compute
V- (0 (%)) = 30"+ 2y = DENDP PP < Ce (),
and thus the integral I3 is bounded by

I3 < ce¢>/ (€2 + |p|*)7 |V fdp.
RS

The integral I, requires some further work. Integrating by parts with respect
to the pF derivative in the Opi Oy f term, we obtain

I = 26 / (€2 + [pI2) (A, D [6))Dy £,
R3
+ dye? / (€** + [p*) ' B8y f Oy f
R3

+ 2e2¢ /Rg (€2¢ + |p’2)78pif(8kaij)8pj8p’“fdp’
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where
;i p-VpDY[g] 2p'p’ Ip|? i
593) BV — — — D[],
(5.23) @ o)~ @@ (@t el @
. 1 . Ap'p) 3e2¢ .
A, DY = [ 2§Y — — DY .
pD710] .Wﬂpr?( e2¢+!p\2> @ el

By the symmetry of D, the last integral is equal to —I; and thus we have
obtained
Iy = Iya + Iu,

where
Tia = [ (@4 P (A, 60, 104 f dp,
Lip = 27e2¢/ (2 + [p|*)' B0, f 0, f dp.
R3

Due to the positivity of D% and the Cauchy-Schwarz inequality, it is
straightforward to obtain the bounds

(5.24) By < Ce ?z|?, A, DY (lziz; < Ce?|x|?,
for all x € R3, and as a consequence, we have
< Ce? [ (4 ) VufPdp.
R3

Collecting all the above estimates, we find that the term (x) in (5.21)
satisfies

(5.25) () < oe¢/ (€2 + |p[2)7 [V, /2 dp,
R3
which is the remaining bound to complete the proof of (5.15).

To prove (5.16), we use that g, = 0, f satisfies, for all k = 1,2, 3,
Ovgr = €220, (D0 g1, + p'gi) + € gy + €2°0,:[(0,6 DV ) g}
= 62¢FP[91€] + 62¢gk + 62¢8pi [(akaij)gj] )

and thus

d : _
p (V) V0" - Vpgr = 2ve*%6 / (2 + [p*)" V" - Vypgr dp
R3 R3

2% [ (F9,0" -V, (FPla + gc) do

+ 2% /Rg (po)%vpgk V{0 [(akaij)gj]} dp

(5.26) = IT+IIT+1V.
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The term I1 + III can be treated in a similar manner as (%) in (5.21),
with f replaced by gx, and thus by (5.25), it satisfies the bound

I+ 11T < C((d)s + ¢ + ¢29) /R () Tyt - Vygndp
(5.27) <@+t +e) [ (@4 ) V3.
Expanding the term IV in (5.26) we obtain
1V = 2¢* /Ra(62¢ + |p|2)7 Vpgk ) vp(apiap’“Dij)gj dp

+ 22 /RS (e + |p[2)7(8p18kaij)Vpgk - Vg5 dp

+ 2¢%% /R ) (€2 + [p*)? Vpg" - V(9,6 D7), g5 dp

2% [ (4 ) (00D V- 5,000 do
(5.28) =IVi + IVy+ IV + IV}

In IV}, we integrate by parts in the p’ derivative acting on g; and obtain
Vi = =06 [ (204 )" (00, D)o - Vi,
(5.29) 2% [ () (00 D" V0 dp
2% [ () 0DV, 00" - V0 dp

(5.30) = IVip + IVyg + IVyc.

Note that IVo + IVyp = 0. In IVyc we integrate by parts in the pk
derivative within g = dpx f, so that

Wic =416 [ (& +1p2) ™ (110, D)V, Vg dp
+ 227 / (2 + |p[*)Y (A, DY)V pgi - Vg dp
]RB
e / (€2 4 [p|2) (0, DY)V s - V" dp.
R3

By the symmetry of D, the third term in the right hand side of the latter
equation equals —IVyc, hence

[Vier = 2 / (€2 + )7 (Ap DY)V g5 - Vg
R3

(5.31) + 2ve%? /Rg(e% + !p|2)7_1(pk8kaij)Vpgi - Vpg; dp.
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Substituting (5.31) into (5.30) and then, returning to (5.28) we obtain
IV = 2¢%¢ /R3 (e* + |P|2)7Vp(apiakaij) : (Vpgk)gj dp
+2¢% /R (€ + D) V(0 DY) - Vipg*Dyig; dp
- €2¢/ (€* + [pI*) (Ap DY) Vpgi - Vpg; dp
R3
— 42 /R (€2 + ) A Vpg" - Vg dp
(5.32) 200 [ (@4 PV B0 Vg,
R3
where Ajk and BY are given by (5.22), (5.23). Recall that A is positive

definite and that the estimates (5.24) hold. Furthermore, using the following
estimates

(5.33) 0,40, DY < Ce™?,  |Vy(9,:0,xD7)| < Ce??,

we see that equation (5.32) entails
IV < C/R3(po)27’vpgk| 951 dp + Ce? /R?)(PO)QV(IVPQH +1Vpgil) I Vpg;| dp

1/2
<o [ @ v wrreira) ([ @ mrre.e)
(5.34)
et [ (4 lYIVEP d
R3

1/2

where we used Holder’s inequality in the last step. Now, we substitute the
bounds (5.27) and (5.34) into (5.26) in order to obtain

d

G [P ay <C@ v et 4 (@) [ 00IVEIPdp
R3 R3

vo([oriwiea) ([ ormra).

and therefore

d 3 1
dt </Rg(62¢ + |p|2)7|vif|2dp> < CQy(s) </Rg(€2¢ + |P|2)7|V§f|2dp)

[un

2

L ( /R (@4 |p|2mvpf|2dp> ,
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which by Gronwall’s inequality gives (5.16). To conclude the proof, we show
the validity of estimates (5.33). For our convenience, we recall that the
diffusion matrix is given by

€205 4 pip
VE T E

which clearly is bounded by p° = \/e2¢ + |p|2. The first derivatives of D are
given by

Difg] =

o pii = SwP &' (o/p°) (0" + 8 p')
! Ve + p? e + |p|”
Y 6j i DY

Ve p? e+ Ipl*

and therefore,

pl . Ipf

e + S 07
P’ (0)?

where we used the boundedness property of D. Moreover

oD <C

I N B R G e Y )
P~ - 26 2 2¢ 2)3/2
Ve + |p| (e2? + |p|?)
_ 0pDYpe Dilgy 2D pypy
e +[p|? €2 +pl> " (e2¢+ p[?)?

and each term in the right hand side is bounded in modulus by Ce~?, which
proves the first estimate in (5.33). Furthermore

y &, p1 + 8 i + S’ P prpr
Dy — _q_k l _
01 (O 0 DY) = =3 (e2 + [p[2)3/2 (29 + [p|3)5/2

and each term in the right hand side is bounded in modulus by Ce™2?, which
proves the second estimate in (5.33). O

We would like to finish this section by making some comments:

e The above proof can be used to show the existence and uniqueness of
solutions of (5.12a) without friction with some slight modifications.

e It would be interesting if some improvements could be made while
estimating (5.21). For instance, the use of a lower derivative bound
instead of (5.33) would allow us to obtain a better regularity while
dealing with the long time behavior of solutions of the VNFP system.
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e As we mentioned in the introduction, there a no analytical results
that cover our former situation and it does not seem likely that there
is an easy way to develop one without the use of stochastic methods.
That is why the importance of the previous result. In fact, in order
to cover different growth conditions on the coefficients or considering
coefficients with singularities in unbounded domains, it appears more
reasonable to make use of stochastic tools rather than the analytical
ones. A good example of this situation can be found in [125].

5.2.3 Existence

In this section, we prove the existence of solutions for the VNFP system
(5.1)=(5.2). The procedure is quite standard. First, we define an iterative
scheme using the linear Fokker-Planck equation (5.12) and the Nordstrom
equation (5.7) with regular initial data, since we can use a density argument
to obtain the general result in our context. Next, we employ properties
(5.11) and (5.13) in order to obtain weak convergence of the sequence de-
fined in the previous step and then, a compactness argument will be applied
to show that this sequence will converge to a solution of VNFP system in
L?(R3)x C*(0,T). Finally, we will also prove that the mass of f is conserved
from the weak convergence in L' of the sequence.

Let 0 < fin € C2(R?) and T > 0 be given. We consider the sequence
(fn, ¢n) which will be defined iteratively as follows:

e For n =0, we set (f07¢0) = (fina ¢in)'

e Assuming that the pair (f,, ¢») is given, we define (f,+1, ¢n+1) as the
unique solution of the system

atfn—H = 62¢n6pi (DZ] [¢n]apjfn+1 +pifn+1)7 fn+1(07p) = fin(p>7
én—&-l = _H(t7 ¢n+17 fn—i-l)v (¢n+1(0)a én—&-l(o)) - (¢inawin)a

where f
H(t7 ¢n+1, fn+1) = 62¢n+1 n+1 dp‘

R? /€20t 4 [p|?

It follows by an induction argument and propositions 5.2.1-5.2.2 that the
sequence (fy, ¢r) consists of smooth functions. Moreover, by (5.13),

[l wsy = [ finllor@sys  1fn)ll2@s) < Cea(T)HfinHL?(RS),

and therefore the function Ky, (t) given by (5.10) is equibounded along the
sequence f,. Thus, we have by (5.11) that

P llwz.ee(0,1)) < CT-
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We infer that the function Qg (¢) given by (5.14) is equibounded along
the sequence ¢,,. Hence, using (5.15) we see that

IVt Ollows + [ | plFat)dp < Cr, forall t€ 0.7,
It follows that there exist
feL=(0,T);H'RY), ¢ W>((0,T)),
and a subsequence, still denoted by (fy, ¢n), such that
fn — fin L?((0,T) x R?), bn = ¢ in WH(0,T), asn — oc.

By a standard diagonal sequence argument, we can choose (fy,®,) to be
independent of T' > 0. Moreover, we also have

fu(t,:) = f(t,-) in H'(R3) forall t € [0,T].

By compactness, we may extract a subsequence f,(t,-) and (¢, ¢n) such
that converge strongly in L?(R3) and uniformly on [0, 7], respectively. This
convergence is strong enough to pass to the limit in the equations and con-
clude that (f,¢) is a solution of the spatially homogeneous VNFP system
(5.1)=(5.2). Also, we deduce that f € L ((0,7]; L'(R3) N L*(R?)) and
¢ € Cl. Next, we show that f,(¢,-) — f(t,-) in L'(R?) (up to subse-
quences) which in particular implies the mass conservation of f. First, it is
immediate that f, is equibounded, due to mass conservation. Also, if § > 0
and Q C R? is any measurable set, with |Q| < §, we have

An@smmme@

and as a consequence, the sequence does not concentrate due to boundedness
of f, in L?(R3). Moreover, the sequence is tight, because |p| f,, is bounded
in L}(R3) and for every ball centered at the origin of radius 7 > 0, we have

1
/ Jndp < / |p‘fn dp.
R3/B,.(0) " Jr3/B.(0)

Then, the Dunford-Pettis theorem ensures the weak convergence in L(R3)
of the sequence f,(t,-) for t € (0,T].
5.2.4 Uniform estimates and asymptotic behavior of the field

In this section, we extend our previous results to the case where ¢ € (0, 00)
uniformly, which will imply that

Iplf € L= ((0,00); L'(R?)) [, Vpf € L ((0,00); L*(R?)) .
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Moreover, we establish estimate (5.3) and prove that (5.6) holds when the
initial data satisfy (5.5). The latter is an immediate consequence of showing
that ¢(t) — —oo as t — oo, since the latter is necessary in order to obtain
a(t) < oo in (5.14) for all t > 0 (a(t) is increasing). In fact, we have that ¢
is decreasing which implies that the limit

$o = lim ¢(t)

t—o0

exists. The following lemma describes the asymptotic behavior of é(t), which
in particular ensures that tlim ¢(t) = —oo can not occur:
— 00

Lemma 5.2.1. Let (f,$) be a solution of (5.1)~(5.2). Then, under the
same assumptions as in Theorem 5.2.1, we have ¢, < 0.

Proof. Let

1.
M = 170 = Il €0 = [ £1/e0+ pf2dp+ 562,

be the mass and the energy of the solution constructed in Section 5.2.3.
Recall that £(t) < oo due to (5.15). By Holder’s inequality,

2 f < 2¢ 2 >
M S(/Rsf¢+\py2dp> /Rgf e*? + |p|* dp

f
< ( o T de) E).

Now, by a direct formal computation we have

(5.36)

. f62¢<;5
Et:/a e2? + |pPdp+ pop+ | ———d
®) = |, 0f plPdp+ oo+ | A
2lp|*f
= 3¢%¢ fdp— ¢ dp
R3 RS /2% + [p|?
<ac [ fap.
R3
whence
t
(5.37) E(t) <E&(0)+3M / e2?() .
0

The previous inequality holds for the solution constructed in the previous
section, as it follows by applying the above formal calculation to the sequence
(fn,®n) and then passing to the (strong) limit as n — oo. Using (5.37)
in (5.36), we arrive at

N S M
R3 /€2 + |p|2 = £(0) +3M f(f e20(s)ds’
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Using the previous inequality yields

M2€2¢

62¢/f dp < — :

Ve + |pl? E(0) +3M [y e?*(3)ds
M d

S iinihad é(s)
T log [ +3M/ ds] ,

which by an integration in time, the following bound for ¢ is obtained

) ) M
(5.38) o(t) < ¢(0) — 3 log [ )+ 3M/ S)ds] + 3 log £(0).

If gboo > 0, then ¢ is positive for all ¢ € [0, 00), since é is decreasing by the
fact ¢ < 0. Hence the right side of (5.38) tends to —oco as t — oo since the
integral inside the log function diverges to infinity, which contradicts our
initial assumption. Thus ¢, < 0 must hold. ]

The previous lemma easily yields the desired estimates. In fact, since
¢+ < 0 and ¢ is decreasing, there exists ¢y > 0 such that ¢(t) < ¢(tp) < 0,
for all t > tg. Hence

6(t) = olto) + | d(s)ds < (9(t0) + |6(t0)lto) — |6 (et

and therefore, ¢(t) < C — Bt holds for some 3,C > 0. Using this fact
within (5.9), we obtain (5.3). Finally, since Qy(t) = 2?) +-¢?(®) 4+ (¢(t)); =
26(t) 4 (M) for t > to, we have

/ Qudt < C <1 +/ e/“dt) <C,
0 to

and then, estimates [p|f,|V,f|> € L% ((0,00); L*(R?)) and (5.6) follows
from (5.15)—(5.16).

5.2.5 Non-vanishing property

Now, we proceed to show that the asymptotic behavior in time of the density
function f in the VNFP system is non-trivial. Since f is uniformly bounded
in LY(R3) N L?(R?), estimate (5.4) will follow if we are able to prove the
following bound

(5.39) |f ()l Lamsy > C,  for some ¢ € (1,2).
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The previous lower bound condition is known as the p, g, -Theorem, see
[106] for details. To establish (5.39), we first note that for all R > 0

1
0< M= fdpﬁ/ fdp—i—E Ip|f dp
R3 Ip|<R [pI>R

1-1 3_3 1
< (@) O laer B0 + 5 [ 1ol .
R3

To optimize the previous inequality, we choose

. [(4703‘1 s Ip\fdp] o
G- Dl Ol |

which allows to obtain the estimate

3(g—1)

J - 4q—3
M = O ([ wlra) "

Since [ps [p|f dp < C, identity (5.39) follows.

5.2.6 Uniqueness

The purpose of this section is to prove the uniqueness of solutions for the
VNFP system stated in Theorem 5.2.1. Due to the nonlinear character of
the system, conditions (5.6) and § > 1/2 are sufficient to ensure that at most
one solution exist. It is unclear if the latter conditions are also necessary,
but we hope that when the proof is presented, the difficulty to use weaker
conditions can become evident. We will proceed by deriving a homogenous
Gronwall’s type inequality on the difference of two solutions with the same
initial data. For brevity, we limit ourselves to a formal derivation assuming
all the regularity of solutions for the forthcoming computations. However,
after regularizing with a mollifying test function ¢ € C°((0,T) x R?) of the
form £(t,p) = 0(t)u(p), for an appropriate choice of 6 and u, one may work
with only the proven regularity of solutions and make the proof completely
rigorous (an example of an application of this argument can be found for
instance in [18]).

Let § > 1/2 be given and (f1, ¢1), (f2, ¢2), be two regular solutions of the
VNFP system (5.1)—(5.2) with the same initial data. Define h = f; — f» and
1 = ¢1 — @9, for simplicity on our calculations. First, we compute the time
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evolution of A as follows

1d
- % 1 25h2d — Qd)l/
jo [y = [

(1+ |p’2)6h8pi (Dij [¢1]8pjh + pih) dp
+ /R 0y [(*1 DT [gn] = > DV [6])0) 2]
x (14 [p*)°hdp

(201 — ¢22) /RB(1 + [p*) hy: (p' f2) dp

Integrating by parts and using the positivity of D, the first integral in the
above identity satisfies
1 3 B .
5 < / (1+ [p*)°h? dp+5/ Oy | (1 -+ 1p2) i DY (6] | 12 dp.
e2¢1 2 R3 R3

Using the properties of D¥/[¢1], we notice that

Oy [(1+ 1P piD (]| = 0, [(1 + Ip2) py /e + W]
- BRI+ [pP) 2> + o)
- VX + pf?
401+ [p) (€ + Ipl?)
Ve + |pf?

(L+[p]*)°
ed1 ’

and as a consequence, we are able to find the following bound

L < Crll(L+ 1pP) 2 (fr = F2) O

In order to bound the second integral Is, we require the bounds

+

< Cr

(5.40) €201 D[] — €27 DY [n]| < Or v/ 1+ [pI* 9]
(5.41) By (€2 DY[gn] = €22 D[] )| < Cr o],

and Holder’s inequality. Then, we see that

b= Crlol [+ P (19,80 + VI PIVER]) do
1/2
<crlol ([ -+ 1Py ap)

1/2 1/2
X [(/]R?’(l + |p|2)5|fo2|2 dp> + (/Ra(l + ’p|2)5+1|vl2)f2|2dp> ]

s g
< Crlyl - (1 + [pl*) 2 h() ] 2es) < Cr (I?/)I2 ++ |p|2)2h(f)||2m(m3)> )
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where we used (5.6) for the term in square brackets. To prove inequalities
(5.40) and (5.41), we use (5.35), straightforward estimates and the Mean
Value Theorem as follows. First, we calculate and bound

o, < 201 Dil ] — €202 DY [@]) = (21 — 20)9) . (DY[gy])
+ €229, (DY[¢1] — DV[¢n])

S |e2q51 _ 62¢2| 3|p|
Ve + pl?
L] ¥ 3
VR e P

< C’|e2¢1 _ €2¢2’ ,

where we used

1 1
Ve +pl? Ve + P

< |2 e2¢2|(\/€2¢’2 ¥ p/e2 + [p2)
= \/€2¢1 + |p‘2+ \/62‘152 T ’p|2
< e - 62¢2|(Ip\ €262 1 [p[2)~t

) %+ [pP?

< [e*?t — e2%2|(|ple*2) 7,

since /€201 + p|2 + /€292 + |p|2 > \/e2% + |p|2 > |p|, e, for k = 1,2,
and (5.41) is proved. Next, we consider the function L(z) = €?* D¥[z] and

compute
. . el . . o 4
L'(x) = 2(e* 67 + p'p’ )pT +[209(p°)? = (e*°67 + p'p’)] ok
Thus, for all bounded =z
2x 4z
L@] < 065+ 00y (;0)3 < Cple® < C(1+p]).

For the last integral,
I < |21 — 2% /R?’(l + ) BIR]|f2| + [Rl[p]|V fa]) dp

< Crllll( + pI) 2ROl 2 es)
X (10 + 1) f2(0) 2wy + 1L+ 9%V fo(8) 120 )
< Or (W + 10+ 5RO -

Combining I1, I> and I3, we have the bound

g ¢ 3
10 RO ey < Or ([ 10+ 10 00 e s+ 10l )
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Recalling the definitions of h, %, and using Gronwall’s inequality in the
previous inequality, we obtain

(5.42) 1L+ 1p12)% (f1 = f2) ()l 2@y < Crllér — dall oo (01

Finally, we compute the time evolution of the difference ¢; — ¢o and
integrate it twice to obtain

t s 2¢1 2¢2
— / / / fie _pe dpdr ds
o Jo Jrs \ Ve 4 pl2 (/292 4 p]?

) dpdrds

2¢2
e
///RS (\/62¢1+|p!2 Ve + [pf?

e?
_ 7(f1—f2)dpd'rds
/0 /0 /]R3 Ve + |pl?
=14+ Is.
In the first integral, we simply use the Mean Value Theorem so that

e2¢l €2¢2
Ve +pl? e+ pP

Next, we use the fact f € L°°((0,T); L'(R3)) and see that we are able to
estimate I, as follows

< Crlo1 — 2.

t
I, < C’T/O 91 — P2l Lo ((0,5)) d5-

For I5, we use Holder’s inequality, so that

h (c22 262
L T = [ (e 1%

1

< </ (% + [pf?)~(1+7) dP) 1@ 4 1pP) S RG] e
R3

)
< Crll(L+ [p*) 2 h(t)]| L2 (e3),

where we used 0 > 1/2 in order to have a finite term in the second line.
Hence, recalling the definition of ¥ = ¢1 — ¢2 and collecting the estimates
obtained for I, and I5, we find the following bound

t )
(5.43) [o(t)| < Cr /0 (Il (.0 + sup (1 + )R |2 (e) ) .

T€(0

Finally, using (5.42) within (5.43) we have that

t
o1 — 2l Lo ((0,0)) < CT/O 61 — b2l Lo ((0,5)) 45,

holds for all t € [0,7) and conclude that ¢1 = ¢ and f; = f2 a.e. on
[0,T] x R3, for all T > 0 again by Gronwall’s inequality.
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5.3 The ultra-relativistic case

In this section, we devote our attention to the long time behavior of solutions
of the ultra-relativistic Fokker-Planck equation associated to the relativis-
tic model considered in the previous section. The main properties of the
gravitational potential ¢ that are required in the forthcoming analysis are
smoothness of ¢ and

lim ¢(t) = —o0, / e dt < oo,
0

t——+o0

which also holds for solutions of the VNFP system. In order to achieve this
goal, we first consider a reduced equation which arises by setting ¢ = —o0,
or €?¢ = 0 within the diffusion matrix D[¢]. This is motivated by the pre-
vious result in which we found that ¢2?() — 0 as t — oo for solutions of
VNFP, and hence one expects the asymptotic behavior of the density f to
mimic that of a solution to the reduced equation. Unfortunately, we are not
able to prove this conjecture, but we think the contents in this section might
lead to obtain the result in the future.

We begin this section by investigating the existence problem of solutions
for the ultra-relativistic Fokker-Planck equation (URFP)

(5.44) g =0y (D20,9), t>0, pe R’

where 2 ij o o
.. .. e 511 7 7
DY = lim DW[¢]= lim AN
¢——00 p—>—00 4 /€2¢ + |p’2 |p‘

We will see that for any given initial datum in an adequate functional
space, equation (5.44) launches a unique solution. Before we accurately
state and prove this result, we prefer to roughly justify why this equation
is an ultra-relativistic model for the relativistic Fokker-Planck equation in
which the diffusion matrix is given by D%[¢] in (5.44) instead of D&, i.e.,

(5.45) A = 0, (D[]0

ig), t>0, peR’

Given a particle with mass m, we denote by c the speed of light and its
relativistic energy by E = /(pc)? + (mc?)?, where pc is the momentum of
the particle. We say that the particle is ultra-relativistic when its relativistic
energy can be approximated by its momentum, i.e., F ~ pc. The latter can
occur when either the mass is very small in comparison with its momentum
or pc > mc?. In our present situation, the relativistic microscopic energy
p’ = \/e2? + |p|? approaches |p| as time goes to infinity, where we have set
m = ¢ = 1. From a formal perspective, one expects that solutions of this
equation are similar to the ones of relativistic Fokker-Planck equation (5.45)
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for large times due to the limiting behavior of the matrix D. Therefore,
giving an explicit representation of solutions for equation (5.44) could be
useful to compare both models. In fact, we will see that this representation
can be written in terms of the ath modified Bessel function of the first kind
T, |x], see [1, Eq. 9.6.19, pag. 376], defined by
1 ™

(5.46) Tolz] = 7[‘/0 e®°%cos(ab) df, aeN.

Now, we are ready to state and prove our first result of this section which
ensures the existence of a unique solution for equation (5.44) under suitable
conditions:

Proposition 5.3.1. Let gi, € L'(R?) be given and expressed in spherical
coordinates as gin = gin(r,w), where r > 0 and w = p/r € S?. Then, there
exists a unique global solution g of (5.44) which satisfies g(0,p) = gin(p)
and g € L*>((0,00); LY(R3)), where

[t 2]
0

e

r
t

(5.47) g(t,r,w) =

tr t

and Iy[x] is given by (5.46). Moreover, if gm > 0 and gin € L7(R3), then
g(t,p) = g(t,r,w) >0 and g(t,-) € LY(R3). Finally, the following estimate
holds

(5.48) 19|z ®3) < gl (ms)

for any v € [1, 00|, with equality for v = 1.

Proof. First, let us consider smooth initial data, since we are able to use a
standard approximation procedure to obtain the general result. Next, we
derive some properties of (5.44). Notice that the operator

(5.49) Lu=10, <|| )

is purely radial, i.e., it is invariant under rotations. In order to prove this,
we consider an orthogonal matrix @ = [¢¥/] and define the functions v and
w which are related by the identity v(p) = w(z), where z = Qp. By the
chain rule, we can compute the following derivatives

0,v(t,p) = ¢%0.kw(t, Qp),

and combining this fact with |z| = |@Qp| = |p|, we find that

i k i k il o
Lo = 3P00: P9 00— 30l s TP
!p\ Ip| P Ip|
k: l

= |’8kw+ Hakaz’w Lw.
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The previous argument implies that the angular variables can be treated
as constant parameters, i.e., fixing w € S? and defining v¥ (r) = gin(r,w), it
is enough to find a solution of equation (5.49) in terms of v(p) = v¥(¢,r).
To achieve this purpose, we take into account the following quantities

or _pj @_3 wPj 0% - 92 wp"pj_i_a w %_pipj
op v oop U v opop TV a2 A\ T s )

and substitute in (5.49) to see that

PPy ot 3L 0=V Opo P + 0,0 <5” - W)]

i lpl " r rooor

which implies that v (¢, r) is solution of
(5.50) O = r0%v + 30,0, v*(0,7) = v (7).
Therefore, a solution ¢(t,p) = g(t,r,w) of our original problem is given by

g(t,r,w) = v¥(t, 7).

Next, we derive a representation formula for solutions of the spherically
symmetric heat equation in six dimensions which will automatically imply
the existence and uniqueness of solutions for equation (5.44). Let u(t,x) be
the solution of the Cauchy problem

ou=Au, t>0, zeRS,
u(0,z) = up(z), € RS

Solutions of the previous system are explicitly given by

(5.51) u(t,z) = (47r1t)3 /RG eflzlzﬂ uin(y) dy.

Recall that spherically symmetric solutions of the heat equation in six
dimensions, i.e., u(t,z) = u(t, w) with w = |z|, satisfy

(5.52) O = 02 u+ g@wu.

Actually, the reason to consider this solution is simple: Observe that if u
solves (5.52), then v* (¢, 7) = u(t, 24/r) solves (5.50). In fact, since d,g = Oyu,
Org = 2w '0,u and 92g = 4w 202 u — 4w30,u, we see that

2
o w 4 5 4 6
6tu = T@rg + 38rg = Z <U}28wg — w38wu> + anu

5
= 82,11 + —0uu = Ot
w
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Returning to the representation formula problem, let u(0, z) = i, (w) be
spherically symmetric, with |z| = w and passing to hyperspherical coordi-
nates in the integral on the right side of (5.51), we obtain

w2

e 4t (|2 —2y-2)
tw)= ——— [ e wn(lyl)d
u(t, ) = /R e w(ly]) dy

2
8m? e~ar [ _s2 5 [T wscosf\ . 4
(5.53) = 3W/0 Uip(s)e s /0 exp< 5 >51n 6dfds.

Evaluating the angular integral gives

i wscosB\ . 4 3t [T wscosf\ . .
/0 exp < 57 ) sin® 6 df = ws/o exp ( on ) sin 0 sin(26) d
2t\? ™ ws cos
=3 <w3) /0 exp < 57 > cos(20) do
t\? ws
-tr () 2 (5],

where Zy[x] is given by (5.46) for @ = 2. Substituting this expression
into (5.53), we obtain

s2 ws

(5.54) u(t,w) = 1“/000 Uin(s)e ™ s T {Qt} ds.

Now, we can proceed to prove formula (5.47). By making the substitution
w = 24/r and the change of variables s = 2y/z in (5.54), the solution of the
3-dimensional ultra-relativistic Fokker-Planck equation (5.44) with initial
datum gin(p) = v (2) is given by (5.47) as claimed.

Finally, we prove assertion (5.48). Observe that g(¢,p) = g(¢, 7, w) given
by (5.47) belongs to L>®((0,00); L'(R?)) for initial data in L'(R3?). The
latter fact is equivalent to prove that g preserves mass, i.e., we have equality
n (5.48). this property is obtained from the following

/ (t,p)dp = / / g(t,r,w) dr dw
SQ
= / / 2 gin(2,w) (/ re i i Ty [QW] dr) dzdw.
t Js2Jo 0 t

The integral within round brackets equals e*/!tz as a consequence of its
Gaussian character. Thus

/g(t,p)dp:// 2291n(z,w)dzdw,
R3 52.J0
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Figure 5.1: Numerical depiction of a spherically symmetric solution g(t, q) of the ultra-relativistic
Fokker-Planck equation (5.44) for constant values of ¢, from ¢ = 0.1 (top curve) until ¢ = 0.5
(bottom curve), and initial datum gi,(q) = e~ 9.

and |lg(t)lz1r3) = l|ginllL1(ms) follows. Similarly, it is easy to prove that
g(t,p) given by (5.47) satisfies estimate (5.48) by using again the Gaussian
character of the kernel

K(r,z)=e i i1, [2\/?] ,

and Holder’s inequality as in the case of equation (5.51) for any dimension.
O

As a direct consequence of identity (5.47), solutions of equation (5.44)
are spherically symmetric when the initial data also possess the previous
property. Figure 5.1 shows a numerical simulation for certain values of ¢
for a spherically symmetric solution with initial datum gi,(¢) = e 9. In
particular, we will see that Proposition 5.3.2 is an extension for solutions
within this class of a modified version of equation (5.47) (with or without
a drift term). In fact, the preceding result already allows to answer the
analogous question for the ultra-relativistic system with a scalar field and
friction term using a simple change of variables.

Corollary 5.3.1. Assume hiy(p) € LY(R3), with hin(p) > 0. Solutions of
(5.55) Ohh = €29, (ﬁapjh —i—pih) , t>0,peR?
h(07p) = hin(p)a

are given by

(5.56) h(t,p) = " Vg(a(t), q(t, ),
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where
t
T(t) = / 6245(5) ds, U(t) — eT(t) —1, Q(t,p) _ eT(t)p,
0

and g(o,q) is the corresponding solution of equation (5.44) with the same
initial datum. Moreover, we have the representation formula

2W] dz,

37(t)

[ o(t __z_
(557) h(t,p) = W /(; bin(Z,w)Ze a(t) IQ U(t)

where r(t) = e™®|p|.

Proof. The result follows by using an appropriate integral factor and by
rescaling time and momentum to account the friction term and the gravita-
tional potential, respectively. Let

t t
T(t) = / 62¢(S) ds, (T(t) — eT(t) —1= / eT(S)62¢(S) ds, q(t,p) _ €T(t)p.
0 0

and make the change of variables h(t,p) = 63T(t)i~z(t,q(t,p)). Then, both
sides of (5.55) transforms into

Oth = 37 h + €77 (6,5?1 + e29q - til> ,

and

p'p
|p|

€2¢8pi (pih + Opi h> = 3¢%Te2%h 4 %Te??q - tiz

d -
+ 63T€2¢8pi <q|qq’8q]h>

- Lod -
= Oh — ¥ Oh + ¥ e%%e70 . 99 5 ih ),
T\ gl

where we used the fact V,h = "V, h. Next, we use definition (5.49) and
do/dt = €*?e™ to see that the resulting equation for h is

Oh = (0) 0y Lh.

Once again, we apply another change of variables in time o = €7 — 1
and h(t,q) = g(o,q), since 9;h0,t = 0,9 and hence, the unknown function
g(0, q) satisfies the parabolic equation

q'¢
ao’.g = 8qi <mang) )

and any solution A must be of the form (5.56). Finally, the representation
of solutions follows in view of Proposition 5.3.1. O
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It is clear that following similar lines as in the previous proof can be used
to obtain a representation formula for the corresponding URFP equation
without friction. In fact, we have that

h(t,p) = g(7(t),p),
is the solution of equation
(2
(5.58) Oh = 209, (Wa m) ,
N
with non-negative initial datum h(0,p) = hin(p) € L*(R3). Surprisingly,
this model exhibits a nontrivial asymptotic profile as ¢ — co. Basically, the
factor e2? prevents solutions to vanish in the absence of friction as a result
of its integrability in (0, 00), since this quantity is part of the time rescaling
7 in the previous proposition. Then, the resulting self-similar solution can
be interpreted as an intermediate stage. More precisely, the L' norm of ¢
is finite, but it could be large enough so that solutions of (5.58) are close
to zero in the limit. In the case of equation (5.55), see Proposition (5.3.2)
below, the profile could be close to the ultra-relativistic Jiittner distribution
function e~PI" depending on the size of H€2¢HL1'

Before stating and proving our next result, it is convenient to introduce
some notation. Given ¢ = ¢(t) such that e?? € L'((0,00)), and a function
u = u(p) with the representation u(p) = u(r,w) in spherical coordinates, we
define the operator

3r— L& e
(5.59a) Tslu] = eSRS /0 u(z,w)ze 3 Iy 2\/:? dz,
where
(5.59b) T= ||€2¢HL1(R3)7 S=el' -1 R=¢lr

Also, we recall some bounds satisfied by the modified Bessel function
(5.46), see eqns. (9.6.7), (9.7.1), (9.6.26), pags. 375, 377, in [1], [102]: for
a € N, there exists C' > 0 such that

(5.60) Tolz] < Cx®, for x <1,
(5.61) To|z] < Ca™2e™ < Ce®, for z > 1,
(5.62) T 2] = Ta|z] — %za [z].

Given a solution h of (5.55), we want to show that the long time asymp-
totic profile of h is exactly (5.59). To avoid the need of technical estimates
on Bessel functions in Lebesgue spaces, we choose to study the limit in the
L* norm. Now, we are in position to prove the main result of this section.

1This function is also known in the literature as the Laplace distribution function.
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Proposition 5.3.2. Let ¢ = ¢(t) be such that €2® € L'((0,00)) and h(t,p)
be the positive solution of (5.55) with initial datum h(0,p) = bin(r,w), cf.
Corollary 5.3.1. We assume that the spherically symmetric function b, (r) =
SUp,,cs2 hin(r, w) satisfies

o
(5.63) / (14 r)2bin(r) dr < co.
0
Then, for allt > 1,
(5.64) [~ (t) — Tplhin] |l oo (r3y < C/ e??() gs,
t

where C' depends on 7(1) and T

Proof. By (5.57) and the definition of 7 (5.59), we have

r(t)z e o dz
a(t)

vV Rz
S

e27(t)

a(t)r

_Sr/o 2 bin(z,w) Zy |2

= — /000 zbin(z,w) [H(7(t),r,2) — H(T,r, z)|dz,

h—%[hin] = /(; zhin(z,w)lg 2

R+2z

e S dz

where
2veT
a(7)

Since ¢t > 1, and 7(t) is increasing, we have 7 := 7(1) < 7(t) < T. By the
Mean Value Theorem, we estimate

Hrr,2) = (5(r) 2 50 12[ \/E] G(r)=e —1.

|h — Tlhin]| < (T / Bin(z,w) sup |0-H(T,q,z2)|zdz,

7€(11,T)

with o
T—17(t) = / () s,
t

We prove below that

1
(5.65) = sup |0,H(r,rz2)| <C1+2)>2
T re(n,T)

Hence, assumption (5.63) allows to obtain

(b — Ty [l < (T — 7( /hm (14 2)? dz<C/ 5)gs,
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which proves (5.64). It remains to establish (5.65). First, we consider the
following quantities

d €T/2 €T/2 €T/2€T e7'/2 . .
") = 550 " 5% k) - a5 @ Y
eTr+z
a(r) d e T e’ er+z
57—): eTrtz ] = :2_7 |:7a_ — +1:|
D= gm0 o0 | o

(T
_ 262(1) — 75 (7) + €™ (r + 2)
o2(7) '

Using the recurrence relation (5.62) and the previous calculations, we find

;(TT—)(?,T(f (T {20‘(/;?\/6] +2Vrz2y(1)T [i\{gﬁ]

- (1057 = 56 o

Notice that for 7 € (71,T) and 2veTrz < a(7), the bound (5.60) satisfied
by the modified Bessel function combined with the following identities
2\/67_ e’ +eT—Fl e’ ( T+z>

1) ey = (€ 1)

RN ECAEEE]

a3(t)’

allows to deduce the estimate

4T pu
}]&H\ <C%z 1+7:j exp —w <Cz(l+71+2).
r ot (1) a(7)

For 2v/e"rz > (1), the bound (5.61) implies that

Yo <ot <1+1+Z/7“+x/_5/x/?>exp{ (ﬁ—ﬁ)?}

2 \r a(7) a(7)

<C(+ 2)2,

a(7)

for 7 € (11, T). Therefore, we have

1
sup 7|8TH(77T72)‘ S C(1+Z)27
7€(11,T) r

as desired. This completes the proof of the proposition. O

We remark that condition (5.63) is slightly stronger than requiring a
bounded first moment of hi,(p) in L'(R3). In particular, if hy, is spher-
ically symmetric, then (5.63) is automatically implied by any initial data
hin € X satisfying (5.5). Also, the analogue result holds for solutions of
equation (5.58) by following similar lines as in the previous result, see [4].
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