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RESUMEN EXTENSO 

 

La entrada de agua fluvial cargada de nutrientes, así como materia orgánica 

fácilmente asimilable, representa uno de los mayores responsables del cambio en la 

ecología de sistemas acuáticos estratificados
1
 (es decir, con gradientes verticales de 

densidad), dado que estas entradas controlan la distribución vertical de luz y nutrientes, 

y por tanto, la abundancia y composición de la comunidad fitoplanctónica. La respuesta 

bio-geoquímica del ecosistema a la entrada de un río cargado de nutrientes depende en 

gran medida de la distribución del agua fluvial en el sistema estratificado, es decir, de si 

el río fluye en superficie (‘overflows’), o se hunde para formar intrusiones en la 

columna de agua. Ríos con flotabilidad positiva u overflows (es decir, menos densos que 

el agua ambiental en superficie) pueden incorporar nutrientes directamente en la capa 

superficial de mezcla (o ‘surface-mixed layer’, SML). Sin embargo, la disponibilidad en 

esta capa superficial  de nutrientes disueltos en el agua de ríos con flotabilidad negativa 

(es decir, más densos que el agua ambiental en superficie) depende de la posición 

vertical a la que la intrusión se inserta en la columna de agua. Estas intrusiones 

formadas por ríos con flotabilidad negativa pueden fluir a lo largo de la base de la SML 

(‘interflows’), o penetrar dicha capa para formar una intrusión en el metalimnion o en el 

fondo del sistema (‘underflows’). En este trabajo, presentamos resultados de una serie 

de experimentos de campo, laboratorio y simulaciones numéricas para ilustrar los dos 

comportamientos mencionados de ríos con flotabilidad negativa (o de forma genérica, 

corrientes de gravedad), así como para demostrar la existencia de un tercer 

comportamiento, de acuerdo al cual se pueden formar varias intrusiones a la vez en la 

columna de agua debido a la entrada de una única corriente de gravedad. En este último 

caso, la corriente de gravedad se divide en dos partes (‘split flows’): (a) una intrusión 

superficial a lo largo de la base de la SML, cuyos nutrientes disueltos pueden estar 

fácilmente disponibles para el crecimiento algal, y (b) una intrusión profunda que 

penetra la SML y forma una intrusión en el metalimnion. Sin embargo, no se han 

encontrado referencias bibliográficas que describan cuando split flows deberían 

formarse debido a la entrada de corrientes de gravedad en medios estratificados. Por 

tanto, nuestro conocimiento actual de las rutas de distribución de agua fluvial en estos 

sistemas acuáticos está todavía incompleto, a pesar de su importancia para la 

                                                           
1 La columna de agua de un sistema acuático natural estratificado está normalmente caracterizada por una 

capa superficial más caliente y bien mezclada (es decir, de baja densidad y uniforme en profundidad) 

llamada ‘capa superficial de mezcla’, situada sobre una  capa con gradientes de densidades que 

incrementan con profundidad, denominada metalimnion.  
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funcionalidad del ecosistema. Según esto, los principales objetivos de esta Tesis 

Doctoral han sido: (1) caracterizar la distribución vertical de corrientes de gravedad en 

sistemas acuáticos estratificados, (2) identificar las condiciones que favorecen la 

formación de intrusiones próximas a las base de la SML, y (3) cuantificar la fracción del 

flujo de flotabilidad de dicha corriente de gravedad que puede ser incorporada en las 

capas superficiales del sistema acuático.  

 En el campo, hemos realizado una serie de experimentos de trazadores bajo 

diferentes condiciones de estratificación para caracterizar las rutas de distribución del 

agua del río que entraba en un embalse estratificado del Mediterráneo (Embalse de 

Béznar, Granada, España). Según las condiciones de cada experimento, observamos que 

la corriente de gravedad fluyó en su totalidad a lo largo de la base de la SML 

(interflow), penetró dicha capa para formar una intrusión única y profunda en el 

metalimnion (underflow), o se dividió en dos para formar split flows. Durante el 

experimento realizado a finales del periodo de verano y principios del otoño, parte de la 

corriente de gravedad se separó del fondo del embalse tras impactar con la base de la 

capa superficial de mezcla, dando lugar a dos intrusiones: una en el metalimnion y otra 

a lo largo de la base de la SML. Esta última intrusión se incorporó en las capas más 

superficiales del embalse durante la noche siguiente al experimento, debido al 

engrosamiento de la SML por mezcla convectiva. Además, hemos parametrizado los 

tres comportamientos de la corriente de gravedad en el embalse en función de un 

número adimensional que hemos denominado ‘número de Richardson en la transición’, 

Ri12, y que cuantificamos como el cociente entre el salto de densidad en la columna de 

agua que observamos en la base de la SML, y la diferencia de densidad entre la 

corriente de gravedad y dicha capa superficial, de la forma siguiente, 





















10

12
12 


Ri  

Siendo ρ0, ρ1, y ρ2 las densidades del agua del río, la capa superficial de mezcla, y la 

capa metalimnética situada bajo ella, respectivamente; y Γ es la dilución total que sufre 

la corriente de gravedad tanto la zona de hundimiento como a lo largo del fondo del 

embalse. Según nuestro resultados, la corriente de gravedad se separara del fondo (al 

menos parcialmente) y forma intrusiones en la base de la SML cuando Ri12 ≥ 1. Por otra 

parte, la corriente penetra dicha capa superficial y forma intrusiones solo en el 

metalimnion si Ri12 << 1. En el Embalse de Béznar, la formación de intrusiones en la 

base de la capa de mezcla occurre más frecuentemente durante periodos de máxima 

estratificación (verano), pero también se observan al comienzo del otoño cuando 

comienza el enfriamiento de la columna de agua. Además, hemos relacionado la 

formación de split flows tanto con (a) la formación de fluido interfacial en la capa más 

externa de la corriente de gravedad con propiedades cuyos valores son intermedios entre 

los observados en la corriente y en el agua ambiental, así como (b) la existencia cambios 
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bruscos de densidad en la base de la SML. Por otra parte, la formación de fluido 

interfacial entre la corriente de gravedad y el agua ambiental, lo hemos relacionado con: 

(1) la existencia de una capa superficial de mezcla profunda, (2) diluciones iniciales 

significativas en la zona de hundimiento; y (3) mezcla intensa en la capa interfacial 

entre corrientes de gravedad supercríticas y el agua ambiental. La interpretación del 

comportamiento de las corrientes de gravdad en campo está fundamentalmente basada 

en los resultados obtenidos en los siguientes experimentos de laboratorio. 

A través de una serie de experimentos de laboratorio en un sistema estratificado 

en doble capa (ρ1 en superficie y ρ2 en el fondo, siendo ρ2 >> ρ1), ilustramos como una 

corriente de gravedad confinada (bi-dimensinal o 2D) puede dividirse en dos partes 

cuando choca con el salto de densidad (Δρ12 =  ρ2 - ρ1), y definimos las condiciones 

necesarias para que se formen split flows debido a la entrada de dicha corriente de 

gravedad en el sistema. Nuestras observaciones de laboratorio destacan la importancia 

de la presencia de gradientes internos en la corriente de gravedad (cuantificados 

mediante el ‘número de Froude densimétrico’, Fr, ver Ellison and Turner (1959)), 

además de la intensidad de la estratificación en la columna de agua (medida a través del 

‘número de Richardson densimétrico’, Riρ, ver Wells and Wettlaufer (2007)), en la 

caracterización del comportamiento de una corriente de gravedad cuando entra en un 

sistema estratificado en doble capa. El número de Froude densimétrico lo calculamos en 

función de las características promediadas en profundidad de la corriente de gravedad 

(velocidad U, espesor h, y gravedad reducida G'), de la siguiente forma,

 

  2/1
'hG

U
Fr 

 

 

mientras que la intensidad de la estratificación en función del número de Richardson 

densimétrico (Riρ), la calculamos como,  

3/2

0

12'

B

Hg
Ri 

   

siendo g'12 = g Δρ12/ ρ1 la gravedad reducida en el salto de densidad, g la aceleración 

gravitacional, B0 el flujo de flotabilidad inicial de la corriente de gravedad por unidad de 

anchura, y H la distancia vertical desde la profundidad inicial de la corriente de 

gravedad hasta el salto de densidad. Nuestros resultados muestran que la corriente de 

gravedad tienen a dividirse en dos partes al chocar con un salto de densidad cuando la 

capa interfacial entre la corriente y el agua ambiental es difusa y gruesa (corrientes con 

régimen supercrítico, Fr > 1). Sin embargo, es más probable que la corriente de 

gravedad forme una única intrusión cuando la capa interfacial corriente-agua ambiental 

es de menor espesor (corrientes con régimen sub-crítico, Fr < 1). Usando los perfiles 

verticales que caracterizan los gradientes internos de una corriente de gravedad, hemos 

desarrollado una teoría que predice la partición del flujo de flotabilidad inicial de la 
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corriente de gravedad que fluye como interflow y underflow cuando dicha corriente se 

divide al encontrar un salto de densidad. Además, hemos confirmado nuestras 

predicciones sobre dichas fracciones mediante la información de los cambios de 

densidad observados en el sistema estratificado debido a la entrada de dicha corriente. 

Sin embargo, los experimentos de laboratorio nos proporcionaron sólo un conjunto 

reducido de medidas para poder confirmar nuestra teoría sobre la partición del material 

de la corriente de gravedad, y por tanto, necesitábamos probar que nuestros argumentos 

eran también aplicables para otros regímenes en la corriente de gravedad (Fr) e 

intensidad de la estratificación (Riρ) diferentes a los estudiados en laboratorio. 

 Finalmente, usamos simulaciones numéricas para confirmar y extender la teoría 

que desarrollamos en laboratorio sobre la partición del material de una corriente de 

gravedad en dos fracciones a su entrada en un sistema estratificado en doble capa. 

Observamos una buena correlación entre resultados de laboratorio y de simulaciones, 

que confirman la importancia de los dos números adimensionales descritos (Fr y Riρ) en 

la determinación de la partición de una corriente de gravedad cuando entra un sistema 

estratificado. En general, observamos mayores cambios de densidad en el agua 

ambiental debido al choque de corrientes de gravedad supercríticas (Fr > 1) con grandes 

saltos de densidad (Riρ >>). Además, hemos usado los resultados del modelo para 

evaluar los errores en la estimación de las fracciones en las que se divide el material de 

la corriente de gravedad debido a la incertidumbre ocasionada tanto a la posición donde 

se hicieron las medidas experimentales, como debido a las diferentes fuentes de error 

asociadas al modelo numérico. Una vez evaluados estos errores, los resultados de las 

simulaciones nos han permitido caracterizar el proceso de partición del flujo de 

flotabilidad de la corriente de gravedad con regímenes (Fr) e intensidad de la 

estratificación (Riρ) diferentes a los estudiados en laboratorio, en función de: (1) los 

cambios de los gradientes internos de la corriente de gravedad debido a su choque con 

el salto de densidad, y (2) el mecanismo predominante que causa la transformación de 

energía en el sistema estratificado debido a la inyección de la corriente de gravedad en 

el mismo. Primero, hemos parametrizado el nivel de re-estructuración de los gradientes 

internos de la corriente de gravedad debido al choque con un salto de densidad mediante 

relaciones lineales entre los cambios normalizados de las propiedades de la corriente de 

gravedad (velocidad y exceso de densidad) a través del salto de densidad, y los dos 

números adimensionales arriba descritos (Fr y Riρ). A continuación, hemos usado un 

balance de fuerzas (flotabilidad vs. inercia) a ambos lados del salto de densidad para 

identificar las condiciones que controlan los diferentes comportamientos de la corriente 

de gravedad (interflow, underflow, split flow) para un conjunto de regímenes diferentes 

a los observados en laboratorio. En general, nuestros resultados indican que un 

predominio de las fuerzas de flotabilidad en la corriente de gravedad formada tras el 

salto de densidad da lugar a la formación de underflows fluyendo por el fondo del 

sistema, mientras que la formación de interflows a lo largo del salto de densidad está a 
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asociado con una mayor importancia relativa de las fuerzas de inercia en la corriente de 

gravedad formada tras su impacto con Δρ12. Además, observamos split flows cuando la 

reducción de tanto las fuerzas de inercia como de flotabilidad se compensaron tras el 

paso de la corriente de gravedad a través del salto de densidad. Finalmente, valores de 

eficiencia de mezcla calculados a partir de los resultados de nuestras simulaciones se 

encuentran en el extremo superior del rango de valores encontrados en la literatura (> 

0.5), lo que sugiere que la energía introducida a través de una corriente de gravedad en 

un sistema estratificado tiende a almacenarse de forma irreversible (como energía 

potencial de referencia), siendo la mezcla el mecanismo predominante de 

transformación de energía (en lugar de disipación por esfuerzos viscosos), y causando 

cambios en la distribución de densidad del sistema. De acuerdo a las tendencias 

mostradas por nuestros resultados simulados de eficiencia de mezcla, los cambios de 

densidad en el agua ambiental son más obvios en experimentos donde tanto Fr como Riρ 

son altos. 

 Resultados publicados de un amplio rango de medidas de campos muestran 

gradientes internos significativos de velocidad y densidad en los perfiles verticales de 

las corrientes de gravedad, las cuales, según nuestros argumentos en experimentos de 

campo, laboratorio y simulaciones numéricas, tendrán mayor tendencia a retener (o 

según el termino anglosajón ‘detrain’) una parte de (o posiblemente todo) el material de 

dicha corriente en la base de la capa de mezcla. La formación de este tipo de intrusiones 

próximas a la SML y su incorporación en las capas superficiales puede resultar en flujos 

de nutrientes disueltos en el agua del río que queden disponibles en esta zona del 

embalse para su consumo. Por tanto, proponemos el uso combinado de la teoría 

analítica presentada sobre la partición del flujo de flotabilidad de la corriente de 

gravedad junto con simulaciones numéricas como una herramienta para predecir y 

cuantificar los flujos de nutrientes disueltos en el agua del río que pueden quedar 

retenidos en la base de la SML y, por tanto, disponibles para incorporarse en las capas 

superficiales donde serán utilizados para el crecimiento la comunidad fitoplanctónica. 

La distribución de estos nutrientes disueltos en el agua fluvial en capas superficiales 

puede influir en la ecología del sistema acuático natural y, por tanto, en su calidad del 

agua. 
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ABSTRACT 

 

 Rivers inflows, carrying large loads of nutrients, labile organic matter or 

particulates, represent one of the major drivers of the ecology in stratified water bodies 

(lakes, reservoirs, ocean), controlling the vertical distribution of light and nutrients, and 

hence, the abundance and composition of algal communities. The biogeochemical 

response of the ecosystem to inflows, largely depends on the pathways of distribution of 

river water in the system, i.e., whether they form overflows and inject nutrients directly 

into the surface mixed-layer (SML) or they plunge and sink as gravity currents below 

the base of the SML to form an unique intrusion. However, the availability at the 

surface layers of river-borne nutrients dissolved in gravity currents is controlled by the 

vertical position of the intrusions in the water column, which can either flow along the 

base of the SML (interflows), or penetrate this layer to form a metalimnetic or bottom 

intrusion (underflows).   

 In this work, we present results of a series of field, laboratory and numerical 

experiments to illustrate the two gravity current behaviors mentioned, and to 

demonstrate the existence of a third behavior where multiple intrusions can form. In the 

latter case, gravity currents ‘split’ into two portions: (a) a shallow intrusion at the base 

of the SML, which dissolved nutrients may be readily available for phytoplankton 

growth, and (b) a deep intrusion formed well below the SML in the metalimnion. No 

indications have been found in the literature of when splitting gravity currents should 

occur. As a result, the main aims of this dissertation are: (1) to characterize the fate of 

gravity currents water entering stratified water bodies, (2) to identify the conditions that 

favor the formation of intrusions near the base of the surface layers, and (3) to quantify 

the portion of the gravity currents which may be entrained into these top layers.  

 Our observations confirm the existence of the three described gravity current 

behaviors. In natural water bodies, the vertical distribution of the current changed within 

the stratification cycle. In addition, our observations stress the significance of the 

internal gradients within the gravity current, as well as the ambient stratification 

strength, on determining how a gravity current intrudes into a stratified ambient water. 

Gravity currents tend to intrude as a single intrusion when they have a sharp, more step-

like density profile. However, gravity currents are more likely to detrain into two parts 

at a density step when they have a diffuse interface layer at the top of the current, which 

in turns, is linked to: (1) the existence of deep surface mixed layers; (2) large initial 

dilutions in the plunge zone; and (3) strong mixing rates occurring at the interface layer 
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between ambient water and gravity current. Using details of the internal structure of the 

gravity current, we developed an analytical theory to predict the partition of the 

inflowing buoyancy flux into the interflow and underflow when the gravity current 

splits at the density step, which is tested both experimentally and numerically.  

 As a result, this study provides the tools to predict and quantify the fraction of 

the gravity current material that could be retained at the base of the SML. Therefore, 

this portion of the river water, and thus its dissolved nutrients, may be available into the 

top layers, where they can be used for phytoplankton growth. The fate of the river-borne 

nutrients may influence the natural water bodies ecology and their water quality. 
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B0 Inflow buoyancy flux per unit width  (= g'0 Q0/ W) m
3
 s

-3
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Buoyancy flux per unit width that becomes an 

underflow/interflow 
m

3
 s
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C 
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measurement. No subscript means average value at the 

current 

μg L
-1

 

CD Drag coefficient  - 

Cκ Von Karman constant (= 0.41) - 

Cp Specific heat of water  J kg
-1

 ºC
-1

 

D Thickness of the surface mixed layer SML  m 

Dk Depth of each simulated domain column m 

E Entrainment coefficient - 

Fr Densimetric Froude number (at the current) - 

Fq Mechanical energy flux m
3
 s

-3
 

Fr0 Inflow Froude number - 

G' Average reduced gravity at the current m s
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H 
Vertical distance from the initial depth of the gravity 

current to the density step 
m 
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H
*
 Effective surface heat flux into the diurnal mixed layer W m
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K Molecular diffusivity m
2
 s

-1
 

Kt Eddy diffusivity  m
2
 s
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L Total length of the tank m 

Lc Advective length scale m 

LH Latent heat fluxes through the free surface W m
-2

 

LN Lake number - 

LWin and 

LWout 
Incoming and emitted long-wave radiation W m

-2
 

M and J 
Coefficients of linear relationships to characterize the 

partition process 
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N
2
 Buoyancy frequency s

-2
 

PE Total potential energy J 

PEa Available potential energy J 

PEb Background potential energy J 

Prt Turbulent Prandtl number -  

Q Flow rate m
3
 s
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3
 s
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Q1 and Q2 Volume fluxes at the interflow and underflow  m
3
 s
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S Down-slope coordinate m 

SC Specific conductance μS cm
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SH 
Net surface heat fluxes into the lake, excluding short-

wave radiation 
W m

-2
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Temperature. Subscripts indicate location of 

measurement. No subscript means average value at the 

current 

ºC 

U 

Current velocity. Subscripts indicate location of 

measurement. No subscript means average value at the 

current 

m s
-1

 

V Volume of the reservoir  m
3
 

W Width. Subscripts indicate location of measurement. m 

WN Wedderburn number - 

WD Wind direction º 

WS Wind speed m s
-1

 

Y Total depth of water in the tank m 

b1 and b2 
Portions of the inflow buoyancy flux flowing along the 

density step (base of SML) or along the bottom 
- 

dΔΡba/ΔΡ 
Normalized change in the average current density excess 

across the density step  
- 

dΔUba /U 
Normalized change in the average current velocity across 

the density step 
- 

g Acceleration of gravity m s
-2

 

g' 
Reduced gravity. Subscripts indicate location of 

measurement. 
m s

-2
 

g'12 
Reduced gravity of the ambient water density step (=g 

Δρ12/ ρ1) 
m s

-2
 

h 

Current thickness. Subscripts indicate location of 

measurement. No subscript means average value at the 

current 

m 

h
*
 Thickness of the interflow when there is no underflow m 

k Flow depth k (= y – Y) referred to the tank surface m 

l Tank dimensions  m 

n Number of grid cells a specific direction (see subscripts) - 

nRMSE Normalized root mean square error  % 

q Volume flux per unit width (= Q / W) m
2
 s

-1
 

qt Velocity scale for the turbulent motions m s
-1

 

q1 and q2 Volume flux portions at the interflow and underflow  - 

t Time s 

uG(z) Gravity current velocity profile m s
-1

 

uτ Bottom shear friction velocity m s
-1

 

u1 
Current velocity at the first grid point above the bottom 

boundary 
m s

-1
 

u* Shear velocity m s
-1
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w* Convection velocity  m s
-1

 

x Horizontal coordinate m 

y Vertical coordinate, upwards from the horizontal bottom m 

z Vertical coordinate, upwards from the down-slope bottom m 

zi 
Height within the gravity current profile where its density 

excess equals to the ambient density step, Δρ(zi) = Δρ12 
m 

 Total dilution - 

E Gravity current dilution - 

I Initial dilution - 

ΔEba/E 
Normalized change in the entrainment coefficient across 

the density step 
- 

ΔFrba/Fr 
Normalized change in the densimetric Fr across the 

density step 
- 

ΔP Average density excess of the gravity current (= ρG – ρ1) kg m
-3

 

ΔS0i Distance from the inflow to the intrusion depth m 

ΔT0z 
Temperature difference from the surface to the base of the 

SML 
ºC 

Δt 
Time interval between the initial and final ambient 

density profiles 
s 

Δρ(z) 
Gravity current density excess profile (= ρ(z) – ρ1). 

Maximum value (bottom) as Δρ
*
 

kg m
-3

 

Δρ12 Density step (= ρ2 – ρ1) kg m
-3

 

Φb 
Rate of change of the background potential energy (= 

ΔPEb/Δt)  
m

3
 s

-3
 

α and β Constants of correction of the turbulent viscosity -  

αT Coefficient of thermal expansion ºC
-1

 

α12 Sharpness of the interface - 

δ Half-divergence angle of the inflowing plume º 

δ12 Interface thickness between the two layers M 

ε Viscous dissipation  m
3
 s

-3
 

η Mixing efficiency - 

ηk Kolmogorov microscale m 

θ Bottom slope angle º 

ν Molecular viscosity  m
2
 s

-1
 

νt Turbulent viscosity m
2
 s

-1
 

ρ Densities. Subscripts indicate location of measurement kg m
-3

 

ρG Average gravity current density kg m
-3

 

ρint(y), and 

ρobs(y), 

Density profiles collected in the tank before, and after the 

injection of a given gravity current 
kg m

-3
 

τ Surface wind shear stress  N m
-2

 

φ Intrusion thickness  m 
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GENERAL INTRODUCTION  

AND OBJECTIVES  

 

Gravity currents into lakes, reservoirs, and the ocean have been shown to 

influence the vertical distribution of salinity (Dallimore et al. 2001; Legg et al. 2009; 

Wobus et al. 2013), suspended solids (Rimoldi et al. 1996; De Cesare et al. 2006), 

inorganic pollutants (Morillo et al. 2008), and biochemical material such as nutrients, 

dissolved oxygen, and biomass (Fischer and Smith 1983; Brookes et al. 2004; Botelho 

and Imberger 2007). The biochemical response of aquatic ecosystems can be 

significantly affected by the external input of cold water carrying dissolved or 

particulate matter. For instance, the growth of phytoplankton at the onset of 

stratification depletes the pool of nutrients at the surface layers, due to a strong 

thermocline that inhibits vertical distribution of nutrients from the hypolimnion to the 

surface layers. As a result, further development of phytoplankton will rely on either the 

recycling of living organisms, or the supply of new nutrients. The new nutrient loads, in 

turns, depend on vertical mixing processes that incorporate nutrients from the 

metalimnion to the surface layers, or external sources, such as gravity current inflows. 

Thus, nutrients carried by gravity currents entering stratified systems could fuel algal 

growth either when: (a) vertical mixing of deep persistent intrusion at season scales 

occurs (Jellison and Melack 1993; MacIntyre et al. 1999; Serra et al. 2007), or (b) when 

intrusions form close to the base of the surface mixed layer (SML) (Marti et al. 2011), 

which can be shortly entrained into the surfaces layers. Therefore, the contribution of 

gravity current to basin-scale vertical distribution of nutrients largely depends on the 

mixing processes with the ambient water and the depth where they intrude laterally in 

stratified water columns. 

Incoming waters behave as negatively-buoyant gravity currents when their 

density is larger than the receiving water. The conceptual model traditionally accepted 

to describe the fate of gravity currents as they enter water systems is based on an 

extensive body of literature which includes laboratory experiments (Ellison and Turner 

1959; Alavian et al. 1992; Hallworth et al. 1996), numerical simulations (Chung and Gu 

1998; Bournet et al. 1999; Kassem et al. 2003), and the analysis of field data (Hebbert et 

al. 1979; Stevens et al. 1995; Dallimore et al. 2001). In this model, the gravity current 

push the quiescent ambient water until the momentum of the current is balanced by the 

buoyancy forces, due to the density differences between the current-ambient water. At 
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this point, the current plunges beneath the surface and flows along the bottom of the 

system as a gravity current, entraining ambient water as it flows down, until it reaches 

the depth of neutral buoyancy and intrudes laterally into the system.  The dilution of the 

current occurs as a result of entrainment of ambient water into the plume both in the 

region of the plunge (initial dilution, I) and after the flow has assumed the form of a 

gravity current (gravity current dilution, E; Fig. I.1). The rate at which ambient and 

inflowing water mix is a key factor in predicting the fate of gravity current water within 

a water body because it determines, together with the current-ambient density difference 

prior to the plunge zone, the depth of neutral buoyancy. 

 

 

Fig. I.1. Conceptual model of a negatively-buoyant gravity currents entering a stratified system. 

 

A large number of theoretical and experimental studies have been conducted to 

understand mixing in gravity currents and its interaction with ambient stratification in 

closed basins, forming a unique intrusion of limited thickness, centered at the depth of 

neutral buoyancy (Fischer et al. 1979; Wells and Nadarajah 2009). However, several 

observations suggest that this traditional framework may not be entirely satisfactory. 

Fischer and Smith (1983) conducted a series of tracer experiments in Lake Mead, and 

concluded that a significant fraction (10-20%) of river nutrients could be immediately 

available for primary production in the surface layers of the lake, well above the depth 

of neutral buoyancy. Recent laboratory experiments suggest that gravity currents in 

linearly density stratified environments not only entrain ambient water, but they also 

‘detrain’ water from the current as they flow down-slope before they reach the depth of 

neutral buoyancy (Baines 2001). In many of those studies about gravity current mixing, 

the stratification in the basin has been approximated by two-layer stratification, with a 

well-mixed surface layer separated by a sharp density step from the deep denser waters 

(Monaghan et al. 1999; Samothrakis and Cotel 2006a,b; Wells and Wetlauffer 2007). 

When a gravity current enters such a two-layers stratification, two inflow behaviors 

have  been widely study (Fischer et al., 1979): if the impinging current is lighter than 

the lower layer then an intrusion forms on the thermocline (Fig. I.2a, ‘interflow’); 

otherwise, it will intrude at the base of the basin (Fig. I.2b, ‘underflow’). However, 
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gravity currents can also split as they impinge into a density step to form two intrusions 

(Fig. I.2c) (Monaghan 2007). This behavior has been previously observed in laboratory 

experiments with vertical plumes (Kulkarni et al. 1993; Cotel and Breidenthal 1997) 

and turbidity currents (Rimoldi et al. 1996; Cesare et al. 2006). Wobus et al. (2013) 

showed with their numerical results the three inflow behaviors presented in Fig. I.2, and 

characterized them in terms of the increase in potential energy in the system. However, 

no indication was given of when splitting gravity currents should occur. Therefore, our 

current understanding of the pathways of cold river inflows in stratified lakes and 

reservoirs is far from complete (Rueda et al. 2007; Marti et al. 2011), in spite of its 

relevance to ecosystem function. 

 

 

Fig. I.2. Behavior of a gravity current in a two-layered stratified environment, ρ1 and ρ2:  (a) interflows 

(b) underflows, and (c) split flows. 

 

The main objective of this PhD thesis is to gain a better understanding of the 

vertical distribution of gravity currents into stratified systems. In particular, we 

demonstrate that a fraction of the inflowing gravity current can be retained at the base of 

the surface layers, entraining into the SML after vertical mixing. The biological 

significance of this behavior feature relies on the fact the nutrient loads dissolved in the 

gravity current water could be available for phytoplankton growth in the top layers of 

the stratified system at short time scales. Previous studies have already shown the 
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formation of near surface intrusions (De Cesare et al. 2006; Wobus et al. 2013), but the 

novelty of this research is the characterization of the factors controlling the portion of 

current flowing at the base of the SML, as well as the magnitude of this gravity current 

portion.  

In this dissertation, the gravity current behavior in stratified systems has been 

study through field, laboratory and numerical experiments, and the results of these 

studies are presented in three chapters. Each chapter has been written as an independent 

article with its own introduction, methodology, results, discussion and conclusions; 

some of them having already been published and others in process of being submitted. 

The fact that they are written as individual articles means that some of the concepts can 

be repetitive for the reader but, on the other hand, each chapter can be read 

independently. The chapters are arranged in a logical order, starting with the 

observations in the field (Lake Béznar, Spain), followed by the laboratory experiments 

in two-layered systems, and finishing with numerical experiments to extend the 

conditions observed in the laboratory and in the field. The specific objectives of each 

chapter are summarized as follows: 

 Chapter 1 presents the results from three tracer release experiment in Lake Béznar 

(Spain) (Fig. I.3), which were used to characterize the fate of a cold plunging river 

into this Mediterranean reservoir under different stratification conditions. Field 

results demonstrated that a significant fraction of the inflow may be quickly 

entrained into the surface layers when intrusions near the base of the SML form 

(interflows or slipt flows). The interpretation of the current behavior in the field is 

largely based on the results obtained from the laboratory experiments shown in 

Chapter 2. 

 

 

 

Fig. I.3. Aerial photograph of Lake Béznar (Spain). 
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 Chapter 2 describes the results from laboratory experiments in two-layered 

stratified systems, which aimed at establishing the conditions that need to hold for 

the splitting of a gravity current at a density step. We also present and test a theory 

to quantify the portions of the current that go into each intrusion, based upon the 

internal gradients within the gravity current and the magnitude of the ambient 

density step.  

 Chapter 3 presents the numerical simulations to confirm and further extend the 

experimental current partition theory described in Chapter 2, as well as quantifying 

the effects of the impingement process on the gravity current internal structure and 

define the predominant forces (buoyancy vs. inertical) which control each gravity 

current regime. 

 In all, this PhD thesis aims to provide the reader with the required tools to: (1) 

characterize the fate of gravity currents water entering stratified water bodies, (2) 

identify the conditions that favor the formation of intrusions near the base of the surface 

layers, and (3) quantify the portion of the current which may be entrained into these top 

layers, in order to be able to assess the possible implications of different gravity current 

behaviors in aquatic ecosystems. 
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Chapter 1 

 

PATHWAYS OF RIVER WATER  

TO THE SURFACE LAYERS  

OF STRATIFIED RESERVOIRS 

 

 

 

This article is published in the Journal Limnology and Oceanography as: 

Cortés, A., W. Fleenor, M.G. Wells, I. de Vicente, and F. Rueda (2014), Pathways of 

river water to the surface layers of stratified reservoirs. Limnol. and Oceanogr., 59(1), 

233-250, doi: 10.4319/lo.2014.59.1.0233 

http://www.aslo.org/lo/toc/vol_59/issue_1/0233.html
http://www.aslo.org/lo/toc/vol_59/issue_1/0233.html
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Abstract 

 

This study uses tracer experiments to characterize the fate of a cold plunging river into a 

Mediterranean reservoir under different stratification conditions. Three tracer 

experiments in Lake Béznar (Spain) demonstrate that a significant fraction of the inflow 

may be quickly entrained into the surface mixed layer (SML), rather than flowing to 

lower depths. We observe that a fraction (and possibly all) of river inflow entrains into 

the SML when the gravity current forms intrusions at the top of the metalimnetic layer. 

Intrusions near the base of the SML form due to lighter interfacial fluid at the top of the 

gravity current with intermediate properties between river-reservior water when there is 

sufficient dilution of the cold inflow, and abrupt density changes at the base of the 

SML. Consequently, a layer of fluid splits from the denser part of the current and 

intrudes just below the SML, while any remaining fluid flows to lower depths. We 

parameterize this splitting behavior in terms of the transition Richardson number, Ri12 = 

Γ × (ρ2 – ρ1)/ (ρ0 – ρ1), where ρ0, ρ1, and ρ2 are densities of the inflow, the SML and the 

metalimnetic layer underneath, respectively; and Γ is the total dilution through the 

plunge zone and subsequent entrainment. Splitting occurs when Ri12 ≥ 1, consistent with 

previous laboratory experiments. We use this theory to predict the seasonal fate of river 

water during the stratification of Lake Béznar, and identify the conditions that favor the 

formation of intrusions near the base of the SML. 

 

Introduction 

 

River inflows, carrying large loads of nutrients, labile organic matter or 

particulates, represent one of the major drivers of the ecology of river valley reservoirs 

(Kennedy 1999), controlling the vertical distribution of light and nutrients, and hence, 

the abundance and composition of algal communities. The biogeochemical response of 

the ecosystem to inflows, largely depends on the pathways of distribution of river water 

in the lake, i.e., whether they form overflows or they become inserted within the water 

column to form intrusions. Nutrients or labile organic matter carried by positively 

buoyant inflows are introduced directly into the surface layers, and can be immediately 

available for phytoplankton or bacterial growth (Vincent et al. 1991). Negatively 

buoyant inflows, in contrast, can form metalimnetic intrusions (or lower) which could 

fuel algal growth on short time scales whether they occur above or below the 

compensation depth, where growth rates exceed respiration and loss rates. If they occur 

above the compensation depth, those intrusions will lead to the development of deep 

chlorophyll maxima. If they occur below, the fate of river-borne nutrients largely 

depends on the persistence of the intrusion. Nutrients and labile organic matter can be  
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Fig. 1.1. Conceptual model of a cold plunging inflow entering a stratified reservoir. 

 

adsorbed to particulates and settle to the hypolimnion, or they can be used by bacteria 

(Jellison and Melack 1993; MacIntyre et al. 1999; Serra et al. 2007) in deep persistent 

intrusions, which are only mixed vertically at seasonal scales as a result of deep 

convective mixing in winter or spring time. Alternatively, nutrients can be available for 

phytoplankton growth if the intrusions form close to the base of the surface mixed layer 

(SML), being readily mixed vertically and entrained in the SML within several days to 

months after the intrusion forms. Given that the time scales for the generation of 

intrusions are usually much faster than the vertical mixing time scales (Marti et al. 

2011), the bioavailability of nutrients brought in by inflows is mostly determined by the 

vertical position of the intrusion. Therefore, to properly assess the biological response 

of reservoirs to river nutrient loadings, it is critical to understand the processes 

controlling the intrusion depth of cold river plumes in stratified water columns.  

The conceptual model traditionally accepted by most limnologists to describe 

the fate of cold river plumes as they enter lakes and reservoirs is based on an extensive 

body of literature which includes laboratory experiments (Ellison and Turner 1959; 

Alavian et al. 1992; Hallworth et al. 1996) and numerical simulations (Chung and Gu 

1998; Bournet et al. 1999; Kassem et al. 2003) conducted under simplified conditions. 

In this conceptual model, a negatively buoyant inflow will first push the quiescent lake 

(or ambient) water ahead of itself until buoyancy forces, due to the difference in density 

between reservoir and stream water, arrest the flow (Fig. 1.1). At this point, the river 

plunges beneath the surface, entraining ambient water as it sinks. Once submerged, the 

denser river water flows downward along the bottom as a gravity-driven current that 

gradually dilutes as a result of mixing with overlaying ambient water. Eventually, the 

gravity current will reach the depth of neutral buoyancy and intrude into the ambient 

water, or, if insufficient mixing occurs, it will reach the lake bottom (Stevens et al. 

1995; Ahlfeld et al. 2003). The dilution of the denser inflowing water occurs as a result 

of entrainment of ambient water into the inflow both in the region of the plunge (initial 

dilution, I) and after the flow has assumed the form of a gravity current (gravity 
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current dilution, E; Fig. 1.1). The intrusion depth after the initial and gravity current 

dilutions (theoretical intrusion depth) will be shallower than the depth estimated by 

presuming no mixing (nominal intrusion depth). The ‘nominal intrusion depth’ (NID) 

can be estimated by visually identifying the depth in the reservoir where water density 

is equal to the river water density. The ‘theoretical intrusion depth’ (TID) requires 

estimates of mixing in the plunge and subsequent gravity current. Therefore, the rate at 

which ambient and inflowing water mix is a key factor in predicting the fate of river 

water within the reservoir because it determines, together with the river-reservoir 

density difference prior to the plunge zone, the depth of neutral buoyancy.  

In the traditional framework where density is controlled by temperature, the 

gravity current is implicitly assumed to be internally well mixed, so that a cold river 

entering a stratified reservoir with constant temperature gradients will form a unique 

intrusion of limited thickness, centered at the depth of neutral buoyancy (Fischer et al. 

1979). However, several observations suggest that this model is not entirely 

satisfactory. Fischer and Smith (1983) conducted a series of tracer experiments in Lake 

Mead, and concluded that a significant fraction (10-20%) of river nutrients could be 

immediately available for primary production in the surface layers of the lake, well 

above the TID. As demonstrated by Baines (2001, 2005, 2008) in a series of 

experiments conducted under laboratory conditions, inflows entering linearly stratified 

bodies form continuous intrusions distributed throughout the water column above the 

TID. Baines (2001, 2005) argued that interfacial fluid may enter the water column (or 

detrain) from the gravity current at different levels before reaching the TID. Fernandez 

and Imberger (2008a,b) demonstrated, through experiments in large laboratory tanks, 

that inflows subject to dynamic density changes could cause the formation of layers of 

mixed inflow-ambient water above the TID. The formation of multiple intrusions has 

also been attributed to the existence of strong density gradients in the ambient water 

together with highly energetic inflows. De Cesare et al. (2006) reported the 

development of two intrusions in Lake Lugano during a flood event on the Cassarate 

River, when the river was highly loaded with suspended sediments, and the lake 

exhibited a strong thermocline. The shallowest intrusion formed by the turbidity gravity 

current was observed at the base of the surface mixed layer (SML). The deepest was 

formed at its theoretical intrusion depth. They attributed the formation of intrusions at 

the thermocline to what they referred to as ‘hydrodynamic effect’ of the turbidity 

current on the strong stratification existing in the lake at that time. Wells and Wettlaufer 

(2007) conducted a series of laboratory experiments with two-dimensional (2D) gravity 

currents entering a two-layered stratified system, and studied the conditions required for 

a gravity current to detach at a density step and form interflows along the base of the 

SML (Monaghan 2007). Those conditions were defined in terms of the initial buoyancy 

flux, the thickness of the top layer and the mangitude of the density step. Multiple 

intrusions might be expected to occur in natural, stratified lakes where the density 
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structure is known to exhibit complex patterns of vertically varying density gradients 

that evolve at seasonal and even shorter time scales. Therefore, our current 

understanding of the pathways of cold river inflows in stratified lakes and reservoirs is 

far from complete (Rueda et al. 2007; Marti et al. 2011), in spite of its relevance to 

ecosystem function.  

Our general goal is to understand the pathways of negatively buoyant inflows in 

stratified Mediterranean reservoirs, characterized by thick and strongly stratified 

metalimnetic layers with seasonally varying strength. In particular, we demonstrate that 

a significant fraction of the cold plunging inflows can be incorporated into the SML 

within a few hours after entering the reservoir, as a result of the formation of intrusions 

near the base of the SML and the subsequent convective mixing of this top layer at 

night. We establish the conditions controlling the magnitude of these fluxes retained in 

the SML after inflow. In this work, we present and analyze field data collected in the 

course of three tracer experiments conducted in Lake Béznar, taken as a typical 

stratified Mediterranean reservoir, under different stratification conditions. This 

document is organized as follows: (1) we describe the methodology followed to 

characterize the short-term behavior of the river inflow in Béznar reservoir during the 

three experiments and the relevant theoretical concepts used in the analysis of the field 

data; (2) we present the field data showing the most relevant observations and interpret 

the data in the light of recently published results; and (3) we state the conclusions of this 

work.  

 

Methods 

 

Approach - A series of tracer experiments was conducted in Lake Béznar under 

different stratification conditions in fall 2009, summer 2010, and spring 2011. 

Fluorescent tracers were injected into the Izbor River, the largest inflow into the lake. 

Additional data were collected to support the interpretation of the experimental results. 

The field data allowed us to characterize the factors controlling the pathways of cold 

plunging inflow water from the river to the SML, which could make river-borne 

nutrients available for phytoplankton growth in the top layers at short time scales. We 

established the stratification, inflow conditions, and dilution values required for fluxes 

of river water to be incorporated into the surface layers of Mediterranean reservoirs.  

 

Study site - Lake Béznar is a small mesotrophic reservoir located in southern 

Spain (Fig. 1.2a). The reservoir has an elongated shape oriented along the northwest-

southeast direction (Fig. 1.2a), with a maximum depth of 83.7 m at the dam, maximum 
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length along the thalweg of nearly 4 km, and rather steep longitudinal slope (2-3%), 

similar to other reservoirs existing along the coast in southern Spain. When full, the 

volume of water held in the reservoir (V) is 54.6 x 10
6
 m

3
, its surface area is 1.7 x 10

6
 

m
2
, and the elevation of the free surface is 486.2 m above sea level (m.a.s.l.). The 

average inflow (Q) that enters the reservoir is 1.8 m
3
 s

-1
 with large seasonal variations. 

The largest inflow occurs at the northwest end from the Izbor River, which normally 

enters the reservoir perpendicular to the inflow section (i.e., as a free jet). This inflow 

accounts for 93% of the total flow into the reservoir. Two outlets exist at the dam, 

which are located at 411.2 m.a.s.l. (bottom outlet) and 453.2 m.a.s.l. (middle outlet), 

respectively. The lake is stratified from May to October. Stratification is characterized 

by the existence of a thick (ca. 25-30 m) metalimnion with temperatures that decrease 

almost linearly with depth; with surface temperatures that are usually warmer than the 

inflowing river water (Rueda et al. 2007); and develops, like other Mediterranean 

reservoirs, as a result of the strong insolation and the large volumes of water withdrawn 

during summer (Casamitjana et al. 2003; Vidal et al. 2007).  

 

Tracer experiments - Three tracer experiments were conducted in Lake Béznar. 

The first was done in late summer to early fall, in September 2009, the second, in mid-

summer during July 2010 under strongly stratified conditions, and the third in May 

 

 

Fig. 1.2. (a) Lake Béznar bathymetry showing the location of the meteorological station and thermistor 

chains (M and S). Isobaths are represented every 10 m. The shaded area marks the sampling region during 

the tracer injections. (b, c, d) Cross-section locations during May, Jul, and Sep experiments, respectively. 

Isobaths are represented every 5 m from the water surface at the given time. Water surface elevation 

(wse) is also included in meters above sea level (m.a.s.l.) for each experiment. 
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2011 under weakly stratified conditions typical of the early stages of the stratification 

development in the reservoir. Hereafter, we will refer to those experiments as Sep, Jul 

and May, without reference to the year. Furthermore, and to place our results in the 

context of the seasonal cycle, we will discuss first the experiment conducted in May 

early in the stratification cycle, followed by the results of the mid-summer (Jul) 

experiment at the time of maximum stratification, and ending with the description of the 

Sep experiment in late summer-early fall at the onset of the seasonal cooling. A 

fluorescent tracer, either Rhodamine water tracing (RWT) or fluorescein (FDA), was 

continuously injected through a 1 m diffuser bar in the Izbor River, 250-500 m upstream 

of the inlet, over a 3 h period. The length of the injection was set to minimize the 

variations of river and lake temperatures during the release period. The release period 

was, though, long enough so that the tracer distribution would reach steady-state 

conditions prior to the intrusion. Target tracer concentration in the river during the 

injections was established so that it did not exceed legal thresholds defined by 

environmental agencies. The injection date and times, the types of fluorescent tracer 

used, their target concentrations, and other details of the tracer experiments are shown 

in Table 1.1.  

Fluorescent tracer concentrations were monitored using two calibrated Cyclops-

7 fluorometers, manufactured by Turner Designs, connected to a C6 Multi-Sensor 

Platform (Table 1.2). Tracer concentration in the river was estimated from a series of 

samples collected downstream of the injection site during the injections, ca. 30 m 

upstream from the inflow section. The samples were collected every 15 minutes in Sep 

and every 30 minutes in the other two experiments. All samples were taken to the 

laboratory and diluted with distilled water to form samples with concentrations within 

 

Table 1.1. Specifications of each injection during the three tracer experiments. The injections in bold are 

described in the results. 

 

 Tracer 

experiment 

Date of 

injection 

Starting 

injection 

time 

Tracer 
wse 

(m.a.s.l.) 

Estimated 

flow   

(m
3
 s

-1
) 

Target river 

tracer conc. 

(μg L
-1

) 

May 2011 
26 16:00 h 

Rhodamine 

WT 
484.6 4.00 150 

27 08:30 h Fluorescein 484.6 4.00 400 

Jul 2010 22 16:30 h 
Rhodamine 

WT 
483.9 1.2 200 

Sep 2009 

10 16:30 h Fluorescein 478.71 1.00 400 

11 11:30 h 
Rhodamine 

WT 
478.71 1.00 100 

wse - water surface elevation, conc. – concentration 
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the range of measurement of the fluorometer. Tracer concentrations in the reservoir 

were monitored during the injections, and during the first day after the releases along 

three to seven transects. The transects were numbered starting from those closest to the 

inlet (Figs. 1.2b-d). From one to five fluorometer profiles were collected across each 

transect during the releases in Sep and Jul, and up to 25 profiles in May. The same 

fluorometer was used in the laboratory and the field to evaluate tracer concentrations. 

 

Table 1.2. Specifications of the instruments used during the tracer experiments and seasonal monitoring 

at Lake Béznar. 

 

Instrument Model Manufacture Accuracy Resolution Other specifications 

Acoustic Doppler 

current profiler 

(ADCP) 

Workhorse 
RD 

Instruments 

0.3%  water 

velocity 
0.1 cm s-1 

resolution of 5 cm in  

depth 

frequency of sampling: 

1200 kHz 

Conductivity, 

temperature and 

depth profiler 

(CTD) 

SBE 19plus 
Sea-Bird 

Electronics 

T: 0.005ºC 

SC: 5 μS cm-1 

T: 0.0002ºC 

SC: 0.5 μS cm-1 
- 

Conductivity logger 
HOBO U24-

002 
Onset 

T: 0.1ºC 

SC: 50 μS cm-1 

T: 0.01ºC 

SC: 2 μS cm-1 
- 

Digital camera D-60 Nikon - - - 

Fluorometer sensors Cyclops-7 
Turner 

Designs 
5% - 

minimum detection 

limit: 0.01 μg L-1 

Li-Cor PAR LI-193SA 
LI-COR 

Biosciences 
- - sensitivity: 7 μA 

response time: 10 μS 

Portable hand probe 

(T, SC) 
EC-300 

VWR 

International 

T: 0.2ºC 

SC: 5% 

T: 0.1ºC 

SC: 2.5% 
- 

Thermistor (T) 
HOBO H20-

001 
Onset T: 0.2ºC T: 0.02ºC 

sampling interval = 1 

min. variable logging 

interval (10-30 min). 

response time = 5 min 

Meteorological station sensors 

Air T and RH 

sensors 
S-THA-M006 Onset 

T: 0.7ºC 

RH: 3% 

T: 0.4ºC 

RH: 0.5% 
- 

Silicon 

Pyranometer 

sensor (SR) 

S-LIB-M003 Onset 10 W m-2 1.25 W m-2 - 

Wind speed and 

direction sensors 

S-WCA-

M003 
Onset 

WS: 0.5 m s-1 

WD: 5º 

WS: 0.19 m s-1 

WD: 1.4º 

- 

T – temperature, SC - specific conductance, PAR - photosynthetically active radiation, RH - 

relative humidity, SR - solar radiation, WS - wind speed, WD - wind direction. 
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Supporting information – Additional information was collected during the 

injections to aid in the interpretation of the tracer concentration data. Sequences of 

photographs of the inflow region were collected using a tripod-mounted D-60 digital 

camera deployed on a high point. High resolution water velocity profiles, with 5 cm 

bins, were also collected along several cross-sections in the lake, using a downward-

looking 1200 kHz RD Instruments-Workhorse Acoustic Doppler Current Profiler 

(ADCP), configurated to operate on pulse-to-pulse coherent mode 5. Temperature, 

specific conductance (SC), turbidity, and photosynthetically active radiation (PAR) data 

were collected along the sampling transects with a Seabird SBE-19plus conductivity, 

temperature, and depth (CTD) profiler with a vertical resolution of ~10 cm. The 

sampling points and times for the CTD profiles coincided with those of the fluorometer 

probe. In addition, two thermistor chains with HOBO H20-001 temperature loggers 

were deployed in Lake Béznar prior to each injection at two sites located 800 m and 

1700 m from the inflow section, respectively (S- and M-sites, respectively, in Fig. 1.2a). 

The thermistors were programmed to sample every minute and record the average every 

30 minutes, and were arranged every 1 m in the shallowest 30 m of the strings. The 

spacing between loggers increased up to 4.5 m below that depth.  

 

Inflows and meteorological forcing - The inflow rates during the time of the 

injections were provided by the Regional Water Agency (‘Agencia Andaluza del Agua’, 

Granada, Spain), and measured using chemical gauging techniques (Herschy 2009). 

Inflow temperatures were monitored during the releases on Jul and Sep using HOBO 

H20-001 thermistors located 500 m upstream from the inlet and with a frequency of 30 

minutes and 10 minutes, respectively. On May, SC was also monitored, using a HOBO 

U24-002 data logger. This sensor measured both variables every 30 minutes during the 

May injection ca. 500 m upstream from the inlet. Inflow SC during Sep was measured 

only once prior to the release and upstream of the injection site with a portable hand 

probe (VWR EC-300). This probe was also used during the other two experiments (May 

and Jul) to measure inflow temperature and SC with a frequency of 30 minutes. All 

temperature and SC sensors used during the experiments were recalibrated after the field 

campaigns, so the different measurements were comparable. Densities (ρ) were 

calculated as function of water temperatures (T), using the equation of state of Chen and 

Millero (1986), as reported by Pawlowicz (2008). The contribution of SC to density was 

neglected, given that it normally accounted for < 10% of the density differences 

between lake and river water. Therefore, SC is used only as a conservative tracer to test 

our conclusions on the fate of river water in the reservoir. Meteorological variables 

(wind speed and direction, air temperature, relative humidity, and solar radiation) were 

continuously measured and recorded every 30 minutes at a site near the dam (Fig. 1.2a). 

The specifications of all instruments used in the experiments are shown in Table 1.2.  



Chapter 1 

17 

 

Energy fluxes and mixing scales in the surface mixed layer – Estimates of the 

surface wind shear stress (τ), sensible heat (Hs), and latent heat (LH) fluxes through the 

free surface were calculated, following the bulk-parameter method of Fairall et al. 

(1996), and accounted for the effects of atmospheric stability. Net surface heat fluxes 

(SH) into the lake, excluding short-wave radiation, were estimated as function of LH, Hs 

and the incoming and emitted long-wave radiation (LWin and LWout), as SH = LWin – 

LWout + LH + Hs. The buoyancy flux through the free surface (Bs) was derived from heat 

flux estimates, and calculated as (Wüest and Lorke 2003):  

wpC

Hg

s
B T



 *

      (1.1)   

Here g is the acceleration of gravity, αT is the coefficient of thermal expansion, Cp is the 

specific heat of water, ρw is water density, and H
*
 is the effective surface heat flux into 

the diurnal mixed layer, calculated as in MacIntyre et al. (2002). In these calculations 

the attenuation coefficient was set to 0.45 m
-1

, as observed in the field. The penetrative 

convection velocity (w*) was calculated from the surface buoyancy flux (Bs), as w* = (Bs 

D)
1/3

 (Wüest and Lorke 2003). The depth of the surface mixed layer SML (D) was 

determined from analysis of temperature profiles collected in the field as the depth 

where the water temperature difference from the surface (ΔT0z) is 0.2
o
C (the logger 

accuracy, see Table 1.2). The mechanical energy flux (Fq) was derived from surface 

cooling and shear production in the wind surface layer and parameterized following 

MacIntyre et al. (2002), as Fq = 0.5 (w*
3
 + CN

3
 u*

3
) where CN = 1.33 (Imberger 1985), 

and u* = (τ /ρw)
1/2

 the shear velocity. The velocity scale for the turbulent motions in the 

surface mixed layer were calculated as qt = Fq
1/3

.  

 

Mixing and dilution calculations -  The initial dilution (ΓI) experienced by cold 

plunging flows entering as free jets in lakes was parameterized in terms of the inflow 

Froude number,  Fr0 (= U0 g'0
-1/2

 h0
-1/2

). Here, the inflow velocity is represented as U0, 

its depth as h0, and the reduced gravity, g'0, is calculated as g(ρ0 – ρ1)/ρ1, in terms of the 

inflow and lake surface densities, ρ0 and ρ1, respectively. Two alternative 

parameterizations were used for the initial dilution. First, we used the approach of 

Johnson et al. (1989), in which ΓI is assumed proportional to Fr0, with the constant of 

proportionality being C = 3.6 (i.e., ΓI = 3.6 Fr0). We also used the parameterization of 

Fleenor (2001), in which ΓI depends on Fr0 and the reservoir shoreline geometry, 

characterized in terms of the angle formed between the axis of the river channel and the 

reservoir shoreline at the inlet (the half-divergence angle of the inflowing plume, δ). 

Fleenor (2001) proposed the following expression to quantify the initial dilution: 

1008.0223.0 0I  Fr
  (1.2) 
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Mixing in the buoyancy-dominated region between the gravity current and the 

overlying ambient water is quantified here using bulk entrainment rates (Ellison and 

Turner 1959; Turner 1986; Cenedese and Adduce 2010). Due to interfacial mixing, the 

average thickness of the gravity current (h) increases downslope (S) with a constant rate, 

so that the entrainment coefficient can be defined as E = Δh/ ΔS (Ellison and Turner 

1959). As a result, the gravity current dilution (ΓE) can be expressed as:  

1E 






h

S
E

h

hh
  (1.3) 

Note that we are assuming that the velocity is constant within the gravity current, which 

corresponds to normal conditions, to which downflows quickly asymptote (Fischer et al. 

1979). The parameterization of Cenedese and Adduce (2010) was used to estimate the 

entrainment coefficient in gravity currents flowing downslope with a densimetric 

Froude number, Fr (= U G'
-1/2

  h
-1/2

), close to unity, as follows (see their figs. 2 and 3), 

 
























18.718.7

2

3

18.735

Re

52.243
1where,

51.010x4.31

10x4.310x4

2
C

FrC

Fr
E

 (1.4) 

where Re is the Reynolds number, θ is the bottom slope angle, U is the average gravity 

current velocity, and reduced gravity is now defined in terms of local variables as G' = g 

(ρG – ρ1)/ ρ1, where ρG and ρ1 are the average gravity current and reservoir surface 

densities, respectively.  

 

Results  

 

Stratification and meteorological forcing - The reservoir was stratified during 

all three tracer experiments, with a warm SML above a linearly stratified metalimnion 

(Figs. 1.3a-c). The thickness and temperature of the SML (D and T1), and the buoyancy 

frequency in the metalimnion (N
2
) varied depending on the experiment (Table 1.3), 

consistent with the seasonal changes in stratification reported earlier (Vidal et al. 2007) 

for Lake Béznar. The shallowest SML was observed early in the stratification period 

(May), and the deepest, in late summer-early fall after the onset of the seasonal cooling 

(Sep). Temperatures in the SML peaked in mid-summer (Jul), at the time of maximum 

insolation. In all cases, the metalimnion extended from the base of the SML to the depth 

of the middle outlet, which remains open during the stratification period. Below the 

middle outlet, the water temperature remains uniform and almost steady (ca. 10ºC) 

throughout the year. The thickness of the metalimnion is maximum at the start of the 
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Table 1.3. Stratification and hydraulic characteristics during the three tracer experiments. 

 

 Tracer experiment 

Variable May Jul Sep 

Thickness of SML, D (m) 2 3 - 6 4 – 8 

SML temperature, T1 (ºC) 21.5 27.2 25.9 

Buoyancy frequency, N
2
 (s

-2
) 6.0 x 10

-4
 11.0 x 10

-4
 8.2 x 10

-4
 

Nominal intrusion depth, NID (m) 14 8.5 19 

Inflow temperature, T0 (ºC) 16 ± 0.2 22.0 ± 1 21.0 ± 0.5 

Inflow rate, Q0 (m
3
 s

-1
) 3.8 ± 0.3 1.2 ± 0.2 0.83 ± 0.1 

Inflow width, W0 (m) 13 ± 3 8 ± 2 5.3 ± 2 

Inflow depth, h0 (m) 0.75 ± 0.1 0.38 ± 0.05 0.36 ± 0.05 

Inflow specific conductance, SC0 (μS cm
-1

) 352  ± 20 680 ± 25 620 

Inflow tracer concentration, C0 (μg L
-1

) 132.5 ± 8 185.8 ± 14.2 422 ± 28 

Half-divergence angle, δ (º) 45 90 90 

Inflow Froude number, Fr0 4.32 5.64 6.72 

SML – surface mixed layer  

 

stratification and decreases thereafter as a result of changes in the SML and deep 

withdrawals. At seasonal scales, the strongest gradients in the metalimnion are expected 

in mid-summer time (Jul) or in late summer-early fall (Sep), and the weakest occur 

early in the stratification period (May). This is consistent with the values of N
2
 

measured close to the inflow that we show in Table 1.3, and with the values calculated 

from thermistor chain data at site-M.  

Very noticeable in Figs. 1.3a-c are the hourly changes exhibited by water 

temperatures in the metalimnion. These oscillations are associated with changes in wind 

forcing, which, before and during the experiments, exhibited strong diurnal periodicity, 

typical of land-sea breezes. Maximum wind speeds occurred during the afternoon (from 

15:00 to 18:00 h), mostly from the southeast towards the inlet; lowest wind speed 

values, in turn, occurred during the night and early morning, when the wind direction 

reverses (Figs. 1.3d-f). The strongest winds (up to 7 m s
-1

) were observed in Sep. By 

contrast, the May experiment was conducted under extremely calm conditions, with 

northwesterly winds up to 1.5 m s
-1

 in magnitude. The response of the water column to 

winds, at the scale of individual events, can be analyzed on the basis of values of 

Wedderburn (WN) and Lake numbers (LN). Small Lake numbers (LN  < 1) are associated 

with vertical mode 1 tilting of the temperature field and the upwelling of hypolimnetic 

water, whereas small Wedderburn numbers (WN ~ O[1] or WN < 1) are associated with a 

higher vertical mode 2 response, in which the metalimnion compresses downwind and 

stretches upwind (Stevens and Imberger 1996). Before and during the tracer 

experiments, LN >> 1 and WN ≈ > 1; consequently, the response of the water column to 

wind forcing was largely characterized by oscillations in the thickness of the 
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Fig. 1.3. Stratification, heat fluxes and meteorological forcing during the tracer experiments at Lake 

Béznar. Each vertical set of Figs. correspond to May, Jul, and Sep experiments, respectively. The dashed 

and shadowed rectangles define the injection period (3 h). (a-c) Time series of reservoir temperature close 

to the inflow section (S – Fig. 1.2a), where the black line marks the depth of the surface mixed layer 

(SML) and the white line shows the nominal intrusion depth (NID). Isotherms are marked every 0.5ºC. 

(d-f) Time series of wind speed (speed) and wind direction (dir.). (g-i) Heat fluxes (HF) at the surface of 

the reservoir (W m
-2

): net surface heat flux omitting short wave radiation (SH), and effective surface heat 

flux in the surface mixed layer (H
*
). (j-l) Convective velocity (vel.) scale (w*), and shear velocity scale 

(u*) in cm s
-1

.  

 

metalimnion, as reported earlier by Vidal et al. (2007). The isotherms near the inlet 

compressed during the afternoon and evening in response to southeasterly winds, as 

depicted in Figs. 1.3a-c. Note that the thickness D and the temperature of the SML 

increase near the inlet during the afternoon as a result of warmer SML water being 

pushed downwind. The amplitudes of these wind-driven oscillations of D were up to 4 

m in Sep (i.e., from 4 m to 8 m).  

The changes in depth and temperature of the SML are also associated with heat 

fluxes into and from the reservoir via the atmosphere. Our estimates of those fluxes 

before and during the experiments are shown in Figs. 1.3g-i. Note that, the SML only 

gained heat around noon in Jul and Sep, when H
* 

> 0. During those experiments, heat 

losses (SH) at night ranged from 200-400 Wm
-2

, two to four times larger than in May 

(50 Wm
-2

). The deepening of the SML in all cases was largely driven by night-time 
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convection (w* > u*, Figs. 1.3j-l), with a ratio of surface buoyancy flux to the total 

kinetic energy (0.5 w*
3
/ Fq) close to unity after the injection. The total mechanical 

energy flux (Fq) ranged between 30 x 10
8
 - 60 x 10

8
 m

3
 s

-3
 in Jul and Sep, but it was 

almost one order of magnitude lower in May (Fq =  10
8
 m

3
 s

-3
), which suggests that 

vertical mixing and SML deepening were weaker at that time. 

 

Inflow conditions – In all experiments the river was negatively buoyant, 

forming cold plunging flows with a nominal intrusion depth (NID) that was always 

below the SML (Figs. 1.3a-c). Only in Jul, the NID was close to the base of the SML. 

Note in Figs. 1.3a-c the large fluctuations exhibited by the NID. These are partly due to 

the oscillations in the thermal structure near the inflow, but are also largely associated 

with hourly changes in the inflow temperatures. These changes can be up to 5-8
o
C over 

a day, depending on the time of the year, and maximum in mid-summer (July). During 

the releases, the lowest inflow temperatures and the most stable (16.0 ± 0.2ºC) were 

recorded in May (Table 1.3). Maximum inflow temperatures and the largest variations 

as well, occurred in Jul (22.0 ± 1ºC). The minimum inflow rates were recorded in Sep at 

the end of the dry summer season, while the maximum flow rates, largely attributed to 

snowmelt, were measured in May. Average inflow rates (Q0), temperature (T0), specific 

conductance (SC0), and tracer concentration (C0) during each injection are summarized 

in Table 1.3. The dimensions of the inlet channel (its width, W0, and depth, h0) and the 

geometry of the shoreline near the inflow, characterized in terms of the half-divergence 

angle of the main river plume (δ), were estimated for each injection and are also shown 

in Table 1.3. Note that the inflow geometry varied considerably among injections. The 

half-divergence angle of the main plume was δ = 90º (free-jet) in Jul and Sep, but δ = 

45º in May (Table 1.3; Figs. 1.4a,b for Sep). These changes in reservoir geometry were 

largely due to changes in the free surface elevation (Table 1.1, Figs. 1.2b-d). Also, a 

flood event in winter 2009 modified the inflow geometry, creating an elevated sand 

splay on the south margin.  

 

Observed distribution of tracers and intrusions - Temperature and tracer 

concentration profiles collected towards the end of the injections, and one day after are 

shown in Fig. 1.5. The SML in May was only 2 m thick, overlying a metalimnion with 

the weakest stratification (N 
2 

= 6.0 x 10
-4

 s
-2

) observed during the three experiments. 

The depth of the SML remained constant during the injection. The tracer concentration 

profiles collected at transect X-2 (Fig. 1.2b) at the end of the release show that a single, 

wide intrusion formed between the shallow SML and the NID (= 14 m), with peak 

tracer concentrations at ca. 6 m (Fig. 1.5a). The day after this injection the tracer 

remained confined in the metalimnion, and did not mix into the SML (Fig. 1.5b).  
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Fig. 1.4. Sep experiment data. (a) Geometry of the inflow basin and half-divergence angle of the main 

inflowing plume (δ = 90º). Transects X-0.5 and X-1 are also marked. (b) ADCP velocity east-west (top) 

and north-south (bottom) along transect X-0.5 (plunge zone). (c) ADCP velocity east-west (top) and 

north-south (bottom) in the buoyancy-dominated region, shortly after the plunge zone (X-1). 

 

In contrast to May, cold river inflows formed intrusions at the base of the SML 

in Jul and Sep. In Jul, the metalimnion was strongly stratified (N
2
 = 1.1 x 10

-3 
s

-2
 at site 

X-4), and the depth of the SML varied from ca. D = 3 to 6 m during the release. A 

unique intrusion was observed at the end of the experiment at a depth of 6.5 m, near the 

base of the SML and ca. 2 m above the NID (Fig. 1.5c). One day after the Jul injection, 

the intrusion had already mixed into the SML, likely as a result of night-time convective 

mixing (Fig. 1.5d). The base of the SML in Sep was initially at 4 m below the surface, 

increasing up to 8 m at the end of the 3 h injection. The strength of the stratification in 

the metalimnion was intermediate between that of the other two experiments (N
2 

= 8.2 x 

10
-4

 s
-2

). The tracer concentration profiles collected at site X-5 towards the end of Sep 

release reveal the existence of two intrusions: one at the base of the SML, and another 

one deeper at ca. 12 m (Fig. 1.5e). The morning after the injection, the deeper intrusion 

persisted, but the shallower intrusion had been entrained in the SML, also as a result of 

convective mixing during the night (Fig. 1.5f). The observed thickness of the intrusions 

at end of the injections ranged from 6.2 m in May to 4.8 m and 2.5-3 m in Jul and Sep 

injections, respectively (Table 1.4). The thickness of the intrusions, however, is not only 

the result of river temperature fluctuations during the injections. For example, inflow 

temperatures in May varied by only 0.2
o
C during the release. The intrusion, though, 

formed between two isotherms differing in temperature up to 2
o
C (Table 1.3; Fig. 1.5). 

 

Discussion 

 

Our field observations do not follow the expected behavior for a negatively 

buoyant inflow, as depicted in Fig. 1.1, and incorporated, for example, in the inflow 
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Fig. 1.5. Observed tracer concentration (tracer conc.) of Rhodamine WT (RWT) or fluorescein (FDA) 

and observed CTD-temperature profiles (temp. obsv.) collected close to the inflow section during each 

tracer experiments. The associated theoretical temperature profile (temp. theo.) defines the density step at 

the base of the SML. The temperature step (T1 - T2) and the field value of the transition Richardson 

number (Ri12) for each experiment are also shown. (a, b) May: Profiles collected at cross section X-2, (a) 

at 20:00 h on 26 May 2011, and (b) at 14:00 h on 27 May 2011. (c, d) Jul: Profiles collected at cross 

section X-4, (c) at 20:00 h on 22 July 2010, and (d) at 13:00 h on 23 July 2010. (e, f) Sep: Profiles 

collected at cross section X-5, (e) at 20:00 h on 10 Sept 2009, and (f) at 11:00 h on 11 Sept 2009. Note 

that conc. in (a-d) is in logarithmic scale. 
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mixing model described in Fischer et al. (1979) (p. 213-219). This is a steady-state 

model of gravity currents in a drowned river valley of prismatic section and predicts a 

unique intrusion of limited thickness (φ) centred at the TID, for a given inflow 

temperature T0 and lake temperature profile. We will refer to this as Fischer’s model. 

The intrusion thickness φ parameterization depends upon a non-dimensional number R 

= qm / (N
1/3

 L
2/3

 ν
 2/3

) (Fischer et al. 1979), where qm (= Qm / Wm) is the volume flux per 

unit width of the intrusion, Wm is the width of the basin at the separation point, N and L 

are the buoyancy frequency and length of the reservoir at the intrusion depth, 

respectively, and ν the vertical viscosity (ν = 10
-6

 m
2
 s

-1
). During all the releases, R >1, 

and φ was calculated as, 

2/1

2 









N

qm
   (1.5) 

Using temperature profiles taken at the end of the injection periods (Figs. 1.5a,c,e) and 

the range of T0 recorded during the experiments, to account for the variability of the 

system (see Results), the values of the TIDs were in the range 12.1 ± 0.28 m, 7.85 ± 

0.57 m, and 17.95 ± 0.45 m in May, Jul, and Sep, respectively (Table 1.4, ‘Fischer 

literature’ column). The model parameters in these calculations were taken from the 

literature. The bottom drag coefficient, for example, was set to 0.001 and all other 

geometry parameters for Lake Béznar were taken from Rueda et al. (2007). The initial 

dilution ΓI was set to 1.3, the average of the values reported for other lakes (see Rueda 

et al. 2007). The values of Wm in Eq. 1.5 were taken from the bathymetry maps (Fig. 

1.2) at the observed intrusion depths. The theoretical intrusion thickness φ, accounting 

for the observed changes in T0 within the release period, were 1.46 ± 10
-4

 m, 0.62 ± 0.01 

m, and 0.66 ± 0.01 m  in May, Jul and Sep, respectively (Table 1.4, ‘Fischer literature’ 

column). In general, the theoretical estimates of TID were well below the observed 

intrusions, identified as peaks in the tracer concentration profiles. The theoretical 

intrusion thicknesses (φ) were also, on average, 20% of the observed values. 

Furthermore, the development of two intrusions as observed in Sep (one at the base of 

the SML and another at the TID), rather than only one intrusion, cannot be explained 

with the conceptual model depicted in Fig. 1.1. This behavior has been reported in other 

stratified lakes, but mainly associated with turbidity flows, and it has not been 

interpreted in terms of density stratification and inflow conditions (De Cesare et al. 

2006). The differences between observations and theoretical estimates can be due to the 

effects of internal waves or strong mixing rates between the gravity current and ambient 

water forming fluid with intermediate density and momentum between those of the lake 

and the river, which could detrain at different depths in the water column.  

  



Chapter 1 

25 

 

Total dilution – Temperature observations were used to estimate the total 

dilution Γ at the intrusion levels as, 

)(

)(

1

1 0

mTT

TT






 (1.6) 

Here the subscripts indicate whether the temperature is measured at the inflow (0), at 

the lake surface (1), or at the intrusion depth (m). We assume in Eq. 1.6 that all of the 

entrainment is from the lake surface. Using the average values of T0 and T1 from Table 

1.3, and the observations collected at section X-2 (Fig 1.5a),  was ca. 3 by the end of 

the injection in May. This was less than half the value calculated for Jul ( ≈ 7), from 

observations collected at X-4 (Fig 1.5c). It was also four times lower than the dilution in 

Sep at the base of the SML ( ≈ 14), estimated from observations collected at X-5 (Fig 

1.5e). Note that the total dilutions were estimated from observations collected at 

different sites, depending on the experiment (Figs. 1.2b-d). The distance from the 

sampling site to the inflow x0m was 380 m in May and Jul, and 505 m in Sep. The 

additional entrainment into the gravity current (ΓE, Eq. 1.3) due to larger value of x0m in 

Sep was estimated to be 16.5%. The large values of  observed in Lake Béznar can be 

attributed to strong mixing rates near the inflow section or at the upper interface of the 

gravity current. These processes are examined next. Other processes leading to wide or 

split intrusions, such as braiding of rivers or incomplete mixing of source inflow water 

(Marti et al. 2011), were deemed negligible in Lake Béznar but could be important in 

other lakes.  

 

Initial dilution - Strong initial mixing is likely to occur near the inlet, where the 

river forms a free jet. This is particularly evident in the photographs collected in Sep 

(Fig. 1.4a). The signature of the main river jet can be seen in transect X-0.5, 30 m from 

the inflow (plunge region), with flow from top to bottom that is predominately east-

south (Fig. 1.4b). Large horizontal velocity gradients develop in this region (with 

differences of ca. 0.25 m s
-1

 in 40 m), generating instabilities and the formation of 

horizontal vortices on both sides of the jet (Fig. 1.4a), and leading to large horizontal 

mixing rates between river and lake water. Once the cold river plunges beneath the 

reservoir surface, the gravity current flows laterally confined, with strong flow to the 

east-south at 1 m below the lake surface in Sep experiment (Fig. 1.4c).  

Initial dilution values were estimated from tracer concentration (C) profiles 

collected at a transect between the inlet and X-1, as ΓI(C) = C0/C, or alternatively, from 

temperature records (T) collected at that same site, as ΓI(T) = (T1 –T0)/(T1 –T). As 

above, the subscripts 1 and 0 refer to lake surface and inflow conditions, respectively; 

while no subscript means average values in the gravity current. The average thickness of 

the current (h) was calculated as in Ellison and Turner (1959), based on the laterally-
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averaged velocity profiles in the cross section, uG(z) (see their Eqs. 1, 2; see also, Wells 

et al. 2010). Because of the vertical resolution of the velocity data (Table 1.2), the error 

in our estimates of h can be ±0.05 m. In May (Fig. 1.6a), h = 1.24 m at a cross-section 

between the inlet and X-1 (Fig. 1.2b). The average tracer concentration (RWT) in the 

gravity current was C = 82 μg L
-1

 and its average temperature T  = 18.9ºC (Fig. 1.6b, c). 

The initial dilutions ΓI(C) and ΓI(T) were 1.6 and 2.1, respectively. The initial dilutions 

in Jul were not calculated due to lack of adequate data. In Sep, h was ca. 0.74 m (Fig. 

1.6e), C = 132 μg L
-1

, T = 24.5ºC (Figs. 1.6f, g), and the initial dilutions were ΓI(C) = 

3.2 and ΓI(T) = 3.5. Note that our calculations of ΓI are subject to uncertainty, which is 

largely associated with errors in the calculation of C and T. However, these errors only 

account for changes in our estimates ranging from 4% and 14%. As shown in Table 1.4, 

estimates of initial dilution from field data are consistent with those calculated 

following theoretical approaches proposed in the literature to quantify this dilution, 

including the semianalytical model of Hauenstein and Dracos (1984), or the empirical 

relations based on inflow Froude number (Fr0) at the inlet, proposed by Johnson et al. 

(1989) and Fleenor (2001) (Eq. 1.2). Our estimates of initial dilution in the field are also 

in the upper range of possible values reported in other lake studies, in all cases below 

1.7 (Elder and Wunderlich 1972; Hebbert et al. 1979; Ford and Johnson 1983), but 

within the range of values encountered in laboratory experiments (from 1.5 to 4.5, see 

Johnson and Stefan 1988).  

 

Gravity current dilution - Shortly after plunging beneath the reservoir surface, 

the cold river inflow reached normal conditions (Fischer et al. 1979), and the gravity 

current started to entrain water from the lake surface (gravity current dilution, ΓE). The 

gravity current exhibited a wide mixing layer at the top of the down-flow, with 

interfacial fluid having intermediate density and momentum between those of the lake 

and the river (Fig. 1.6). The almost linear density and velocity profiles shown in Fig. 1.6 

are characteristic of supercritical gravity currents with peak velocities close to the 

bottom and almost linear gradients above it (Sequeiros et al. 2010; Sequeiros 2012). 

Densimetric Froude numbers of these gravity currents (Fr), estimated from ADCP and 

CTD profiles collected at X-1(Figs. 1.2b-d), were in fact above or close to one in all 

cases, and equal to 0.84, 1.11, and 1.24 in May, Jul, and Sep, respectively (Table 1.5). 

The entrainment coefficient (E), calculated from Fr and Eq. 1.4 (Cenedese and Adduce 

2010) ranged between 0.001 and 0.01, depending on the experiment, with an average 

value of E = 0.005. These values are consistent with the range of values reported by 

Wells et al. (2010), O(10
-2

-10
-3

) for the values of Fr encountered in Lake Béznar. Note 

that these estimates of E are highly sensitive to the values of Fr used. In turn, the Fr 

values are subject to error resulting from the lateral averaging of the velocity 

information (ca. 10% of the reading), the calculation of average values in the gravity 

current, and the accuracy of the instruments. The error in our Fr estimates could range  
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Table 1.4. Field observations and theoretical estimates of intrusion depth, intrusion thickness, and initial 

dilution for each tracer experiment. We include the values of the variables required in our theoretical 

estimates using Fischer’s model and different approaches. 

 

 

Fr - densimetric Froude number, E - entrainment coefficient, temp or T – temperature, T0 - 

inflow temperature, C– tracer concentration 
a 
Bottom drag coefficient CD = 10

-3
 and Fischer et al. (1979) Eqs. 6.110 and 6.111 (p. 216-217) 

b
 Mean value in Table 1.5 

c 
Average value in the literature for field values (Rueda et al. 2007) 

d
 Johnson et al. (1989) 

e
 Fleenor (2001) (Eq. 1.2) 

f 
Hauenstein and Dracos (1984) 

 

 

between 7% and 10% of the values shown in Table 1.5, and, as a result, E could deviate 

40-60% from its average value (Table 1.5). 

 

Variable Observed Fischer (literature) Fischer (modified) 

Fr [0.84 – 1.24] 0.58 
a
 1.0

 b
 

E - 1.2 x 10
-5 a

 5 x 10
-3 b

 

Lake temp. profile(s) - 

At the end of the 

injection  

(Fig.1.5a, c, e) 

From thermistor 

chains over the 

injection (Fig. 1.3a-c) 

 May 

Intrusion depth (m) 6 [11.9 – 12.3] [4.9– 6.2] 

Intrusion thickness (m) 6.2 1.4 ± 10
-4

 [1. 95 – 2.67] 

T0 (ºC) [15.8 – 16.2] [15.8 – 16.2] [15.8 – 16.2] 

Initial dilution ΓI 
C: 1.6 

T: 2.1 
1.3 

c 1.59 
d
, 

2.34 
e
, 2.75 

f
  

 Jul 

Intrusion depth (m) 6.5 [7.3 – 8.4] [6.0– 6.8] 

Intrusion thickness (m) 4.8 [0.62 – 0.63] [1. 07 –1.21] 

T0 (ºC) [23.1 – 20.9] [23.1 – 20.9] [23.1 – 20.9] 

Initial dilution ΓI - 1.3 
c 2.03 

d
, 

2.98 
e
, 3.11 

f
 

 Sep 

Intrusion depth (m) 
shallower: 8 

lower: 12 
[17.5 – 18.4] [10.4– 13.6] 

Intrusion thickness (m) 
shallower: 3 

lower: 2.5 
[0.65 – 0.66] [2.06 – 2.29] 

T0 (ºC) [21.4 – 20.3] [21.4 – 20.3] [21.4 – 20.3] 

Initial dilution ΓI 
C: 3.2 

T: 3.5 
1.3 

c 2.42 
d
, 

3.22 
e
, 3.87 

f
 



Pathways of the River Water to the Surface 

28 

 

 

Fig. 1.6. Gravity current profiles in the plunge zone at one transect measured between the inlet and X-1: 

(a-d) May, and (e-h) Sep. (a, e) Normalized field measured east-west velocity profile laterally averaged 

across the transect, compared with the fitted curves for the subcritical (subcrit.) and supercritical 

(supercrit.) regimens defined by Sequeiros (2012). (b, f) Normalized field measured tracer concentration 

profile. (c, g) Normalized field measured temperature profile. (d, h) Normalized field measured density 

excess profile, compared with the fitted curves for the subcritical and supercritical regimens defined by 

Sequeiros (2012). We have included the average values of the variables at the gravity current: velocity 

(U), tracer concentration (C), temperature (T), density excess (ΔP), and thickness (h).  

 

Internal waves and gravity current dilution- Internal-wave driven oscillations 

in the lake density structure were observed near the inflow section during all 

experiments, with maximum amplitudes of up to 2 m in Sep (Figs. 1.3a-c). To establish 

whether these oscillations affect inflow dynamics, we will consider any given inflow 

parcel with temperature T0 entering the lake at time t0, and forming an intrusion after Δti 

confined between two isotherms. Once the intrusion develops, the depth of the 

confining isotherms is largely controlled by the internal waves dynamics; hence, the 

depth where the intrusion is observed will depend on the timing of observations in the 

internal wave cycle. However, the internal dynamics can also affect lake-river mixing 
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Table 1.5. Characteristic values of the gravity current observed at transect X-1 (i.e., buoyancy-dominated 

region) during the three tracer experiments. 

 

 Tracer experiment 

Variable May Jul Sep 

Average thickness, h (m) 1.310 1.200 1.000 

Average velocity, U (m s
-1

) 0.055 0.035 0.040 

Average reduced gravity, G' (m s
-2

) 3.3 x 10
-3

 0.8 x 10
-3

 1.0 x 10
-3

 

Densimetric Froude number, Fr 0.840 1.110 1.240 

Entrainment coefficient, E 0.001 0.006 0.010 

 

and, thus, the actual isotherms confining the intrusion. First, the distance along the lake 

bottom traveled from the plunging point to the insertion depth (ΔS0i), and the length of 

time to the formation of the intrusion (Δti) will vary depending on the timing of the 

inflow t0 in the wave cycle. It will also depend on the magnitude of the time-varying 

velocity of the isotherms oscillating along the lake bottom (Ui(t)) compared to the 

gravity current velocity (U). For U >> Ui(t), the lake density structure can be assumed 

fixed for a given inflow parcel, and equal to that prevailing at the time t0. This was the 

case of Lake Béznar, where U is one order of magnitude larger than the maximal 

isotherm velocity, Ui-max. Second, the internal waves dynamics also affect the ambient 

temperature conditions to which parcels are exposed along ΔS0i. Thus, internal 

oscillations affect both ΔS and E in Eq. 1.3, hence, gravity current dilution. To assess 

the effect of internal waves in inflow dynamics, Fischer’s model was applied to 

simultaneous observations of inflow temperatures T0 and lake temperature profiles, 

constructed from thermistor records at site-S (Fig. 1.2a). In these calculations, we 

incorporated initial dilutions ΓI estimated by Eq. 1.2 (Table 1.4; with values of 2.34, 

2.98, and 3.22, in May, Jul, and Sep, respectively), and entrainment rates E estimated 

from the field observations (see above). The results are shown in Table 1.4 (see ‘Fischer 

modified’ column). Note that the theoretical intrusion depths sweep the range of depths 

where tracer was observed in May and Jul (Fig. 1.5a, c). The deeper intrusion observed 

in Sep can also be explained with the estimates of Table 1.4 (Fig. 1.5e). However, the 

formation of the shallower intrusion observed in Sep remains unexplained, if we use 

Fischer’s model. 

   

Interflows, underflows and splitting - The splitting of the gravity current at a 

density step due to strong mixing rates with the ambient water occurred at the base of 

the SML in Sep. It can be parameterized in terms of the transition Richardson number 

(Ri12), defined in terms of local variables, as the ratio of density step (ρ2 – ρ1) in the 

ambient water, and the density excess of the down-flow at the base of the SML (ρG - ρ1).  

1

12
12 








G

Ri  (1.7) 
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Here the subscript 1 refers to the surface mixed layer (SML) with thickness D and the 

subscript 2 refers to the layer (metalimnetic) below the density step. This concept was 

introduced in terms of initial variables for two-dimensional plumes (Wallace and Sheff 

1987), and more recently applied to laboratory and field experiments (Wells and 

Wettlaufer 2007; Forrest et al. 2008). Wells and Wettlaufer (2007) demonstrated that 

there exists a critical value for the transition Richardson number (Ri12c), so that if Ri12 

>>Ri12c the gravity current will form an interflow just above the density step; by 

contrast, if Ri12 << Ri12c, it will penetrate through the density step forming an underflow 

(Figs. 1.7a,b). For Ri12 ≈ Ri12c, Wells and Wettlaufer (2007) observed that part of the 

gravity current flowing into the density step would leak to the bottom, as an underflow. 

We will refer to this third case as a ‘split’ gravity current (Fig. 1.7c). According to Eq. 

1.7, we expect Ri12c ≈ 1, given that the gravity current will only penetrate through a 

density step when it is denser than the underlying fluid, i.e., (ρG – ρ1) > (ρ2 – ρ1), or 

alternatively for Ri12 < 1. For Ri12 ≥ 1 mixing between the ambient water and the 

downflow, as the gravity current descends through the SML, will generate sufficient 

interfacial fluid with intermediate properties between the river and the SML, so that a 

fraction of the cold river water will detrain at the base of the SML. 

To calculate the transition Richardson numbers for the stratification and the 

inflow conditions prevailing during the tracer experiments, Eq. 1.7 was rearranged and 

expresssed in terms of the the density step at the base of the SML, density excess at the 

inflow section, and the total dilution of the gravity current at the base of the SML (Γ) as 

follows,   




















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Ri  (1.8) 

The total dilution at the the base of the SML  can be defined as the product of the initial 

dilution in the plunge zone, ΓI (Eq. 1.2), and the gravity current dilution in the 

buoyancy-dominated region, ΓE (Eq. 1.3). The different terms in Eq. 1.8 were calculated 

as follows. The density step at the base of the SML (ρ2 - ρ1) was estimated from the 

observed temperature profiles (see dark dashed lines in Figs. 1.5a,c,e). Two different 

models were fitted to represent the temperature variations with depth in the SML and in 

the metalimnion. The density within the SML (ρ1), was assumed constant and equal to 

the observed average density between z = 0 and z = -D. In the metalimnion, densities 

were assumed to vary linearly. A linear equation was fitted to the observed temperatures 

below z = -D (see gray dashed lines in Figs. 1.5a,c,e). The differences in densities at z = 

-D estimated with the constant SML temperature model and the best linear temperature 

model in the metalimnion were taken as the density step (see T1 – T2 in Figs. 1.5a,c,e).  
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Fig. 1.7.  Possible behaviors of a cold plunging inflow (ρ0) into a two-layered stratified system with a 

density step (ρ2 – ρ1) at the base of a warm constant temperature surface mixed layer (SML) with a 

linearly stratified metalimnetic layer underneath: (a) interflow (b) underflow, and (c) split flow, where ρG  

is the density of the current at the base of the SML. 

 

The initial dilution at the plunge zone (ΓI) was estimated from Eq. 1.2. The gravity 

current dilution was estimated from Eq. 1.3, using the mean entrainment coefficient for 

the observed gravity currents (E = 0.005); a distance down-slope ΔS = D /sin(θ), with 

sin(θ) ≈ 0.02 (see Study Site); and an average gravity current thickness h ranging 

between 1.0 – 1.3 m (Table 1.5).  

The transition Richardson number Ri12 was 0.85 (Ri12 < 1) in May, when we 

observed an underflow below the SML (Fig. 1.5a). In Sep, Ri12 was 1.04 (Ri12 > 1), 

when the gravity current ‘splits’ and forms two intrusions (Fig. 1.5e). These 

observations suggest that a cold plunging flow will penetrate through the base of the 

SML or, alternatively, will form intrusions at that level, depending on whether Ri12 is 

below or above Ri12c ≈ 1, as hypothesized. If we accept this interpretation, in Jul, based 

on the value of Ri12 (=1.36), one would expect the gravity current to form an intrusion at 

the base of the SML. A narrow intrusion was, in fact, observed between the SML and 

the NID, which were only separated ca. 2 m at that time (Fig. 1.5c; Table 1.3). Given 

the minimum thickness of single intrusions observed (2.5 m, Table 1.4), we cannot 
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establish whether the gravity current split or formed a single intrusion at the base of the 

SML in Jul. In any case, the results of Jul are also consistent with our interpretations, 

based on Ri12, of the fate of gravity currents as they cross the base of the SML.  

 

Portion of river buoyancy flux directly reaching the SML – We estimate the 

portion of the river water that flows along the base of the SML (b1) as a function of the 

gravity current properties and the density step as follows. First the buoyancy flux, BG(z), 

was calculated as a function of height (z) in the gravity current from the observed 

velocity and density excess profiles at the gravity current (e.g., Figs. 1.6a,d in May), as 



z

GG dzzuz
g
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01
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

 (1.9) 

Here W is the width of the basin at the observation site (ca. W = 155 m), uG(z) is the 

gravity current velocity profile, and Δρ(z) is its density excess profile, calculated from 

the density profiles and the density of the SML (ρ1). The function BG(z) is maximum 

and equal to the total inflow buoyancy flux (B0) at the top of the current, i.e., BG(∞) = B0 

(see Figs. 1.8a,c,e in May, Jul and Sep, respectively). It can also be expressed in terms 

of Δρ(z) rather than z, since the density excess profile within the gravity current is a 

monotonic function of height, z, and can be made non-dimensional using the total 

inflow buoyancy flux, B0. This non-dimensional function will be referred to as b2(Δρ) = 

BG(Δρ)/B0 (Figs. 1.8b,d,f). It is only based upon the internal gradients within the gravity 

current, and represents the fraction of B0 with enough density to flow through the 

density step (Δρ12) into the metalimnion. The remaining fraction (b1 = 1- b2), represents 

the fraction of B0 that inserts along the base of the SML. Laboratory experiments of 

Cortés et al. (2014b) have found that the fraction of inflow water that intruded at the 

base of the SML, rather than flowing to lower depths, could be well predicted with this 

approach. These calculations applied to our field observations suggest that all the inflow 

penetrated below the SML (b2 = 1) in May, when a density step Δρ12 of 0.26 kgm
-3

 was 

observed below the SML. This is in agreement with the tracer observations (Figs. 1.5a, 

1.8b). In Jul, with Δρ12 = 0.10 kg m
-3

, b2 was 0.1, which suggests that 90% of B0 became 

an interflow at the base of the SML (Fig. 1.8d). Note though, that the tracer 

concentration profiles at that time were not conclusive on whether all or only part of the 

inflow plume flowed along the SML (b1 = 1), given the small vertical distance between 

D and NID. Finally, in Sep, with Δρ12 = 0.072 kg m
-3

, it was estimated that 90% of B0 

penetrated below the SML (b2 = 0.9; Fig. 1.8f). The remaining 10% (b1) became an 

interflow, being subsequently mixed into the SML over night (Figs. 1.5e-f).  
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Fig. 1.8. Estimation of the fractions of river buoyancy flux that penetrates the density step (b2), from 

gravity current profiles at one transect measured close to X-1: (a, b) May, (c, d) Jul, and (e, f) Sep. (a, c, 

e) Portion of the river buoyancy flux that penetrates the density step (b2), as a function of height (z). (b, d, 

f) Portion of the river buoyancy flux that penetrates the density step (b2), as a function of the density 

excess (Δρ). We mark the density step at the base of the SML (Δρ12) for each experiment. 
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Hourly and seasonal variations in the pathways of distribution of river water – 

If we accept the Ri12 parameterization proposed above (Eq. 1.8), one can use the 

hydrological information and the thermistor records to characterize the hourly and 

seasonal scale variability of the behavior of cold plunging flows in Lake Béznar. Hourly 

scale changes in the temperature contrast between lake and river water and in the 

thickness of the SML can be seen in Figs. 1.3a-c.The largest hourly variations in Ri12 

occurred in Jul. The maximum thickness of the SML and lowest temperature differences 

between the river and lake surface, hence, the maximum values of Ri12 (i.e., Ri12 > 1), 

tended to occur late in the afternoon and early evening (ca. 19:00 h), when the river 

would form intrusions at the base of the SML. Late in the morning (at 11:00 h) the 

thinnest SML, and highest temperature differences between the river and the SML we 

recorded. As a result, values of Ri12 < 1 are calculated in the morning, when one would 

expect the river to form metalimnetic intrusions that penetrate below the base of the 

SML. 

At seasonal scales, daily values of Ri12 were calculated from Eq. 1.8, using daily 

averaged river and lake temperatures from the thermistor chain at site-M. These 

seasonal estimates of Ri12 were consistent with those calculated from CTD-data 

collected during the tracer experiments, which supports the use of daily averaged data to 

predict the seasonal behavior of the inflowing plume (Figs. 1.5 and 1.9a). The seasonal 

estimates of Ri12 are shown in Fig. 1.9a for 2011, when river temperature data were 

continuous. Based on the evolution of Ri12, the stratification period in Lake Béznar can 

be divided into three subperiods (Fig. 1.9a) depending on the river plume behavior. (1) 

Early in the stratification period, from May to mid-June (Ri12 < 1), the river is expected 

to form underflows. The low values of Ri12 early in the stratifiaction period are 

associated with low values of the density step at the base of the seasonal SML (ρ2 - ρ1), 

and high density differences between river and lake surface (ρ0 - ρ1; Fig. 1.9b), which 

also minimize dilutions of the inflowing plume Γ (Figs. 1.9c-f). (2) Interflows or split-

flows form under stronfly stratified conditions from mid-June to mid-August, with Ri12 

> 1. The large values of Ri12 during this period of time are associated with strong 

stratification (ρ2 - ρ1) and weak inflow buoyancy (ρ0 - ρ1; Fig. 1.9b). The dilutions 

during this sub-period are larger than those estimated for sub-period 1 (Figs. 1.9c,d) as a 

result of the increasing values of both Fr0 and D (Figs. 1.9e,f). Interflows at the base of 

the SML are likely to be observed in this sub-period, resulting in rapid entrainment of 

river water into the top layers. (3) Ri12 oscillates above and below unity from mid-

August to September, and all regimes are possible. In this subperiod, the density 

contrast (ρ2 - ρ1) was the smallest of the year (Fig. 1.9b);  river temperatures decreased 

faster than the lake surface, hence, (ρ0 - ρ1) increased (Fig. 1.9b); and dilutions reach 

maximal values (Fig. 1.9c, d), likely associated with the high values of Fr0 and D (Fig. 

1.9e, f). Depending on the distance from the NID to the base of the SML (D),  
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Fig. 1.9. Seasonal estimations of transition Richardson number (Ri12) and its controlling factors, using 

daily data of 2011 at site-M. In all panels, the shadow region corresponds to the sub-period of maximum 

stratification. (a) Estimations of Ri12. We include the values of Ri12 for the days of the tracer experiments 

(black dots) according to daily records, independently of the year of the release. (b) Density changes at 

the base of the SML (ρ2 – ρ1), and inflow-SML density differences (ρ0 - ρ1). (c) Total dilution (Γ). (d) 

Initial dilution (ΓI), and gravity current dilution (ΓE). (e) Inflow Froude number (Fr0). (f) Thickness of the 

surface mixed layer (D), as the daily maximum from hourly estimates with ΔT0z = 0.2ºC. (g) Ratio of 

nominal intrusion depth to surface mixed layer thickness, [NID : D]. 
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underflows may or may not be readily incorporated into the SML. If the ratio [NID : D] 

> 3, as is the case in subperiods 1 and 3, one will be able to differentiate between 

interflows, underflows and split flows. If [NID : D] ≤ 3, the actual fate of the river 

inflow into the lake will be difficult to observe in the field. This is the case during 

subperiod 2 in Fig. 1.9g, when the analysis predicts the occurrence of alternating 

interflows and split flows. 

 

 

Fig. 1.10. Seasonal evolution of reservoir specific conductance (SC) at site-M in years (a) 2009, (b) 2010, 

and (c) 2011. Intrusion depths (white dots) are estimated as the average depth where the lake SC equals 

the SC at the intrusion (SCm). The former is calculated as SCm = SC1 (Γ – 1) + SC0, where the subscripts 

indicate whether the SC is measured at the inflow (0), lake surface (1), and intrusion (m), and Γ is the 

total dilution at the plunge zone and buoyancy-dominated region. 



Chapter 1 

37 

 

SC data collected in 2009, 2010, and 2011at site-M are consistent with our 

predictions of the fate of the cold inflow as a function of Ri12 (Fig. 1.10). SC was 

assumed a passive tracer of river water. (1) The lowest SC in the reservoir in late spring 

(May and June) occurred at middepth (see, e.g., 14 Jun 2010, in Fig. 1.10b), as a result 

of river inflows with low SC (the lowest SC values during the year, not shown) forming 

deep underflows. In late spring, a fraction of low SC inflow water could be found in the 

surface layers, even when the daily averaged NID was well below the SML (e.g., 28 

June 2009, see Fig. 1.10a). This could be, at least partly, attributed to hourly scale 

changes in the intrusion depths. For example, in Fig. 1.3a the changes in NID at that 

time of the year are very large, leading to the development of shallow intrusions very 

close to the base of the SML. (2) Under strongly stratified conditions (in July and 

August) peak values of SC are observed between the SML and the TID, indicative of 

river intrusions with higher SC (see, e.g., 02 August 2010 in Fig. 1.10b). Lower SC 

values were observed near the surface in this period, but these values increased with 

time, which can be interpreted as the result of a fraction of the inflows reaching the 

surface layers (compare, e.g., 09 August 2009 with 23 August 2009, in Fig. 1.10a). (3) 

In late summer-early fall (September), the highest reservoir SC values, associated with 

high SC values in the river, occurred again near the surface. They were likely associated 

with both splitting flows (e.g., 06 September 2009, see Fig.1.10a) and interflows (e.g., 

13 September 2010, see Fig. 1.10b). 

 

Conclusions 

 

Our field observations indicated that a significant fraction of the cold plunging 

inflow can be incorporated into the surface layers shortly after entering the stratified 

reservoir, even if its nominal intrusion depth is well below the SML. This fraction 

varied, depending on conditions, from 0% at the beginning of the stratification period 

(May) to nearly 100% at the time of maximum stratification (Jul). In Sep, this fraction 

(10%) was similar to that reported by Fischer and Smith (1983) in Lake Mead. 

Depending on conditions at the time of the experiment, a density current was observed 

either flowing entirely at the base of the SML (interflow), penetrating the thermocline to 

form an unique and deep metalimnetic intrusion (underflow) or, even splitting to form 

both an interflow and an underflow. In the late summer-early fall experiment, part of the 

density current detached at the base of the SML, leading to the development of two 

intrusions: one near the theoretical intrusion depth (TID) in the metalimnion, and 

another at the base of the SML. The shallower intrusion was entrained into the surface 

layers the following night, as a result of convectively-driven deepening of the SML. 

The formation of intrusions near the base of the SML and the subsequent 

entrainment into the SML can result in fluxes of riverborne nutrients added directly to 
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the surface layers of the reservoir, where they can be readily used for phytoplankton 

growth. Quantifying these fluxes is needed to assess biological responses to high 

nutrient pulses introduced by cold river inflows. The fate of these available nutrients 

influence reservoir ecology and its water quality. 
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Abstract 

 

When a gravity current reaches the level of neutral buoyancy in a stratified water 

body it can separate from the sloping boundary as an intrusion. If there is a density 

gradient within the gravity current, then multiple intrusions can form in the stratified 

water body. Using a series of laboratory experiments in a two-layered ambient 

stratification, we document how a gravity current splits in two upon reaching the sharp 

density step. Our laboratory observations stress the significance of the densimetric 

Froude number of the gravity current (Fr), as well as a measure of the ambient 

stratification (density Richardson number, Riρ), on determining how a gravity current 

intrudes into a two-layered stratified ambient water. Gravity currents are more likely to 

detrain into two parts at a density step when they have a diffuse density interface (Fr > 

1). However, gravity currents tend to intrude as a single intrusion when they have a 

sharp, more step-like density profile (Fr < 1). Using details of the internal structure of 

the gravity current, we develop a theory to predict the partition of the buoyancy flux 

into the interflow and underflow when the gravity current splits at the density step. Our 

predictions of buoyancy portions are in agreement with our experimental observations. 

We discuss when the application of our equations will be relevant for river intrusions 

into reservoirs, and for gravity currents in the stratified ocean. 

 

Introduction 

 

Gravity currents are central to our understanding of large scale vertical transport 

in oceans, seas and deep lakes (Peeters and Kipfer 2009). In the ocean, they develop as 

a result of dense water forming in marginal seas or coastal shelves in response to strong 

evaporation, heat fluxes, or brine rejection from sea-ice formation (Legg et al. 2009), 

and tend to sink down the continental slope. In lakes, gravity currents are driven either 

by external input of cold water, such as cold river inflows (Fischer et al. 1979; Hebbert 

et al. 1979) and inter-basin exchange (Aeschbach-Hertic et al. 1996; Kipfer and Peeters 

2000); or by internal processes, such as differential cooling (Monismith et al., 1990; 

Wells and Sherman 2001; Fer et al. 2002), thermal-bar mixing (Malm et al. 1994), and 

even thermobaric instabilities (Hohmann et al. 1997). Their contribution to basin-scale 

vertical transport, however, largely depends on the rate of mixing with the ambient 

water and the depth where they intrude laterally in stratified water columns.  

A large number of theoretical and experimental studies have been conducted to 

understand the interaction of gravity currents with the ambient stratification. Some of 

these studies have dealt with linearly-density stratified basins (Baines 2001; Fernandez 

and Imberger 2008a; Wells and Nadarajah 2009). A two-layered stratified basin, 
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though, is a good approximation of a lake with a well-mixed surface layer separated by 

a sharp density step from the deep and dense waters (Rimoldi et al. 1996; Monaghan et 

al. 1999; Samothrakis and Cotel, 2006a, 2006b; Wells and Wettlaufer, 2007). Two 

possible outcomes have been previously described for a gravity current descending into 

a two-layered stratified basin (Fischer et al. 1979): if the impinging current is lighter 

than the lower layer, the gravity current will separate from the bottom and will flow 

laterally along the density step forming an intrusion (Fig. 2.1a); otherwise, it will 

penetrate the base of the surface layer and it will flow laterally along the bottom of the 

basin (Fig. 2.1b) (Wells and Wettlaufer 2007). These two possibilities have long been 

recognized by limnologists who use the terminology of ‘interflow’ for the subsurface 

intrusion, and ‘underflow’ to refer to a gravity current spreading along the bottom of the 

water body (Imberger and Hamblin 1982).  

 

 

Fig. 2.1. Behavior of a 2D-gravity current of average density ρG in a two-layered stratified environment, 

ρ1 and ρ2. (a) Interflows occur when ρ1 < ρG < ρ2. (b) Underflows occur if ρG > ρ2. (c) Split flows form if 

the gravity current has significant internal density gradients. 
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Gravity currents can also split as they impinge into a density step to form two 

intrusions (Fig. 2.1c, see also Monaghan (2007)). This behavior has been previously 

observed in laboratory experiments with vertical plumes (Kulkarni et al. 1993; Cotel 

and Breidenthal 1997) and turbidity currents (Rimoldi et al. 1996). Klymak and Gregg 

(2001) also observed splitting gravity currents in Knignt Inlet (British Columbia, 

Canada) when they report on the existence of a ‘net isopycnal flow of water into the 

middle layer’, at the time when a dense gravity current spills over a sill flowing into the 

stratified ocean. De Cesare et al. (2006) present further evidence of splitting gravity 

currents at the base of the thermocline in a strongly stratified Lake Lugano downstream 

of Cassarate River, during a flood event when the river was highly loaded with 

suspended sediments (see their Figs. 7 and 9). However, no indication was given of 

when splitting gravity currents should occur. More recently, Wobus et al. (2013) 

conducted a series of simplified numerical experiments of gravity currents in three-

layered stratified basins, and reproduced the three behaviors (interflow, underflow and 

splitting) shown in Fig. 2.1. The authors relate the percentage of passive tracer within a 

given depth range with the inflow rate and salinity. Recent field observations in a 

Mediterranean reservoir by Cortés et al. (2014a) showed that a cold river inflow could 

split at the base of the surface mixed layer (their Fig. 1.5e), and the authors also 

identified inflow and ambient stratification features that could lead to the development 

of multiple intrusions. The interpretation of the inflow behavior in the field by Cortés et 

al. (2014a) is largely based on the results presented here, which were gathered under 

controlled laboratory settings and aimed at establishing the conditions that need to hold 

for the splitting of a gravity current at a density step. 

Wells and Wettlaufer (2007) proposed that the extent to which a gravity current 

detaches or penetrates at a density step can be expressed in terms of the density 

Richardson number (Riρ), which is a function of the density differences across the 

density step, its depth from the surface, and the inflow buoyancy flux per unit width of 

the gravity current (see Eq. 2.1). For values of Riρ above a given threshold Riρ
*
, the 

gravity current should form an interflow at the density step (Fig. 2.1a). For Riρ < Riρ
*
, in 

turn, it should penetrate through the density step forming an underflow (Fig. 2.1b). For 

Riρ ≈ Riρ
*
, Wells and Wettlaufer (2007) observed that part of the gravity current flowing 

into the density step would leak to the bottom, as an underflow, and formed multiple 

intrusions (Fig. 2.1c). They found that the critical values of Riρ could range from 21 to 

27.   

 We hypothesize that the extent to which a gravity current impinging on a 

density step in a stratified water column either detaches, penetrates or splits is not only 

controlled by the density Richardson number (Riρ), but also by the internal velocity and 

density gradients existing within the gravity current. This hypothesis is partly based on 

previous simulations of large scales flows conducted by Legg et al. (2006, 2009) and 

Xu et al. (2007). Their ability to simulate the splitting of gravity currents (our Fig. 2.1c)  
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Fig. 2.2. Summary of field and laboratory observations of gravity current profiles: velocity (2a and 2b) 

and density excess (2c and 2d). Data has been normalized by the average thickness of the gravity currents 

(h), and by maximum values of velocity and density excess (Umax and Δρ
*
). Subcritical flows (Fr < 1) are 

shown in 2a and 2c, and supercritical flows (Fr > 1) in 2b and 2d.  

 

was largely dependent on whether they could resolve the internal density and velocity 

gradients. Kulkarni et al. (1993) argued that because of the variation in density within 

turbulent vertical plumes, part of the mixed fluid could detrain at a density step. Many 

experiments, from the early results of Ellison and Turner (1959) to the more recent of 

Sequeiros et al. (2010), have shown that density and velocity vary within gravity 

currents. These variations are largely determined by the intensity of turbulent mixing at 

the interface layer at the top of the current, parameterized in terms of the densimetric 

Froude number of the gravity current (Fr, see Eq. 2.2). A series of normalized velocity 

and density excess profiles from published results are shown in Fig. 2.2. Data is taken 

from laboratory experiments of Ellison and Turner (1959), Odier et al. (2009), and 

Sequeiros et al. (2010), and field observations from the Red Sea overflow (Peters and 

Johns 2005a,b), the Baltic inflow (Arneborg et al. 2007), and the Faroe Bank overflow 

(Fer et al. 2010). Subcritical (Fr < 1, Fig. 2.2a and 2.2c) and supercritical gravity 

current profiles (Fr > 1, Fig. 2.2b and 2.2d) are presented separately. Note that, in 

general, subcritical gravity currents (Fr < 1) tend to exhibit a step-like velocity and 

density profiles with a sharp interface layer at the top of the current. Supercritical 
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gravity currents (Fr > 1), in turn, tend to have more diffused velocity and density 

profiles with a thicker interface layer at the top of the current. Hence, one would expect 

larger volumes of mixed fluid detaching from gravity currents flowing along density 

steps in the case of supercritical gravity currents.  

 To test our hypothesis, a series of controlled laboratory experiments of dense 

inflows in a two-layered stratified tank are conducted, in which we modified some 

initial conditions to vary the densimetric Froude numbers (Fr) and, the density contrast 

between the two layers in the tank (hence, Riρ), but the currents have identical buoyancy 

flux per unit width. We will further propose a theory to quantify the portions of the 

buoyancy flux that go into each intrusion, based upon the density and velocity profiles 

of the gravity current and the magnitude of the ambient density step, and will test it with 

the experimental observations. First, the preliminary definitions and theory are 

presented. Second, the experimental set up is described, and the observations 

afterwards. In the following section, the laboratory results are used to test the theory 

presented. We then assess the relevance of our findings in the interpretation of field 

observations. Finally, the conclusions are stated. 

 

Theory  

 

In this work, we consider the behavior of a two-dimensional (2D) gravity current 

flowing down a slope of angle θ in a two-layered stratified tank (Fig. 2.3a). We will use 

the symbols x and y to refer to the horizontal and vertical coordinates, respectively, 

relative to the bottom-right corner of the tank, below the gravity current inflow. The 

along-slope and normal-to-the-slope coordinates will be referred to as S and z, 

respectively. We will refer to the initial densities of the two ambient layers as ρ1 in the 

surface, and ρ2 in the bottom layer. The later will be denser than the top layer (i.e., ρ2 > 

ρ1), and the density step between them is defined as Δρ12 = (ρ2 - ρ1). We further define H 

as the vertical distance from the initial depth of the gravity current to the density step, 

and L as the total length of the tank. The gravity current, in turn, is initially 

characterized in terms of its inflow rate Q0, density ρ0, width W, inflow reduced gravity 

g'0 = g (ρ0 – ρ1)/ ρ1, and its inflow buoyancy flux per unit width B0  = g'0 Q0/ W [m
3
 s

-3
]. 

The density Richardson number (Riρ) is calculated as,  

3/2

0

12'

B

Hg
Ri   (2.1)

 

where, g'12 = g Δρ12/ ρ1 represents the reduced gravity of the ambient water density step, 

and g is the gravitational acceleration. The densimetric Froude number (Fr) is  
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Fig. 2.3. Gravity current entering a two-layered stratified system. (a) Definition of variables in the water 

body. (b) Velocity uG(z) and density excess Δρ(z) profiles of the gravity current. The profiles were 

measured at SN, before the gravity current reaches the density step Δρ12 located at S12. We mark the 

average variables of the current (h, U, ΔΡ), and the maximum value of Δρ(z) as Δρ
*
. 

 

calculated from the average velocity U, thickness h, and reduced gravity G' of the 

gravity current, as follows,

 

  2/1
'hG

U
Fr   (2.2) 

where G' = g ΔΡ/ρ1, and ΔΡ is the average density excess of the gravity current. If we 

know the gravity current velocity profile uG(z) and its density excess profile Δρ(z) (= 

ρ(z) – ρ1), with maximum value at z = 0, i.e., Δρ
*
 = Δρ (0) (Fig. 2.3b), we can calculate 

the average thickness h, velocity U and reduced gravity G' as in Ellison and Turner 

(1959), 
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Observed buoyancy flux portions into the stratified water body - The portion of 

the buoyancy flux per unit width from a 2D-gravity current that becomes an interflow or 

an underflow (Fig. 2.1) can be evaluated experimentally from density profiles collected 

in the tank before, ρint(y), and after, ρobs(y), the injection of a given volume of a 

negatively buoyant fluid in the stratified tank (Fig. 2.4a). The change in ambient 

buoyancy (g') for a longitudinal area (i.e., L x ∫dy) per unit time [m
3
 s

-3
] due to an 

interflow for a specific density step Δρ12 will be referred to as B1(Δρ12), and is 

calculated as, 
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In turn, the buoyancy flux per unit width that becomes an underflow, B2(Δρ12), will be 

calculated as, 
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(2.7) 

Here Y is the total depth of water in the tank, η' is the extra depth from the water surface 

to the initial depth of the gravity current (Fig. 2.3a), and Δt defines the time interval 

between the initial and final ambient density profiles (Fig. 2.4a). All other terms have 

been already defined above. The portions of the inflow buoyancy flux flowing along the 

density step or along the bottom (b1 and b2, respectively) are given by, 
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Fig. 2.4. (a) Experimental estimation of buoyancy flux portions at the interflow and the underflow (b1 and 

b2, respectively) when the gravity current splits due to a density step (Δρ12), from the observed initial and 

final density profiles in the ambient water (ρint (y) and ρobs(y), respectively). (b) Density excess profile of 

the gravity current, Δρ(z). We mark the maximum value, Δρ
*
. (c) Velocity profile of the gravity current, 

uG(z). (d) Predictions of b1 and b2 as a function of height, zi. (e) Predictions of b1 and b2 as a function of 

the density Richardson number, Riρ. We mark the critical value, Riρ
*
. 

 

 Note that the partitioning of the buoyancy flux between the interflow and the 

underflow can also be expressed in terms of Riρ, since Riρ is a linear function of Δρ12 

(Eq. 2.1) when B0 and H are held constants, as was the case in our experiments.  

 

Predicted buoyancy flux portions from the gravity current profiles - The 

portions of the inflow buoyancy flux becoming interflows or underflows can be 

calculated as a function of Riρ and the internal gradients in the gravity current (Fr). 

Given the velocity and density profiles of the gravity current measured at site SN (Fig. 

2.3b), upstream of the density step located at S12 (Fig. 2.3a), the total buoyancy flux per 

unit width in the gravity current, BG (SN, z) [m
3
 s

-3
], can be calculated as a function of z 

by integration as,  
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The distance from the sampling site to the density step (S12 - SN) is such that: (1) the 

gravity current develops and reaches normal conditions, with a constant average 

velocity of the underflow (Ellison and Turner 1959), and (2) the current is not affected 

by the instabilities created at the density step (Samothrakis and Cotel 2006a). Note that 

the cumulative buoyancy flux BG (SN, z) is maximum, and equal to the inflow buoyancy 

flux per unit width at the top of the current (z → ∞), i.e., BG (SN, ∞) = B0.  

The partition of the buoyancy flux between interflows and underflows can be 

estimated based upon the density excess Δρ(z) and velocity gradients uG(z) within the 

gravity current (Fig. 2.4b,c) as follows. First, we will identify the height zi within the 

gravity current profile where its density excess equals to the ambient density step, Δρ(zi) 

= Δρ12 (Fig. 2.4b). The portion of the buoyancy flux above zi represents the portion that 

flows as interflow (b1) and is calculated as follows,  
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The portion of the buoyancy flux below zi, in turn, represents the portion that reaches 

the bottom of the tank and flows as an underflow in layer 2 (i.e., b2). It is calculated as,  
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 Note that the predictions from the integral Eqs. 2.11 and 2.12 require detailed 

information of density and velocity profiles of the gravity current (Figs. 2.4b,c), and are 

given in terms of the height zi (Fig. 2.4d). For any given value of Δρ12, one could 

identify z = zi such that Δρ(z) = Δρ12, and use this procedure to determine the actual 

portions b1 and b2 for that particular scenario. The partitioning of the buoyancy flux 

(Eqs. 2.11 and 2.12) can also be described in terms of Δρ(z) rather than zi, given that the 

density excess profile at the gravity current is a monotonic function of height (Fig. 

2.4b). In addition, the non-dimensional number Riρ is a linear function of Δρ (Eq. 2.1), 

since B0 and H are considered constant. Hence, we can further express b1 and b2 in Eqs. 

2.11 and 2.12 as functions of Riρ (Fig. 2.4e). The whole gravity current will penetrate 

the density step and flow as an underflow (i.e., b2=1) if Riρ = 0 (i.e., no density step or 

homogeneous system). The gravity current will, in turn, become an interflow (i.e., 

b1=1) when Riρ > Riρ
*
 (Fig. 2.4e), and thus, when the density step at the ambient water 

is larger than Δρ
*
, i.e., Δρ12 > Δρ

*
 (Fig. 2.4b). 
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Fig. 2.5. (a) Hypothetical velocity profiles of two gravity currents with different regime: subcritical (gray) 

and supercritical (black), and (b) the corresponding hypothetical density excess profiles, where the 

maximum value is Δρ
*
. (c) Predictions of buoyancy flux portions at the interflow and underflow (b1 and 

b2, respectively) when the hypothetical gravity currents split at a density step, as a function of the density 

Richardson number (Riρ). We mark the critical value, Riρ
*
. 

 

From Eqs. 2.11 and 2.12, the portion of the buoyancy flux that becomes an 

interflow or underflow at a sharp density step when the gravity current splits, can be 

predicted based on the internal gradients within the gravity current. Consider, for 

example, a subcritical gravity current (Fr < 1), with a sharp interface layer and 

relatively homogenous internal properties (Figs. 2.5a,b – gray lines). In this case, 

according to Eqs. 2.11 and 2.12, the gravity current would not split (Fig. 2.5c – gray 

lines). In contrast, one could expect splitting of the gravity current for low values of Riρ 

if the interface layer at the top of the gravity current is diffuse (Fr > 1, Fig. 2.5c – black 

lines). These results suggest that the portions of the buoyancy flux that flow along or 

penetrate a density-step (interflow or underflow) are controlled not only by the ambient 

stratification (Riρ), but also by the internal gradients within the gravity current 

properties, which in turn, appear controlled by Fr. In the following section we will 

describe the experiments undertaken to prove this hypothesis. 

 

Methods 

 

Experimental setup - A series of 38 experiments were conducted in a Plexiglas 

tank, as shown in Fig. 2.6a. The experiments consisted on pumping saline water at a 

controlled rate down a slope into a two-layered stratified environment. The tank was 

rectangular in cross section, similar to Wells and Wettlaufer (2007) and Wells and 

Nadarajah (2009). Inside the tank, an internal channel with side walls was placed at one 

end. This channel was divided into two parts: first, a horizontal platform, followed by a  



Chapter 2 

51 

 

 

 
 

Fig. 2.6. (a) Schematic layout of the experimental setup. The dashed rectangle in the main tank marks the 

study region to obtain the time slices series. The MSCTI is shown at the two locations where it was 

placed during the experiments. (b) Releasing mechanism in A-runs (subcritical regime, Fr < 1). (c) 

Releasing mechanism in B-runs (supercritical regime, Fr > 1) 

 

sloping section with a slope angle of 25º. Further details of the experimental set up are 

given in Table 2.1. 

The two-layered stratification in the tank was created as follows. Two large 

containers, of 205-liters each, were initially filled with saline and fresh water (ρ2 and ρ1, 

respectively) at room temperature of 20ºC. To fill the tank, we first added the salty 

water (ρ2), and then slowly added the fresh water (ρ1) on top using a floating diffuser to 

minimize mixing between the two layers. As a result, the thicknesses of both layers 

were constant at the beginning of each injection and equal to 0.22 m both at the top 

layer (H) and at the bottom layer (Table 2.1, Fig. 2.6a). We determined the initial 

density step at the ambient water Δρ12, using a digital MISCO refractometer, model 

PA202, with a 4 decimal accuracy on the refractive index scales. The refractometer 

reading was converted to density at 20ºC using tabulated data (Weast 1975), also with 4 

decimal accuracy in g cm
-3

. 

Once the tank was filled, a 2D-gravity current was created by continuously 

pumping a saturated saline and dyed solution with a peristaltic pump at the beginning of 

the internal horizontal platform (Fig. 2.6a). The injection period of each run was ca. 20 

minutes. Inflow density (ρ0), flow rate (Q0), reduced gravity (g'0), and buoyancy flux per 

unit width (B0) were constant during all the injections (Table 2.1). The density  
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Table 2.1. Dimensions and initial conditions in the tank, and constant inflow conditions of the 

experimental two-dimensional gravity currents. 

 

Variable Units Value 

Tank dimensions   

length  m 2.5 

width m 0.3 

depth m 0.6 

Internal channel dimensions   

Horizontal platform   

length m 0.33 

width m 0.22 

depth m 0.44 

Sloping section   

length m 1.00 

width m 0.22 

Initial conditions in the tank   

Density of the fresh water, ρ1 kg m
-3

 998 

Total water column depth, Y m 0.45 

Extra depth surface-inflow, η' m 0.01 

Thickness of the top layer, H m 0.22 

Thickness of the bottom layer m 0.22 

Inflow conditions (constant)   

Inflow density, ρ0 kg m
-3

 1,199 

Inflow rate, Q0 m
3
 s

-1
 8.57 x 10

-6
 

Inflow reduced gravity,  g'0  m s
-2

 1.97 

Inflow buoyancy flux per unit width, B0 m
3
 s

-3
 7.68 x 10

-5
 

 

 

Richardson number (Riρ, Eq. 2.1), was experimentally varied by changing the density of 

the lower layer ρ2, while fixing the density of the upper layer ρ1. The experimental 

values of Δρ12 and Riρ for each run are shown in Table 2.2. 

We conducted two sets of experiments (A and B) with similar values of Δρ12, but 

using two different release mechanisms (Figs. 2.6b and 2.6c; Table 2.2). The injection 

device in the A-experiments consisted of a plastic tube of 5 mm diameter placed at the 

beginning of the horizontal platform, which allowed the saturated solution to spread 

uniformly along the internal channel width since the beginning of the slope (Fig. 2.6b). 

In the B-experiments, the saline solution was injected through a diffuser placed at the 

beginning of the slope, and covering the whole width of the internal channel (Fig. 2.6c). 

As a result of the two different injection devices, we were able to generate gravity 

currents with different velocity and density profiles. Downstream the inflow-section 

(see Results), the gravity current was sub-critical (Fr < 1) in the A-experiments, but 

supercritical (Fr > 1) in the B-experiments.   
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Table 2.2. Experimental specifications of A- (subcritical, Fr < 1) and B- (supercritical, Fr > 1) runs (Fig. 

2.6b, 2.6c). Ambient water density profiles were measured only in the runs marked in bold. Photos were 

taken in all runs. 

 

 

Sub-critial, Fr < 1 Supercritical, Fr > 1 

Run 
Δρ12

a 

(kg m
-3

) 
Riρ

 b 
Run 

Δρ12
 a

 

(kg m
-3

) 
Riρ

 b
 

A-1 64.60 77.34 B-21 66.29 79.36 

A-2 56.70 67.88    

A-3 51.93 62.17    

A-4 45.88 54.92 B-22 38.33 45.89 

A-5 34.28 41.03 B-23 32.30 38.67 

A-6 33.30 39.86 B-24 28.00 33.52 

A-7 29.00 34.72 B-25 24.30 29.09 

A-8 25.30 30.29 B-26 24.01 28.74 

A-9 21.70 25.98 B-27 20.70 24.78 

A-10 24.28 29.07 B-28 17.90 21.43 

A-11 18.90 22.63 B-29 17.05 20.41 

A-12 13.80 16.52 B-30 12.80 15.32 

A-13 15.69 18.78 B-31 9.30 11.13 

A-14 10.30 12.33 B-32 8.89 10.64 

A-15 9.03 10.81 B-33 6.40 7.66 

A-16 7.40 8.86 B-34 5.32 6.37 

A-17 6.15 7.36 B-35 3.80 4.55 

A-18 4.50 5.39 B-36 3.50 4.19 

A-19 2.40 2.87 B-37 1.40 1.68 

A-20 0.00 0.00 B-38 0.00 0.00 
a
Δρ12 – Density difference at the density step. 

b
Riρ  - Density Richardson number. 

 

Instruments - Sequences of photographs of the two-layered tank were taken in 

each experiment with a frequency of 5 s during the 30 minutes after the beginning of the 

injection (ca. 360 photos per run), using a digital camera placed on a tripod. From those 

photographs we extracted vertical image slices at x = 1.3 m (Fig. 2.6a, dashed 

rectangle). We will refer to these montages of image slices as ‘time slices series’, which 

show the increase in thickness of the intrusion(s) into the stratified system over time.  

Velocity profiles within the gravity current were measured at a site 0.20 m 

upstream of the density step located at S12 = 0.52 m (i.e., SN = 0.32 m), using a Nortek 

Vectrino-II Acoustic Doppler Velocimeter (ADV) (Fig. 2.6a). The Vectrino-II ADV 

consists of one transmitter and four receivers which are slanted at 30º from the axis of 

the transducer. Unlike older ADV units, this newer unit is able to measure all 3 velocity 

components at 30 locations simultaneously, at 30-80 mm from the transducer head. The 

ADV was placed at the center of the slope at SN and z = 7 cm, giving velocity profiles 
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with 1 mm vertical resolution between z = 0 cm and z = 3 cm, and a frequency of 50 Hz. 

To ensure a good data acquisition, the axis of the probe was normal to the slope (Alex 

Hay, personal communication). Representative velocity values of the downward 

velocity component (US) were obtained after two post-processing tasks undertaken in 

the following order: first, we filtered the velocity fluctuations of a raw measured time 

series during a period of 3 minutes (starting when the head of the current passed the 

instrument) by using windows of 5 s; and then, we averaged the filtered 1800 values to 

obtain the representative velocity profile. 

Vertical density profiles within the gravity current were measured at the same 

location as the velocity profiles, using a MicroScale Conductivity and Temperature 

Instrument (MSCTI), model 125 manufactured by PME, Inc (Fig. 2.6a). This instrument 

is designed to measure two analog voltage outputs (range of ± 5 V) of ionic solutions at 

a frequency of 20 Hz, which are converted to electrical conductivity (S cm
-1

) and 

temperature (ºC) according to internal calibration equations. The readings of 

temperature and conductivity were used to estimate density following the polynomial 

equations described by Ruddick and Shirtcliffe (1979). The MSCTI was attached to a 

traversing stage which allowed the probe to move vertically with a speed of 1cm s
-1

, 

which yielded a vertical resolution of 0.05 mm for the resulting density profile over the 

range from 0.3 cm to 3 cm above the bottom. As a result, vertical density excess profiles 

at the gravity current in the y-axis Δρ(y) (= ρ(y) - ρ1) were gathered, instead of the z-axis 

as the velocity profiles. The characteristic density excess profile of each study gravity 

current was obtained by averaging ca. 9-10 downward profiles measured over a period 

of ca. 10 minutes after the head of the gravity current passed the instrument. It is 

important to notice that the characteristic density excess profile in a layer of 3 mm right 

above the sloping bottom was extrapolated from the observations, given that the density 

measurements close to the wall were not feasible without destroying the glass 

conductivity probe. We followed the Ellison and Turner (1959) laboratory observations, 

and used two different functions to estimate the density profile within these 3 mm. An 

exponential function was fitted to the observations, and used to extrapolate the density 

measurements to a height above the bottom where the velocity was about half its 

maximum value. An error function was then used to fill the data gap between that 

height of half-maximum velocity and the bottom. The extrapolated density excess 

profiles were forced to satisfy two conditions. First, the maximum value of the gravity 

current density excess (Δρ
*
, at the bottom) should be equal to the density step Δρ12 

associated with the critical Riρ
*
, for which a pure interflow (b1 = 1) was observed in 

each set of experiments (Figs. 2.4b,e). Second, the total buoyancy flux per unit width in 

the gravity current at the measurement site equaled its inflow value at the release point 

(B0 = 7.68 x 10
-5

 m
3
 s

-3
), so that buoyancy flux is conserved. 

Finally, we measured a set of 30 downward density profiles of the complete (i.e., 

Y = 0.45 m) ambient water column at the end of the slope (x = 1.5 m, Fig. 2.6a, probe in 



Chapter 2 

55 

 

solid line) during the 20 minutes duration of each run. We will use the initial ambient 

density profile and the one measured after ca. 7 minutes from the beginning of the 

injection of dyed water (ρint(y) and ρobs(y), respectively), to quantify the portions b1 and 

b2 (Eqs. 2.8 and 2.9) when the 2D-gravity current splits at the density step. After that 

interval Δt = 7 min, the oscillations in the base of the top layer generated at the time 

when the gravity current hits the density step had vanished, and the filling box dynamics 

described by Wells and Wettlaufer (2005) had not significantly changed the initial depth 

of the top layer, H. Note that the addition of colored dyes to the gravity current showed 

that the density layers were almost flat during each experiment (Wells and Wettlaufer 

2005), so the observed buoyancy flux portions would not have varied if we had 

measured ρobs(y) at other location within the tank. 

 

 

 

 

Fig. 2.7.  Photographs of the central 1 m-length section of the tank (Fig. 2.6a) during different runs with 

supercritical regime. Photo (a) was taken after 0.5 min of injection and (b-d) after 7 min. We observe the 

actual splitting of the gravity current in (a), interflow in (b), underflow in (c) and split flow in (d).The 

dashed lines mark the predominant pathways of the gravity current.  
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Results 

  

Fig. 2.7 includes photographs from different experiments, with the gravity 

current exhibiting the three different behaviors shown in Fig. 2.1. Fig. 2.7a, in 

particular, shows a gravity current splitting as it reaches the density step. Part of the 

dyed current flows along the density step, and another part penetrates and flows 

downwards along the slope on the second bottom layer. The whole gravity current 

separated from the bottom at the base of the top layer (interflow) when the two-layered 

system was characterized by high Riρ values (Fig. 2.7b and 2.1a). For low values of Riρ, 

the majority of the current penetrated the density step and flows along the bottom as an 

underflow (Fig. 2.7c and 2.1b). Note also that there is a small portion of the gravity 

current that forms an interflow, even for low Riρ. This could be the result of turbulent 

motions that develop at the base of the top layer as soon as the gravity current hits the 

density step (Samothrakis and Cotel 2006a). Finally, the flow splits for intermediate 

values of Riρ, so that a portion of the gravity current flowed along the base of the top 

layer (interflow) and the remaining portion penetrated the density step to flow along the 

bottom (underflow) (Fig. 2.7d and 2.1c). 

 

Changes in ambient stratification- Time slices series from experiments with 

different Riρ and Fr are shown in Fig. 2.8. In both set of runs, we observed thicker 

interflows for larger values of Riρ (compare, for example, Figs. 2.8a and 2.8c). Note 

that, in general, thicker interflows also developed in response to gravity currents with Fr 

> 1, compared to currents with Fr < 1, for similar values of Riρ (compare, for example, 

Figs. 2.8e and 2.8b). The underflows, in turn, tended to have similar thickness in both 

regimes. Only for the highest Riρ tested, the underflows generated by subcritical gravity 

currents where slightly thicker (Figs. 2.8a and 2.8d). Again, a small portion of the 

gravity current forms an interflow even for low Riρ (Figs. 2.8c and 2.8f). The observed 

thickness of inter- and underflows can be used to predict the partitioning of the volume 

flux along the gravity current between the two intrusions at the density step. These 

results are included in the Appendix (Volume flux partition). Here we focus on the 

partitioning of the buoyancy flux.  

 In Fig. 2.9 we have plotted ambient water density profiles at the beginning, 

ρint(y, t = 0 min), and at the end, ρobs(y, t ~ 7 min), of different experiments. The 

differences between the two profiles at the density step or the bottom of the tank are 

indicative of the buoyancy fluxes per unit width flowing as interflow or underflow, 

B1(Δρ12) and B2(Δρ12) (Eqs. 2.6 and 2.7, respectively). Note that the changes in the 

ambient density profiles at the density step are more pronounced for larger Riρ (compare 

Fig. 2.9d with 2.9f). This suggests again that the portion of the inflow buoyancy flux per  
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Fig. 2.8. Time slices series during different experiments (Table 2.2). The dashed line marks 7 min after 

the beginning of the injection 

 

unit width added to the top layer tended to be larger for higher Riρ. As Riρ decreases, in 

turn, the buoyancy flux flowing into the bottom layer tended to increase (from Fig. 2.9a 

to 2.9c). The differences between the initial and final density profiles were also sensitive 

to changes in the release mechanisms, suggesting that the partition of the buoyancy  

 

 

Fig. 2.9. Ambient water density profiles before the gravity current injection (ρint) and after ca. 7 min since 

the beginning of the injection (ρobs), gathered with the MSTCI at x = 1.5 m in the experimental tank (Fig. 

2.6a) during different experiments (Table 2.2). 
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fluxes at the density step varied not only as a function of Riρ, but also depending on Fr. 

In general, the buoyancy flux per unit width added to the top layer (B1) was larger for 

gravity currents with Fr > 1compared with gravity currents with Fr < 1, for similar 

values of Riρ (compare Fig. 2.9d and 2.9a, for example).  

 

Velocity and density gradients in the gravity currents - Time-averaged velocity 

and density excess profiles in the S-z reference system are shown in Fig. 2.10 for the A- 

and B- series of experiments. The measured vertical density profile ρ(y) was multiplied 

by the cosine of the bottom slope and converted to ρ(z) in order to use the  

 

 

Fig. 2.10. Experimental profiles of the two gravity currents, with subcritical (Fr < 1, a-c) and supercritical 

(Fr > 1, d-f) regimes. All profiles are referred to the S-z reference system and measured at SN (Fig. 2.6a). 

The average values of thickness, velocity and density excess (h, U, ΔΡ) are shown above. Error bars mark 

the standard deviation of the observed variables over the study period. (a, d) Velocity profile, uG(z). (b, e) 

Density excess profile, Δρ(z). The red points are an extrapolation of the profile in order to conserve the 

inflow buoyancy flux per unit width. (c, f) Gradient Richardson number (Rig) where the dashed line 

marks the critical value, Rig = 0.25, and the shaded rectangle marks interface layer at the top of the 

current. 
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same reference system as the velocity measurements (i.e., S-z axis, Fig. 2.6a). Note that 

we mark in red the extrapolated part of the density excess profiles of the gravity 

currents in Figs. 2.10b,e. According to our results, the critical Riρ
*
 values were 75 for 

the A-experiments and 42 in the B-experiments (see Fig. 2.11 in Discussion), which we 

used in the second criteria of our extrapolation procedure. The resulting velocity and 

density excess profiles of our observed gravity currents were very similar to those 

measured by Ellison and Turner (1959) under similar conditions of bottom slope, and 

current density and velocity (compare their Fig. 4 with our Fig. 2.10). 

We estimated that Fr was 0.69 (subcritical) in the A-experiments, and 1.31 

(supercritical) in the B-experiments. The time-averaged velocity and density excess 

profiles in the A- and the B-experiments (Figs. 2.10a,b and 2.10d,e, respectively) 

exhibited differences, which were consistent with those shown in Fig. 2.2 for Fr < 1 and 

Fr > 1. First, the supercritical gravity current exhibited larger values of average 

thickness h and velocity U, but lower average density excess ΔΡ. Also, gradients in the 

density excess profiles tend to be sharper in the A-experiments (Fr < 1), while the 

current-ambient interface layer is more diffuse and thicker for the supercritical flows, 

consistent with previous reports (Odier et al. 2009).  

We estimated the gradient Richardson number, Rig(z), from the profiles shown in 

Fig. 2.10, as Rig(z) = [g (dρ(z)/ dz)] / [ρG (duG(z)/ dz)
2 

], where ρG is the average density 

of the current. Values of Rig < 0.25 were observed above the velocity maxima in our 

profiles (Figs. 2.10c and 2.10f), which suggest the presence of an active mixing layer 

between the current and the ambient water (Strang and Fernando 2001). This mixing 

layer at the current-ambient water interface (i.e., interface layer), with Rig < 0.25, was 

about twice as thick in the B-experiments, with Fr >1, compared to the interface layer in 

the A-experiments, with Fr < 1 (18 mm and 8 mm, respectively). These results suggest 

that turbulent mixing is more energetic in supercritical gravity currents, as reported by 

Turner (1986). No roll waves were observed at the top interface layer of the currents, 

since Reynolds number in our experiments was Re > 500 (ν = 10
-6

 m
2
 s

-1
), compared to 

the lower Reynolds number experiments of Cenedese et al. (2004). We calculated the 

entrainment coefficients at the interface layer from changes in the average gravity 

current thickness h, between the beginning of the inflow channel and SN, as E = Δh / ΔS 

(Ellison and Turner 1959). The average thickness h was 2.06 cm and 1.68 cm in the A- 

and B-experiments, respectively. Their ratio was 1.22. The entrainment coefficient (E) 

was 0.0054 in the A-experiments (Fr < 1), almost 20% smaller than the same estimates 

for the B-experiments, with supercritical currents (E = 0.0066). These values are in the 

range of those found by Ellison and Turner (1959) in their experiments with gravity 

currents of similar densimetric values of Fr and slope angles.   
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Discussion 

 

Observed and predicted buoyancy flux portions - The partitioning of the 

buoyancy flux (b1 and b2) at the density step estimated from the velocity and density 

profiles within the gravity current (Fig. 2.10), using Eqs. 2.11 and 2.12, compares well 

to the portions calculated with Eqs. 2.8 and 2.9 using the observed density profiles in 

the tank before and after the injection (see Fig. 2.11). The differences can be partly due 

to the fact that the velocity and density profiles were collected not at the density step but 

0.2 m upstream. The gravity current will entrain additional ambient water before 

reaching the density step, and consequently the profiles at S12 will differ from those at 

the sampling site, SN. The maximum density excess (Δρ
*
), for example, will be lower at 

S12 compared to the observed values at SN. The two profiles, though, can be assumed 

self-similar in velocity terms, given that the current flows under normal conditions 

(Sequeiros et al. 2010). Hence, one can estimate the profiles at S12 based on the 

information available at SN. We used Eqs. 3, 6, and 10 from Wells and Wettlaufer 

(2007) to estimate the reduction of the gravity current density excess at S12,  

 

 

Fig. 2.11. Predictions (lines) and experimental results (symbols) of buoyancy flux portions as a function 

of the density Richardson number (b versus Riρ), from the experimental (a) subcritical gravity current (Fr 

< 1), and (b) supercritical gravity current (Fr > 1) entering the two-layered system (Fig. 2.10). The black 

dot marks the critical value of Riρ
*
 and the thin dashed line marks the Riρ[0.5] for each regime. The shaded 

regions show the range of predicted values of b due to the error introduced by neglecting additional 

entrainment of ambient water before the gravity current reached the density step (Fig. 2.6a). 
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using the entrainment coefficients E calculated in the results section and density profiles 

in Figs. 2.10b, e. As a result, Riρ
*
 could be ca. 12-15% lower than estimated based on 

the profiles collected at SN, and the predictions from Eqs. 2.11 and 2.12 would be still in 

good agreement with the estimates from Eqs. 2.8 and 2.9 (see shaded black and gray 

regions in Fig. 2.11).      

Note that the value of Riρ for which 50% of the buoyancy flux per unit width in 

the gravity current becomes an interflow, Riρ[0.5], is lower in the case of supercritical 

gravity currents, compared to the gravity currents flowing with Fr < 1 (Fig. 2.11). This 

will be also the case for the critical Riρ
*
 required for a pure interflow (i.e., b1(Riρ

*
) = 1). 

These results suggest that splitting of gravity currents in a two-layered stratified system 

with a weak density step is more likely to occur for gravity currents exhibiting a diffuse 

and thick interface layer, associated with larger densimetric Froude number as in the 

supercritical regime (Fr > 1), compared to other gravity currents with a more sharp and 

thinner interface layer, when Fr < 1.  

 

Application to the field - To determine whether the current splits or not into 

multiple intrusions in field scale settings, it may be more appropriate to analyze the 

local conditions prevailing at the point where the gravity current meets the sharp density 

step, rather than by considering the inflow conditions, as in Eq. 2.1. This is because 

many field gravity currents are not purely two dimensional, and there may be additional 

mixing at, for example, the initial plunge zone where a cold river enters a stratified lake. 

Wallace and Sheff (1987) defined the stability of the stratification in terms of local 

conditions (herein after, transition Richardson number, Ri12) as a density differences 

ratio between the density step in the ambient water (ρ2 – ρ1), and the average density 

excess of the gravity current at the base of the top-layer (ρG - ρ1). In a similar way as for 

Riρ, there exists a critical value of Ri12 (Ri12c), for which part of the gravity current 

flowing into the density step would leak to the bottom, as an underflow (i.e., split flow, 

Fig. 2.1c). According to our definition of Ri12, we expect Ri12c ≈ 1, given that the gravity 

current will only penetrate through a density step (underflow) when it is denser than the 

underlying fluid, i.e., (ρG - ρ1) > (ρ2 – ρ1), or alternatively for Ri12 < 1. For Ri12 ≥ 1, the 

gravity current will have entrained sufficient ambient water after falling a depth H, so 

that its average density ρG could be close to ρ2, and thus, a portion (or the whole) gravity 

current will detrain at the base of the top layer (split- or inter-flows, Figs. 2.1c and 2.1a, 

respectively). This concept of Ri12 was recently applied in field observations (Cortés et 

al. 2014a) and shows good agreement with the regimes illustrated in Fig. 2.1. 

As it is often in natural systems, Cortés et al. (2014a) observed field ambient 

density profiles characterized by thick linearly-density stratified metalimnetic layers 

(see their Fig. 1.5). Laboratory experiments undertaken by Flynn and Sutherland (2004) 

and Wells and Nadarajah (2009) identified that the intrusion depth of a current entering 
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a continuously-density stratified water column is a function of the buoyancy frequency 

(N) in the ambient water. Therefore, we suggest as a future line of research, to adapt our 

theory and undertake a similar set of experiments but in linearly-density stratified water 

columns, in order to evaluate our model under more realistic conditions. 

 

Application of the theory: b1 as a function of Fr and Riρ - The portion of 

buoyancy flux that separates from a gravity current at a sharp density step (b1) can be 

predicted from Eq. 2.11, if the velocity and density profiles of the current are known. 

The density and velocity profiles in this work are similar to those of the seminal 

experiments of Ellison and Turner (1959), but they do not necessarily have the same 

shape as large field scale gravity currents, where increased turbulence due to enhanced 

bottom roughness leads to a more highly mixed lower layer (Fig. 2.2). Sequeiros (2012) 

recently argued that the velocity and density profiles in large scale gravity currents can 

be estimated from their densimetric Froude numbers. He proposed empirical 

relationships based on a total of 31 field observations (his Table 1) to estimate the 

current thickness, maximum velocity and density excess, and other characteristic 

parameters of the current profiles, based on Fr (see his Eqs. 23 to 27). He further 

proposed two dimensionless velocity and density excess profiles for subcritical and 

supercritical gravity currents, which were in good agreement with experimental data  

 

 

Fig. 2.12. Application results: predicted interflow buoyancy flux portions of the inflowing current (b1) as 

a function of the density Richardson number (Riρ) for different densimetric Froude numbers (Fr) of 

theoretical gravity currents [Sequeiros, 2012]. Values of b1 along the white dashed line at Riρ = 20 are 

commented in the text. We also mark with symbols (circles and triangles) the predicted portions of b1 for 

the two gravity currents observed in our lab experiments. 
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of saline gravity currents from Sequeiros et al. (2010). Here, we have followed 

Sequeiros (2012) to build dimensional uG(z) and Δρ(z) profiles (see his Fig. 2.4 and our 

Fig. 2.3b). Using these theoretical gravity current profiles, the portion of the buoyancy 

flux separating at a sharp density step (b1) was estimated following Eq. 2.11. In this 

exercise, we assumed a depth H ten times higher than the average thickness within the 

gravity current h, as was the case in our experiments. The results of this exercise are 

shown in Fig. 2.12 for a range of Fr, close to 1, and a range of Riρ. 

For any value of Fr, the results shown in Fig. 2.12 suggest that almost the whole 

current penetrates the density step to form an underflow when Riρ < 5 (b1 ~ 0). For Riρ > 

40, the whole current flows along the base of the top layer as an interflow (b1 = 1). 

Hence, the ranges of critical density Richardson numbers (Riρ
*
) are similar to the range 

of critical values encountered in our laboratory experiments (Riρ
*
 ~ 5-40). In addition, 

our predictions of b1 for the two laboratory Fr values (i.e., 0.69 and 1.31) are in good 

agreement with the predictions inferred from the theoretical gravity current profiles that 

we built from Sequeiros’ work (dots and squares in Fig. 2.12). For Riρ in the critical 

range, the portion of buoyancy flux that flows as interflow appears to vary in Fig. 2.12 

depending on the Fr, and thus, the internal gradients within the gravity current. For 

example, when Riρ = 20, b1 range between 0.3 and 0.8 when the Fr varies between 0.6 

and 2.1. These are values of Fr typically found in the field, which suggest that realistic 

gravity currents could display the dynamic we have sketched in Fig. 2.1c of split flows.  

 

Conclusions and implications 

 

 We have demonstrated that the splitting of a gravity current at a density step in 

a two-layered stratified system depends on two non-dimensional numbers: a Richardson 

number (Riρ) which represents the effect of the density step in the basin; and the 

densimetric Froude number (Fr) which controls the internal gradients of the gravity 

current. The stream-tube paradigm presented in many textbooks and previous studies 

(Smith 1975; Fischer et al. 1979; Price and Baringer 1994; Dallimore et al. 2001) as a 

model for gravity currents, which assumes that flow properties are invariant below the 

interface with the ambient water, cannot explain the process of splitting of negatively 

buoyant flows in two-layered stratified environments. The splitting process may be 

more common than single intrusions, but being able to detect them will require the 

collection of high-resolution field observations, or even using conservative/artificial 

tracers released during short periods of time to explicitly indentify multiple intrusions. 

Our experiments suggest that an alternative approach could be used to determine 

whether or not splitting of a gravity current occurs downstream, and to quantify the 
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partitioning of the buoyancy flux between inter- and under-flows. This approach, 

though, requires detailed information of the internal structure of the gravity current. 

 

Appendix: Volume flux partition 

 

The field work undertaken by Cortés et al. (2014a) motivated us to quantify the 

partition of a gravity current at the density step of a stratified water body (Δρ12) in terms 

of the buoyancy flux of the current (BG). However, there may be other situations in 

which the volume flux of the current (QG) could be the variable of interest. As a result, 

in this document we again compare our experimental observations with a theory, but 

now we quantify the portions of the volume flux from the gravity current that go into 

each layer when it hits the density step of a two-layered system. This work is organized 

as follows. First, we introduce a theory to describe how a gravity current will be split at 

a sharp density step, and determine the volume flux portions that intrude into the two 

layers based upon the density and velocity profiles of the gravity current (Fr) and the 

strength of the ambient density step (Riρ). We already described the methodology of the 

experimental runs. Then, we present the main observations regarding inflow/underflow 

volume fluxes in terms of thickness from time slices series. Finally, we relate our 

laboratory results with the already presented theory. 

 

Observed volume flux portions into the stratified water body - The volumetric 

fluxes in the interflow and underflow can be evaluated from measurements taken in the 

ambient water after the injection of a given volume of negatively buoyant fluid. In this 

work, these calculations are done from measurements of the thickness of the interflow 

in the water column (h1) taken shortly after a traced gravity current has reached the 

density step and before re-entrainment has become important. In addition, we define h
*
 

as the thickness of the interflow when there is no underflow. As a result, we can define 

the thickness of the underflow as (h
*
 - h1) without considering entrainment at the lower 

layer. According to this, we estimate the corresponding values of volume fluxes at the 

interflow and underflow for a specific density step (Q1(Δρ12) and Q2(Δρ12), respectively) 

as follows, 

t
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Note that Δt defines the time after the beginning of the injection when we measured the 

thickness of the interflows, h1. The rest of variables have been already described. 



Chapter 2 

65 

 

Therefore, volume flux portions which flows as interflow or underflow (q1 or q2) are 

calculated either from the volume flux QG in the gravity current (Eq. 2.A5), or from h
*
, 

as follows, 
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Note that the partitioning of the volume flux between the interflow and the 

underflow can also be expressed in terms of Riρ (Eq. 2.1). Our series of experiments 

with different density steps Δρ12 allowed us to determine the functions q1(Riρ) and 

q2(Riρ). We again want to test our hypothesis of that these portions not only depend on 

the stratification conditions in the ambient water (Riρ), but that they may also change 

depending on the internal properties of the gravity current (Fr).  

 

Predicted volume flux portions from the gravity current profiles -  Similarly to 

the buoyancy flux in the gravity current, we can define a cumulative volume flux at a 

given distance SN from the source line (Fig. 2.3a), and any given distance from the 

bottom z, as, 



z

GG dzzSuWzSQ
0

NN ),(),(  (2.A5) 

Due to entrainment of overlying fluid into the gravity current, the volume flux at the top 

of the current (z → ∞), is much larger than the inflow value, i.e., QG (SN, h) > Q0.  

The portion of the volume flux in the gravity current becoming an interflow or 

an underflow (q1 and q2, respectively) can also be calculated from the velocity profile 

uG(SN, z) and the height zi (Fig. 2.A1a-c) as,  
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Fig. 2A1. (a) Density excess profile of the gravity current, Δρ(z). We mark the maximum value, Δρ
*
. (b) 

Velocity profile of the gravity current, uG(z). (c) Predictions of the volume flux portions q1 and q2 as a 

function of height, zi. (d) Predictions of q1 and q2 as a function of the density Richardson number, Riρ. We 

mark the critical value Riρ
*
. 

 

Note that the integral Eqs. 2.A6 and 2.A7 are given in terms of the height zi. One 

can think of Eqs. 2.A6 and 2.A7 as predictions of the portions q1 and q2 calculated from 

observations (Eqs. 2.A3 and 2.A4), based upon the internal gradients within the gravity 

current observed before it reaches the density step (Fig. 2.A1c).  As a result, these 

predictions required detailed information of density and velocity profiles of the gravity 

current (Fig. 2.A1a,b). Those predictions can also be expressed in terms of Riρ, as 

q1(Riρ) and q2(Riρ) (Fig. 2.A1d). The gravity currents will form underflows for Riρ ~ 0, 

(i.e., q2(Riρ) = 1), and they will form interflows as Riρ → ∞, for which q2(Riρ) → 0. 

  

Methods: Intrusion thickness from time slices series - We measured the 

thickness of the interflow (h1) at the location where vertical image slices were taken to 

construct time slices (x = 1.3 m, Fig. 2.6a), and after 7 minutes since the beginning of 

the injection in order to reach the steady state. 

 

Results: Observed interflow and underflow thickness - The thickness of the 

interflows and underflows, h1 and (h
*

 - h1), are taken as a proxy of the volumetric fluxes 

at the interflow and underflow intrusions (Q1 and Q2), and varied depending on Riρ and 

Fr. Fig. 2.A2 includes the results of thickness as a function of Riρ, and depending on the 

regime in terms of Fr (Fig. 2.8, Table 2.2), based on the analysis of changes occurring 

in the ambient stratification (Eqs. 2.A1 and 2A2). Note that the interflow  
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Fig. 2.A2. Experimental observations of interflow and underflow thickness, h1 and (h
*
- h1), for the two 

sets of runs: subcritical Fr < 1 (squares), and supercritical Fr > 1 (triangles). The dashed lines mark h
*
 for 

each regime. Black means interflow (1) and gray underflow (2) in all plots. 

 

thickness increased with Riρ and, for any given value of Riρ, it was always larger in the 

supercritical regime compared to the subcritical regime (Fig. 2.A2). Note that the ratio 

of the maximum interflow thicknesses in supercritical and subcritical regimes (h
*
) is 

equal to 1.22 (i.e., 15.4 cm and 12.6 cm, respectively), and equal to the ratio of the 

average thickness of the gravity current (h) in both regimes. This ratio justifies the use 

of different values of h
*
 to estimate the portions of volume flux when Fr > 1 and Fr < 1 

as a function of the thickness of the interflow intrusion (Eqs. 2.A3 and 2.A4). 

Otherwise, q1 would not be equal to the unity when the density step Δρ12 was higher 

than the maximum density excess of the current, Δρ
*
. These observations will be used to 

validate our predictions of volume flux portions based on the gravity current properties. 

 

Discussion: Observed and predicted volume flux portions - The predicted 

partition of the gravity current volume flux (q1 and q2) at the density step from Eqs. 

2.A6 and 2.A7 and the two sets of gravity current profiles in Fig. A.10, are compared to 

the observed portions (from Eqs. 2.A3 and 2.A4) in Fig. 2.A3 (predictions with lines 

and observations with symbols). Note that the predicted and observed estimates of 

q1(Riρ) and q2(Riρ) exhibit a good correlation, which again support our working 

hypothesis regarding the importance of the internal gradients in the gravity current 

properties to determine the portion of the current that splits at a density step. 

Note that the critical value of Riρ
*
 required for a pure interflow to develop (q1 = 

1) was ca. Riρ
*
 = 72 in subcritical regime experiments, but Riρ

*
 = 40 for the experiments 
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with supercritical regime. In addition, the value of Riρ[0.5] is lower than the value of Riρ 

needed to have equal portions of the buoyancy flux flow as underflows and interflows 

(compare Fig. 2.A3 and 2.11). This occurs because the velocity profile that determines 

the volume flux has a different shape to the density profile in a gravity current, and 

implies that, in general, the volumetric partitioning of the gravity current in inter- and 

underflows will not coincide with the partition of the buoyancy flux. 

 

 

Fig. 2.A3. Predictions (lines) and experimental results (symbols) of volume flux portions as a function of 

the density Richardson number (q versus Riρ) from experimental profiles of (a) subcritical gravity current 

(Fr < 1), and (b) the supercritical gravity current (Fr > 1) entering the two-layered stratified systems. The 

black dot marks Riρ
*
 and the thin dashed line marks the Riρ[0.5] for each regime.   
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Abstract 

 

The vertical distribution of gravity currents in stratified systems can affect the 

ecology of the water body. This study uses numerical simulations to confirm and further 

extend a recently developed experimental partition theory of a two-dimensional gravity 

current in two portions (interflow and underflow) when entering a two-layered stratified 

system. Laboratory and simulation results show good quantitative agreement and stress 

the significance of the internal gradients within the gravity current (Fr), as well as a 

measure of the ambient stratification (Riρ), on determining the partition of a gravity 

current into a stratified system. In general, both settings confirm that more dramatic 

ambient density changes are expected due to impingement of supercritical currents 

entering strongly stratified basins. We have used the model results to evaluate the errors 

in the gravity current partition estimates due to experimental measurements and 

numerical sources of uncertainty. In addition, new simulation runs have let us to 

characterize the current partition process of a wider range of gravity current regimes 

(Fr) and stratification strengths (Riρ) through a forces balance (buoyancy vs. inertia) 

across the density step, in order to indentify the conditions controlling the splitting 

behavior of different current regimes to those observed in the laboratory. We also 

explain the current behavior based on the mixing efficiency, and discuss the 

implications of our predictions in lakes and the ocean.  

 

Introduction 

 

Gravity currents entering density stratified water bodies frequently introduce 

suspended and dissolved particles into the system (sediments, pollutants, salt, nutrients), 

which can affect the bio-geochemical processes undertaken in the water ecosystem. 

Therefore, both understanding the vertical distribution of the gravity currents in the 

water column and predict their fate are crucial for managing water quality (An et al. 

2014). A large number of theoretical and experimental studies have been conducted to 

understand mixing in gravity currents and its interaction with ambient stratification in 

closed basins (Baines 2001; Fernandez and Imberger 2008a; Wells and Nadarajah 

2009). Recent findings suggest that gravity currents into linearly density stratified 

environments not only entrain ambient water, but they also ‘detrain’ water from the 

current as they flow down-slope (Baines 2001). However, in many of those studies 

about gravity current mixing, the stratification in the basin has been approximated by 

two-layer stratification, with a well-mixed surface layer separated by a sharp interface 

from the deep denser waters (Monaghan et al. 1999; Samothrakis and Cotel 2006a,b;  
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Fig. 3.1. Behavior of a 2D-gravity current of average density ρG in a two-layered stratified environment, 

ρ1 and ρ2. (a) Interflows occur when ρ1 < ρG < ρ2. (b) Underflows occur if ρG > ρ2. (c) Split flows form if 

the gravity current has significant internal density gradients. 

 

Wells and Wettlauffer 2007). When a gravity current enters such a two-layers 

stratification, two inflow behaviors have  been widely study (Fischer et al. 1979): if the 

impinging current is lighter than the lower layer then an intrusion forms on the 

thermocline (Fig. 3.1a, ‘interflow’); otherwise, it will intrude at the very base of the 

basin (Fig. 3.1b, ‘underflow’). However, gravity currents can also split as they impinge 

into a density step to form two intrusions (Fig. 3.1c, Monaghan (2007)). This behavior 

has been previously observed in laboratory experiments with vertical plumes (Kulkarni 

et al. 1993; Cotel and Breidenthal 1997) and turbidity currents (Rimoldi et al. 1996; 

Cesare et al. 2006). However, no indication was given of when splitting gravity currents 

should occur. Wobus et al. (2013) showed in their numerical results the three inflow 

behaviors presented in Fig. 3.1, and characterized them in terms of the increase in 
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potential energy in the system. Field observations in a Mediterranean reservoir by 

Cortés et al. (2014a) showed that a cold river inflow could split in two intrusions at the 

base of the surface mixed layer (SML). The authors stressed the significance of the 

formation of near surface intrusions at a density step (base of the SML), since their 

entrainment into the top layers of the reservoir could result in fluxes of river-borne 

nutrients readily used for phytoplankton growth, and thus, modifying the biochemical 

response of the ecosystem to inflows. As a result, it is critical to quantify the portion of 

the gravity currents when entering a stratified system which could reach the surface 

layers, as well as to understand the conditions controlling the partition of the current at a 

density step. 

 Recent laboratory observations (Cortés et al. 2014b) stressed the significance of 

the gravity current internal properties, as well as the ambient stratification on 

determining how a gravity current intrudes into a two-layered stratified water body. In 

their work, they considered the behavior of a two-dimensional (2D) gravity current 

flowing down a slope of angle θ = 25º into a rectangular stratified water body, where 

the initial densities of the two ambient layers are ρ1 in the surface, and ρ2 in the bottom 

layer (Fig. 3.2a). The later was denser than the top layer (i.e., ρ2 > ρ1), and the density 

step between them is defined as Δρ12 = (ρ2 - ρ1). Here, we use two different reference 

systems referred to the beginning of the ramp: (a) x and y are the horizontal and vertical- 

 

Table 3.1. Tank dimensions and constant inflow conditions of the two-dimensional gravity currents 

created in the laboratory and simulated in this work. 

 

  Laboratory Simulations 

Variable Units Subcritical Supercritical Subcritical Supercritical 

Tank conditions     

Length, L m 2.5 2.87 

Density of the fresh water, ρ1 kg m-3 998 998 - 1000 

Total water column depth, Y m 0.45 0.48 

Thickness of the top layer, H m 0.22 0.22 

Thickness of the bottom 

layer 
m 0.22 0.22 

Inflow conditions      

Inflow rate, Q0 m3 s-1 8.57 x 10-6 8.57 x 10-6 1.08 x 10-5 1.68 x 10-5 

Inflow velocity, U0 m3 s-1 - - 0.016 0.016 

Inflow thickness, h0 m - - 3.4 x 10-3 5.1 x 10-3 

Inflow density, ρ0 kg m-3 1,199 1,199 1,160 1,103 

Inflow reduced gravity,  g'0 m s-2 1.97 1.97 1.568 1.009 

Inflow buoyancy flux per 

unit width, B0 
m3 s-3 7.68 x 10-5 7.68 x 10-5 7.68 x 10-5 7.68 x 10-5 
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Fig. 3.2. (a) Schematic layout of the experimental setup (not scaled). The vertical solid line (x = 1.17 m) 

marks the location where ambient density profiles were experimentally measured. The vertical dashed 

line at the slope (SN = 0.32 m) marks the location where gravity current profiles where measured. The 

region inside the dashed rectangles is study in Fig. 3.10. (b) Theoretical velocity uG(z) and density excess 

Δρ(z) profiles of the gravity current measured at SN. We mark the average variables of the current (h, U, 

ΔΡ), and the maximum value of Δρ(z) as Δρ
*
. 

 

upward coordinates, respectively, and (b) the along-slope and normal-to-the-slope 

coordinates were referred to as S and z, respectively. They also defined H as the vertical 

distance from the initial depth of the gravity current to the density step, Y as the total 

depth of the water column, and L as the total length of the tank. The gravity current, in 

turn, was initially characterized in terms of its inflow rate Q0, density ρ0, width W, 

inflow reduced gravity g'0 = g (ρ0 – ρ1)/ ρ1, and its inflow buoyancy flux per unit width 

B0  = g'0 Q0/ W [m
3
 s

-3
] (g = gravitational acceleration). Tank dimensions and inflow 

variables were constant in all the laboratory experiments, and they are summarized in 

Table 3.1. The authors quantified the strength of the stratification in terms of the density 

Richardson number (Riρ) (Wells and Wettlaufer 2007), calculated as,  

3/2

0

12'

B

Hg
Ri   (3.1)

 

where, g'12 = g Δρ12/ ρ1 represents the reduced gravity of the ambient water density step. 

For values of Riρ above a given threshold Riρ
*
, the gravity current should form an 

interflow at the density step (Fig. 3.1a). For Riρ < Riρ
*
, in turn, it should penetrate 

through the density step forming an underflow (Fig. 3.1b). For Riρ ≈ Riρ
*
, Wells and 

Wettlaufer (2007) observed that part of the gravity current flowing into the density step 
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would leak to the bottom, as an underflow, and formed multiple intrusions (Fig. 3.1c). 

They found that the critical values of Riρ could range from 21 to 27. On the other hand, 

internal gradients within the gravity currents (due to the turbulent mixing at the 

interface layer at the top of the current) were characterized in terms of the densimetric 

Froude number (Fr). This non-dimensional number was calculated from the average 

velocity U, thickness h, and reduced gravity G' of the current, as follows,

 

  2/1
'hG

U
Fr   (3.2) 

where G' = g ΔΡ/ρ1, and ΔΡ is the average density excess of the gravity current. 

Average variables of the gravity current (h, U and G') were calculated as in Ellison and 

Turner (1959) from the gravity current velocity profile uG(z) and density excess profile 

Δρ(z) = (ρ(z) – ρ1) (Fig. 3.2b).  

Based on these two non-dimensional numbers (Riρ and Fr) and their laboratory 

observations at the gravity current and stratified water column, Cortés et al. (2014b) 

developed an analytical theory to quantify the portions of the buoyancy flux per unit 

width from the current that become interflow or underflow (named b1 and b2, 

respectively, Fig. 3.3). They used two different approaches to quantify the current 

partition at the density step: (1) experimentally from the changes in the ambient density 

profiles observed in the tank after the gravity current injection (Fig. 3.3a), and (2) 

theoretically based upon the density excess Δρ(z) and velocity gradients uG(z) within the 

gravity current (Figs. 3.3b-e). In their laboratory experiments, they tested for different 

two-layered ambient stratifications (different Δρ12), the inflow behavior of two types of 

gravity currents: one in the sub-critical regime (Fr < 1) and another in the super-critical 

regime (Fr > 1). Despite the good fits between experimental and theoretical estimations 

of flux partition, there are still sources of uncertainty in their laboratory results, since 

measuring continuous series of the study variables (velocity and density) in the whole 

study system was not feasible in the laboratory. In addition, the physical arguments 

about gravity current partition or wider ranges of current regimes could not be tested 

experimentally. In this regard, numerical modeling is a powerful tool which, once 

validated, could be used to perform further measurements in the complete domain as 

well as new experiments in order to gain insights on the dynamics of gravity currents 

impinging a density step.   

In this study, we use the parallel version of the code developed by Fringer and 

Street (2003) to confirm, evaluate and further extend the experimental partitioning 

theory developed by Cortés et al. (2014b), and characterize the impinging process of a 

gravity current at a density step, which could not be done experimentally. First, the 

model results are validated against the available experimental data, confirming the 

partition buoyancy flux theory and the physical arguments suggested by the authors. 

Then, we used model results to evaluate the uncertainty in both the theoretical and 
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numerical predictions of flux partition. Finally, we characterize the current partition 

process through a forces balance (buoyancy vs. inertia) across the density step in order 

to indentify the conditions controlling the splitting behavior of a wide range of current 

regimes. This work is organized as follows. First, we present the available laboratory 

data, numerical model description and simulations set-up. Then, we show, evaluate and 

discuss the model results in order to provide a better understanding of the gravity 

current partition at a density step in terms of processes. Finally, we state the conclusions 

and possible implications of our research about gravity currents entering natural 

stratified water bodies.  

 

Methods 

 

Available laboratory data and theoretical buoyancy flux partition - Laboratory 

experiments consisted of two sets of experiments with different gravity current regimes 

(A-runs with Fr = 0.69, and B-runs with Fr = 1.31), where density at the bottom layer 

(ρ2) was systematically varied in order to attain different Δρ12, and thus Riρ, since B0 and 

H were held constant (Eq. 3.1). Similar values of Riρ were tested for both subcritical and 

supercritical gravity currents (Table 3.2). Both types of currents were achieved 

modifying the initial conditions of the inflowing 2D plume, but conserving the 

buoyancy flux per unit width at the current. 

 

Table 3.2. Specifications of the experimental A- (subcritical, Fr < 1) and B- (supercritical, Fr > 1) runs. 

We mark in bold the runs whose results are shown in Fig. 3.6. 

 

Sub-critial, Fr < 1 Supercritical, Fr > 1 

Run 
Δρ12

 

(kg m
-3

) 
Riρ

 
Run 

Δρ12 

(kg m
-3

) 
Riρ 

A-1 64.60 77.34 B-21 66.29 79.36 

A-3 51.93 62.17    

A-4 45.88 54.92    

A-5 34.28 41.03 B-22 38.33 45.89 

A-10 24.28 29.07 B-26 24.01 28.74 

A-13 15.69 18.78 B-29 17.05 20.41 

A-15 9.03 10.81 B-32 8.89 10.64 

A-17 6.15 7.36 B-34 5.32 6.37 

   B-35 3.80 4.55 

Δρ12 – Density difference at the density step 

Riρ  - Density Richardson number 
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The available laboratory data to validate model results consist of: (1) density 

profiles of the complete (i.e., Y = 0.45 m) ambient water column at the end of the slope 

(x = 1.17 m, Fig. 3.2a, solid line) measured before and after the injection of the dense 

current (ρint(y) and ρobs(y), respectively) during ca. 7 min; and (2) velocity uG(z) and 

density excess Δρ(z) profiles within the gravity current measured at a site 0.20 m 

upstream of the density step located at S12 = 0.52 m (i.e., SN = 0.32 m, Fig. 3.2a, dashed 

line). Measured gravity current profiles covered a control volume of 3 cm above the 

bottom slope with a resolution which ranged between 1mm and 0.05 mm for velocity 

and density, respectively.  

The formulation developed by the authors to quantify the portions of the 

buoyancy flux per unit width from the current that become interflow or underflow (b1 

and b2, respectively, Fig. 3.3) use the described available laboratory data as follows. 

First, the non-dimensional change in ambient buoyancy (g') for a longitudinal area (i.e., 

L x ∫dy) per unit time due to an interflow or an underflow for a specific density step 

Δρ12 was referred to as b1(Δρ12) or b2(Δρ12), respectively, and is calculated as, 
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where subscript i = [1, 2] for interflow and underflow, respectively, and integration 

limits are lim1 = [(Y - H), 0] and lim2 = [Y, (Y - H)], respectively (Fig. 3.3a). 

Furthermore, Δt defines the time interval between the initial and final ambient density 

profiles (ca. 7 min). All other terms have been already defined above. Note that the 

partition of buoyancy flux between interflow and underflow can also be expresses in 

terms of Riρ, since B0 and H were held constant in their experiments (Eq. 3.1). 

 Second, the authors estimated the portions of the inflow buoyancy flux 

becoming interflows or underflows based upon the density excess Δρ(z) and velocity 

uG(z) within the gravity currents. For any given value of Δρ12, they suggested to identify 

the height at the current z = zi such that Δρ(z) = Δρ12, and determine the actual portions 

b1 and b2 for that particular scenario (Fig. 3.3b and 3.3c) as follows, 
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where integration limits are this time lim1 = [zi, 0] and lim2 = [∞, zi], respectively (Fig. 

3.3d). Note that this partition of buoyancy flux can also be expresses in terms of Δρ(z), 

rather than zi, given that the density excess profile at the gravity current is a monotonic 

function of height (Fig. 3.3b). Therefore, again, they expressed the partition of 

buoyancy flux in terms of Riρ, since it is a linear function of Δρ (Eq. 3.1, and Fig. 3.3e).
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Fig. 3.3. (a) Experimental estimation of buoyancy flux portions at the interflow and the underflow (b1 and 

b2, respectively) when the gravity current splits due to a density step (Δρ12), from the observed initial and 

final density profiles in the ambient water (ρint (y) and ρobs(y), respectively). (b) Density excess profile of 

the gravity current, Δρ(z). We mark the maximum value, Δρ
*
. (c) Velocity profile of the gravity current, 

uG(z). (d) Predictions of b1 and b2 as a function of height, zi. (e) Predictions of b1 and b2 as a function of 

the density Richardson number, Riρ. We mark the critical value, Riρ
*
. 

 

Numerical model - The incompressible Navier-Stokes equations for 

conservation of momentum with the Boussinessq approximation, the continuity 

equation for conservation of mass, and the density transport equation were solved using 

the code developed by Fringer and Street (2003) in the domain shown in Fig. 3.4. This 

code employs the fractional-step method of Zang et al. (1994) using a finite-volume 

formulation on a generalized curvilinear coordinate non-staggered grid, which use a 

semi-implicit time discretization second-order accuracy with Adams-Bashforth scheme 

for the explicit terms and Crank-Nicholson scheme for the implicit terms. Additionally, 

the code uses the QUICK and SHARP schemes for advection of momentum and scalars, 

respectively, and solves the pressure Poisson equation with a multigrid method. This 

code has been validated with several laboratory-scale studies on geophysical fluid 

dynamics using its single-processor version (Zedler and Street 2001; Fringer et al. 2005) 

as well as its parallel version (Cui and Street 2001; Venayagamoorthy and Fringer 2005, 

2006, 2007).  
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Fig. 3.4. Computational domain depicting the dimensions and boundary conditions for the simulations 

corresponding to the experimental runs (Fig. 3.2a). Note that in the simulations the vertical coordinate k is 

referred to the tank surface and down-wards. 

 

Although this code had already implemented as turbulence closure scheme the 

large-eddy simulation (LES) technique, we have not used this approach in this work due 

to the high computational resources required to solve the scales of turbulence of our 

study domain (see Simulation set-up). Thus, we have adopted the so called Reynolds-

averaged Navier-Stokes (RANS) approach as a closure scheme, in which six extra terms 

(i.e. Reynolds stresses) are added in the averaged momentum equations, and a turbulent 

scalar flux term in the scalar transport equation. As a result, additional equations are 

needed to close the system equations in order to obtain solutions. From the different 

methods for closing the RANS system of equations, here we model the turbulent flux 

terms as a linear function of the shear rate (i.e. Sr = du/dz) multiplied by a turbulent 

viscosity, νt (i.e., Boussinesq turbulent-viscosity hypothesis). For this study, we have 

implemented a zero-equation turbulence model in the parallel version of the code of 

Fringer and Street (2003) to model eddy viscosity, since it can yield accurate results for 

simple turbulent flows without any additional partial differential equation (Chen and 

Jaw 1998). In addition, we found good agreement between simulation results using both 

RANS and LES turbulence closing techniques in scaled-reduced domains (comparison 

not shown here). 

According to the zero-equation turbulence closure scheme, we model a parabolic 

eddy viscosity νt as a function of the flow depth k (= y – Y) referred to the tank surface 

by using a momentum balance between the horizontal pressure gradient and turbulent 

shear stress (vertical mixing) in conjunction with the Boussinesq turbulent-viscosity 

hypothesis as (Rodi 1993),
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(3.5)  

where Cκ is the von Karman constant (= 0.41), k is a negative downwards distance from 

the free surface of the domain, Dk is the depth of each domain column, and uτ is the 

bottom shear friction velocity, which calculated as a function of the drag coefficient CD, 

and the current velocity at the first grid point above the bottom boundary, u1, as uτ = CD 

u1
2
 (Fringer et al. 2006). Since the experimental tank surfaces were smooth (acrylic), we 

assume an average value of CD = 0.0015, from the rage reported by Deacon and Webb 

(2005). 

Due to the fact that stable stratification tends to suppress turbulence away from 

the bottom boundaries, Munk and Anderson (1948) proposed a model to modify the 

parabolic eddy viscosity from Eq. 3.5, named νt | mod (k), in the presence of strong 

density gradients, which quantified in terms of the gradient Richardson number Rig and 

the depth of the system k, as follows, 

  )(1)()(mod| kRikk gtt 
  (3.6)  

Here, Rig = N
2
 /S

2
, where N = (-g /ρ0)(dρ /dk)]

1/2
, and β and α are experimentally 

determined constants with given values of 10 and -0.5, respectively (Munk and 

Anderson 1948). This parameterization has been recently applied to model turbulent 

channel flows by Elliott and Venayagamoorthy (2011), which allowed modeling 

significant reduction of the vertical turbulent mixing that occurred at the density step in 

a two-layered stratified system.  

Finally, turbulent diffusion in the scalar transport equation was parameterized 

through the eddy diffusivity Kt (k), as, 
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where Prt is the turbulent Prandtl number. A recent study by Elliott and 

Venayagamoorthy (2011) evaluated different parameterizations of Prt as a direct 

function of the gradient Richardson number, Rig (see their Fig. 3.2). Note that in the 

laboratory the authors always observed values of Rig > 0.25 below the current-ambient 

interface in their characteristic gravity currents profiles (see Fig. 2.10c,f in Cortés et al. 

(2014b)). Thus, we used in this work the following parameterization of Prt (Strang and 

Fernando 2001; Elliott and Venayagamoorthy 2011), 
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where depth-average values gradient Richardson numbers below the interface are Rig = 

[3.85, 0.61] in the laboratory subcritical and supercritical gravity currents which we 

were aiming to reproduce (standard deviation [1.09, 0.08], respectively). As a result, Eq. 

3.8 yields average values of turbulent Prandtl number Prt ~ [20, 5] for each regime, 

respectively. According to this parameterization, turbulent scalar mixing is enhanced in 

supercritical gravity currents (lower Rig values).  

 

Simulations set-up - The tank geometry (li, lj, lk) = (2.86, 0.22, 0.48) m was 

discretized using a number of grid cells (ni, nj, nk) = (256, 16, 128) in the longitudinal, 

lateral and vertical direction, respectively (Fig. 3.4). Note that the length and height of 

the simulated domain was larger than in laboratory experiments, in order to recreate the 

same volume of receiving ambient water both in simulations and laboratory 

experiments, since no water existed below the sloping bottom in the simulated runs. 

Each run reproduced the continuous injection of a traced gravity current during 7 min, 

using 64 processes (16 and 4 processes in the longitudinal and vertical direction, 

respectively), 5 sub-grid levels, and a time step of 0.003 s, with a maximum Courant 

number of ~ 0.16. Model results consist of time-evolution (saved every 6 seconds) in 

the whole study domain of the three-component velocity, density and a passive tracer 

injected by the gravity current.  

Prior to the injection of the gravity current, the initial velocity field is quiescent 

and the initial background two-layered stratification at each domain column is given by, 
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where ρ1 = 1000 kg m
-3

 is the reference density measured at the top layer with a 

constant thickness H = 0.22 m, δ12 = 0.03 m is the interface thickness between the two 

layers, and α12 = 0.99 defines the sharpness of the interface. In order to minimize the 

increase with time of the thickness at the interface between the two layers with different 

density (ρ1 and ρ2), it was chosen a value of interface thickness so that δ12 ~ 10ΔkY/2, 

where ΔkY/2 corresponds to the grid spacing at mid-depths. In each run (a total of 15), 

we varied Δρ12/ρ1, defined as the non-dimensional density step between the two layers, 

according to Table 3.2. 

At the left-hand boundary of the domain shown in Fig. 3.4, we prescribe a dense 

inflow with constant inflow velocity U0, thickness h0, density ρ0/ ρ1. We varied those 

values to obtain subcritical and supercritical gravity currents down-slope (Table 3.1), 

but with the same buoyancy inflow flux per unit width, B0 = g ((ρ0 - ρ1)/ ρ1) U0 h0. In 

addition, we simulated the injection in all currents of a passive tracer with an initial 

concentration of C0 = 1 kg m
-3

. Boundary conditions for the cross-shore (horizontal) 

velocity u are free-slip at the bottom and top boundary, and no-flux at the right 
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boundary. The vertical velocity has a no-flux boundary condition at bottom boundary, 

while these fluxes update based on the inflow west velocity at the top boundary. In 

addition, vertical velocity has free-slip boundary conditions on all other walls. Finally, 

density field has a gradient-free boundary condition on all walls.  

We use molecular viscosity of ν = 10
-5

 m
2
 s

-1
, and a molecular diffusivity of K = 

10
-8

 m
2
 s

-1
, which ratio is of O(10

3
) in this work to account for that fact that density 

variation in the laboratory experiments was achieved by salinity change (Cui and Street 

2003). A rough estimate of the turbulent Reynolds number for these flows, based on an 

advective length scale of Lc ~ 0.015 m and a characteristic velocity of U ~ 0.05 m s
-1

, is 

ReT ~ 25. The corresponding Kolmogorov microscale is then ηk = Lc ReT 
-3/4

 = 1.3 mm. 

With a longitudinal grid spacing of 1 cm and vertical grid spacing of 3.7 mm in the deep 

region and 0.3 mm in the shallow region, the longitudinal grid spacing is about 8 times 

larger than the Kolmogorov microscale and the largest vertical grid spacing is 3 time 

larger.  

 

Results and discussion 

 

We first present the validation of the numerical model, which we further used to 

demonstrate the physical arguments about the experimental gravity current partition at a 

sharp density step. Then, we undertook a sensitivity analysis in order to evaluate model 

performance. Finally, we used the model results to characterize the impinging process 

through a forces balance (buoyancy vs. inertia) across the density step in order to 

indentify the conditions controlling the splitting behavior of a wide range of current 

regimes, which can be observed in the field. 

 

Model validation - The experimental results by Cortés et al. (2014b) showed that 

gravity currents are more likely to detrain into two parts at a density step when they 

have a diffuse interface layer at the top of the current (super-critical currents), while 

they tend to intrude as a single intrusion when the current have a sharp, more step-like 

density profile (sub-critical currents). We have successfully reproduced these gravity 

current behavior patterns though numerical experiments. Velocity uG(z) and density 

excess Δρ(z) profiles within the gravity current measured at a SN (Fig. 3.2a, dashed line) 

in our simulations shown good qualitative agreement with the profiles measured in the 

laboratory at the same location (Fig. 3.5). Simulated gravity current profiles exhibited 

differences which were consistent with those observed in the laboratory. The 

supercritical gravity currents had larger values of h and U, but lower ΔΡ (Figs. 3.5a,b). 

Also, gradients in the density excess profiles tend to be sharper in the subcritical 

currents, while the current-ambient interface layer was more diffuse and thicker for the 
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supercritical flows (Figs. 3.5c,d). Our runs were able to reproduce a subcritical gravity 

current (Fr < 1) of similar average thickness h and velocity U as in the laboratory, but 

31% lower average density excess ΔΡ, which yields values of densimetric Froude 

numbers Fr slightly higher (= 0.86) in our simulation results (Table 3.3). On the other 

hand, simulated supercritical currents (Fr > 1) were 5.3% thinner and with 14.9% lower 

velocity than in the laboratory, but they had similar density excess, resulting in 

simulated Fr smaller (= 1.10) than the experimental values (Table 3.3). Finally, our 

simulated profiles for both regimes are also comparable to analytical profiles of velocity 

and density excess determined from the empirical relationships proposed by Sequeiros 

(2012) (Fig. 3.5, dashed lines). His equations estimate current thickness, maximum 

velocity, and density excess (among others) based on the densimetric Froude number 

(see his Eqs. 23 – 27). Again, patterns of average current properties in both 

experimental regimes were reproduced with the analytical gravity current profiles 

estimated as Sequeiros (2012). 

 

Fig. 3.5. Simulated, experimental and analytical (Sequeiros 2012) profiles of the two gravity currents 

gathered at the slope before the current hits the density step (SN), with subcritical (Fr < 1, a,b) and 

supercritical (Fr > 1, c,d) regimes, where (a, c) are velocity profile, uG(z), and (b, d) density excess 

profile, Δρ(z). Error bars mark the standard deviation of the simulated profiles due to the point of 

measurement at the slope. 
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Table 3.3. Average gravity current properties from laboratory experiments and simulations results for the 

two current regimes (subcritical Fr < 1, and supercritical Fr > 1). We use the same values as in the 

simulations to dimensionalize analytical profiles by Sequerios (2012).  

 

  h (cm) U (cm s
-1

) ΔΡ (kg m
-3

) Fr 

Laboratory 
Sub-critial 1.68 3.3 14 0.69 

Super-critical 2.06 5.1 8 1.31 

Simulations 

and analytical 

Sub-critical 1.61 3.36 9.5 0.86 

Super-critical 1.95 4.34 8.1 1.1 
h - Average thickness of the gravity current (g.c.) 

U - Average velocity of the g.c. 

ΔΡ - Average density excess of the g.c. 

 Fr - Densimetric Froude number of the g.c. 

 

Regarding the ambient water density changes, simulated profiles measured at x = 

1.17 m at the beginning ρint(y, t = 0 min), and at the end ρobs(y, t = 7 min) of a set of 

numerical experiments show good agreement with experimental results (Fig. 3.6). As in 

the laboratory, interflows are thicker for larger Riρ, since a higher fraction of current 

flux has been added to the top layer, while for lower values of Riρ underflows tend to 

increase (for example, Figs. 3.6d and 6f). Furthermore, different gravity current regimes 

resulted in different initial and final density profiles for similar Riρ, observing larger 

portions of the inflow current added to the top layer when Fr > 1 at the current 

compared to Fr < 1 (for example, Figs. 3.6d and 3.6a). The major differences between 

simulation and experimental ambient water density profiles are observed near the 

density step, likely associated to the numerical diffusion. We quantified the error in the 

simulated profiles by normalizing the root mean square error (RMSE, Jin et al. 2000) by 

the maximum density value (i.e., nRMSE = [RMSE /max(Δρ)] x 100), which yields 

maximum values of nRMSE ~ 16.6%. Note that the normalized RMSE (nRMSE) was 

larger for smaller Δρ12 (e.g., A17 and B34, Fig. 3.6). In summary, the successful 

comparison of numerical and experimental measurements justifies the further use of the 

numerical model to confirm the experimental buoyancy flux partition theory.  

 

Buoyancy flux partition from experimental and simulated results - We have 

also found reasonable agreement between the simulated and experimental vertical 

distribution of the material injected by the gravity current as presented in the laboratory. 

Fig. 3.7 shows the simulated spatial distribution of the tracer concentration in the tank 

after 7 min injection of the two experimental gravity currents (Fr < 1 in Figs. 3.7a,c and 

Fr > 1 in Figs. 3.7b,d) into a two-layered stratified system with different density step 

(Riρ ~ 42 in Figs. 3.7a,b and Riρ ~ 7 in Figs. 3.7c,d). As in the laboratory experiments, 

we observed thicker interflows for larger values of Riρ (compare Figs. 3.7a and 3.7c), 

and also in response to supercritical currents (compare Figs. 3.7b and 3.7a). Note also 

than in all plots the most diluted material is retained at the density step, and thus the less  
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Fig. 3.6. Experimental (lab.) and simulated (sim.) ambient water density profiles before the gravity 

current injection (ρint) and after ca. 7 min since the beginning of the injection (ρobs), gathered at x = 1.17 m 

in the tank from the beginning of the ramp (Fig. 3.2a) during the experiments mark in bold in Table 3.2. 

Maximum standard deviations in the simulated profiles (due to the point of measurement in the tank) are 

marked in the lower right corner of the graph with horizontal bars. Values of the normalized RMSE 

(nRMSE) are also included in each subplot. 

 

 

 

Fig. 3.7. Simulated spatial distribution of the tracer concentration (conc.) in the tank after 7 min of 

injection of the two experimental gravity currents (a,c) subcritical, and (b,d) supercritical, into a stratified 

system with different density step (a,b) Riρ ~ 42, and (c, d) Riρ ~ 7. 
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dense, while more concentrated material (more dense) can be observed at the bottom of 

the tank. 

Regarding the partition of the current material, Fig. 3.8 shows in (a, b) the 

laboratory and in (c, d) the simulated buoyancy flux portions as a function of the density 

Richardson number (b versus Riρ) for the two types of gravity current: (a, c) subcritical, 

and (b, d) supercritical. Note that simulation results yielded estimations of flux portions 

from ambient density changes (Eq. 3.3) consistent with the theoretical predictions of b 

associated to the corresponding simulated gravity current profiles (Eq. 3.4). 

Nevertheless, simulated and experimental results associated to similar values of Fr and 

Riρ may present maximum differences of 16.8%. These differences are more obvious in  

 

 

Fig. 3.8. Laboratory (a, b) and simulated (c, d) buoyancy flux portions as a function of the density 

Richardson number (b versus Riρ) for the two types of gravity current: (a, c) subcritical gravity current 

(Fr < 1), and (b, d) supercritical gravity current (Fr > 1). Portions from current profiles are marked with 

lines, while portions from density changes in the tank are represented by symbols. The black dot marks 

the critical value of Riρ
*
 and the thin dashed line marks the Riρ[0.5] for each regime. The shaded regions 

show the range of predicted values of b due to the error introduced by neglecting additional entrainment 

of ambient water before the gravity current reached the density step (Fig. 3.2a). Vertical lines represent 

the maximum standard deviation in the portion values due to errors association to the measurements point 

of the density changes in the tank. 
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the supercritical current regime. For instance, the value of Riρ for which 50% of the 

buoyancy flux in the gravity current becomes an interflow, Riρ[0.5], was 16.2% larger in 

simulations with supercritical current, while experimental and simulated value of 

Riρ[0.5] is nearly the same when analyzing results from the injection of the subcritical 

current. In addition, the maximum Riρ value required for a pure interflow, named Riρ
*
 

(i.e., b1(Riρ
*
) = 1), is 12.5% larger in our supercritical simulations, while it was the same 

both in laboratory and simulated results in the subcritical regime. These differences may 

be likely due to the fact that we could not reproduce with the model a more accurate 

representation of the internal gradients of the gravity currents observed in the laboratory 

(i.e., different Fr). However, simulation results provided complete time and spatial 

series of velocity and density excess, which allowed us to confirm the physical 

arguments of buoyancy flux partition of the gravity current suggested experimentally, 

which could not be demonstrated in the laboratory.  

We have simulated the injection of different tracers within the vertical profile of 

the gravity current in order to demonstrate that there is a height at the current z = zi such 

that Δρ(z) = Δρ12, which divided the injected current buoyancy flux in two portions (b1 

and b2) for that particular scenario (Figs. 3.3b and 3.3c). Thus, after 2 min since the 

beginning of each run (mark in bold in Table 3.2), we simulated the injection of two 

pulses of different tracers (named, C1 and C2) with the same concentration (= 2 kg m
-3

) 

during a period of 1 min. Both tracers were injected through the complete lateral cross-

section and at the same longitudinal location (SN = 0.32 m), but throughout a different 

range of cells in the vertical direction: C2 from the bottom to zi, and C1 between zi and 

the top of the current (defined by h). Fig. 3.9 shows the simulated tracer concentration 

distribution of C1 and C2 by the end of the pulse injections (t ~ 3 min), for the two 

studied gravity currents (subcritical in Figs. 3.9a,c, and supercritical in Figs. 3.9b,d) and 

similar density steps, Riρ ~ 20. For both current regimes, higher concentrations of C1 are 

observed flowing along the density step (Figs. 3.9a,b), while C2 values are larger along 

the bottom of the system (Figs. 3.9c,d). As a result, we observed by the end of the pulse 

injections a maximum of 81% of the injected mass by tracer 1 retained at the density 

step (C1, standard deviation of 9%), while we measured up to 89% of the injected mass 

by tracer 2 flowing along the bottom of the tank (C2, standard deviation of 5%). Thus, 

we could assume that the experimental partition theory based on the internal gravity 

current gradients could be considered as physically possible. However, errors in 

buoyancy flux partition estimations due to measurement point should be quantified. 
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Fig. 3.9. Simulated spatial distribution of the two pulses of different tracer concentrations (C1 and C2) in 

the tank after 3 min release of the two experimental gravity currents (a,c) subcritical, and (b,d) 

supercritical, into a stratified system with a density step Riρ ~ 20. Concentration of the tracer injected at 

the top of the current (C1) is shown in a,b, while concentration of the tracer injected at the bottom of the 

current (C2) is shown in c,d. 

Two sources of error in buoyancy flux portion estimations were identified in the 

laboratory: (1) the measurement point of the density excess Δρ(z) and velocity uG(z) 

profiles within gravity current at the slope (SN) before reaching the density step (S12, 

Fig. 3.2a), and (2) the location within the tank where the ambient density changes where 

measured. In the laboratory, the authors showed only characteristic profiles at each 

location. However, in this work, we have used simulation results to evaluate the 

possible standard deviation in the laboratory buoyancy flux portion estimations when 

wider spatial ranges are considered. First, horizontal error bars in Fig. 3.5 mark the 

standard deviation of the simulated gravity current profiles measured over a slope range 

which varied S = [0.32 – 0.5] m. As a result, theoretical buoyancy flux portions based 

on current properties (lines, Eq. 3.3) in Figs. 3.8c,d are calculated from the simulated 

profiles measured at SN = 0.32 m, while the shaded region covers the range of predicted 

b values considering additional entrainment of ambient water before the gravity current 

reached S12. We have found smaller uncertainties in predicted b values from simulated 

gravity current profiles (~4-10%) than in the laboratory (~12-15%). Second, horizontal 

error bars in the lower right corner of Fig. 3.6 show maximum standard deviation of 

simulated ambient density profiles by the end of the injection ρobs(y) when profiles 

where gathered in the tank over a spatial range x = [1.17 – 1.67] m. These errors in 

ambient density profiles were not larger than 11.4% of the maximum density values. In 

this case, predictions of buoyancy flux portions (symbols, Eq. 3.4) in Figs. 3.8c,d are 

calculated from the simulated ambient profiles measured at x = 1.17 m, and the vertical 

error bars represent the standard deviation of b values considering ambient profiles 
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gathered 0.5 m further in the tank. As a result, the errors in buoyancy portions due to the 

measurement location in the tank are of only 0.1-3.6%. Besides of evaluating the error 

sources due to the measurement points, simulation results have inherent errors or 

uncertainties, and thus, model performance evaluation is crucial in assessing modeling 

efficacy (Bennett et al. 2013).    

 

Uncertainty in the numerical results - Numerical simulations have let us to gain 

a better understanding about the partition of a 2D gravity current entering a two-layered 

stratified water body. However, here we evaluate uncertainty in the modeling process 

from three sources of error (Ayyub 1998): (1) parametric, associated to the values of the 

constants used in the implemented zero-equation turbulence closure model; (2) 

uncertainty related with the vertical resolution of the numerical domain, and (3) 

uncertainty due to the boundary configuration of the inflowing current. Here, we have 

quantified the errors associated with the different sources. 

 

 

 

Table 3.4. Results of buoyancy flux portions at the inflow (b1), average gravity current properties (h, U, 

ΔΡ), and RMSE from vertical profiles of two reference runs (A13 and B29, mark in bold) and a new sets 

of runs (a-d) to evaluate the parametric uncertainty of model results. 
 

 

CD - Drag coefficient 

α,β - Constants of correction of the turbulent viscosity 

Prt - Turbulent Prandtl number  

h - Average thickness of the gravity current (g.c.) 

U - Average velocity of the g.c. 

ΔΡ - Average density excess of the g.c. 

Fr - Densimetric Froude number of the g. 

RMSE -  Root mean square error  

uG(z)- Velocity profile of the g.c. 

Δρ(z) – Density excess profile of the g.c. 

ρobs(y) – Final ambient density profile in the tank 

 
    Variables b1 h (cm) U (cm s-1) ΔΡ (kg m-3) Fr uG(z) Δρ(z) ρobs(y) 

Run Parameters Value Value Value Value Value 
RMSE 
(cm s-1) 

RMSE 

(kg m-3) 

RMSE 

(kg m-3) 

A13 Reference 0.43 1.61 3.36 9.50 0.86 0.850 9.869 0.827 

A13a CD = 0.003 0.45 1.60 3.38 9.60 0.87 0.910 9.891 0.845 

A13b α,β  = -1.5; 5 0.46 1.59 3.29 9.68 0.84 0.900 10.030 0.912 

A13c Prt = 20.8 0.45 1.57 3.37 9.65 0.87 0.920 9.912 0.903 

A13d 
 

= 18 0.44 1.60 3.37 9.58 0.87 0.910 9.911 0.918 

B29 Reference 0.53 1.95 4.34 8.10 1.10 1.550 3.812 1.427 

B29a CD = 0.003 0.52 1.94 4.36 8.16 1.11 1.640 3.915 1.524 

B29b α,β = -1.5; 5 0.49 1.94 4.28 8.15 1.09 1.670 3.857 1.572 

B29c Prt = 5.6 0.54 1.93 4.30 8.22 1.09 1.660 3.935 1.462 

B29d 
 

= 4.4 0.50 1.92 4.28 8.06 1.10 2.620 3.966 1.492 
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Parametric uncertainty - A number of three parameters (m = 3) described when 

presenting the implementation of the RANS zero-equation turbulence model were 

considered as sources of uncertainty in the results of different modeled variables: 

buoyancy flux portions at the interflow (b1), average gravity current properties (h, U, 

ΔΡ, Fr), gravity current profiles (uG(z) and Δρ(z)), and final ambient density profile 

(ρobs(y)). The uncertainty parameters include the drag coefficient CD (Eq. 3.5), the 

constants of correction of the turbulent viscosity νt (i.e., α and β, Eq. 3.6), and the 

turbulent Prandtl number Prt (Eq. 3.8).  

The reference run was characterized by the set of values of the three parameters 

already described (see Numerical model). Then, we run new sets of cases where only 

one parameter value was changed in each run, in relation with the reference case. In this 

exercise, we have selected only two reference runs from Table 3.2 with similar Riρ 

(~20) and different current regime (i.e., runs A13 and B29, with Fr < 1 and Fr > 1, 

respectively). Using the experimental and simulated values, we calculated the RMSE to 

quantitatively evaluate model performance in the new numerical cases (Table 3.4).  

The ranges of the uncertainty parameters are based on values found at the 

literature. We selected the averaged value of CD for smooth surfaces in the reference run 

(= 0.0015), but according to Deacon and Webb (2005) we could have chosen values up 

to 0.003 (runs a in Table 3.4). The constants of correction of νt chosen in the reference 

run were equal to α = 10 and β = -0.5 according to Munk and Anderson (1948). 

However, Strang and Fernando (2001) proposed different values for the parameters, as 

α = -1.5 and β = 5 (runs b in Table 3.4). Finally, we have already characterized the 

standard deviation of Rig below the experimental current-ambient interface, which 

yielded ranges of Rig = [2.76-4.95] and Rig = [0.53-0.69] in subcritical and supercritical 

regimes, respectively. Thus, we calculated (Eq. 3.8) averaged values of turbulent 

Prandtl number Prt ~ [20, 5] for each regime in the reference runs, and ranges of Prt = 

[18-20.8] and Prt = [4.4-5.6] in subcritical and supercritical current regimes (runs c and 

d in Table 3.4).  

We quantified the differences in the simulation results from the reference case 

and the new set of runs for each regime (where uncertainty parameters were 

systematically changed) in terms of the maximum relative difference, MRD, (La Rocca 

et al. 2008) as follows, 

100max 



ref

refunc

S

SS
MRD

  (3.10)  

where Sunc is the simulated result of the study variable in the uncertainty runs (a-d in 

Table 3.4) and Sref represents the value of the study variable in the reference run. 

Simulation results showed MRD in b1 portions of ~6.5% for both regimes, associated 

with the constants of correction of νt (runs b, Table 3.4). In addition, MRD in average 

values of h, U, ΔΡ and Fr were found to be 2.5% and 1.5% in subcritical and 
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supercritical regimes, respectively, due to values of α, β and Prt (runs b-d, Table 3.4). 

Comparison between RMSE values yielded MRD in terms of current velocity uG(z) of 

8.2%, while these differences in terms of current density excess Δρ(z) where about half 

of this value (~4%). When comparing the RMSE in terms of the final ambient density 

profile ρobs(y), we observed MRD of ~11% in both regimes. MRD in all vertical profiles 

were linked to values of α, β and Prt (runs b-d, Table 3.4). Thus, simulation results seem 

not being sensitive to CD values. Furthermore, the described ranges of the uncertainty 

parameters did no significantly changed simulation results in relation with the reference 

case, according to recent numerical simulations of gravity currents (La Rocca et al. 

2008; Tan et al. 2011). However, the RMSE between observed and simulated profiles in 

the new uncertainty runs was in all cases larger than the RMSE estimated for reference 

case in both regimes (Table 3.4). As a result, new values of the uncertainty parameters 

with respect to the reference case, (1) did not significantly change simulation results of 

the study variables (< 11%), and (2) they did not yield better agreement between 

experimental and simulated results. 

 

Vertical resolution uncertainty - Previous simulations of large scales flows 

conducted by Legg et al. (2006, 2009) and Xu et al. (2007) show that their ability to 

reproduce the splitting of gravity currents (our Fig. 3.1c) was largely dependent on 

whether they could resolve the internal density and velocity gradients. Thus, we 

evaluate the vertical resolution of the study domain as another possible source of 

uncertainty in our simulation results. We evaluate the error for the same modeled 

variables mention in the parametric uncertainty analysis.  

We run two new sets of two-layered experiments of a 2D gravity current of 

constant B0 (Table 3.2) with the values of Fr and Riρ shown in Fig. 3.6, but considering 

two new vertical resolutions of the domain for each set of runs (nk = 64 and nk = 32). 

Note that the new 12 runs had the same number of cells in the horizontal (i) and lateral 

(j) direction as in the reference cases shown in Fig. 3.6 (i.e. ni = 256 and nj = 16). We 

use subscripts f (fine), d (medium) and c (coarse) to refer to the three study vertical 

resolutions, where the number of grid cells in the vertical direction nk varied 128, 64, 

and 32, respectively.  

According to the simulation results, higher fractions of buoyancy flux were 

retained at the density step for the same pair of Fr and Riρ values at coarser resolutions 

(Table 3.5). We estimated maximum increments of simulated b1 portions of ~35% when 

resolution was reduce from fine to medium, while this increment in b1 reached values of 

47% when the vertical discretization changed from fine to coarse. Simulation results of 

runs with larger values of Riρ yielded pure interflows (b1 = 1) as soon as the vertical 

resolution was reduced (e.g., B22f_2D and B22d_2D, in Table 3.5). Numerical simulations 

by Legg et al. (2006) suggested that coarse resolutions could cause excessive mixing  
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Table 3.5. Results of buoyancy flux portions at the inflow (b1), average gravity current properties (h, U, 

ΔΡ), and errors (RMSE) from a new sets of runs (reference in Fig. 3.6) to evaluate the uncertainty of 

model results due to vertical resolution of inflow configuration. 
 

f - Fine vertical resolution 

d - Medium vertical resolution 

c - Coarse vertical resolution 

h - Average thickness of the gravity current (g.c.) 

2D – Two-dimensional inflow (confined) 

3D – Three-dimensional inflow (unconfined) 

U - Average velocity of the g.c. 

ΔΡ - Average density excess of the g.c. 

Fr - Densimetric Froude number of the g.c. 

RMSE -  Root mean square error 

uG(z)- Velocity profile of the g.c. 

Δρ(z) – Density excess profile of the g.c. 

ρobs(y) – Final ambient density profile in the tank 

   Δρ12 – Density step at the two-layered system 

 

 

within the down-slope current. We confirm their hypothesis when comparing the 

average gravity current properties resulting from the three study vertical resolutions, 

since thicker, faster and less dense currents where simulated in runs where coarser 

resolutions were used (Table 3.5). These changes were, on average, more dramatic for 

the supercritical runs. In addition, runs with coarser resolutions provided worse fits 

between experimental and numerical results (RMSE in Table 3.5). Note that the RMSE 

 
 

    Variables b1 h (cm) U (cm s-1) ΔΡ (kg m-3) Fr uG(z) Δρ(z) ρobs(y) 

 
Run 

Vert. 

nk 

Inflow 

config 

Δρ12   (kg 

m-3) 
Value Value Value Value Value 

RMSE 

(cm s-1) 

RMSE 

(kg m-3) 

nRMSE  

% 

F
r 

<
 1

 

A5f_2D 128 2D 34.28 0.62 
    

  4.8 

A5d_2D 64 2D 34.28 0.87 
    

  11.1 

A5c_2D 32 2D 34.28 1.00 
    

  17.2 

A5f_3D 128 3D 34.28 0.65 
    

  5.5 

A13f_2D 128 2D 15.69 0.43 1.61 3.3 9.5 0.86 0.850 9.869 5.3 

A13d_2D 64 2D 15.69 0.74 1.72 3.73 8.6 0.98 0.960 13.069 10.4 

A13c_2D 32 2D 15.69 0.88 2.4 5.8 7.3 1.4 1.570 16.847 23.4 

A13f_3D 128 3D 15.69 0.46 1.66 3.6 10.8 0.90 0.980 9.44 6.2 

A17f_2D 128 2D 6.15 0.14 
    

  16.6 

A17d_2D 64 2D 6.15 0.34 
    

  19.8 

A17c_2D 32 2D 6.15 0.46 
    

  28.4 

A17f_3D 128 3D 6.15 0.17 
    

  20.0 

F
r 

>
 1

 

B22f_2D 128 2D 38.33 0.71 
    

  7.7 

B22d_2D 64 2D 38.33 1.00 
    

  8.3 

B22c_2D 32 2D 38.33 1.00 
    

  10.8 

B22f_3D 128 3D 38.33 0.74 
    

  9.0 

B29f_2D 128 2D 17.05 0.53 1.95 4.34 8.1 1.1 1.550 3.812 8.4 

B29d_2D 64 2D 17.05 0.89 2.83 5.2 7.7 1.23 1.900 4.406 13.1 

B29c_2D 32 2D 17.05 1.00 3.7 5.4 4.2 1.37 2.550 9.476 16.3 

B29f_3D 128 3D 17.05 0.56 2.05 4.86 9.2 1.20 1.440 4.218 11.3 

B34f_2D 128 2D 6.37 0.25 
    

  14.1 

B34d_2D 64 2D 6.37 0.48 
    

  21.4 

B34c_2D 32 2D 6.37 0.66 
    

  24.4 

B34f_3D 128 3D 6.37 0.29 
    

  20.3 
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at the ambient water has been normalized by the maximum density value of each run. 

As a result, the weaker the stratification at the density step, the larger the nRMSE at the 

ambient water. For instance, simulations with Fr < 1 and Riρ = [34.28, 6.15] (A5 and 

A17, respectively, in Table 3.5) yielded nRMSE at the ambient water of [4.8, 16.6] %, 

respectively. These results lead us to consider the vertical resolution as a possible 

limitation to correctly reproduce the partition (or even the splitting) of the inflow 

current in two intrusions (especially in supercritical regimes) when weak stratification is 

present.  

 

Inflow configuration uncertainty - Although the laboratory results considered a 

laterally confined current, the inflow boundary configuration can be considered as 

another source of uncertainty in our simulation results. Laboratory experiments by 

Johnson et al. (1989) stressed the significance of considering the unbounded nature of 

the inflows (‘diffusers’) on determining entrainment and dilution. Furthermore, Kassem 

et al. (2003) used a numerical model to simulated 3D negatively buoyant flows and 

provided insight into processes like mixing at the plunge zone.  

To test the influence of the inflow configuration in our work, we run a new set of 

two-layered experiments of constant B0 (Table 3.2) with the values of Fr and Riρ shown 

in Fig. 3.6, but with an unconfined inflow plume of 5 cm width located on the west 

boundary and centered within the 22 cm tank width. In this case, simulation results from 

unconfined plumes entering a two-layered system yielded larger fractions of buoyancy 

flux retained at the density step than the confined currents for the same Fr and Riρ 

values (compare, for example, B29f_2D and B29f_3D, with b1 equal to 0.53 and 0.56, 

respectively, Table 3.5). We estimated maximum increments of simulated b1 portions of 

~3.47% considering unconfined current with respect to confined inflows. In addition, 

gravity currents resulting from 3D plumes were thicker, faster and denser than when a 

confined plume entered the water body (Table 3.5). Also, values of densimetric Froude 

number Fr increase ca. 5-8% in unconfined currents, likely as a result of stronger 

significance of inertia forces than in the confined currents. As expected, simulated final 

ambient density profile (ρobs(y)) from 2D plumes provided better fits with laboratory 

results (i.e., smaller RMSE) than 3D plumes. In addition, simulations of unconfined 

currents entering the two-layered system yielded larger nRMSE at the ambient water for 

smaller density steps (small Riρ). Also, the error was larger when unconfined currents 

entering weakly stratified systems present supercritical regimes (Fr > 1), than when the 

3D current had Fr < 1 (Table 3.5).  

As a result, the arguments presented here suggest that we should carefully define 

the vertical resolution of the simulated domain and the inflow configuration (bounded 

or unbounded) in order to provide a correct representation of the inflow behavior and its 

partition when entering a two-layered system. In addition, special attention should be 
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taken for the case of supercritical currents into weakly stratified systems. Assuming that 

simulation results yield the sort of errors described in this section, we will use now the 

model to characterize the current partition process of a wider range of gravity current 

regimes (Fr) and stratification strengths (Riρ) in terms of the changes in the internal 

gradients of the current due to its impingement with a density step. 

 

Behavior of gravity currents with extreme regimes - A wide range of published 

field measurements (Peters and Johns 2005a; Arneborg et al. 2007; Fer et al. 2010) have 

shown more dramatic velocity and density vertical gradients within gravity currents 

than those shown in the laboratory currents studied by Cortés et al. (2014b). Thus, we 

have run new sets of simulations where we varied the inflow conditions (inflow 

thickness h0, velocity U0, and density ρ0) but keeping the inflow B0 as in the laboratory, 

in order to create gravity currents with more extreme regimes entering different two-

layered stratified systems. As a result, we are going to characterize the effects of the 

impingement on the vertical distribution of five different gravity currents (Fr = [0.61, 

0.78, 0.86, 1.1, 1.22]) when inflowing water bodies where the density strength varied 

according to five different values of Riρ ~ [5, 20, 30, 40, 60].  

 

Spatial variation of the internal gradients within the currents – We observed 

different downstream evolution of the average vertical velocity uG(z) and density excess 

Δρ(z) along different cross-sections of the tank for the two simulated extreme current 

regimes (Figs. 3.10a,c with Fr = 0.61, and Figs. 3.10b,d with Fr = 1.22) entering a 

stratified tank with Riρ ~ 20. In addition to the different spatial evolution of the average 

properties of the current (U and ΔΡ) depending on the current regimes (Figs. 3.10e,g 

subcritical, and Figs. 3.10f,h supercritical), we identified different trends in those 

characteristic values when we varied the density strength in the stratification (Riρ). Note 

that the average thickness of the current h is drawn over the vertical profiles in Figs. 

3.10a-d. In general for the two regimes, the current loses velocity and density but gets 

thicker from the inflow to a section before the density step (xb = 0.4 m). After the 

impingement of the gravity current (xa = 0.6 m), it always reduces its thickness and 

velocity, but either a denser or lighter current than before the density step can be formed 

depending on the regime (Fr) and the value of Riρ (Figs. 3.10g,h). The gravity current 

conserves its modified average properties after the impingement until it starts flowing 

along the flat bottom of the tank (x ~ 1.0 m), where we observe a dramatic reduction of 

the current velocity and density but larger average current thickness than before its 

impingement. The reader should note that the current velocity reduction across the 

density step is more significant for supercritical currents and large density steps (Riρ ~ 

40, at xa = 0.6 m, Figs. 3.10e,f). Similarly, density reduction due to the impingement is 



 

 

 

Fig. 3.10. (a-d) Downstream variation of (a,b) velocity uG(z), and (c,d) density excess Δρ(z) gravity current profiles along the x-direction, for the two extreme regimes study: 

(a,c) Fr = 0.61 (subcritical) and (b,d) Fr = 1.22 (supercritical). We mark the average current thickness, h. (e-l) Spatial variation of average properties: (e,f) average velocity, 

U; (g,h) average density excess, ΔΡ; (i,j) densimetric Froude number, Fr; (k,l) entrainment coefficient, E. Different colors and symbols correspond to experiments with 

different density strength (Riρ). We mark properties before (subscript b) and after (subscript a), the density step at S12, which is represented by the red dashed line. Black 

dashed-dotted lines are discussed in the text.  



On the Development of Split Flows 

96 

 

more obvious in supercritical currents (Fig. 3.10h), since subcritical currents right after 

weak density steps can even become more dense (Fig. 3.10g). Hence, we are interested 

in parameterizations which characterize the level of internal gravity current 

restructuring due to the impingement of the different gravity current regimes with 

different stratification strengths. 

 

Changes of average current properties due to the impingement – Recent 

laboratory experiments in two-layered systems have quantified the effect of the 

impingement on the internal structure of the gravity current (Samothrakis and Cotel 

2006a,b), and proposed empirical relationships between the velocity differences across 

the density step against the density Richardson number (they called it ‘bottom-top’ 

Richardson number). Here, we have applied their procedure to our simulated velocity 

and density excess profiles with different Fr and Riρ, as follows. We first measured 

simulated uG(z) and Δρ(z) profiles at two different locations, before (xb = 0.4 m) and 

after (xa = 0.6 m) the intersection of the density step with the slope at S12 (Figs. 3.2a and 

3.10e-h, dashed region). Then, we evaluated the normalized change in the average 

velocity at the two locations as dUba /U = (Ub - Ua)/Ub, where Ub and Ua represent the 

average current velocity before and after it hits the density step, respectively. We also 

assessed the normalized change in the average density excess of the current in a similar 

manner, as dΔΡba/ΔΡ = (ΔΡb - ΔΡa)/ΔΡb. As a result, we quantified maximum 

reductions of the average current velocity after the impingement from 45% to 100% 

when extreme current regimes (Fr = 0.61 and 1.22, respectively, Fig. 3.11b) enter 

strongly density stratified water bodies (Riρ ~ 40). The velocity reduction due to weak 

density steps of extreme current regimes is less significant (maximum of 16%), and 

with smaller differences depending on Fr values (ca. 10%) (Fig. 3.11b, Riρ ~ 5). In 

addition, we observed that average current density can increase up to 79% after the 

impingement of subcritical currents with weak density steps (Fr = 0.61, Riρ ~ 5), while 

ΔΡ can also decrease to minimum values when supercritical currents enter systems with 

large density steps, Fr = 1.22, Riρ ~ 60 (Fig. 3.11c).  

We found linear dependence between both normalized changes of average 

velocity and density excess across the density step and the stratification strength, i.e. 

dUba/U vs. Riρ, and dΔΡba/ΔΡ vs. Riρ (i.e., y = M · x + J). In addition, we have expressed 

the coefficients of the linear relationships (M and J) as functions of Fr, in order to 

generalize our equations of velocity changes across the density step for different values 

of both Fr and Riρ, as follows, 
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where M1 = -0.01613 Fr – 0.002313, and J1 = -0.01538 Fr – 0.01637 (minimum R
2
 = 

0.93, Fig. 3.11b). Furthermore, in terms of the density changes,  
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

  (3.12)  

where M2 = -0.002213 Fr – 0.02512, and J2 = -1.08 Fr + 1.565 (minimum R
2
 = 0.90, 

Fig. 3.11c). Note that the linear relationships presented above can be only applied to  

 

 

Fig. 3.11. (a) Theoretical prediction of buoyancy flux portions flowing as interflow (b1) and underflow 

(b2) of five current regimes studied through simulations. (b-e) Normalized changes of different variables 

across the density step against the stratification strength, Riρ, for different current regimes, Fr: (b) changes 

of average velocity dUba /U , (c) changes of average density excess dΔΡba/ΔΡ, (d) changes of the 

densimetric Froude number ΔFrba /Fr, and (e) changes of the entrainment coefficient ΔEba /E. Color 

dashed lines in (b) and (c) were used to estimate Eqs. 3.11 and 3.12. Black dashed-dotted lines in (d) and 

(e) are used in the discussion of the results. 
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values of Riρ which yield normalized velocity changes between [-1 ,0], and normalized 

density changes from [-1, 1]. The value of Riρ for which these changes are equal to -1 

(i.e., maximum reduction of the underflow), corresponds to the critical value Riρ
*
 above 

which all the current flows as an interflow (i.e., no underflow). As a result, Eqs. 3.11 

and 3.12 could be used to predict the critical value Riρ
* 

for a specific current regimen 

(i.e., dUba/U = -1 and dΔΡba/ΔΡ = -1), and thus, the minimum stratification strength 

required to observe pure interflows (b1 = 1). However, we are interested in 

understanding the responsible processes of the different current behaviors depending on 

Fr and Riρ. Thus, we propose a balance of forces across the density step, in order to 

evaluate the conditions which control the formation of interflows, underflows or split 

flows in our simulated experiments (Fig. 3.1).  

 

Balance of inertial and buoyancy forces across the density step – Many field, 

laboratory and numerical studies of gravity currents have used the densimetric Froude 

number (or its inverse-related Richardson number, Ri = Fr 
-2

) as a measure of the 

importance of inertial forces to buoyancy forces (Dallimore et al. 2001; Sequeiros et al. 

2010; Venayagamoorthy and Fringer 2012, among others). Here, we quantified the 

normalized change in Fr before and after the density step (Figs. 3.10i-j), as ΔFrba/ Fr = 

(Frb - Fra)/Frb, to evaluate the driving forces of the different inflow behaviors (Fig. 3.1) 

depending on the current regime and stratification strengths (Fig. 3.11d). In addition, we 

used the predicted partition of the inflowing buoyancy flux (b portions) yielded by the 

different simulated current profiles (Eq. 3.4) to confirm our hypothesis about the 

different gravity current behaviors (Fig. 3.11a).  

First, both underflows and split flows could be formed when currents enter 

weakly stratified systems (Riρ ~ 5-20) depending on density and Fr changes across the 

density step. We consider that underflows are formed when the predicted b1 is only ~ 5-

10%, while split flows could be observed if b1 ~ 40-50% (Fig. 3.11a). Thus, when Riρ ~ 

5-20, underflows are related with dΔΡba/ΔΡ > 0 and  ΔFrba/Fr < 0 (subcritical currents), 

while split flows will likely occur when dΔΡba /ΔΡ < 0 and  ΔFrba/Fr ≈ 0 (supercritical 

currents), (Figs. 3.11c,d). Thus, predominant buoyancy forces within the current after 

crossing the density step could be considered as the leading force of underflows 

formation. Second, we could observed both split flows and interflows for intermediate 

values of Riρ ~ 30-40, when dΔΡba/ΔΡ < 0 and ΔFrba/Fr ≥ 0 (Figs. 3.11c,d). According 

to the predicted current partition when Riρ ~ 30-40, we observed that b1 ~ 40-50% (split 

flows) for near zero normalized Fr changes across the density step, while b1 ~ 80% 

when normalized Fr changes are above one (interflows) (Figs. 3.11a,d). Thus, the larger 

the increase in ΔFrba/Fr values across the density step, the more likely the formation of 

interflows (supercritical currents). These results also suggest that the compensation in 

the reduction in both forces (inertial and buoyancy) across the density step may be a 
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characteristic feature of the split flow regime. Finally, only interflows are expected for 

large Riρ > 60 and any current regime, since dΔΡba/ΔΡ < 0 and  ΔFrba/Fr >> 0. For this 

range of Riρ, b1 is always above 80%, confirming the predominant interflows formation 

(Fig. 3.11a). Thus, despite of the reduction of the current velocity, inertial forces within 

the current after the density step may dominate the formation of interflows. In general, 

the described differences in ΔFrba/Fr can be associated with different mixing rates 

expressed in terms of entrainment. 

The parameterization of Cenedese and Adduce (2010) used a function of the 

densimetric Froude number to estimate the entrainment coefficient E in gravity currents 

flowing downslope, as follows, 
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where Re is the Reynolds number (~25, see Simulations set-up). Results of E for two 

extreme current regimes are presented in Figs. 3.10k,l and normalized changes of E 

across the density step for five different regimes are quantified as, ΔEba/E = (Eb - Ea)/Eb 

and shown in Fig. 3.11e. As a result, reductions in ΔEba/E are associated with 

underflows, while increments of this variable can be associated with split flows and 

interflows. Thus, higher levels of mixing between current-ambient water cause that part 

of (or maybe all) the current material detaches from the down-slope bottom at the 

density step and flows along the base of the top layer. The formation of these near 

surface intrusions are more likely when supercritical currents enter strongly stratified 

systems than when a subcritical current impact with a weakly stratified water column. 

 

Mixing and efficiency - To properly quantify the energetic of mixing in a 

stratified system due to an external source (e.g., an inflowing gravity current), Winters 

et al. (1995) stated that simply comparing total potential energy of the fluid between the 

initial and final state is insufficient. They identified two possible mechanisms of energy 

transformation as a result of an external source of energy: diabatic and adiabatic. They 

further classified them depending on the nature of the total potential energy (PE) 

conversion: (1) irreversible, when energy is lost through viscous dissipation (diabatic), 

or (2) reversible, when the added energy is back into the kinetic energy budget of the 

fluid (adiabatic). As a result, the authors split the PE of the system into the background 

potential energy (PEb), which is a measure of the potential energy from which no useful 

work can be derived, and the available potential energy (PEa), which can transfer 

energy back into kinetic energy. In addition, Winters et al. (1995) shown in their work 

that the available potential energy PEa is lost to the kinetic energy of the flow, which in 

turn loses its energy to dissipation. The background potential energy PEb rises 

irreversibly in due to mixing is favored by turbulent motion (in our case, due to the  
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Fig. 3.12. Energy budgets. (a-b) Time-series of: (a) the rate of change of the background potential energy 

(Φb = ΔPEb / Δt), and (b) dissipation ε, during the injection of different current regimes (Fr) into a two-

layered system with similar Riρ ~ 20. (c) Mixing efficiency by the end of the injection for different current 

regimes (Fr) and density steps (Riρ). 

 

impingement of the current with the density step). Note that in our runs we always 

observe a final raise of the total potential energy PE of the system (ΔPE/Δt > 0, Δt ~7 

min) due to the current injection. To obtain a better understanding of the mixing and 

dissipation of the impingement process, it is useful to analyze the instantaneous rate of 

change of the background potential energy (Φb = ΔPEb/Δt) as well as the dissipation (ε). 

Based on these arguments, several studies (Fringer and Street 2003; Rueda and 

Schladow 2009) used the mixing efficiency (η) as a measure of how efficiently the PEb 

rises at the expense of the PEa of the system, which is computed as follows, 









b

b

 (3.14)  

where dissipation (ε) is calculated as in Fringer and Street (2003) (see their Eq. 5.5). 

Figs. 3.12a,b shown the time-series of Φb and ε for different current regimes entering a 

stratified system with the same density stratification (Riρ ~ 20). On average, Φb tends to 

be twice higher than ε for any Fr and instant of time. However, values of both variables 

increase significantly when Fr becomes larger than one. As a result, values of mixing 

efficiency by the end of the injection (t ~7 min) when Fr < 1 are larger for higher values 

of both Fr and Riρ according to linear-like relationships, with values of η which range 

between 0.64 to 0.78 (Fig. 3.12c). Nevertheless, currents with Fr > 1 yield the lowest 

values of mixing efficiency (Riρ ~ 5), but values of η suffer a dramatic increase when 

Riρ > 20, reaching the maximum mixing efficiency when Riρ ~ 60 (η ~ 0.78). The reader 

should note that all our results converge to the same maximum value of mixing 

efficiency (η ~ 0.78) for any current regime entering the strongest stratified system. Our 
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values of mixing efficient are in the upper range of the values found in the literature, as 

summarized by Fringer and Street (2003) in Table 1 (maximum η ~ 0.5). As result, the 

predominant mechanism causing energy transformation in our system is through mixing 

(raise of PEb) instead of viscous dissipation. These results suggest that energy introduce 

through gravity currents into stratified systems tend to be stored irreversibly in the PEb, 

causing significant changes in the ambient stratification of the ambient water (as 

observed in Fig. 3.6). As shown both laboratory observations (Fig. 3.6) and energy 

budgets (Fig. 3.12c), the ambient density changes are more obvious for lager values of 

Fr (supercritical) and Riρ. As a result, the scaling arguments presented here can be taken 

as evidence that the application of the partition theory developed in the laboratory as a 

function of both Riρ and Fr values could be successfully extended to a wider range of 

gravity current regimes, which can be more easily observed in natural systems. 

 

Conclusions and remarks 

 

In this work we have aimed to gain a better understanding of the vertical 

distribution of a gravity current entering a stratified system, which can be of special 

interest for the biochemical processes undertaken in water ecosystems. First, we have 

reproduced, through numerical simulations, a recent experimental buoyancy flux 

partition theory based on laboratory experiments, which quantify the portion of a 

gravity current which flows as interflow and/or underflow after its impingement with a 

sharp density step. Our simulation results show good agreement with laboratory data on 

reproducing both: (1) the internal gradients of the two study gravity current regimes 

(characterized by the densimetric Froude number, Fr, as subcritical and supercritical), 

and (2) the change in the ambient stratification of the two-layered system (with different 

stratification strengths or density Richardson number, Riρ) after the injection of the 

dense inflow. The physical validation of the modified parallel code of Fringer and Street 

(2003) by the implementation of a zero-equation turbulence model, allowed us to (1) 

successfully confirm, through tracer experiments, the physical arguments of buoyancy 

flux partition of the gravity current suggested in the laboratory, and (2) evaluate errors 

in the analytical partition theory due to both the measurement location of the available 

laboratory data, and numerical uncertainties associated with parameters values, vertical 

resolution of the numerical domain, and configuration of the inflow at the boundary 

(confined or unconfined). According to simulation results, changes in the locations 

where laboratory data were gathered did not significantly modify the predicted portions 

of the current that flows as interflow or/and underflow after impinging a sharp density 

step. Regarding numerical uncertainties, the study ranges of parameters values did not 

significantly change simulation results, while special care should be taken when 

defining the vertical resolution of the simulated domain and the inflow configuration in 
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order to achieve an appropriate representation of the inflow behavior entering a 

stratified system. In addition, particular attention should be taken for the simulation of 

supercritical currents into weakly stratified systems. These sources of error should be 

carefully studied when aiming to reproduce through simulations multiple intrusions in 

field scale settings. Many field gravity currents are not purely two dimensional (Alavian 

et al. 1992) and they are also likely to develop supercritical regimes due to a more 

highly mixed lower layer (Johnson et al. 1994; Xu et al. 2004). In addition, weak 

density steps can be developed, for example, in Mediterranean stratified reservoirs 

during the late summer-early fall. For instance, in the field tracer release experiments 

undertaken by Cortés et al. (2014a) in September 2009, stratification in Lake Béznar 

(Spain) presented the smallest density step (Δρ12 = 0.07 kg m
-3

) of the observed lake 

stratification season (see
 
their Figs. 1.8b,d,f), which was also the time when they 

observed the formation of split flows (see their Fig. 1.5).  

In addition, we have further used the numerical model to characterize the current 

partition process of a wide range of gravity current regimes (Fr) and stratification 

strengths (Riρ) in terms of both (1) the changes in the internal gradients of the current 

due to its impingement with a density step, and (2) the predominant mechanism causing 

the energy transformation within the stratified system due to the current injection. First, 

we have parameterized the level of internal gravity current restructuring due to its 

impingement through linear relationships between normalized changes of average 

properties at the current (velocity and density excess) across the density step, and the 

two non-dimensional numbers (Fr and Riρ). In general, we observe larger variable 

reductions across the density step when supercritical currents enter strongly density 

stratified systems. Then, we have used a forces balance (buoyancy vs. inertia) in order 

to indentify the conditions controlling the different current behavior (interflow, 

underflow, split flow) for the range of simulated current regimes. More significant 

buoyancy forces within the current after its impingement have been identified as leading 

forces of underflows, while predominant inertial forces after the current hits the density 

step may be the driver of interflows. We observed split flows when the reduction in 

both inertial and buoyancy forces were compensated after the current crossed the 

density step. Finally, we have used the mixing efficiency to properly identify the 

predominant energy transformation mechanism due to the injection of different gravity 

currents into two-layered stratified systems. Our results show larger values of mixing 

efficiency for higher values of Fr (supercritical) and Riρ. In addition, the large values of 

mixing efficiency calculated suggested that energy introduce through the gravity 

currents into the stratified systems tend to be stored irreversibly in the PEb, being 

mixing the predominant mechanism of energy transformation (instead of viscous 

dissipation). According to mixing efficiency trends, the ambient density changes are 

more obvious for lager values of Fr (supercritical) and Riρ. As a result, the numerical 

model presented here could be taken as a tool to predict the partition of a wide range of 
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gravity current regimes entering different stratified systems (e.g. linearly-density 

stratified). However, simulation of excessive mixing could be responsible of the failure 

in a correct prediction of the river inflow partition in a field stratified water column. 

Therefore, this could lead to a wrong characterization of the fate of dissolved substance 

(e.g. nutrients) in the river water entering natural water bodies, which can affect the lake 

ecology. 



On the Development of Split Flows 

104 

 

 

 

 

  



General Conclusions 

105 

 

 

GENERAL CONCLUSIONS 

 

By means of field, laboratory and numerical experiments, we have characterized 

the fate of gravity currents water entering water bodies under different stratification 

conditions. We have demostrated that the splitting behaviour is controlled by the 

presence of internal gradients within the gravity current, as well as the density change at 

the base of the surface-mixed layer (SML). In addition, we have described and confirm 

(through experimental and numerical experiments) a partition theory of the current 

buoyancy in two parts when it splits at a density step. These are some of the specific 

conclusions: 

1. Results from field tracer experiments under different stratification conditions in a 

stratified Mediterranean reservoir (Lake Béznar, Spain) shown that gravity currents 

can either penetrating the SML to form a deep metalimnetic intrusuion (underflow), 

flowing entirely at the base of the SML (interflow), or even splitting in two parts. 

Our field observations also shown that a fraction (and possibly all) of river inflow 

entrains into the SML shortly after entering the stratified reservoir  when the gravity 

current forms intrusions at the top of the metalimnetic layer, as a result of 

convectively-driven deepening of the SML. This fraction varied from 0% at the 

beginning of the stratification period (May) to nearly 100% at the time of maximum 

stratification (July). In September (late summer-early fall), this fraction (10%) was 

similar to that reported by Fischer and Smith (1983) in Lake Mead. 

2. Under field settings, we parameterized the three behaviours of a gravity current in 

terms of the transition Richardson number, Ri12, defined as a ratio of density step in 

the ambient water, and the density excess of the current at the base of the SML. The 

gravity current detached (at least partly) and form intrusions at the base of the SML 

if Ri12 ≥ 1. It penetrated the base of the SML and formed intrusions only in the 

metalimnion, for Ri12 << 1. In Lake Béznar, shallow intrusions near the base of the 

SML more likely occurred during strong stratification in mid-summer, but also 

occurred in late summer–early fall at the onset of seasonal cooling.  

3. Our laboratory observations stress the significance of the internal gradients within 

the gravity current (quantified by the densimetric Froude number of the gravity 

current, Fr), as well as the ambient stratification strength (measured by the density 

Richardson number, Riρ), on determining how a gravity current intrudes into a two-

layered stratified ambient water. Gravity currents are more likely to detrain into two 
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parts at a density step when they have a diffuse density interface (Fr > 1). However, 

gravity currents tend to intrude as a single intrusion when they have a sharp, more 

step-like density profile (Fr < 1). According to field experiments, the formation of a 

diffuse interface layer at the top of the current is linked to: (1) the existence of deep 

surface mixed layers; (2) large initial dilutions in the plunge zone; and (3) strong 

mixing rates occurring at the interface layer between lake water and supercritical 

gravity current. 

4. Using details of the internal structure of the gravity current, we developed an 

analytical theory to predict the partition of the inflowing buoyancy flux into the 

interflow and underflow when the gravity current splits at the density step. Our 

predictions of buoyancy portions are in agreement with the observed density 

changes in the laboratory stratified system. 

5. Numerical experiments have let us to characterize the current partition process of a 

wider range of gravity current regimes (Fr) and stratification strengths (Riρ) than 

those studied in the laboratory. We have proposed a forces balance (buoyancy vs. 

inertia) across the density step in order to indentify the conditions controlling the 

splitting behavior of the new set of current regimes. More significant buoyancy 

forces within the current after its impingement have been identified as leading forces 

of underflows, while predominant inertial forces after the current hits the density 

step may be the driver of interflows. We observed split flows when the reduction in 

both inertial and buoyancy forces were compensated after the current crossed the 

density step. 

6. Finally, we suggest the use of a combination of the analytical buoyancy flux 

partition theory with the numerical model as a tool to predict and quantify the fluxes 

of river-borne nutrients from cold plunging inflows that could be retained at the base 

of the SML. Therefore, this portion of the river water, and thus its dissolved 

nutrients, may be available into the top layers, where they can be used for 

phytoplankton growth. The fate of the river-borne nutrients may influence reservoir 

ecology and its water quality. 
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CONCLUSIONES GENERALES 

  

A través de experimentos de campo, laboratorio y simulaciones numéricas, 

hemos caracterizado la distribución vertical del agua introducida mediante corrientes de 

gravedad en sistemas acuáticos bajo diferentes condiciones de estratificación. Hemos 

demostrado que el comportamiento denominado split flow (división de la corriente en 

dos partes) está controlado tanto por la presencia de gradientes internos en la  estructura 

la corriente de gravedad, como por el cambio de densidad en la base de la capa 

superficial de mezcla (SML). Además, hemos descrito y confirmado (de forma 

experimental y numérica), un teoría de partición del flujo de flotabilidad de la corriente 

de gravedad en dos partes cuando encuentra un salto de densidad. A continuación 

enumeramos una serie de conclusiones específicas: 

1. Resultados de experimentos de trazadores realizados en campo bajo diferentes 

condiciones de estratificación en un embalse estratificado del Mediterráneo 

(Embalse de Béznar, Granada, España) muestran que una corriente de gravedad 

puede penetrar la SML para formar intrusiones en el metalimnion (underflow), fluir 

a lo largo de la base de la capa superficial de mezcla (interflow), o dividirse en dos 

partes (split flow). Nuestras observaciones de campo también muestran que la 

fracción (y posiblemente toda) del agua del río se fluye en la SML puede 

incorporarse en las capas superficales del embalse en cortas escalas de tiempo 

debido al engrosamiento de la SML por mezcla convectiva. La fracción de agua del 

río incorporada en superficie varió entre 0% al comienzo del período de 

estratificación (Mayo) hasta casi el 100% durante el período de máxima 

estratificación (Julio). En Septiembre (comienzo del otoño), esta fracción (10%) fue 

similar a la encontrada por Fischer and Smith (1983) en el Lago Mead. 

2. Bajo condiciones de campo, hemos parametrizado los tres comportamientos de una 

corriente de gravedad en función de un número adimensional que hemos 

denominado ‘número de Richardson en la transición’, Ri12, y que cuantificamos 

como el cociente entre el salto de densidad en la columna de agua que observamos 

en la base de la SML, y la diferencia de densidad entre la corriente de gravedad y 

dicha capa superficial. Según nuestro resultados, la corriente de gravedad se 

separara del fondo (al menos parcialmente) y forma intrusiones en la base de la 

SML cuando Ri12 ≥ 1. Por otra parte, la corriente penetra dicha capa superficial y 

forma intrusiones solo en el metalimnion si Ri12 << 1. En el Embalse de Béznar, la 

formación de intrusiones en la base de la capa de mezcla occurre más 
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frecuentemente durante periodos de máxima estratificación (verano), pero también 

se observa al comienzo del otoño cuando comienza el enfriamiento de la columna de 

agua. 

3. Nuestras observaciones de laboratorio destacan la importancia de la presencia de 

gradientes internos en la corriente de gravedad (cuantificados mediante el ‘número 

de Froude densimétrico’, Fr), además de la intensidad de la estratificación en la 

columna de agua (medida a través del ‘número de Richardson densimétrico’, Riρ), 

en la caracterización del comportamiento de una corriente de gravedad cuando entra 

en un sistema estratificado en doble capa. Observamos que la corriente de gravedad 

tienen a dividirse en dos partes al chocar con un salto de densidad cuando la capa 

interfacial entre la corriente y el agua ambiental es difusa (corrientes con régimen 

supercrítico, Fr > 1). Sin embargo, es más probable que la corriente de gravedad 

forme una única intrusión cuando la capa interfacial corriente-agua ambiental es de 

menor espesor (corrientes con régimen sub-crítico, Fr < 1). Según resultado de 

campo, la formación de capa interfacial de mayor espesor está relacionada con: (1) 

la existencia de una capa superfical de mezcla profunda, (2) diluciones iniciales 

significativas en la zona de hundimiento; y (3) mezcla intensa en la capa interfacial 

entre corrientes de gravedad supercríticas y el agua ambiental. 

4. Usando los perfiles verticales que caracterizan los gradientes internos de una 

corriente de gravedad, hemos desarrollado una teoría que predice la partición del 

flujo de flotabilidad inicial de la corriente de gravedad que fluye como interflow y 

underflow cuando dicha corriente se divide al encontrar un salto de densidad. 

Además, hemos confirmado nuestras predicciones sobre las fracciones en las que se 

divide la corriente de gravedad mediante la información de los cambios de densidad 

observados en el sistema estratificado debido a la entrada de dicha corriente. 

5. Resultados de las simulaciones numéricas nos han permitido caracterizar el proceso 

de partición del flujo de flotabilidad de la corriente de gravedad con regímenes (Fr) 

e intensidad de la estratificación (Riρ) diferentes a los estudiados en laboratorio. 

Hemos usado un balance de fuerzas (flotabilidad vs. inercia) a ambos lados del salto 

de densidad para identificar las condiciones que controlan los diferentes 

comportamientos de la corriente de gravedad (interflow, underflow, split flow) para 

un conjunto de nuevos regímenes. En general, nuestros resultados indican que un 

predominio de las fuerzas de flotabilidad en la corriente de gravedad formada tras el 

salto de densidad da lugar a la formación de underflows fluyendo por el fondo del 

sistema, mientras que la formación de interflows a lo largo del salto de densidad está 

a asociado con una mayor importancia relativa de las fuerzas de inercia en la 

corriente de gravedad formada tras su impacto con Δρ12. Además, observamos split 

flows cuando la reducción de tanto las fuerzas de inercia como de flotabilidad se 
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compensaron tras el paso de la corriente de gravedad a través del salto de densidad 

del sistema estratificado en doble capa. 

6. Finalmente, proponemos el uso combinado de la teoría analítica presentada sobre la 

partición del flujo de flotabilidad de la corriente de gravedad junto con simulaciones 

numéricas como una herramienta para predecir y cuantificar los flujos de nutrientes 

disueltos en el agua del río que pueden quedar retenidos en la base de la SML. Por 

tanto, esta fracción de agua del río, y sus nutrientes disueltos, podrán estar 

disponible en las capas superficiales donde serán utilizados para el crecimiento la 

comunidad fitoplanctónica. La distribución de estos nutrientes disueltos en el agua 

fluvial en capas superficiales puede influir en la ecología del sistema acuático 

natural y, por tanto, en su calidad del agua. 
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