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Abstract

Water contamination endangers aquatic ecosystems worldwide. The contam-

ination of aquatic ecosystems impairs the system's functioning and its use as

a water source. The spread of contaminants within a system is possible due

to dispersal, i.e. the transport of a substance or organism by the movements

of the ambient water. The knowledge and understanding of these movements

is necessary to determine the contaminant's �nal distribution, its concentra-

tion, its fate, and, thus, the potential impacts on ecosystems and human

health. Water currents and mixing can be determined mathematically by

resolving the advection-di�usion equation. Hydrodynamic transport model

have been applied for the study of contaminant transport in coastal systems,

rivers, reservoirs and lakes. In lakes, currents are largely forced by winds,

waves and convective processes, and are characterized by low magnitude as

well as high temporal and spatial variability. However, little is known to

date about the distribution of contaminants by wind-driven lake currents.

The objective of this thesis is to analyze the passive dispersal of living

contaminants (organisms) by wind-driven lake currents. For this purpose,

a mechanistic individual-based model grounded on the reaction-advection-

di�usion equation has been developed. The model consists of three modules

(Release-Transport-Survival) that represent the basic processes of contami-

nant dispersal: (R) the incorporation of a given contaminant into the water

column through entrainment or shedding, (T) passive transport and disper-

sal, and (S) contaminant survival (or inactivation) in function of environ-

mental conditions endured during transport. The particular aim is to char-

acterize the mechanisms of dispersal, the temporal and spatial variations of

the pathways, and the contaminant's �nal distribution. The dispersal model

has been applied to study the distribution of two contaminants, (i) an inva-
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sive bivalve, Asian clam (Corbicula �uminea) and (ii) a human water-borne

pathogen (Cryptosporidium ssp.), in a deep, alpine lake surrounded by a

complex topography - Lake Tahoe, USA.

Asian clam is among the most aggressive freshwater invaders worldwide.

Passive (natural) hydraulic transport by water currents is considered to be

the main mechanism for the local dispersal of Asian clam. The local disper-

sal largely occurs during the larval and juvenile stages of their life when, as a

result of their low density, larvae may remain suspended in the surface mixed

layer even under minimal turbulence. Larvae are not motile, but can travel

long distances drifting with water currents. The contribution of currents in

the local dispersal of Asian clam larvae, however, is not known. Laboratory

studies on the dispersal of Asian clam by water currents have focused on

the transport of adults. The local dispersal of planktonic larvae of Asian

clam by passive hydraulic transport has been evaluated in Lake Tahoe. The

probability of dispersal of Asian clam larvae from the existing high density

populations to novel habitats is determined by the wind regime, the magni-

tude of wind events and their timing. Larvae dispersal and migration occurs

in form of pulses in response to episodic events of strong wind forcing. Dis-

persal of Asian clam occurs along a discrete number of preferential pathways.

The impact of ultraviolet radiation during the pelagic stages on Asian clam

mortality is low as a result of the short dispersal distances associated with

relatively high larval settling velocity and the predominantly weak winds

observed. The �nal distribution of dispersed larvae and the probability of

their survival are sensitive to the larval settling velocity. Flow inside bays

tends to exhibit recirculating currents, likely as the results of �ow separation

at the bay boundary. Bays that are characterized by low current velocities

and re-circulation act as traps for suspended benthic larvae.

Pathogen contamination of aquatic ecosystems is a severe threats to hu-

man health worldwide. The protozoan parasite Cryptosporidium spp., or

rather its oocysts, is widespread in lakes and reservoirs, even in developed

countries. Only in the US, the presence of Cryptosporidium parvum is esti-

mated to 55% of surface waters and 17% of drinking water supplies. Cryp-

tosporidium poses a problem to water treatment as it is highly resistant to

conventional methods of disinfection. The small size and omnipresence of its
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oocysts has caused many health outbreaks in drinking as well as recreational

waters. To the extent of the author's knowledge, no quantitative studies

exist on the risk of pathogens entering drinking water intakes of lakes or

reservoirs resolving the near-shore circulation and taking into account tem-

perature as well as light inactivation. The speci�c aim is to assess the risk of

infectious human water-borne pathogens, focusing on the example of Cryp-

tosporidium, released at recreational beaches entering a sample water intake

of Lake Tahoe. The risk of contamination by Cryptosporidium is analyzed

using a modi�ed version of the dispersal model, including a novel technique

of back-tracking pathogens from the point of concern (water intake) toward

the source regions (recreational beaches). This technique allows studying

non-point contaminations at a modest computational cost and identifying

time periods of potential drinking water contamination. For the case of

Cryptosporidium dispersal in Lake Tahoe, the results reveal that for this

particular lake (1) the risk of human water-borne pathogens entering drink-

ing water intakes is low, but signi�cant; (2) this risk is strongly related by the

depth of the thermocline in relation to the depth of the intake; (3) the risk

of increases with the seasonal deepening of the surface mixed layer; and (4)

the risk increases at the night when the surface mixed layer deepens through

convective mixing and inactivation by ultraviolet radiation is eliminated.

The work presented in the Chapter 2 has been accepted for publica-

tion in Journal of Environmental Management entitled �A 3D individual-

based aquatic transport model for the assessment of the potential dispersal

of planktonic larvae of an invasive bivalve� and authored by Hoyer, A.B.,

Wittmann, M.E., Chandra, S., Schladow, S.G. and F.J. Rueda. The work

presented in Chapter 3 is currently in review by Limnology and Oceanog-

raphy: Fluids and Environment entitled �Local Dispersion of Invasive Bi-

valve Species by Wind-driven Lake Currents� and authored by Hoyer, A.B.,

Schladow, S.G. and F.J. Rueda. Chapter 4 on the risk of human water-borne

pathogens entering drinking water intakes is in preparation for submission

to Environmental Science and Technology entitled �A hydrodynamics-based

approach to evaluating the risk of waterborne pathogens entering drinking

water intakes in a large lake� and authored by Hoyer, A.B., Schladow, S.G.

and F.J. Rueda.
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Resumen

La contaminación de las aguas supone una amenaza para los ecosistemas

acuáticos a nivel global, ya que perjudica el funcionamiento de los mismos así

como su uso como recurso acuícola. La distribución de los contaminantes en

estos sistemas se hace posible debido a la dispersión de los mismos, es decir,

debido al transporte de substancias u organismos por el hecho de encontrarse

en un �uido en movimiento. Es necesario, por tanto, conocer los movimien-

tos de las masas de aguas en estos sistemas para determinar la distribución

�nal de los contaminantes, su concentración, su destino, y, en de�nitiva el

impacto potencial que tienen sobre los ecosistemas y sobre la salud humana.

Tanto los movimientos (corrientes) de las masas de agua como las tasas

de mezcla de las mismas pueden determinarse matemáticamente resolviendo

las ecuaciones de advección-difusión, por lo que la aplicación de modelos

hidrodinámicos para el estudio del transporte de contaminantes en sistemas

costeros, ríos, embalses y lagos es una práctica común. En el caso concreto

de los lagos, estas corrientes están inducidas por el viento, el oleaje y por

procesos de tipo convectivo, y se caracterizan por ser de pequeña magnitud así

como por su alta variabilidad espacio-temporal; sin embargo, el conocimiento

sobre la distribución de los contaminantes por dichas corrientes es, a día de

hoy, escaso.

El objetivo de esta tesis doctoral es analizar la dispersión mediante las

corrientes inducidas por el viento en lagos, de contaminantes vivos (organ-

ismos). Con este �n, se ha desarrollado un modelo de tipo mecanístico y la-

grangiano, basado en la ecuación de reacción-advección-difusión. Dicho mod-

elo consta de tres módulos (Resuspensión-Transporte-Supervivencia) que re-

presentan los procesos básicos en la dispersión de contaminantes: (R) La in-

corporación de un contaminante dado a la columna de agua por resuspensión
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o liberación, (T) el transporte pasivo y la dispersión de dicho contaminante, y

(S) la supervivencia (o inactivación) del mismo en función de las condiciones

ambientales experimentadas durante el transporte. El objetivo especí�co de

esta tesis es caracterizar los mecanismos de dispersión de contaminantes, las

variaciones temporales y espaciales de las rutas de dispersión y la distribu-

ción �nal del contaminante. Para ello, el modelo de dispersión propuesto

(modelo RTS) se ha aplicado en un lago alpino profundo y rodeado por una

topografía compleja (Lago Tahoe, EE.UU) para analizar la distribución de

dos organismos: Corbicula �uminea (almeja asiática), un bivalvo invasor, y

Cryptosporidium ssp., un patógeno humano.

El incremento en la distribución espacial de las especies acuáticas inva-

soras (como es el caso de la almeja asiática) es una de las mayores amenazas

ecológicas y económicas para los ecosistemas acuáticos a nivel mundial. Tan

solo en EE.UU el número de especies invasivas (terrestres y acuáticas) es-

tablecidas es de aproximadamente 50.000, que causan pérdidas económicas

estimadas en más de 120 billones de dólares. Además, los efectos no desea-

dos sobre los ecosistemas, asociados a la presencia de estas especies invaso-

ras, son el factor más importante a nivel mundial, después de la pérdida de

hábitat, en cuanto a lo que a la amenaza de la biodiversidad se re�ere. La

almeja asiática es un ejemplo de especie invasora de aguas dulces y es una de

las más agresivas a nivel mundial. Se considera que su mecanismo principal

de dispersión local en el agua es el transporte hidráulico pasivo (natural) por

medio de las corrientes, el cual tiene lugar en mayor medida durante las fases

larval y juvenil, ya que, como resultado de su baja densidad, las larvas son

capaces de mantenerse en suspensión en la capa de mezcla incluso durante

niveles bajos de turbulencia. De esta forma, aún no teniendo la capacidad de

moverse, estas larvas podrían potencialmente viajar grandes distancias gra-

cias a las corrientes de agua. Sin embargo, la contribución de las corrientes

de agua en la dispersión local de las larvas de la almeja asiática es, hoy en

día, un factor desconocido y los estudios de laboratorio existentes, se han

basado únicamente en el transporte de individuos adultos.

En esta tesis, se ha evaluado la dispersión local de las larvas de la almeja

asiática en su fase planctónica (mediante transporte hidráulico pasivo) en

el Lago Tahoe. La probabilidad de dicha dispersión, desde las poblaciones
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existentes (con alta densidad de individuos) hasta nuevos hábitats, viene de-

terminada por el régimen de viento, la magnitud de eventos de viento y de

su ocurrencia temporal. La dispersión y migración de las larvas ocurre en

forma de pulsos, en respuesta a eventos episódicos de viento fuertes y tiene

lugar a través de un número discreto de rutas preferenciales. El impacto

sobre la mortalidad de la almeja asiática de la radiación ultravioleta durante

el estado pelágico es bajo ya que las distancias que recorren tras cada evento

(pulso) son cortas, debido a la relativamente alta velocidad de sedimentación

de las larvas y a los vientos predominantemente suaves observados en el Lago

Tahoe. La distribución �nal de estas larvas dispersadas y su probabilidad de

supervivencia son, por tanto, sensibles a la magnitud de la velocidad de sedi-

mentación de las mismas. Esta sensibilidad se ve aumentada en las regiones

del lago donde existen bahías, donde la recirculación del �ujo (separación

del �ujo de las paredes laterales del lago) unido con la baja magnitud de las

velocidades de la corriente, actúan como trampas de sedimentación para las

larvas de especies bentónicas en suspensión.

Por otro lado, la contaminación por patógenos de los ecosistemas acuáti-

cos se considera una de las mayores amenazas para la salud humana. En con-

creto, la distribución del parásito protozoico Cryptosporidium spp o, mejor

dicho, de sus oocistos, está extendida en lagos y embalses, incluso en los

países desarrollados. Tan solo en EE.UU, se estima que en el 55% de las

aguas super�ciales y en el 17% de las fuentes de agua potable está presente

Cryptosporidium parvum. Esto supone un problema para el abastecimiento

de agua ya que Cryptosporidium tiene una alta resistencia a los métodos

convencionales de desinfección como es el caso de la cloración. Además, el

pequeño tamaño de sus oocistos, unido a su abundancia, ha provocado brotes

infecciosos tanto en aguas potables como en las de tipo recreativo. A pesar

de estos hechos, según la literatura, no existe estudio alguno sobre el riesgo

de contaminación por patógenos de las tomas de agua potable en lagos y em-

balses que resuelvan el transporte y la circulación costera en los mismos y

que tengan en cuenta la inactivación de los patógenos por la temperatura y

la luz.

Otro objetivo de esta tesis es, por tanto, analizar y cuanti�car el riesgo

de patógenos humanos acuáticos infecciosos liberados en playas recreativas
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llegasen a una toma de agua en el Lago Tahoe. Para ello, se ha analizado el

riesgo de contaminación por Cryptosporidium utilizando una versión modi-

�cada del modelo de dispersión RTS, en el que se incluye una técnica nove-

dosa capaz de calcular, en el punto de interés (toma de agua), el movimiento

seguido por los pat�genos desde las fuentes (playas de uso recreativo) hasta

llegar a ese punto. Esta técnica permite estudiar la contaminación difusa con

un coste computacional moderado y permite identi�car períodos de tiempo po-

tenciales de contaminación del agua potable. El estudio de la dispersión de

Cryptosporidium en el Lago Tahoe revela que el riesgo de que patógenos hu-

manos acuáticos, provenientes de playas de uso recreativo, lleguen a la toma

de agua potable viene determinado por la profundidad de la termoclina con

respecto a la profundidad de la toma de agua: El riesgo de contaminación por

patógenos aumenta a lo largo del verano con el aumento de la profundidad

de la capa de mezcla y aumenta, a escala diaria, durante la noche, cuando

la capa de mezcla aumenta en profundidad debido a la mezcla convectiva.

Además, la radiación solar actúa como un desinfectante natural del agua,

reduciendo el riesgo de contaminación.

El trabajo presentado en el capítulo 2 ha sido aceptado para ser publicado

en Journal of Environmental Management con el título "A 3D individual-

based aquatic transport model for the assessment of the potential dispersal

of planktonic larvae of an invasive bivalve" con Hoyer, A.B., Wittmann,

M.E., Chandra, S., Schladow, S.G. y F.J. Rueda de autores. El estudio de

los mecanismos de dispersión presentado en el caítulo 3 está actualmente en

revisión por Limnology and Oceanography: Fluids and Environment con el

título de "Local Dispersion of Invasive Bivalve Species by Wind-driven Lake

Currents" con Hoyer, A.B., Schladow, S.G. y F.J. Rueda de autores. Por

último, el capítulo 4 sobre el riesgo de contaminación de las tomas de agua

potable por patógenos humanos acuáticos está en preparación para ser envi-

ado a Environmental Science and Technology con el título "A hydrodynamics-

based approach to evaluating the risk of waterborne pathogens entering drink-

ing water intakes in a large lake" y con Hoyer, A.B., Schladow, S.G. y F.J.

Rueda de autores.
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Chapter 1

Introduction and objectives

Water contamination endangers aquatic ecosystems worldwide. The contam-

ination of aquatic ecosystems impairs the system's functioning and its use

as water source for a particular purpose. Water sources are used, for exam-

ple, for drinking water, industry, or recreation. A contaminant is any sub-

stance or organism released accidentally or deliberately into a system, where

it is not naturally present or in concentrations above the natural concentra-

tion. Common contaminants of aquatic ecosystems are temperature increase

(Teixeira et al., 2009), organic (Koelmans et al., 2001) and inorganic chemi-

cals (Gillis, 2012), radioactive substances (Kryshev, 1995), pharmaceuticals

(Heberer, 2002), invasive species (Wilcove et al., 1998), and water-borne

pathogens (Signor et al., 2005). The source of contaminants can be local

(point-source) or wide spread (non-point source). Typical point-sources are

river in�ows (Hipsey et al., 2004; MacIntyre et al., 2006), water discharge

(MacIsaac et al., 2002), or isolated populations of invasive species (Gri�ths

et al., 1991), where as non-point sources are, for example, surface run-o�

(Walker & Stedinger, 1999), sediment resuspension (Zeng & Venkatesan,

1999) or recreational activities (Abdelzaher et al., n.d.). The near-shore of

aquatic ecosystems is prone to perturbations, typically induced by anthro-

pogenic activities (e.g. Carpenter et al., 1998; Liu et al., 2006; Wang et al.,

2011).

The distribution of contaminants within a given ecosystem is possible due

to dispersal, i.e. the transport of a substance or organism by the movements

of the ambient water. Water movements are able to transport contaminants

large distances through currents and maintain it in suspension through tur-

bulent di�usion, while dispersing it at the same time. The knowledge and

1



1. Introduction and objectives

understanding of these movements is necessary to determine the contami-

nant's �nal distribution, its concentration or dilution, its fate, and, thus,

the potential impacts on ecosystems and human health. Water currents and

mixing can be measured in the �eld or be determined mathematically by

resolving the advection-di�usion equation (ADE), also known as transport

equation. The solution of the ADE is approximated numerically by divid-

ing the water column at given location with the system into a number of

vertical layers (computational grid). For this location, one can determine

and predict the spatio-temporal variations over a given period of interest.

Where the lake bottom morphology (bathymetry) is known, the lake can be

represented by a high number of vertical columns to resolve the system in

the three-dimensional (3D) space. This way, numerical models are used to

determine and predict water movements over large temporal scale and at

high spatial resolutions, which are di�cult or even impossible to measure in

the �eld. Hydrodynamic transport model have been successfully applied for

the study and analysis of contaminant transport in rivers (Wu et al., 2009),

coastal systems (Grifoll et al., 2013), reservoirs (Hipsey et al., 2004) and

lakes (Rueda et al., 2008).

The fate of a contaminant in a given system is determined by the environ-

mental conditions, such as temperature and solar radiation, which may in�u-

ence the contaminant's survival or inactivation (e.g. Brookes et al., 2004b).

In strati�ed lakes or reservoirs, these environmental stressors are seldomly

constant in space or time, but exhibit spatio-temporal variability. Further

a contaminant suspended in surface layers may change its vertical position

continuously between the surface and the depth of the surface mixed layer

driven by turbulent mixing. Due to these variations in environmental con-

ditions encountered by a contaminant during the dispersion process, the

survival of a given individual depends to a large extent on the particular

conditions endured during its trajectory. Within a known �ow �eld, indi-

vidual particle trajectories can be determined and tracked using Lagrangian,

individual-based models. Individual-based models have been applied for the

study of larval dispersal of marine species (Guizien et al., 2006; Tang et al.,

2006; Nickols et al., 2012). Tang et al. (2006), for example, studied the hy-

drodynamic connectivity and its e�ect on the dispersal of the pelagic �sh

2



1. Introduction and objectives

Figure 1.1: Lake Tahoe location, shoreline, bathymetry (at 100m intervals)
and impression.

larvae between coral reefs. Guizien et al. (2006) used an individual-based

model based on a 3D coastal circulation model to analyze the dispersal of the

motile larvae of a benthic species by wind driven currents. A 2D individual-

based model was applied by Nickols et al. (2012) of the planktonic marine

larvae in the coastal boundary layer along the Californian coast. In con-

trast to coastal system, currents in lakes can have additional complexities,

driven as they are by episodic, variable wind, subject to waves and convective

processes, and with the interaction of boundaries. However, little is known

to date about the dispersion of contaminants by wind-driven lake currents

(Rueda et al., 2008).

The objective of this thesis is to analyze and understand the passive

dispersal of contaminants by wind-driven lake currents. For this purpose,

a mechanistic individual-based model grounded on the reaction-advection-

di�usion equation has been developed (dispersal model hereafter). The par-

ticular aim is to characterize the mechanisms of dispersal and the temporal

and spatial variations of the pathways, for the study case of Lake Tahoe, USA

(Fig.1.1). The dispersal model has been applied to study the distribution

of two living contaminants: (i) one of the most aggressive freshwater in-

vaders worldwide (McMahon, 1999), the invasive bivalve Corbicula �uminea

(Asian clam) (Fig.1.2a,b), and (ii) a human water-borne pathogen, Cryp-

tosporidium ssp. (Fig.1.2c,d), that has caused many public health outbreaks

(cryptosporidiosis) in drinking as well as recreational waters (MacKenzie

et al., 1994; Yoder et al., 2004). This thesis is organized as follows. First the

3



1. Introduction and objectives

Figure 1.2: Contaminants: (a) Asian clam Corbicula �uminea and (b)
shells on the beach (photographer: J. Van Arkerl), and (c) Cryptosporidium
parvum, di�erential interference contrast (DIC) image of oocysts (photog-
rapher: H.D.A Lindquist, U.S. EPA) and (d) oocysts on an intestinal cell
surface (photographer: Dr. U. Hertzel).

dispersal model is presented and applied to the potential dispersal of Asian

clam. Next, the mechanisms of species dispersal, their dependence on the

local wind forcing and the consequences for the existing population are de-

termined. Finally, the risk of drinking water contamination by Cryptosporid-

ium was analyzed using a modi�ed version of the dispersal model, including

a novel technique of back-tracking pathogens from the point of concern (wa-

ter intake) toward the source regions (recreational beaches). This technique

allows studying non-point contaminations at a feasible computational cost,

and identifying time periods of potential drinking water contamination.

A detailed and speci�c introduction is given in each of the Chapters

2-4, which are written as stand alone chapters. Some of the information

presented in the �rst �gure of each chapter (Lake Tahoe location) and the

methods section is partially repetitive. The intention of this repetition is to

provide the reader with all necessary information within the speci�c chapter

and, thus, avoid the necessity of going back to previous chapters in search

of missing information.

4



Chapter 2

A 3D individual-based aquatic transport model for

the assessment of the potential dispersal of

planktonic larvae of an invasive bivalve

Abstract

The unwanted impacts of nonindigenous species have become one of the ma-

jor ecological and economic threats to aquatic ecosystems worldwide. As-

sessing the potential dispersal and colonization of nonindigenous species is

necessary to prevent or reduce deleterious e�ects that may lead to ecosys-

tem degradation and a range of economic impacts. A three dimensional (3D)

numerical model has been developed to evaluate the local dispersal of the

planktonic larvae of an invasive bivalve, Asian clam (Corbicula �uminea), by

passive hydraulic transport in Lake Tahoe, USA. The probability of dispersal

of Asian clam larvae from the existing high density populations to novel habi-

tats is determined by the magnitude and timing of strong wind events. The

probability of colonization of new near-shore areas outside the existing beds

is low, but sensitive to the larvae settling velocity ws. High larvae mortality

was observed due to settling in unsuitable deep habitats. The impact of ul-

traviolet radiation on Asian clam mortality during the pelagic stages was low.

This work provides a quanti�cation of the number of propagules that may

be successfully transported as a result of natural processes and in function

of population size. The knowledge and understanding of the relative contri-

bution of di�erent dispersal pathways may directly inform decision-making

and resource allocation associated with invasive species management.
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2.1. Introduction 2. Dispersal model

2.1 Introduction

The spread of aquatic nonindigenous species (NIS) is one of the major eco-

logical and economic threats to lakes and waterways worldwide (Wilcove

et al., 1998; Pimentel et al., 2005). In the US alone, there are about 50,000

invasive species (terrestrial and aquatic) established that cause economic

losses estimated at more than $120 billion per year (Pimentel et al., 2005).

The introduction and establishment of NIS may cause dramatic changes to

ecosystems through perturbations to inter-speci�c competition, predator-

prey interactions, food web structure, nutrient dynamics, hydrologic cycle,

and sedimentation rates (Cox, 1999; Simberlo�, 2005; Tatem et al., 2006).

Unwanted e�ects associated with invasive species have been ranked second

only to habitat loss in the factors that threaten native biodiversity at the

global scale (Wilcove et al., 1998).

Species invasions are a multiple stage process comprised of transport and

introduction of organisms to a novel habitat from the native range, establish-

ment of self-sustaining populations within the new habitat, and secondary

spread of the organism to nearby habitats (Kolar & Lodge, 2001). Prevent-

ing NIS introductions is likely the most e�cient strategy to reduce damages

associated with invasions, and is a key component of invasive species manage-

ment programs (Leung et al., 2002; Ricciardi & MacIsaac, 2008). However,

even the most e�ective prevention e�orts do not eliminate all introductions,

and some species will establish and have undesired ecological and economic

impacts. Thus, the development of management guidelines for early detec-

tion (e.g. through surveillance and monitoring), control and/or eradication

(e.g. through biocontrol, physical removal, pesticide treatment, etc.) is also

a critical tool necessary to maintain the ecological integrity of un-invaded

habitats (Vander Zanden et al., 2010). Given the limited resources available

to natural resource managers, investment in the detection or control of NIS

depends upon the severity of the potential negative e�ect, as well as the

probability (or likelihood) of the invasion to occur (Andersen et al., 2004;

Keller et al., 2009). Thus, the ability to predict spatially explicit probabili-

ties of where NIS may establish is a valuable component to the development

of both preventative and invasive species management.
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2.1. Introduction 2. Dispersal model

A number of mathematical models have been used to predict the like-

lihood of invasion. For example, species distribution models are generally

applicable over large spatial extents, and estimate species establishment as

a function of climate or environmental variables in the native range and the

availability of suitable habitat in a novel range (Hortal et al., 2010; Poulos

et al., 2012; Schleier III et al., 2008). Reaction-di�usion-equation (RDE)

models have been used to describe species dispersal as a function of local

population growth and radial population spread (see for example Shigesada

& Kawasaki, 1997). RDE models have also been modi�ed to include long-

distance dispersal events, which have formed the basis for a federal program

to control gypsy moth invasion in the U.S. (Liebhold et al., 2007). Where

dispersal is mediated by animal or human movement and the movement

pathways (vectors or invasion corridors) are known, gravity models have

been used to estimate the overland dispersal of NIS to unconnected wa-

terways (MacIsaac et al., 2001; Leung et al., 2004). A particle transport

coupled with a growth model was used by Beletsky et al. (2007) to analyze

the dispersal and recruitment of yellow perch larvae in Lake Michigan.

This work focuses on the passive dispersal of planktonic larvae entrained

by wind-driven currents in lakes. We assess the likelihood of local disper-

sal of one of the most aggressive freshwater invaders worldwide (McMahon,

1999), the invasive bivalve Asian clam (Corbicula �uminea), in Lake Tahoe

(USA, Fig.2.1). Asian clam was �rst observed in Lake Tahoe in 2002 in low

abundances, but its population has since increased to nuisance level densi-

ties (> 103ind.m−2) with unwanted impacts to shoreline aesthetics (Hackley

et al., 2008; Wittmann et al., 2012) (Fig.2.1d). No work to date has been

conducted to evaluate the dispersal of NIS in this lake and little is known

about NIS dispersal in other large lake ecosystems (Gri�ths et al., 1991).

We utilize a mechanistic individual-based model grounded on the reaction-

advection-di�usion equation to quantify the dispersal of Asian clam larvae

from existing colonies to di�erent locations in the lake. This work is orga-

nized as follows. First the conceptual model designed and used to represent

the behavior of larvae (dispersal model here after) is described. Next, the

modeling tools (i.e. wave, hydrodynamic, and particle tracking model) the

dispersal model is based on are outlined. Finally, the results of the model

7



2.1. Introduction 2. Dispersal model

Figure 2.1: Lake Tahoe (a) location and bathymetry (at 100m intervals),
location of meteorological stations (circles), and area of interest. Den-
sity distribution of Asian clam adult population in 2005, (b) discrete sam-
pling locations (Wittmann et al., 2009), (c) interpolated clam densities
(> 500ind.m−2), black lines mark depth contours (1,2,3,4,5,8,10,20,30 and
40m) for orientation, 8m contour marked for reference, and (d) high density
clam beds (taken from Wittmann et al. (2009).
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2.2. Methods 2. Dispersal model

application to Lake Tahoe are presented focusing on the �nal dispersion map.

This map represents the probability of transport of viable larval individuals

based on the transport pathways and environmental stressors (temperature

and light) experienced by the particles during their journey.

2.2 Methods

2.2.1 Approach

A Lagrangian, individual-based model has been developed to predict the lo-

cal dispersal of particles representing any tracer (i.e. passive substance or

organism), such as Asian clam larvae, by lake currents. The �nal particle

distribution is then used to assess the probability of dispersal and settling in

new suitable areas from localized areas where Asian clams are known to ex-

ist. The individual-based model consists of three modules, run sequentially

but independently of one another. The �rst module (release module) repre-

sents the growth of larvae in existing beds and their incorporation into the

water column through entrainment. The second module simulates the pas-

sive dispersal and settling of larvae during a period of time T . This module,

referred to as the transport module, tracks the position and the environmen-

tal conditions (water temperature and radiation levels) experienced by each

individual. The third module estimates the probability of larvae survival as

they are transported and settle to the sediment (survival module). Individ-

uals are considered to have colonized new near-shore areas if (i) they settle

in favorable habitats and (ii) the environmental conditions endured in the

pelagic do not a�ect their viability. This model is termed RTS model (for

Release-Transport-Survival). The di�erent modules are designed so that

they can have di�erent time resolutions, ∆t, and therefore di�erent numbers

of time steps n. R, T and S are used as subscripts to specify the module to

which variables (time steps and number of steps) refer to. A Cartesian grid

discretizes the physical domain and the larvae locations in the computational

grid will be indicated by the indexes (i, j, k) for the E-W, N-S and vertical

direction, respectively. The sequence of calculations done in the RTS model

to estimate dispersion maps is presented in Fig.2.2.

9



2.2. Methods 2. Dispersal model

Figure 2.2: Flow diagram of larvae dispersal model. Horizontal lines rep-
resent time lines (simulations and runs). Thin vertical bars mark time
steps. Thick vertical bars mark module solutions and beginning/end of trans-
port simulations. Solid vertical arrows show dependencies between modules.
Dashed vertical arrows show output/input dependencies. Shaded ellipses
represent model output of �nal larvae distribution and the indices i0, j0 in-
dicate the point of larvae release into the pelagic (see Methods for details).
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2.2. Methods 2. Dispersal model

2.2.2 Release module

The larvae population existing at the lake bottom at any given location

(i, j) of the computational domain and available for entrainment at time t

will be referred to as Lij(t). The number of larvae existing at time t+ ∆tR,

Lij(t + ∆tR) is calculated as a function of the population at the previous

time Lij(t) as follows

Lij(t+ ∆tR) = Lij(t) + µgAij∆tR︸ ︷︷ ︸
1

−µdLij(t)∆tR︸ ︷︷ ︸
2

− δij(t+ ∆tR)︸ ︷︷ ︸
3

(2.1)

The terms (1)-(3) represent the three processes contributing to the change

in the number of larvae. The production of new larvae (term 1) is modeled as

a zero-order process, with a reproduction rate µg proportional to the number

of adults, A, existing at site (i, j), Aij . The population Aij is considered

constant in time, as Asian clam larvae reach maturity 3-9 months after their

release (Sousa et al., 2008). The decay processes (term 2) are assumed to

follow a �rst-order model. The decay rate, µd, represents the rate at which

larvae die and become unavailable for dispersal. The third term represents

the e�ects of entrainment processes on the larvae population. Here larvae

are assumed to behave like passive and negatively-buoyant particles, similar

to non-cohesive sediment particles. Accordingly, larval entrainment can be

parameterized in terms of the ratio of the bottom shear (or friction) velocity

u∗ to the particle settling velocity ws, u∗/ws (Bagnold, 1966), widely used

for sediment resuspension. The shear velocity at the bottom u∗ is largely

determined by the hydrodynamic conditions (wave-induced orbital motions

and current-induced motions) at the sediment-water interface, and will vary

in space and time. The wave-induced shear velocity is calculated using a

wave model, current-induced shear stress, in turn, is calculated with a three

dimensional (3D) hydrodynamic model. All individuals existing at time t on

cell (i, j) will be entrained and incorporated in the water column if the ratio

u∗/ws > 1 (Bagnold, 1966). In that case, the larvae population at that cell is

'reset' to zero, i.e. Lij(t+∆tR) = 0. Otherwise, the population will continue

growing and decaying as dictated by terms (1) and (2). Consequently, the

11



2.2. Methods 2. Dispersal model

last term δij accounting for the e�ect of entrainment processes on larval

growth takes the following non-linear form

δij(t+∆tR) =

 Lij(t) + µgAij∆tR + µdLij(t)∆tR if
u∗(t+ ∆tR)

ws
> 1

0 otherwise
(2.2)

This entrainment term links the release module to the transport module.

All larvae existing on cell (i, j) and entrained at time t become available in

the water column for transport by lake currents (simulated in the transport

module) at time t + ∆tR. The entrained larvae are presumed uniformly

distributed either over the water column of depth H(i, j) or over a fraction

f of H. To parameterize the height above the sediments up to which the

particles are entrained, the non-dimensional suspension number Z proposed

by Rouse (1937) (also known as Rouse number) is used,

Z =
ws
κu∗

(2.3)

where κ is the von Kármán constant (= 0.4). For 1.2 < Z < 2.5, particles

are entrained up to mid-water depth (f = 0.5); and for Z < 1.2, entrained

particles are distributed over the entire water column (f = 1). Temporal

variation of the larvae population temporal is independent of larval settling,

which implies that larvae that settle after being in suspension burrow into

the sediment substrate and do not contribute to the larvae population avail-

able for entrainment. This is equivalent to assuming that the time during

which larvae are incapable of settling (pre-competency period, e.g. Gaylord

& Gaines, 2000) is zero, and was taken to make the di�erent modules inde-

pendent.

2.2.3 Transport module

The transport module simulates the horizontal and vertical displacement and

the environmental conditions experienced by individual larvae that have been

entrained at any given time from a grid cell in the existing clam beds. The

2D time varying particle tracking model used by Rueda et al. (2008) was

12
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2.2. Methods 2. Dispersal model

adapted to simulate larval trajectories in three dimensions (see Appendix

A-1). At the start of the simulation t0, an elevated number of particles N0

(to guarantee statistically signi�cant results in each experiment), represent-

ing N0 larvae, is uniformly distributed over a given fraction f of the water

column (see Eq.2.3) at the horizontal cell (i0, j0). Each of those particles

tracked in any given simulation is represented by the index l (l = 1, N0).

We will identify each simulation by the location and time of the release, and

the fraction of the water column seeded, i.e. (i0, j0, t0, f). The position of

particle l at time t will, then, be referred to as R(l, t|i0, j0, t0, f). Once set-

tled to the sediments, the particle position will remain constant during the

simulation time and will be given by R = (xl, yl, zl), with zl = −H(xl, yl),

where H is the water column depth at the horizontal position (xl, yl).

The transport module also tracks and outputs the temperature and so-

lar radiation levels experienced by each individual particle, referred to as

transport histories, during the simulations period T , θ(l, t|i0, j0, t0, f) and

I(l, t|i0, j0, t0, f) respectively. Of particular interest for the survival of clam

larvae is the solar radiation in the ultraviolet (UV) wavelengths, which neg-

atively a�ects many aquatic organisms (UV-B, 280-315nm) (Häder, 2003).

The fraction of UV radiation (UVR) is estimated as 1% of the global radia-

tion (Grant et al., 1997). The UVR reaching a given individual l at time t

is calculated from its vertical position z(l, t), being positive from the surface

downward, and the incident UVR reaching the free surface I0(t) (Wm−2),

as follows,

I(l, t) = I0(t) · exp
[
− kUV (t) · z(l, t)

]
(2.4)

where kUV (t) is the UVR speci�c attenuation coe�cient set to 0.15 m−1

in agreement with observations of Rose et al. (2009). The time-dependent

UV intensity reaching a given particle is then used to calculate the UV dose

over a given period of time. The light dose experienced by the individual l,

as it travels in the pelagic, Id(l, t) (Jm−2), is calculated as the amount of

14



2.2. Methods 2. Dispersal model

UV energy received, as follows

Id(l, t) =
t∑
t0

I(l.t) ·∆tT (2.5)

Here ∆tT is the time step of the transport module. Note that the dose is

a cumulative variable, and provides a measure of the energy above harmful

levels that a given individual may have received, from time t0 when it was

entrained to the time it settles and burrows in the sediments at any given

site, ts (t = ts).

2.2.4 Survival module

The survival module uses the �nal particle position and particle transport

histories simulated in the transport module to evaluate the probability of

dispersal and settling of viable larvae in suitable habitats PC . The proba-

bility P that larvae, released from site (i0, j0) at time t0, will spread to new

near-shore areas outside existing beds after the transport period T is evalu-

ated for each cell (i, j). P depends on the probability of the larvae reaching

a given horizontal cell (i, j) PT , and the viability of those larvae PV , i.e.

P (i, j, t0 + T |i0, j0, t0, f)

= PT (i, j, t0 + T |i0, j0, t0, f)× PV (i, j, t0 + T |i0, j0, t0, f) (2.6)

The probability PT , (�rst term on the right hand side) depends on the

interaction between the physical processes of transport by currents and tur-

bulence, and particle settling. The second term, PV , represents the prob-

ability that larvae reaching a horizontal location (i, j) are viable to grow

and, thus, colonize the lake sediments. For simplicity, it is assumed that

all suitable habitats are equally favorable and that there is no demographic

stochasticity. The number of particles that were released at cell (i0, j0) and

time t0, and are settled at a given location (i, j) of the lake bottom at time

t = t0 + T is referred to as N(i, j, t0 + T |i0, j0, t0, f) and was calculated as

follows,
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N(i, j, t0 + T |i0, j0, t0, f)

=

N0∑
l=1

δ[R(l, t0 + T |i0, j0, t0, f),S(i, j, km(i, j))] (2.7)

Here km(i, j) is the index used in the model to point to the cell closest

to the bottom in any given water column (i, j), and S(i, j, km) is the spatial

domain of that bottom cell. The function δ is de�ned as follows,

δ(R,S) =

{
1 if R(l, t0 + T |i0, j0, t0, f) ∈ S(i, j, km)

0 otherwise
(2.8)

The probability of one larva reaching the lake sediment substrate after a

period of time T , is then calculated as the ratio of the number of particles

settled at that cell by the total number of particles initially released

PT (i, j, t0 + T |i0, j0, t0, f) =
N(i, j, t0 + T |i0, j0, t0, f)

N0(i0, j0, t0, f)
(2.9)

The viability of the larvae reaching any given site is a function of the

local habitat conditions and the ambient (temperature and light) conditions

along the migration paths. Hence, the probability of a given individual, that

has reached site (i, j) within time T after release, to grow and establish is

represented as follows,

PV (i, j, t0 + T |i0, j0, t0, f) = PH(i, j)× PS(i, j, t0 + T |i0, j0, t0, f) (2.10)

The �rst term refers to the probability that the larva encounters suit-

able conditions at the local habitat and is measured in terms of the type of

sediment substrate and the water column depth at the point settled. The

critical upper (Hmax) and lower (Hmin) water column depth for larvae sur-
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vival de�ne the limits for colonization. Hence,

PH(i, j) =

{
1 if Hmin < H(i, j) ≤ Hmax

0 otherwise
(2.11)

The second term on the right hand side of Eq.2.10 represents the prob-

ability of survival and colonization due to the life histories. The probability

of survival PS(l, t0) of a given individual was evaluated based on the tem-

perature and light history, and a generated random number from a uniform

distribution in the range [0 1]. The individual will survive for a ≤ PS ; but

will be marked dead for a > PS . The probability of survival is calculated

as the product of the probabilities of survival due to temperature conditions

Pθ and due to UV radiation PI (i.e. PS = Pθ×PI). The model is developed

under the assumption that water temperatures during the study period are

favorable, and hence, Pθ = 1. If LD50 refers to the median lethal dose of

light for the larvae, the probability of survival PI due to the e�ect of light,

i.e. UVR, is evaluated as (Shen et al., 2008)

PI(l, t) = 1− 1

1 +

(
LD50

Id(l, t)

)m (2.12)

Here m determines the slope of the probability function.

2.2.5 Dispersion maps

Dispersion maps were constructed based on the series of simulations con-

ducted with the T-module. For each simulation, the probability of any given

cell (i, j) being colonized is calculated as in Eqs.(2.6)-(2.12). The probability

of colonization of cell (i, j) during the study period is then estimated as the

sum of the probabilities of being colonized by larvae entrained from any of

the cells in the source area, as follows

PC(i, j) =
1

LT

jm∑
j0=1

im∑
i0=1

nS∑
t0=1

P (i, j, t0 + T |i0, j0, t0, f)× δi0,j0(t0) (2.13)

Here, LT represents the total number of larvae available for entrainment
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during the study period. The constants im, jm, and nS represent the total

number of grid cells in the i- and j- direction, and the number of time steps in

the study period, respectively. All other functions and variables have been

de�ned above. The ratio of δij(t)/LT is the fraction of larvae generated

during the reproduction period entrained on any given cell and on any given

time, and can be used to identify the conditions under which the risk of

seeding and colonization increases.

2.2.6 Asian-clam dispersal in Lake Tahoe

The RTS model was applied to Lake Tahoe to simulate the dispersion of

Asian clam larvae during their release period. Asian clams are highly fe-

cund simultaneous hermaphrodites and brood their larvae in the inner demi-

branchs (gills). Asian clams are able to reproduce by self-fertilization and

have a life span ranging from one to seven years (McMahon & Bogan, 2001).

Water temperatures of Lake Tahoe are above the minimum value for clam

reproduction (i.e. θ>15�) between the beginning of July and end of Septem-

ber. Denton et al. (2012) observed a lag of 4 weeks between the time when

water temperatures start to be suitable for Asian clam gamete production

and the time when clams actively reproduce. Therefore, the study period

starts at August 1 (day 214), after a month of suitable water temperatures,

and lasts for two months, until day 274. The species' current known distri-

bution (area ' 106m2, Forrest et al., 2012) is patchy along the southeast and

south shore of the lake, with the highest density populations established in

Marla Bay (Fig.1). The density distribution of adults in the largest area of

Asian clams identi�ed to date (with clam densities in excess of 500 ind.m−2)

is shown in Fig.2.1c. This area is taken as the only source of larvae in the

simulations and is referred to as the existing clam beds. All other locations

in the lake were assumed to be non-colonized.

At the start of the study period, the larval population L was assumed

to be zero, i.e. L(0) = 0. The R-module was run with a time step of

6h, ∆tR = 6h, based on the output of the external wave and hydrodynamic

models (see Fig.2.2). The T-module, in turn, was run with a time step ∆tT =

10s, to satisfy the convergence criterion for particle tracking simulations
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proposed by Ross & Sharples (2004). The input predictions of current speed,

current directions, vertical turbulence, and temperature in the 3D domain

had previously been output (by the underlying 3D hydrodynamic code) at

a time step of 1h and was then interpolated to the transport time step (see

Fig.2.2). Clam reproduction was continuous and not bound to a speci�c

time of the day, so that larvae were free to be entrained into the water

column at every time step nR, whenever shear conditions were favorable

(u∗/ws > 1). The settling velocity ws was equal to 10−3ms−1, based on

laboratory experiments conducted with non-living juveniles in which the

average ws was 1.4 × 10−3ms−1 (Chandra, unpubl. data). The number N0

of particles released at the start of each simulation was set to 104, above

which the probability of settling was found invariant, based on a series of

preliminary experiments. The simulation period of this module, T , is 2

days, equal to the maximum length of time that Asian clam larvae have

been observed to persist in the pelagic (Kraemer & Galloway, 1986). The

observed solar radiation was provided at 10min intervals. The solution of

the T-module was output at the end of each 2-day simulation period (i.e.

every 6h), and it was with this time interval that the survival module was

run (∆tS = 6h), see Fig.2.2 for a schematic overview of the di�erent time

steps and periods. The probability of survival and colonization was evaluated

based on parameter values found in the literature. Asian clams are found

preferentially on coarse sand beds, which is the most common type of near-

shore substrate along the shore line in Lake Tahoe (Herold et al., 2007).

Hence, the type of sediment substrate does not pose any limitation on the

likelihood of colonization. The preferred depths of establishment of Asian

clam range 2m to 39m Wittmann et al. (2009). The probability of survival

was established based on UVR exposure only, given that temperature in

Lake Tahoe is always within the acceptable range of temperature for Asian

clam (3�<θ<30� McMahon, 1999). The particular values for the kinetic

parameters used in the model runs are given in Tab.2.1. Note that some of

the parameter values are speci�c for Asian clam. Other parameter values are

taken from studies conducted on other bivalves, given that speci�c values for

Asian clam have not been found in the literature. Hence, our results should

be taken as a �rst estimate to characterize the probability of colonization of
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Asian clam.

2.2.7 Wave and hydrodynamic variables

The wave-induced bottom shear stresses, used in the release module, were

simulated using the phase-averaged spectral wave model STWAVE, a two-

dimensional (2D) �nite di�erence model developed by the U.S. Army Corps

of Engineers Research and Development Center (ERDC Smith et al., 2001).

The model is based on the wave action balance equation (Smith, 2007) and

has been previously used to model near-shore waves in lake environments

(Chader et al., 2006; Smith & Sherlock, 2007) with successful results in all

cases. The model can use spatially variable winds, encountered in large

systems surrounded by complex topography. Wind records collected at ten

meteorological stations around the lake (Fig.2.1a) were corrected for height

and roughness (see Appendix A-2), �ltered and sampled at 6h-intervals.

Note that this time step was a compromise between the time of wave gen-

eration, estimated to be of the order of magnitude of 1h (O(1)h) (Hamilton

& Mitchell, 1996), and the computational cost. The interpolation method

proposed by Barnes (1964) (see Appendix A-2) was applied to construct the

spatially variable wind �elds used to force the model. The same interpola-

tion method was used to create the 10min wind �eld necessary to force the

hydrodynamic simulations, used for the R-module (currents-induced shear)

and the T-module (velocity �eld, vertical di�usivity and water temperature).

The hydrodynamic simulations of lake currents and mixing variables were

carried out using a parallel version of the 3D hydrodynamic model of Smith

(2006) (Acosta et al., 2010), and based on the numerical solution of the 3D

form of the shallow water equation. The model has been extensively vali-

dated against analytical solutions (Rueda & Schladow, 2002) and �eld data

sets (Rueda & Schladow, 2003; Rueda & Cowen, 2005) in particular for Lake

Tahoe (see Appendix A-3). The model grid was constructed with a spatial

resolution of 100m in both EW and NS directions. The vertical resolution

was variable, ranging from ∆z = 0.5m at the surface to ∆z = 10m near

the bottom (i.e. at a depth of 500m). The bathymetry was from Gardner

et al. (1998) and corrected in the southern near-shore region (T. Steissberg,
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pers. comm.). The time step of the hydrodynamic model was 50s, primarily

based on stability considerations. The horizontal eddy di�usivity Kh was es-

timated based on the horizontal grid resolution and the time step, following

Castanedo & Medina (2002), and set to 1m2s−1.

2.2.8 Sensitivity analysis

A sensitivity analysis was conducted to evaluate the e�ects of selected model

parameters on the probability of colonization predicted by the RTS model,

and to quantify the possible changes in the dispersion maps if more accurate

values are introduced in the model. This analysis is based on simulations

conducted during a period of one week within the study period. A �rst-

order variance analysis (FOVA), as outlined by Blumberg & Georgas (2008)

and the associated dimensionless sensitivity coe�cients to quantify model

sensitivity were used. The dimensionless sensitivity coe�cient Sp of any

model output variable F (in our case, the probability of colonization after a

given simulation period) to perturbations in any given parameter or forcing

variable p was determined numerically as

Sp(p0) =
∆F/F (p = p0)

∆p/p0
(2.14)

where ∆F is the change in the output variable from a su�ciently small

(typically < 10%) change or perturbation in the parameter ∆p from a refer-

ence value p0. Sp can be interpreted as the percentage change in the output

variable F resulting from a 1% uncertainty in the model parameter p. The

fraction ∆F/F was evaluated as the L1 norm (Trefethen & Bau III, 1997)

of the di�erence between the output variable for the perturbed F (p0 + ∆p)

and non-perturbed F (p0) values of the parameter p. The L1 norm was also

used to evaluate the magnitude of ∆p/p0 in cases where the input variable

was spatially variable. Once Sp is calculated for a range of parameters, a

normalized measure of the output uncertainty |S| can be estimated as

|S| =

√√√√ n∑
i=1

S2
p(i) (2.15)

where n is the number of parameters being considered in the sensitivity
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analysis, and Sp(i) is the dimensionless sensitivity coe�cients to the param-

eter p(i). One can also calculate the relative contribution Ri of each of the

assessed input parameters to the total measure of output uncertainty as

Ri =
S2
p(i)

|S|2
(2.16)

Equation 2.16 can then be used to rank the contribution of each input

parameter, assuming that each is known within the same uncertainty range,

to the total resulting uncertainty in F .

2.3 Results and discussion

2.3.1 Entrainment and dispersal in response to wind forcing

The probability of larvae being entrained in the water column and subse-

quently dispersed in the pelagic is tightly linked to wind forcing over the

lake. A given wind event can be classi�ed as strong or weak, depending on

whether the condition expressed in Eq.2.2 (u∗ > ws) holds or not. Wind

magnitude and direction, the depth of the water column or its geographical

position control the magnitude of u∗ and, thus, the timing and intensity of

larvae entrainment.

If we consider a patch of cells, each developing a di�erent value of u∗ in-

duced by wave and currents in response to a given wind forcing, the strength

of the wind event is measured based on the fraction of the patch being en-

trained. Stronger winds, in general, will cause entrainment over larger areas.

Figure 2.3, for example, shows the time series of wind speed and magnitude

in Marla Bay during the study period, together with the time series of the

fraction of the existing beds where entrainment conditions occur (Fig.2.3c).

Larval entrainment into the water column is controlled by wind-driven

turbulence levels over the existing beds, but depends also linearly on (1) the

time lag between consecutive strong events (see Eq.2.1), and (2) the density

of the adult population in the area where entrainment occurs. The num-

bers of larvae entrained from the existing patches in Marla Bay (term δij in

Eq.2.1) are shown in Fig.2.4d. Note that the peaks in larval loads tend to

occur during strong events, with few notable exceptions.
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2.3. Results and discussion 2. Dispersal model

Figure 2.4: Probability distributions: (a) fraction of the load of larvae in-
jected during an entrainment event (the summation of the term δij(t)/LT
in Eq.2.2, for all cells in the existing beds) vs. percentiles of larval loads,
and (b) fraction of total maximal dispersal distance dmaxT vs. percentiles
of maximal dispersal distance dmax.

Figure 2.5: Predominant wind direction at Marla Bay for percentile of larvae
loads (a) ≥ 0.4 and (b) < 0.4
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For example, on day 221 and 222 two strong wind events induced entrain-

ment conditions over a large fraction of the existing beds. Nevertheless, the

number of larvae released in the water column (Fig.2.3c) was low, compared

to the loads on day 220. The di�erence between loads is linked to the period

of calm prior to the wind events. Prior to day 220, no signi�cant entrain-

ment occurred for a period of 2-3 days, which allowed the larval population

to grow in abundance. The larval population at the sediment diminished in

abundance by the entrainment event on day 220 and had only one day to

increase before it was a�ected again by entrainment on day 221. As shown

in Fig.2.3d, the largest peaks of larval loads occur after extended periods of

calm wind conditions over the lake (see for example, the peak in larval load

occurring on day 231, after 7 days of low winds). These events of entrainment

account for a signi�cant fraction of the number larvae seeded into the water

column during the active period of reproduction. The fraction of the total

load of larvae injected during an event is presented in Figure 2.4a against

the percentiles of the larval loads. Winds over Marla Bay are predominantly

weak and along the SE-NW axis (Fig.2.5a). Hence, the likelihood of en-

trainment conditions over the existing beds is only 10% during the study

period. Note that 55% of the larvae are injected in the water column in the

course of the 20% strongest events. The largest seeding events are driven by

strong SW winds (Fig.2.5b) with maximum speeds exceeding 5ms−1 and it

is during these events that the likelihood of entrainment from the existing

patches increases consiberably. These conditions recur at a time interval of

ca.7-10 days in Lake Tahoe (see Fig.2.3a-b).

Wind magnitude controls the rate at which larvae travel in suspension

prior to settling. Figure 2.3e represents the distance the larvae are trans-

ported away from the existing beds (or dispersal distance) as a function

of time. The maximal dispersal distance dmax per entrainment event was

calculated as the maximal distance from the point of larvae release to the

point of �nal particle location (dmax = max((x0−xend)2+(y0−yend)2)1/2).

Larvae that settled at the cell of release (i0, j0) were assigned a dispersal dis-

tance of zero. In general, maximal dispersal distances are low (< 103m, Fig.

2.3e) during periods of calm winds from N or SE. However, during contin-

uous wind forcing from the SW with wind speed > 5ms−1, larvae disperse
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more than 5 × 103m away from the existing beds. Such long distance dis-

persal occurred, for example, on day 221, 231 and 252. Note that the time

of maximal dispersal distance corresponds to the time of release t0 and that

subsequent wind conditions (Fig.2.4a,b) drive larvae dispersal. Considering

that the area of infested clam beds is approximately 1km, larvae would have

to disperse 1km to reach new habitats outside the existing beds. Larvae

disperse > 1km during 46 of the 61 days of study, hence, the probability of

dispersal is approximately 0.75. Events of no dispersal, when larvae settle in

proximity of the point of entrainment and replenish the existing clam popu-

lation, occur generally at night or in the morning, with a probability of 0.35

(Fig.2.4,2.5b).

The timing of larval pulses into the water column and its subsequent

dispersal have implications for risk management. The likelihood of larvae

seeding and, in turn, the likelihood of colonization increase with increasing

larval loads (see Eq.2.2). Consequently, cost-e�cient monitoring programs

should concentrate sampling e�orts after strong SW events, after extended

periods of calm. It is in response to those events, when larvae loads are

highest and dispersal distance reach ∼ 5km. Hence, monitoring programs

should focus on bays within a 5-km distance from the existing patches.

2.3.2 Probability of dispersal and survival

The probability of viable Asian clam larvae reaching new areas away from

the existing beds was 7%, taken as the sum of local probabilities outside

the beds (see Fig.2.6). Close to the existing beds, the likelihood of transport

and settling of viable larvae was highest but still did not exceed 0.1%. The

probability of dispersal and settling in suitable habitats (i.e. the propagule

pressure) decreased rapidly with distance away from the clam beds, and is

largest north of Marla Bay along the eastern shoreline (Fig.2.6a). Almost

83% of the released larvae settled within the existing clam beds. Large spatial

gradients in the probability of colonization and predominant probabilities of

clam larvae settling in the areas of the existing population (self-seeding)

is a common feature observed for benthic larvae. Siegel et al. (2003), for

example, showed that short-lived pelagic larvae stages (<5d) are most likely
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Figure 2.6: Dispersion map: Probability of survival (a) due to habitat PH
and (b) due to habitat and light PC , and (c) and di�erence of probability
dP = PC − PH
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Figure 2.7: Histogram of light doses received by larvae on their migration
paths. Number of larvae expressed as fraction of total number of particles
(i.e. larvae) released LT .

to replenish the existing population. Short dispersal distances, in general,

will reduce the chances of the population to expand and colonize. On the

other hand, it secures the persistence of the existing population. Settling

in the existing beds guarantees a high probability of survival, as habitat

conditions are favorable. Migration away from the existing beds contains a

potential risk of mortality. Larvae migrating o�-shore are more likely to die

before they �nd shallow habitat. Approximately 10% of the larvae die due to

unsuitable habitat conditions (depth>Hmax). During events of alongshore

dispersal, however, larvae are able to colonize. Long distance dispersal, like

the dispersal 10 km northward along the eastern coast, has been reported

previously in the literature. Coe (1953), for example, found that rare long-

distance pulses of larvae dispersal were able to resurge the clam (Donax

gouldi) population along the Californian coast. In Lake Tahoe, single clam

adults have been observed 5-8 km from the core population in the Southeast

as well as >10km away in the Southwest of the lake, but the larvae for these

subpopulations may also be transported by human activity such as boat

movement.

The main cause for larvae loss was depth limitation of suitable habitat

and the impact of UV radiation was low. The vertical larvae position and

the time a larva remains in suspension, or, equivalently, the exposure time,

determined the light dose received by an individual. A 2d-exposure at the

lake surface results in a light dose of 5× 105Jm−2, considering average light

intensities during the course of a day. The dose would be 2 × 105Jm−2 at
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a depth of 8m, and only 2.4 × 104Jm−2 (= 0.24LD50), at a depth of 20m.

With a settling velocity ws = 10−3ms−1, a particle falls 20m in less than 6h,

assuming that the vertical upward velocity associated to turbulent eddies is

low compared to ws, and the average light dose during that period would

is 2.3 × 104Jm−2. In the existing beds, with a water column depth of 8m,

the average suspension times for this settling velocity is 2 hours at most.

The light dose experienced by those larvae settling near the colonized areas

would only be 0.24 times the LD50. Light doses experienced by the simulated

particles during the study period varied between 0 and 2.5×102Jm−2 below

the 99th percentile (Fig.2.7), with extreme values up to 1.3 × 104Jm−2.

The maximal doses were, in any case, smaller than the critical value LD50 =

5×104. The individual probabilities of mortality due to UV radiation ranged

from 0 to 0.01, and, in consequence, the probability of settling and survival

are nearly identical (Figs.2.6).

The spatial distribution of colonizing Asian clam larvae predicted by the

model (Fig.2.6a) is consistent with observations of clam individuals north

of Marla Bay along the eastern coast up to the latitude of Cave Rock (un-

published data). In general, proximity to a source of dispersing individuals

increases propagule pressure (e.g., the number of individuals that are trans-

ported), and therefore the likelihood that an invasive species will establish

(Lockwood et al., 2005). Propagule pressure or the probability of disper-

sal, however, is to be discerned from the probability of establishment due

to demographic or environmental conditions such as high juvenile mortality

in bivalves, characteristics of the receiving microhabitat, or density depen-

dence (Gosselin & Qian, 1997; Jerde & Lewis, 2007). Although Cataldo

et al. (2001) found relatively low mortality rate of Asian clam larvae, the

species (adults and larvae) is sensitive to low water temperatures during the

winter period (Werner & Rothhaupt, 2008). In Lake Tahoe, surface water

temperatures remain between 5 and 6� during a 3 month period between

approximately day 15 and day 100; an exposure which may cause exten-

sive mortalities. Consequently, only a low number of larvae released during

the reproduction period, is expected to survive the winter conditions and

contribute the maintenance of the established clam population.
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2.3.3 Sensitivity analysis

The model sensitivity was analyzed based on four physiological traits charac-

terizing the behavior of Asian clam larvae in the aquatic environment: (i) the

settling velocity ws, (ii) the larvae production rate and (iii) mortality rate in

the source areas, and (iv) the median lethal light dose LD50, determined with

non-living juveniles. The settling velocity of living organisms, however, could

be 60% lower than the velocities exhibited by their non-living counterparts

with equivalent diameters (Reynolds, 1984). For ws = 0.6×10−3ms−1 (40%

lower than the values shown in Table 1), the larvae could remain suspended in

the 15-20m surface mixed layer for at almost 1 days, even if turbulence levels

were low. The median lethal dose LD50 for UVR was taken from the existing

literature for Dreissena polymorpha (zebra mussel) (Lewis & Whitby, 1997).

Lewis & Whitby (1997) found that 50% of the population of zebra mussels

died after an exposure of �45min to a constant UVR (365nm) of 2.85Wm−2

(LD50 = 7000Jm−2). This light intensity was of the same order of mag-

nitude as the incident UV-B intensity at Lake Tahoe, calculated from the

meteorological observations. However, Asian clam larvae are exspected to

exhibit a higher LD50, because they are larger on release than zebra mussel

larvae and have a better developed and thicker shell which makes them more

resistant to harmful UV radiation (McMahon, pers. comm.). The growth

rate was taken from observations of Asian clam reproduction in Lake Tahoe

(Denton et al., 2012). The decay rate was taken from the literature and was

considered equal to those reported for blue mussel (Mytilus edulis) larvae in

the pelagic phase (Jørgensen, 1981).

The settling velocity in�uences the results of all modules and is the pa-

rameter to which the model exhibits the highest sensitivity (Sp = 1.37,

R = 0.43, see Tab.2.2). In the R-module it controls the magnitude and

frequency of the pulses of larvae injected in the water column in response

to wave or current-induced shear stress, and, therefore, the size of the larval

population at the existing beds. In the T-module, it controls the length of

time they remain in suspension, the horizontal extension of the sites that

can be reached within the 2-days they are viable in the pelagic, and the

light dose to which they are subject in the water column. In general, the
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Figure 2.8: Di�erence in probability of colonization Pc obtained with ref-
erence values (see Fig.2.6b) and (a) Pc for settling velocity ws = 0.6 ×
10−3ms−1, (b) ws = 1.4 × 10−3ms−1, (c) growth rate µg = 9d−1 , (d)
µg = 11d−1, (e) decay rate µd = 0.09d−1, (f) µd = 0.11d−1, (g) lethal dose
LD50 = 4.5× 104Jm−2, (h) and LD50 = 5.5× 104Jm−2.
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Table 2.2: Sensitivity coe�cients S and R for dispersal model.

Model Baseline Perturbation
parameter value ∆p

p0
×

p0 p0 ±∆p 100(%) Sp R

ws (ms−1) 10−3 0.6× 10−3 -40 0.9118 0.1899
10−3 1.4× 10−3 40 1.3739 0.4311

µg (d−1) 10 9 -10 0.6439 0.0947
11 10 0.6439 0.0947

µd (d−1) 0.1 0.09 -10 0.6532 0.0975
0.11 10 0.6351 0.0921

LD50 (Jm−2) 5× 104 4.5× 104 -10 0 0
5.5× 104 10 0 0

lower the settling velocity the weaker the bottom shear needed for larvae

entrainment, the higher the frequency of entrainment events simulated in

the R-module, the larger the area subject to entrainment and, consequently,

the larger the number of larvae injected in the water column. On average,

2.85×105 larvae were entrained from a mean area of 3×105m2 during 98% of

the study period for ws = 10−3ms−1. For a 40% reduction in ws, an average

of 3.5×105 larvae entrained from a mean area of 4.5×105m2 during 100% of

the study period. As a result, the larval population tended to be more stable

in simulations with lower ws. The maximal light doses received by individ-

uals decreased with increasing ws. For example, light doses 61591Jm−2 and

9743Jm−2 for -40% and +40% of ws, respectively, compared to 12987Jm−2

for ws (= 10−3ms−1) during the same period of time. However, less than

1% of larvae died in response to UVR, independently of the settling velocity

ws. The changes in the dispersion maps between the reference simulation

and the simulations conducted with perturbed parameter values, were 43%

(Sp = 1.37, R = 0.43). This di�erence in colonization probability was ob-

tained for a 40% increase in ws, mainly due to the higher accumulation of

particles in the existing beds. For a 40% ws reduction, the sensitivity coe�-

cient Sp was 0.91, with R = 0.19. The probability of colonization calculated

by the model with a simulation period of one week, after a 40% reduction

in ws (to a value of 0.6 × 10−3ms−1), are shown in Figs.2.8a. Note that

the area with signi�cant probability (taken as sites with PC > 0.0001) is

19 × 104m (171% larger) for ws = 0.6 × 10−3ms−1, compared to 7 × 104m
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with the reference value (ws = 10−3ms−1). The sites with signi�cant risks in

the simulations conducted with the lower settling rate extend further north,

>10km north of Marla Bay, and south, down to Timber Cove, along the

eastern coast. For a 40% increase in ws (= 1.4 × 10−3ms−1), dispersal is

restrained (Fig.2.8b) compared to the reference simulations (Fig.2.6b). Due

to the elevated settling rate, larvae sediment earlier and therefore, they do

not reach as far north and south along the eastern coast, as well as close to

the shoreline of the bays north of Marla Bay (e.g. Zephyr Cove).

The model is weakly sensitive to changes in growth or mortality rates.

For example, a 10% change in the growth rate results in a 10% change in

the larvae population, consistent with the zero-order nature of the growth

model (Eq.2.1). Likewise the probability of colonization (Fig.2.8c,d) is equal

for a higher/lower growth rate (Sp = 0.64). The e�ect of 10% change in the

mortality rate on the larvae population is weaker (6%), given the �rst order

kinetics used to simulate the decay of larvae in the bed. The colonization

probability is more sensitive to a decrease in mortality rate (Sp = 0.65)

compared to an increase (Sp = 0.64) (Fig.2.8e,f). In general, changes in

growth or mortality rate have little e�ect on the probability of colonization

compared to chance in settling velocity ws. The critical light value LD50 is

the parameter to which the model exhibits the lowest sensitivity (Sp = 0)

(Fig.2.8g,h). Indeed, the number of particles a�ected by UVR during the

study period is <1%, independently of whether the values of LD50 are subject

to 10% changes. For a 10% reduction/increase in LD50 (4.5× 104Jm−2 and

5.5×104Jm−2, respectively), the sensitivity Sp is zero, that is the dispersion

map remains una�ected by chances in the value of LD50.

2.4 Summary and conclusions

A three-dimensional model of wind-driven dispersion patterns of juveniles of

the non-indigenous Asian clam from existing beds areas has been developed.

The model simulates the processes of entrainment, transport and survival

of pelagic bivalve larvae in independent modules. The modules are used

sequentially, hence, allowing one to separate the analysis of the di�erent

processes and factors in�uencing the spread of invasive species. The model
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was applied to simulate the likelihood of Asian clam larval dispersal (e.g.,

propagule pressure) to near-shore areas around Lake Tahoe as a result of

physical transport from existing Asian clam populations. The model predicts

a small, but �nite, likelihood of the dispersal and settling of viable larvae

outside the existing population, rapidly declining with distance from these

areas where settling is more likely to occur.

The results presented here suggest that the probability of dispersal is

largely controlled by the wind regime, the magnitude of wind events and

their timing. A large fraction of the larvae (almost 40%) were dispersed

during these episodic wind events, increasing the likelihood of larvae en-

trainment, dispersal distance from the existing beds, and the likelihood of

viable transport to un-invaded habitats. The impact of UV radiation during

the pelagic stages on Asian clam mortality was low; less than 1% of the re-

leased larvae exceeded the lethal exposure to UVR during their trajectories.

This low UVR impact resulted from the short dispersal distances (and thus,

low UVR exposure times) associated with relatively high larval settling ve-

locity and predominantly weak winds observed during the study period. A

sensitivity analysis revealed that the �nal model results are most sensitive to

the settling velocity ws, which directly in�uences the frequency and intensity

of larvae entrainment into the pelagic, dispersal distance, and UVR exposure

times.

The presented results provide an important understanding of the move-

ment of aquatic species, particularly those with a pelagic larval stage, in

relation to physical limnological processes (e.g., wind, sediment resuspen-

sion, surface currents, UVR) and as a function of population size. A number

of studies have focused on identifying or quantifying the human-mediated,

overland dispersal of aquatic invasive species (Bossenbroek et al., 2001; Roth-

lisberger et al., 2010), however, fewer have quanti�ed this unwanted dispersal

within lakes. While the prevention of invasive species introduction from ex-

ternal sources is a key component to e�cient ecosystem management (Leung

et al., 2006), understanding the localized expansion of invasive populations

is necessary for the management of invaded and connected aquatic systems.

The knowledge about the relative contribution of di�erent dispersal pathways

may directly inform decision-making and resource allocation associated with
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invasive species management. Understanding dispersal trajectories will not

only provide information about where to focus mitigation or control e�orts,

but these actions to reduce the population size within one ecosystem can

also reduce the likelihood of spread to other ecosystems (Lockwood et al.,

2005). Although the present study does not address active migration of adult

individuals or human mediated vectors, such as recreational boating, future

research may link human-mediated transport vector models with physical

transport models such as the dispersal model developed here.
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Chapter 3

Local Dispersal of Invasive Bivalve Species by

Wind-driven Lake Currents

Abstract

Asian clam (Corbicula �uminea) is among the most aggressive freshwater in-

vaders worldwide causing major ecological and economic damage. However,

the mechanisms leading to the dispersion of the species within aquatic ecosys-

tems, particularly lakes, is an area where research is at a relatively early

stage. A numerical model has been developed to analyze and describe the

dispersion that is produced by the actions of waves and currents. The model

represents the basic particle processes of release (R), water-borne transport

(T) and survival (S). The model has been applied to a large, deep lake -

Lake Tahoe. The dispersion model results reveal that (1) under episodic,

extreme wind forcing, larvae are carried away from the original areas, along

a discrete number of preferred pathways, (2) bays can act as retention zones,

with low current velocities and re-circulating eddies, and (3) the majority of

the larvae released in the infested areas stay within these areas or disperse

on a small spatial scale.

3.1 Introduction

The spread of aquatic invasive species is one of the major ecological and

economic threats to lakes and waterways worldwide (Wilcove et al., 1998;

Pimentel et al., 2005). In the US alone, there are about 50,000 invasive

species established that cause economic losses estimated at more than $120

billion per year (Pimentel et al., 2005). Invasive species may cause dramatic
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changes in the ecosystems through perturbations to the inter-speci�c com-

petition, predator-prey interactions, food web structure, nutrient dynamics,

hydrologic cycle, and sedimentation rates. Those changes typically lead to

the displacement of native species from their natural habitats. The pressure

posed by invasive species on native organisms is of such magnitude that their

introduction has been ranked second only to habitat loss in the factors that

threaten native biodiversity at the global scale (Wilcove et al., 1998). The

development of management guidelines for early detection and eradication

appears as the primary tool to maintain the ecological integrity of un-invaded

habitats (Vander Zanden & Olden, 2008). But these guidelines need to be

grounded on the sound understanding of the mechanisms by which invasive

species spread and colonize new habitats. Such understanding, however, still

remains incomplete due to the complex interactions among non-indigenous

and indigenous species, humans, and local environmental conditions (Moles

et al., 2008).

Several modeling approaches have been proposed in the literature to rep-

resent the dispersion of aquatic invasive species. Most approaches, though,

have focused on the analysis of dispersion between aquatic ecosystems con-

ceptualized as 'islands' isolated by extended areas of non-suitable terrestrial

habitats (Figuerola & Green, 2002). Dispersion in this case is largely me-

diated by human activities (Green & Figuerola, 2005). For example, the

pattern of recreational boating tra�c between inland water bodies has been

shown to be a good proxy for the spatial distribution patterns of the aquatic

invasive bivalve Dreissena polymorpha (zebra mussel) (Buchan & Padilla,

1999). Adult mussels and their larvae tend to attach primarily to macro-

phytes that entangle on boat trailers (Johnson et al., 2001).

Once in a given water body, the local dispersion of the invasive species

from colonized to uncolonized areas can be facilitated by natural processes,

such as water currents (Prezant & Chalermwat, 1984; Forrest et al., 2012).

Mixing and dispersion of invasive species in a river and a semi-enclosed

harbor have been investigated through recent tracer studies (Carr et al.,

2004; Wells et al., 2011; Sun et al., 2013). Similarly, Hrycik et al. (2013) have

taken a modeling and measurement approach to this problem in a strongly,

tidally forced coastal system. In all these cases, there is either unidirectional
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Figure 3.1: Lake Tahoe (a) location, bathymetry (at 100 m intervals)
and location of meteorological stations (circles), initial temperature pro-
�le (S3), stations of model output (triangles) and area of interest. Den-
sity distribution of Asian clam adult population in 2005: (b) discrete sam-
pling locations (Wittmann et al., 2009), and (c) interpolated clam densities
(> 500 ind.m−2). (d) Impression of o�-shore meteorological station. Gray
lines mark depth contours (1,2,3,4,5,8,10,20,30 and 40m) for orientation, 8m
contour marked for reference. S1-3 mark sampling station for model output.
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�ow (albeit reversing for a tidal system) or an enclosed environment. In

lakes, however, the �ows can have additional complexities, driven as they

are by episodic, variable wind, subject to waves, and with the interactions

of boundaries. For these reasons, less is known about the role of currents

in the local dispersion of invasive species (Prezant & Chalermwat, 1984;

Tapia et al., 2004) or other planktonic organisms. This work focuses on the

local dispersion of the larval form of an invasive species by wind-driven and

wave-driven currents in lakes. Speci�cally, the local transport and dispersion

patterns and spatial evolution of the invasive bivalve Corbicula �uminea

(Asian clam) is predicted in Lake Tahoe, a large sub-alpine lake on the

crest of the Sierra Nevada mountain range (CA-NV) (Fig.3.1a). C. �uminea

was �rst observed in Lake Tahoe in 2002 in very low numbers (Hackley

et al., 2008; Herold et al., 2007). Its population has increased now to a

level where it is having apparent environmental impacts. Its current known

distribution (area ' 106m2) is patchy along the southeast and south shore

of the lake, with the densest population established in Marla Bay (Fig.3.1).

This distribution is believed to be changing, though, due to C. �uminea's

rapid growth rate and the presence of abundant suitable habitat existing

along the shoreline in Lake Tahoe (Wittmann et al., 2009).

C. �uminea is among the most aggressive freshwater invaders worldwide

(McMahon, 1999). Its invasion success is based on its rapid population

growth, early sexual maturity and short turn over time rather than on its

tolerance to environmental �uctuations (McMahon, 2002). The species is

sensitive to low oxygen conditions and requires sustained water tempera-

tures of 15-16� or above for reproduction (McMahon, 1999; Sousa et al.,

2008; Wittmann et al., 2012). C. �uminea generally forms colonies or beds

with densities that may exceed 6000 clamsm−2 (Aldridge & McMahon, 1978;

Wittmann et al., 2012), preferably in areas of coarse and sandy sediments

(Karatayev et al., 2003). C. �uminea �lters out phytoplankton and other

suspended particles in the water column which are also food sources for na-

tive �lter-feeding organisms. It can use its pedal foot to feed on organic

matter in the sediment and competes for food resources with native benthic

organisms (Hakenkamp et al., 2001). C. �uminea can also a�ect aquatic

ecosystem processes in other ways. Excretion of inorganic nutrients, partic-
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ularly nitrogen can stimulate the growth of algae and macrophytes (Sousa

et al., 2008). The species is believed to facilitate the introduction of para-

sites, diseases and other invasive species (Vaughn & Hakenkamp, 2001; Sousa

et al., 2008). They have also been shown to facilitate the invasion of zebra

or quagga mussel by creating localized high calcium environments, as shells

from dead clams leach this potentially limiting element (see Hessen et al.,

2000, and references therein).

Passive (natural) hydraulic transport by water currents is considered to

be the main mechanism for the local dispersal of C. �uminea (McMahon,

1999). The local dispersion largely occurs during the larval and juvenile

stages of their life when, as a result of their low density (total dry weight

of 0.1mg at ∼ 200µm shell length, Aldridge & McMahon, 1978), larvae may

remain suspended in the surface mixed layer even under minimal turbulence

(McMahon, 1999). Larvae are not motile, but can travel long distances drift-

ing with water currents. The contribution of currents in the local dispersion

of Asian clam, however, is not known. Laboratory studies on the dispersion

of C. �uminea by water currents have focused on the transport of adults

(Prezant & Chalermwat, 1984; Williams & McMahon, 1989). These studies

have been conducted with strong, unidirectional and steady currents, more

characteristic of rivers than lakes. In lakes, currents are largely forced by

winds, waves and convective processes, and are characterized by lower mag-

nitude as well as a higher temporal and spatial variability.

Our goal is to characterize the transport pathways of young life stages

of C. �uminea and analyze the development of the clam population in a

lake environment. Lake Tahoe (CA-NV) is used as a test case, although the

modeling approach may be applied in any aquatic system. The approach

embodies a number of consecutive steps. These are the determination of

the mechanism of larval entrainment (suspension) into the ambient �ow; the

transport and dispersion characteristics due to the spatially and temporally

varying meteorological conditions, lake strati�cation and larval density; the

resulting preferred migration pathways; and the exposure to environmental

stressors (temperature and light) experienced during their journey.
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3.2 Methods

3.2.1 Approach

A three-dimensional (3D) Lagrangian, individual-based dispersal model (the

larval dispersal model) has been developed (see Chapter 2, Methods) to simu-

late the dispersion of Asian clams larvae. This model is driven by estimates

of the advection and turbulence provided by two external computational

models: a wave model STWAVE and a 3D hydrodynamic model Si3D. Both

these latter models have been widely used and validated in other locations

(see Wave and hydrodynamic simulations). The wave model was validated

against �eld observations from Lake Tahoe by Reardon et al. (2014). The

results of a validation of the hydrodynamic model are presented in the Ap-

pendix A-3. The simulations were conducted for a two month period in 2008

(the study period), when temperature conditions in the lake are known to

favor the release of Asian clam larvae.

3.2.2 Wave and hydrodynamic simulations

Wave conditions and wave-induced bottom shear stresses in Lake Tahoe

were simulated using the phase-averaged spectral wave model (STWAVE).

STWAVE is a two-dimensional (2D) �nite di�erence model developed by the

U.S. Army Corps of Engineers Research and Development Center (ERDC,

Smith et al., 2001). As STWAVE is a steady-state model, the changing

state of the wave �eld in the lake is calculated as a sequence of quasi-steady

states, calculated every ∆tw seconds (wave time step). Wind conditions

are averaged over ∆tw, the magnitude of which should be longer than the

time it takes for the wave �eld to be generated. The time varying lake cur-

rents and vertical di�usivity were computed using a parallel version of the

3D Cartesian hydrodynamic model of Smith (2006) (Acosta et al., 2010).

This model is based on the numerical solution of the 3D form of the shal-

low water-wave equation, and has been extensively validated both against

analytical solutions (Rueda & Schladow, 2002; Rueda et al., 2003) and �eld

data sets (Rueda & Schladow, 2003; Rueda & Cowen, 2005). In contrast to

the wave model, the transport and mixing model is a truly dynamic model
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that predicts the changes in the hydrodynamic conditions of the lake every

∆th seconds (hydrodynamic time step).

To simulate the wave and hydrodynamic conditions in Lake Tahoe, both

models were forced using sequences of spatially variable wind �elds, con-

structed through spatial interpolation of 10-minute wind records collected

at 10 stations around the lake (Fig.2.1a,d). Wind records were corrected

for height and roughness (see Appendix A-2). The method proposed by

Barnes (1964) (see Appendix A-2) was used for spatial interpolation. The

grids were constructed with a spatial resolution of 100m in both EW and

NS directions. This grid resolution was considered as a compromise be-

tween the need to resolve the circulation within Marla Bay and the increas-

ing cost associated with larger model resolutions. The bathymetry data

was from Gardner et al. (1998) and corrected in the southern near-shore

region (Steissberg, pers. comm.). The vertical resolution in the hydro-

dynamic model was variable, ranging from ∆z = 0.5m at the surface to

∆z = 10m near the bottom (at a depth of 500m). The initial temper-

ature pro�le was obtained from thermistor-chain records (thermistors lo-

cated at 5,10,15,20,25,30,40,60,80,100,120,140,180,200,240,280,320,360,400,

and 440m depth) at S3 (Fig.3.1a) interpolated to the vertical grid spac-

ing. The time step of the hydrodynamic model was ∆th = 50s, primarily

based on stability considerations. The horizontal eddy di�usivity Kh was

estimated based on the horizontal grid resolution and the time step, follow-

ing Castanedo & Medina (2002), and set to 1m2s−1. The wave-model was

run at ∆tw = 6h intervals. As discussed in Chapter 2, this time step was

a compromise between the time of wave generation, estimated to be O(1)h
(Hamilton and Mitchell 1996), and the computational cost.

3.2.3 Larval dispersal model

The three di�erent modules are designed to run sequentially and indepen-

dently of each other. The model is driven by the output of the wave and

hydrodynamic models and run on the same Cartesian grid. The Release

module (R-module) represents the growth of larvae in the existing beds, and

their release into the water column. Release is parameterized using the ratio
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of shear u∗ to settling ws velocities (Bagnold, 1966). The settling velocity

is a �xed model parameter, representing the larval size and density. Bottom

shear velocities are variable both in space and time, and are calculated from

the wave model and the hydrodynamic model. The output of this module

consists of a time series of number of larvae individuals released into the

pelagic for every grid cell (i0, j0), with a time step of ∆t0 seconds.

The Transport module (T-module) tracks the position and the environ-

mental conditions experienced by larvae in the pelagic after resuspension.

The transport simulations are conducted using the time-varying particle

tracking model proposed by (Rueda et al., 2008) adapted to simulate lar-

val trajectories in three dimensions (see Appendix A-1). These simulations,

in turn, are driven by the three-dimensional time varying velocity and di�u-

sivity �elds produced by the hydrodynamic model. One transport simulation

is conducted for every cell (i0, j0) of the gridded bottom, where the invasive

species is known to exist (and reproduce), at every ∆t0 seconds. In each

of these simulations a total of N0 particles are released from a source cell

(i0, j0) at time t0, and tracked during a period ∆T , the time the particles

stay in suspension. Once settled, the particles stay at a �xed location and are

not able to resuspend again, representing larvae burrowing in the sediments

(McMahon & Bogan, 2001; Vaughn & Hakenkamp, 2001). The solution of

this module consists of a spatially varying �eld of the fraction of the N0

particles released that have settled after ∆T on any given grid cell (i, j) and

the history of environmental conditions experienced by each individual prior

to settling. This solution should be thought of as the response, in terms of

the spatial distribution of settled larvae on the lake bottom, to a unit pulse

of larvae injected in the water column from cell (i0, j0) at time t0. Note that

the solution is calculated every ∆t0.

The Survival module (S-module) accounts for the death/survival of set-

tled larvae subject to the habitat conditions encountered at the site of sedi-

mentation and the transport conditions calculated in the T-module. Individ-

uals reaching a site (i, j) are considered viable if (i) they settle in favorable

habitats and (ii) if the environmental conditions endured in transit do not

negate their survival. The output of the S-module is a modi�ed version

of the spatially variable �elds calculated in the T-module, and is also cal-
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culated every ∆t0 seconds. Here, the �elds represent the fraction of viable

larvae reaching each site in the lake after a pulse of larvae from a given source

cell (i0, j0) and at time t0. From the set of response functions calculated in

the T and S modules, together with the results of the R-module through a

convolution exercise, one can reconstruct the changes in the spatial distri-

bution of the larval population during the study period. The �nal larvae

distribution is the result of the S-module where the fractions of simulated

particles (larvae) that remain viable upon settlement in favorable habitats

are weighted. The respective weights δi0j0(t0) are obtained from the number

of larvae resuspended at cell (i0, j0) and at time t0 divided by the total num-

ber of resuspended larvae at the existing clam beds during the study period

LT . A more detailed description of this model can be found in Chapter 2,

Methods.

3.2.4 Application to Lake Tahoe

The larval dispersion model was applied to Lake Tahoe to simulate the dis-

persion of Asian clam larvae during their release period. Water tempera-

tures of Lake Tahoe are above the minimum value for clam reproduction

(i.e. θ>15�) between the beginning of July and end of September. How-

ever, Denton et al. (2012) observed a lag of minimal 4 weeks between the

time when water temperatures are �rst suitable for Asian clam reproduc-

tion and the time when clams actively reproduce. Therefore, the simulation

starts August 1 (day 214), after a month of suitable water temperatures,

and lasts for two months, until day 274. Water temperatures above 30�,

lethal for Asian clam and its larvae, were not recorded at Lake Tahoe during

the study period. The density distribution of adults in the largest contigu-

ous area of Asian clam identi�ed to date (with clam densities in excess of

500ind.m−2, Wittmann et al., 2009) is shown in Fig.3.1c. For the purpose of

this study, this area is taken as the only source of larvae in the simulations

and is referred to as the existing clam beds.

At the start of the study period, the larvae population was assumed to

be zero (i.e. L(0) = 0). Clam reproduction was assumed continuous and not

bound to a speci�c time of the day, so that larvae were free to be released
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whenever shear conditions were favorable for resuspension of larvae from the

adult population at the sediment. The R- and the S-modules were run with

a time step equal to ∆tw (i.e ∆t0 = ∆tw = 6h). The T- module, in turn,

was run with a time step ∆tT = 10s, to satisfy the convergence criterion

for particle tracking simulations proposed by Ross & Sharples (2004). The

transport simulations were driven using velocity and di�usivity �elds output

every 3600s (∆th−output = 1h) from the hydrodynamic model and interpo-

lated to ∆tT . The solar radiation data was also passed to the T-module,

every 10 min, to estimate the ultraviolet radiation (UVR) a�ecting the via-

bility of larvae along their trajectories. The number N0 of particles released

in the T-module was set to 104. In a series of preliminary experiments, the

spatial distribution of larvae after ∆T , expressed as a fraction of released in-

dividuals, was invariant for N0 > 104. The simulation period of this module,

T , is 2 days, equal to the maximum length of time that Asian clam larvae

have been observed to persist in the pelagic (Kraemer & Galloway, 1986).

The probability of survival and colonization was evaluated based on parame-

ter values reported in the literature. Asian clams are found preferentially on

coarse sand beds, which is the most common type of near-shore substrate in

Lake Tahoe (Wittmann et al., 2009). Hence, the lake substratum does not

pose any limitation on the potential of colonization. The preferred depths

of establishment are set at between 2m (Hmin) and 39m (Hmax) (Wittmann

et al., 2009). The probability of survival was established based on UVR

exposure only, given that temperature in Lake Tahoe is always within the

acceptable range for Asian clam (3�<θ<30�) (McMahon, 1999). The par-

ticular values for the model parameters used in the model runs are given

in Chapter 1 (Tab.2.1). Note that some of the kinetic parameter values are

speci�c for Asian clam. Other parameter values were taken from studies

conducted on other bivalves, where speci�c values for Asian clam were not

available.
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3.3 Results

3.3.1 Currents

The depth of the seasonal mixed layer (SML) of Lake Tahoe during the study

period was ∼ 20m. The stability of the water column was high based on the

calculated values of the Wedderburn number, W , and the Lake number, LN ,

which were both well above unity (Stevens & Imberger, 1996). Assuming

a two-layer strati�cation with an upper mixed layer of thickness H, the

displacement of the interface, ∆h, in response to by wind forcing can be

estimated as ∆h = 0.5H/W (Shintani et al., 2010). Interface displacement

was therefore a maximum of 8m at most, suggesting that the water column

above the 12m isobath in the existing clam beds at Marla Bay (Fig.3.1) was

within in the SML and, hence, subject primarily to mixing conditions and

currents driven directly by winds and wind-waves. The basin-scale wind-

driven circulation in the SML was generally stable throughout the study

period, and consisted of three large counter-rotating gyres (Fig.3.2a). At the

latitude of Marla Bay the large-scale circulation was convergent producing

currents away from the coast.

Currents o� Elk Point at the southern end of Marla Bay (Fig.3.1b), in

the vicinity of the largest clam densities, exhibited changes at both diurnal

and synoptic scales in direct response to local winds (Fig.3.3a-c). Winds at

Marla Bay during the study period were mostly aligned along the NW-SE

axis (Fig.3.4), and subject to diurnal changes (Fig.3.3a,b). They were typ-

ically moderate (< 5ms−1) from the NW during the afternoon and weak

(< 2ms−1) from the SE at night and early morning. Long-shore currents

varied in magnitude and direction in response to these diel changes in wind

forcing. Currents were southwards during the day, and northwards in the

evening. The largest currents were to the north and reached values of

O(10−1)ms−1 and up to 0.45ms−1 in the evening, shortly after peak NW

winds (e.g. day 244, Fig.3.3c). These peak northward currents likely oc-

curred as a result of the relaxation of baroclinic pressure gradients set up by

the NW winds. These relaxation motions in the evening were in the same di-

rection as the currents associated with the large-scale circulation (Fig.3.2a).
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Figure 3.2: Circulation patterns at the surface at basin-scale (a), at surface
(b,c) and bottom (d,e) at the existing clam beds for SE wind (left) and SW
wind (right). Streamlines were generated from hourly velocity �elds averaged
over the study period used as steady state condition during 1h.
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Figure 3.3: Temporal variation of wind direction (a); wind speed (b); along-
shore (black) and cross-shore (gray) currents at S1 (c); NS current velocities
in the coastal boundary layer at S2 (black) and S3 (gray) (d) (for Stations see
Fig.3.1); area where the condition u∗/ws > 1 holds (AR) as fraction of Marla
Bay (AMB) for the wave-induced shear (gray), current-induced shear (thin
black) and both wave- and current-driven shear velocities (thick black) (e);
advection rate (f) and dispersion rate (g) for neutrally (black) and negatively
buoyant (gray) particles; and shear (black) and strain rate (gray) (h). Gray
vertical bars mark events were wind direction is 180°-270° and wind speed is
> 5ms−1.
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Figure 3.4: Dominant wind (left) and current (right) directions and speed in
Marla Bay (S1), near Cave Rock and at S2.
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Cross-shore currents (not shown) were an order of magnitude lower,

alternatively on- and o�-shore having a zero net displacement (Fig.3.3c).

The strongest long-shore currents occurred on the shallowest near-shore re-

gions, o� Elk Point (Fig.3.2b-e). By contrast, currents inside Marla Bay

were weaker and tended to re-circulate �owing southward inside the bay

(Fig.3.2b-e). Recirculation within the bay tended to occur at the times of

peak northerly currents o� Elk-Point during the evening, due to �ow sepa-

ration at Elk Point.

The weak-to-moderate wind regime was disrupted on synoptic scales by

strong, episodic forcing events, with SW winds of ∼ 10ms−1 occurring with

a return period of 7-10 days (Fig.3.4a,3.3a,b). During these SW wind events,

currents all along the eastern coast of Lake Tahoe were to the north (Fig.3.4d-

f, Fig.3.3c,d), particularly evident during the event of day 243-244 (Fig.3.3a-

d). This northward coastal �ow was in the same direction as the currents

associated with the southern cyclonic gyre, but opposite to the southward

basin-scale currents north of Marla Bay (Fig.3.2a). Currents o� Elk-Point

reached velocities of up to 0.45ms−1 shortly after peak SW winds (e.g. day

244, Fig.3.3c). Within the bay, near-surface water was also forced to �ow

to the north, but more slowly. Once the SW winds ceased, currents inside

Marla Bay, with less inertia, decreased more rapidly than those o� Elk Point,

leading to the formation of a steep velocity gradient and �ow separation in

the bay (Fig3.2c,e).

3.3.2 Larval suspension

Suspension of simulated larvae occurred episodically, in response to strong

wind forcing events, when the combination of wave orbital velocities and

near-shore currents was large enough to entrain and maintain them in the

water column. Those events were mainly from the SW and occurred with

a return period of ca. 7 days during the study period (Fig.3.3a,b). Such

strong wind forcing occurred for ca. 17% of the entrainment events but was

responsible for 43% of the suspended larvae. The relative contribution of

currents and wind-waves to bottom shear in Marla Bay, and the fraction

of the existing patch contributing larvae into the water column varied in
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Figure 3.5: Horizontal distribution of resuspension frequency in Marla Bay
induced by waves (a), currents (b), and combined wave and currents (c).
Black lines mark depth contours (1,2,3,4,5,8,10,20,30 and 40m) for orien-
tation, 8m contour marked for reference. The frequency of resuspension is
estimated at each site as the fraction of time during the study period when
the condition u∗/ws > 1 holds.
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the simulations depending on the exact time and location considered. In

general, the really broadest resuspension events were episodic, coinciding

with the strong SW wind events. During these events turbulence levels were

su�ciently energetic (u∗/ws > 1) to induce larval resuspension in over 75

percent of the existing clam area (Fig.3.3e), and the contributions of wave-

and current-induced shear stress on the lake bottom tended to be similar.

By contrast, under weak-to-moderate wind forcing, bottom shear was domi-

nated by currents (Fig.3.3e), and only a small fraction of the patch could be

contributing larvae to the water column. As a result of the turbulence at the

lake bottom (Fig.3.5c), some parts of the existing clam beds could be inject-

ing larvae into the water column almost continuously. The number of larvae

released �uctuates as a result of changes in the area with su�cient levels

of turbulence to induce resuspension and the number of larvae available for

resuspension.

3.3.3 Transport and dispersion

Larvae transport and dispersion was also controlled by the nature of the wind

events. The greatest transport occurred during the strong SW wind events

and after long calm periods. Under weak-to-moderate conditions larvae were

resuspended but settled within the existing beds, thereby not contributing

to the colonization of new areas. A series of simulations was conducted to

evaluate advection and dispersion rates of neutrally- and negatively buoyant

particles from the existing clam beds. A total of 10,000 particles were uni-

formly seeded in the entire water column above the existing colonies every

TK = 2h over the study period. The horizontal displacement of the center

of mass of the particle cloud DM provided information about the average

cloud velocity V (= DM (TK)−1). The size and the shape of the cloud cal-

culated at any given time t after the release provided information about

the dispersion rates (Peeters et al., 1996). The di�erence between initial

area, A0 (= 8.9 × 105m2, see Fig.3.1c), and �nal area of the cloud after 2h

of simulation, Ae, was used to estimate an overall dispersion rate KD as

(Ae −A0)/TK .

For neutrally-buoyant particles KD was O(10)m2s−1 during most of the
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study period (Fig.3.3g). Dispersion rates were variable during the study

period, largely driven by variations in wind forcing. The largest values of

KD, of O(102)m2s−1, occurred during the strong SW-wind events, when

lake currents (Fig.3.3c-d), shear and strain rates (Fig.3.3h) were maximal.

The largest migration rates, quanti�ed in terms of the initial velocity of the

cloud (Fig.3.3f), also exhibited changes with the largest values of O(1)ms−1

occurring during the episodic SW wind events. At those rates, the cloud

could travel up to O(10)km during a period of 2 hours. These estimates

of KD and V should be considered as upper bounds to the dispersion rates

and migration velocities of larvae. First, settling of larvae was not con-

sidered. The estimates were on average 20% and 28% smaller in the sim-

ulations conducted with negatively buoyant particles (with a settling ve-

locity ws = 10−3ms−1), with di�erences most pronounced during periods of

stronger winds (Fig.3.3a,f,g). Second, the area of the initial cloud was always

assumed to be that of the existing clam beds and that the larvae occupied

the whole water column. This is only true during the events of strong SW

winds, but not during the periods of weak-to-moderate winds. The disper-

sion coe�cient estimated from experiments conducted with the initial clouds

occupying only half the area of the clam beds was approximately 60% of the

values shown in Fig.3.3g. For the initial cloud of particles occupying only

the lower half of the water column above the beds, the overall dispersion

coe�cient reduced by 17%. The dispersion rates of larvae released within

Marla Bay was low and larvae re-settled at or in the vicinity of their point of

suspension. Indeed, 100% of the larvae that were resuspended within Marla

Bay (near its SE shore) remained within the existing beds. At Elk Point,

20% of the resuspended larvae, in turn, were able to leave the existing clam

patches.

3.3.4 Pathways of migration

Approximately 13% of the larvae released during the 2 month study period

were able to leave the existing beds, 77% of which (10% of total) left during

periods of strong wind forcing. Nearly 10% of these remained viable and

reached favorable habitats. End points, reached by migrating larvae (both
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Figure 3.6: Final distribution of simulated particles representing Asian clam
larvae (see text for details). Arrows mark pathways of migration and shaded
area marks existing clam beds.

successful and unsuccessful) within 48h after being suspended, are shown

in Fig.3.6. The distribution of these sites suggests the existence of three

migration pathways: (1) to the north, along the eastern shoreline of the

lake; (2) to the south, along the shoreline; and (3) westward and o�shore,

following the large scale circulation. About 50% of the larvae migrating and

reaching favorable sites travelled to the North largely during the strong SW

events. The remaining travelled to the South. All larvae migrating o�-shore,

90% of those that dispersed, died due to sedimentation in habitats of depth

above the critical value (>39m) for Asian clam growth and survival.

The distance traveled along the northward path could be up to 10km dur-

ing the strongest SW wind events. Winds during those events are largely uni-

form over the lake and lead to the development of transport corridors along

the coastal-boundary layer where strong along-shore currents (see Fig.3.3c,d)

during periods of up to 5h are capable of advecting larvae large distances,

while keeping them in suspension. The directionality of the winds during

these events largely determine preferential pathway of migration. Veloci-
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Figure 3.7: Temporal development of simulated Asian clam population
(adult and larvae) density at S1 (see Fig.3.1c) (thick line) and spatial exten-
sion (thin line). Note that at the beginning of the study period, the density
is equal to the adult density (dens = 3× 103ind.m−2) and the area is equal
to the area covered by the existing clam population (A = 8.9 × 105m2).
Vertical bars mark instants of time shown in detail in Figure 3.8.

ties were up to 0.5ms−1, and turbulence levels in the SML were su�cient to

keep the larvae in suspension (Kz = O(10−2)−O(10−3)m2s−1). Larvae were

transported to the south, during periods of weak-to-moderate winds, largely

during the afternoon, in response to NW winds. However, the distances

traveled along this path were at most 1-2km. Large migration distances,

in general, increased the chances of the population to expand and reach

new habitats, but also contained a potential risk of mortality. Short migra-

tion distances or sedimentation in the existing beds, in turn, enhanced the

chances of larval survival. Out of the larvae that settled in vicinity of the

existing beds (distance < 1km) ∼50% remained viable, compared to <5% of

viable larvae from those that migrated >1km.

3.3.5 Evolution of clam population

Almost 84% of the larvae produced in Marla Bay settled over the existing

patch, even under extreme wind forcing. Hence, littoral embayments could

be potential hot-spots in the process of development and colonization of

lakes. Released larvae primarily added to the existing clam population in

Marla Bay (Fig.3.1c), with large spatial gradients away from the actual beds.

The area of the clam population could increase up to 600% (from 8.9×105m2

to ∼ 6 × 106m2) during the two month period (one reproduction period,
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Figure 3.8: Simulated larvae distribution on day 216 (c), 220 (b), 230 (c),
240 (d), and 260 (e).

Fig.3.7, 3.8e). However, these newly colonized sites would have much lower

clam densities than what is currently seen in Marla Bay. An increase in

spatial extent is consistent with observations of clam individuals north of

Marla Bay along the eastern coast up to the latitude of Cave Rock, although

there are no quantitive estimates of the exact extent or of the densities (M.E.

Wittmann pers. comm.).

3.4 Discussion

In the vicinity of the eastern near-shore, �ows are mainly directed along-shore

driven by strong and episodic SW winds. Along-shore currents within the

coastal boundary layer have also been reported in other lakes and near-shore

coastal regions (Largier, 2003; Rao & Schwab, 2007; Nickols et al., 2012). By

contrast, �ow inside Marla Bay, where Asian clam has established, exhibits

re-circulating currents. Such eddies are likely the results of �ow separation

at the bay boundary. Similar observations of separation eddies have been

reported in other wind-driven systems (see Rueda & Vidal, 2009).
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The lake bottom in near-shore areas is frequently perturbed by wind-

waves and wind-driven lake currents, that induce shear above the sediment

(Jin & Sun, 2007; Chung et al., 2009; Hofmann et al., 2011), and lead to re-

suspension of sediments and non-attached living organisms (such as larvae).

The large contribution of currents to resuspension within the clam beds in

Marla Bay (in the range of 2m - 8m depth), compared to waves, contrasts

with previous publications in which wave-induced shear stress was reported

to be the dominant driver of bottom shear in shallow waters (Luettich et al.,

1990; Jin & Sun, 2007), and even in other near-shore areas of Lake Tahoe

(Reardon et al., 2014). Large �uctuations in the number of resuspended lar-

vae are driven by the episodic nature of the wind regime. The strength and

direction of the wind forcing determines in the area with su�cient levels of

turbulence to induce resuspension and, thus, the number of larvae available

for resuspension. The amount of available larvae at the sediments, in turn,

depends on the length of time between wind events inducing resuspension

and the number of adults present (see Chapter 2).

Larvae dispersion and migration occurs in form of pulses in response to

the episodic nature of the strong wind forcing. The episodic nature of larval

migration away from the existing clam beds at Marla Bay is consistent with

earlier reports. Coe (1953), for example, found that rare long-distance pulses

of larvae dispersal were able to resurge the clam (Donax gouldi) population

along the Californian coast. MacIsaac et al. (2001) refer to those episodic

events of strong impulsive long-distance dispersal as jump dispersal. The

dispersion of suspended larvae over the existing population patch is driven

predominantly by wind-driven shear and strain deformation rates in the �ow

�eld. The initial dispersion rates largely control whether the suspended lar-

vae settle in the area of the existing population patch, travel within the

coastal boundary layer and follow along-shore transport paths, or, if they in

turn, move o�-shore drifting with basin-scale currents. The simulated dis-

persion rates are one order of magnitude larger than the turbulent di�usion

coe�cient used in the hydrodynamic simulations, but comparable to those

reported by others in �eld-scale numerical experiments (Okely et al., 2010,

in Valle Bravo Reservoir, Mexico). Predicted overall dispersion rates KD are

also large compared to those expected in surface layers of lakes calculated as
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K = 3.2× 10−4`1.1 (Lawrence et al., 1995) based on a characteristic length

scale ` (= (A0)1/2), here taken to represent the initial size of the cloud.

This di�erence can be explained by the high vertical and horizontal shear

(Fig.3.3h) above the existing clam beds, due to the proximity of boundaries,

compared to the o�shore regions of the lake.

Bays that are characterized by low current velocities and recirculation

act as traps for suspended benthic larvae. During periods of low physical

forcing, the suspended larvae tend to remain within the area of the existing

beds, partly as a result of the low displacement rate of the negatively buoyant

larvae, but also as a result of the re-circulation in Marla Bay (see above),

which will tend to trap the suspended larvae inside the bay. The trapping

e�ect of bay-scale eddies has been reported in previous studies conducted in

large coastal systems. Brooks et al. (1999), for example, showed that eddies

forming in Cobscook Bay, Maine, could trap particulates in the side-arms of

the estuary. Similar conclusions were obtained by Nishimoto & Washburn

(2002), who observed high concentrations of juvenile �sh in the center of a

large eddy in the Santa Barbara Channel. The trapping e�ect of shoreline

irregularities could favor the preservation of existing population patches at

those sites, given that newly produced and trapped larvae can contribute to

replenish of the existing population, balancing mortality rates.

In lake systems, the size of the population patch increases in the form

of pulses induced by the physical (wind) forcing that drives the disper-

sal mechanisms of suspension and transport. The spatial expansion of the

patch of newly settled viable larvae AL (= total extension of larvae patch−
extension of existing adult population) is used to estimate the e�ective dif-

fusion coe�cient Ke as (AL)2(Te)
−1 . Here Te is the time from the beginning

of the reproduction/migration period until the larvae patch has reached its

maximal size. The larvae simulations predict an e�ective di�usivity Ke of

O(1)m2s−1. This value is within the range of dispersion estimates from

di�usion-models found in the literature (Andow et al., 1990). Therefore, the

area to be colonized by larvae is limited by the distance larvae can migrate

within the time they stay in suspension. High sedimentation rates, thus,

decrease the chance of dispersion, but increase the chance of survival. Fur-

ther, the expansion of a population restricted to shallow near-shore areas is
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bounded by the shore-line on one side and deeper waters on the other side.

O�-shore transport routes are unfavorable for larval survival, given that they

end up on long-transport paths and sedimentation in deep and unsuitable

habitats. In this sense, local dispersion of invasive species within a bounded

aquatic system di�ers from unbounded overland dispersion between systems

or terrestrial dispersion, where the square root of the population area may in-

crease linearly in time (Skellam, 1951). Once the maximal spatial extension

is reached, all newly released larvae sediment at previously occupied site and,

thus, add to the pressure exerted on new habitats which will be colonized

and will host a new population patch (Lockwood et al., 2005). The �nal es-

tablishment, however, may be jeopardized by demographic or environmental

conditions such as high juvenile mortality in bivalves, characteristics of the

receiving microhabitat, or density dependence (Gosselin & Qian, 1997; Jerde

& Lewis, 2007).
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Chapter 4

A hydrodynamics-based approach to evaluating the

risk of waterborne pathogens entering drinking

water intakes in a large lake

Abstract

Pathogen contamination of drinking water lakes and reservoirs is a severe

threat to human health worldwide. A major source of pathogens in sur-

face sources of drinking waters is from body contact recreation in the water

body. There is a demonstrated positive relationship between bather density

and ambient concentration of pathogens. However, dispersion pathways of

human waterborne pathogens from recreational beaches where body contact

recreation is known to occur to drinking water intakes and the associated

risk of pathogens entering the drinking water supply remain largely undoc-

umented. A high spatial resolution, three-dimensional hydrodynamic and

particle tracking model has been developed to analyze the risk and mecha-

nisms presented by pathogen dispersion. The model represents the processes

of particle release, transport and survival. Here survival is a function of both

water temperature and cumulative exposure to UV radiation. Pathogen

transport is simulated using a novel and computationally e�cient technique

of tracking particle trajectories backwards, from a drinking water intake to-

ward their source areas. The model has been applied to a large, alpine lake -

Lake Tahoe. The dispersion model results reveal that for this particular lake

(1) the risk of human water-borne pathogens entering drinking water intakes

is low, but signi�cant; (2) this risk is strongly related to the depth of the

thermocline in relation to the depth of the intake; (3) the risk of increases
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with the seasonal deepening of the surface mixed layer; and (4) the risk in-

creases at the night when the surface mixed layer deepens through convective

mixing and inactivation by ultraviolet radiation is eliminated. While these

risk factors will quantitatively vary in di�erent lakes, these same mechanisms

will govern the process of pathogen transport.

4.1 Introduction

Pathogen contamination of aquatic ecosystems is a severe threats to human

health worldwide (Sherchand, 2012). Even in developed countries, the risk

of pathogen contamination is signi�cant. The protozoan parasites Cryp-

tosporidium spp. and Giardia spp., or rather their (oo)cysts, are widespread

in lakes and reservoirs (Jellison et al., 2002; Brookes et al., 2004b). In the

US, the presence of Cryptosporidium parvum is estimated to occur in 55% of

surface waters and 17% of drinking water supplies (LeChevallier et al., 1991;

Rose et al., 1991). The Center of Disease Control (CDC), the U.S. Environ-

mental Protection Agency (USEPA), and the Council of State and Territorial

Epidemiologists maintain a collaborative surveillance system for collecting

and reporting data about the occurrences and causes of waterborne-disease

outbreaks related to drinking water and recreational waters (USEPA, 2002).

The Beaches Environmental Assessment of Coastal Health (BEACH) Act

(USEPA, 2002; Wade et al., 2006) requires testing recreational beach wa-

ters for fecal coliforms (enterococci or Escherichia coli) on a weekly basis.

In Europe, the Directive 76/160/EEC governs the quality of bathing waters

specifying threshold values for microbiological and physicochemical parame-

ters (CEC, 1976). Parasites, however, are not monitored on a regular basis.

Although indicator organisms, such as enterococci and E. coli are used to

monitor pathogens, they are not necessarily indicative on the presence of par-

asites such as Cryptosporidium or Giardia (Harwood et al., 2005; Abdelzaher

et al., n.d., and references therein).

The Safe Drinking Water Act currently requires drinking water treatment

plants of surface water sources to have the technical capacity to remove 99.9%

of Giardia cysts (USEPA, 1989). Cryptosporidium poses a problem to water

treatment as it is highly resistant to conventional methods of disinfection,
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such as chlorination (Betancourt & Rose, 2004; Standish-Lee & Loboschef-

sky, 2006; WHO, 2008). The small size and omnipresence of its oocysts

has caused many health outbreaks in drinking as well as recreational waters

(Craun et al., 2005; Coupe et al., 2006). The most severe outbreak due to

the transmission of Cryptosporidium through drinking water in Wisconsin in

1993 resulted in 403,000 infected persons (MacKenzie et al., 1994), including

lethal cases (Hoxie et al., 1997). The �rst recreational outbreak of cryp-

tosporidiosis was reported in 1988 in Los Angeles (CDC, 2000, 2001). Yoder

et al. (2004) reported 15 water-borne outbreaks in recreational waters asso-

ciated with Cryptosporidium between 2001 and 2002, in spite of prior water

treatment. Gastrointestinal illness associated with these pathogens in�ict

morbidity in healthy people and mortality in children, immune-suppressed

individuals and the elderly (Masur et al., 2002; Farthing, 2006; WHO, 2008).

Fortunately, a treatment for cryptosporidiosis has been found (Smith & Cor-

coran, 2004; Farthing, 2006; Rossignol et al., 2006, reported in King & Monis

2007).

The major source of pathogens in surface sources of drinking waters is

human wastes (Gallaher et al., 1989; Rose et al., 2002; Fayer, 2004). A fecal

accident by an infected person is the most common cause of recreational wa-

ter outbreaks (Rose et al., 2002). Recreational activities increase pathogen

contamination of surface waters (Carswell et al., 1969; Stuart et al., 1971;

Sherry, 1986, reported in Gerba 2000). Empirical studies have demonstrated

a positive relationship between bather density and the level of Cryptosporid-

ium and Giardia (Graczyk et al., 2007; Sunderland et al., 2007). Swimming

and other body-contact recreational activities have been identi�ed by the

USEPA, California Department of Public Health (DPH) and other public

health professionals as a potential source of microbiological contamination

of recreational waters. The concentration of shed pathogens in recreational

water bodies is of high spatial and temporal variability being greatest in

zones associated with body-contact recreation, such as water skiing, jet ski-

ing and swimming, and times of maximal recreational use (Anderson et al.,

1998). Anderson et al. (1998) showed that high loads of pathogens due to

body-contact recreation may reach drinking water intakes on a regular basis

and, thus, constitute a potential risk for disease outbreaks through drinking
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Figure 4.1: Lake Tahoe: (a) location, bathymetry (at 100m intervals) and
location of meteorological stations (circles), initial temperature pro�le (tri-
angle), and (b) area of interest: location of water intake (star), beach areas
and locations of simulated velocity output (triangles).

water supplies. The approach used by Anderson et al. (1998) and Stewart

et al. (2002) was based on relatively simple �nite segment model with a

coarse horizontal resolution (500m × 500m segments) and a two-layer verti-

cal grid. For the analysis of pathogens released in near-shore areas, such as

recreational beaches, however, a �ner spatial resolution is necessary to ad-

equately resolve the complex coastal bathymetry and circulation patterns.

While su�ciently high model resolutions were out of reach in the past due

to hardware limitations, today they are feasible. Further, Anderson et al.

(1998) considered pathogens inactivation due to temperature only. Labora-

tory and �eld studies have shown that Cryptosporidium is highly sensitive

to ambient UV radiation (Rochelle et al., 2005; Connelly et al., 2007; King

et al., 2008).

The goal is to assess the risk of viable/infectious human intestinal patho-

gens, focusing on Cryptosporidium as an example, released at beach areas to

enter water intakes. In contrast to previous studies on the risk assessment,

the present work is based on a time-varying, high spatial resolution three-

dimensional (3D) hydrodynamic model. Model resolution in the horizontal
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plane was 20m × 20m, and as small as 0.5m in the vertical. As well as pre-

dicting the transport and dispersion of particles (viz., pathogens) the model

integrates the exposure to temperature and solar radiation experienced by

all the particles. Lake Tahoe is used as a test case. It is a large, ultra-

oligotrophic, sub-alpine lake on the border between CA-NV (Fig.4.1), is well

known for its clear, blue water. In addition to its use for recreation, Lake

Tahoe serves as a source of un�ltered drinking water.

The results presented here are based on the particle transport and dis-

persal model proposed in Chapter 2, but extended for the case of pathogen

transport. A novel technique of back-tracking pathogens trajectories is used

which allows studying non-point contaminations at a modest computational

cost. This technique provides a very direct way to represent the likely trans-

port of pathogens to the water intakes from near-shore areas where recre-

ation is taking place. Several key issues are addressed in this work. First,

the pathogen dispersal model is presented. Next, the sources of pathogens

entering drinking a drinking water intake and the pathogens pathways of

migration are determined. Based on these pathways, the environmental

stressors (i.e. temperature and light) are quanti�ed those pathogens that

originated from beach areas are exposed to during their journey. Finally,

the likelihood of survival of pathogens is evaluated and potential periods of

drinking water contamination are determined.

4.2 Methods

4.2.1 Approach

A 3D Lagrangian, individual-based particle model (see Chapter 2) was mod-

i�ed to assess the risk of pathogens entering the drinking water supply from

intakes in a lake, hereafter referred to as the pathogen model. These sim-

ulations are driven by lake current and turbulence simulations conducted

with a 3D hydrodynamic model. The same Cartesian grid is used for both

the hydrodynamic model and the pathogen model. Unlike the conventional

approach where pathogens are tracked from the beach area(s) to a water

intake, the velocity �elds are inverted and the points of origin of individual

pathogens are calculated by back-tracking their individual trajectories from
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the points of withdrawal.

This technique is computationally e�cient. The non-point source na-

ture of pathogens released by body-contact recreation would require a large

number of simulations from di�erent beach areas, containing many potential

points of origin. In contrast, the knowledge of the point of concern (water

intake) makes it possible to consider only those (simulated) particles origi-

nating from sources areas (recreational beaches) that reach the water intake.

In the following, the term 'particles' refers to all individual particles simu-

lated by the model, while 'pathogens' are those particles that were predicted

to origin from recreational beaches. The validation of the hydrodynamic

model is given in the Appendix A-3. The simulation results permitted the

establishment of the risk patterns, their temporal variations and the link

existing between risk and local lake circulation and strati�cation dynam-

ics. Although this study focuses on Cryptosporidium, the pathogen dispersal

model is a generic model and may be applied to any other pathogen, such

as for example Giardia spp., as well as bacteria and viruses. Likewise, Lake

Tahoe is taken here as a study case, while the model is readily applicable to

any water body.

4.2.2 Pathogen model

The pathogen model consists of a Release-module, a Transport-module and

a Survival-module. The modules run sequentially and independently of each

other. The model is driven by external computations that simulate hydrody-

namic conditions prevailing in the lake. A Cartesian grid formed the domain

for all simulations. A more detailed description of the dispersal model and

the links between the di�erent modules and external computations can be

found in chapter 2.

The Release-module (or R-module) simulates the process of pathogen

release into the water column by direct released from body contact recre-

ation. Pathogens may be released from skin surface during contact with

water (shedding) and through accidental fecal release (AFR). The number

of oocysts released by recreators at an instant of time t, N(t), is given by
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(Anderson et al., 1998)

NB(t) = R(t) · (IMSCP + IFMACP ) (4.1)

Here I is the average infection rate (%) and MS represents the mass

of fecal material shed by a recreator (grecreator−1). CP is the pathogen

content of the fecal material (number of pathogens g−1), F is the rate of AFR,

and MA is the mass of AFR (grecreator−1). These parameters are taken to

be constant over time. The mean recreator density, R (recreatorsm−2d−1),

is variable in time, being typically higher at weekends than at week days.

Beach areas may be de�ned by substrate (sand) and a critical water column

depth Hcr. Only those grid cells that are equal or lower then Hcr (H ≤ Hcr)

are considered to be contributing pathogens released by recreators into the

water column. Pathogen release was assumed to occur during the day by

recreators and during night time from the sediments through resuspension

(Wu et al., 2009; Abdelzaher et al., n.d.). The solution of the module consists

of a time series of number of pathogens released into the pelagic over a given

time period tl.

TheTransport-module (or T-module), simulates the pathways of released

pathogens between beach areas and water intakes. Time varying 3D velocity

�elds and vertical di�usivity pro�les from the external hydrodynamic compu-

tations are the drivers of these simulations. The simulations of the T-module

are carried out using a Lagrangian model. In this model, particles are free

to move independently of the model grid. However, the underlying hydrody-

namic information (i.e. 3D velocity �eld, temperature and the vertical eddy

di�usivity) is provided as input to the model based on the Cartesian grid and

then interpolated to the particle position. For a detailed description of the

3D time-varying particle tracking model see Appendix A-1. Pathogens are

treated as free particles in accordance with their strongly negative surface

charge (at neutral pH) and their resistance to form aggregates with natural

soil particles (Ongerth & Pecoraro, 1996; Dai & Boll, 2003; Dai et al., 2004))

or organic particles (Brookes et al., 2004a). Particles are back-tracked from

the intake to their points of origin. This back-dispersion method comprises

calculating the particle displacement at each time step from (a) the inverted
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3D velocity �eld and (b) a random component representing the e�ect of hor-

izontal and vertical di�usion (Han et al., 2005). Transport simulations start

every ∆t0 with the release of N0 particles from the source cell (i0, j0) at time

t0 that are tracked during a period of ∆T . Pathogens infectivity is known to

be sensitive to solar radiation in the ultraviolet (UV) wavelengths (Häder,

2003; Betancourt & Rose, 2004, and references therein). The most energetic

and damaging part of the UV spectrum reaching the earth surface, UV-B

radiation (290-315nm), is approximately 1% of the global radiation (Grant

et al., 1997). The UV-B radiation reaching a given individual l at time t

is calculated from its vertical position z(l, t), below the surface, and from

the incident short wave radiation reaching the free surface I0(t) (Wm−2), as

follows,

I(l, t) = 0.01 · I0(t) · exp[−kUV (t) · z(l, t)] (4.2)

Here kUV (t) is the constant (in time and space) light attenuation coe�-

cient set to 0.15m−1 (Rose et al., 2009). The time-dependent light intensity

reaching a given particle is then used to calculate the light dose over a given

period of time period. The light dose experienced by the individual l, as it

travels, ID(l, t) (Jm−2), is calculated as the amount of energy received, as

follows

ID(l, t) =

t∑
t0

I(l, t) ·∆tT (4.3)

Here ∆tT is the time step of the transport module. Note that the dose

is a cumulative variable, and provides a measure of the energy levels that

a given individual may have received, from time t0 when it was released to

the time t it reaches a source beach site (i, j), ts (t = ts). The solution of

each of these model runs consists of time-varying particle positions and the

history of environmental conditions (temperature and solar radiation) that

acted on each individual during its journey.

The Survival-module (or S-module) accounts for the survival (or inac-

tivation) of pathogens during their transport subject to the environmental

conditions recorded in the T-module. Particles withdrawn at the intake are
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considered to be pathogens released by recreators if (a) they originate from

a swimming beach and (b) if the environmental conditions endured during

their journey do not a�ect their survival (infectivity). Therefore, the proba-

bility PV of a given intake to be contaminated by pathogens released at any

beach source BS at an instant of time t is expressed as the product of the

probability of beach origin PB and the probability of survival PS

PV (t) = PB(t)× PS(t) (4.4)

The probability of beach origin PB is the fraction of particles withdrawn

that originate from a beach source areas, identi�ed by substrate type (sand)

and water column depth H. Here H must be lower than or equal to a critical

depth Hcr (H ≤ Hcr). The probability that a pathogen remains viable or

infectious, PS , in the presence of the water temperatures and solar radiation

endured is expressed as

PS = PT × PI (4.5)

The probabilities PT and PI correspond to temperature and light, re-

spectively. The probability of survival due to water temperature, PT , is

calculated from the temperature inactivation rate proposed by Walker &

Stedinger (1999)

PT = 1− (10−2.68 · 100.058θ) (4.6)

The probability PT is evaluated for the mean temperature θ over the

time it takes for a given particle to travel from the beach area to the intake.

Pathogen inactivation due to solar radiation is de�ned in terms of infectivity.

A given pathogen is considered inactivated when it receives a light dose suf-

�ciently high to inhibit cell division and, hence, infectivity - though it may

still be viable (Monis et al., 2014). For simplicity, the light dose necessary to

reduce pathogen infectivity to 0.01% (4-log inactivation), ID99, is taken as a

critical value and all particles that receive this dose are deemed to be inacti-

vated. This approach may overestimate the number of infectious pathogens,

compared to a probability density function, and may be considered to repre-
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sent the worst case scenario. The solution of the S-module is a time series of

the probability of pathogens to be withdrawn at the intake, calculated every

∆t0 seconds. Here, the pulses of withdrawn pathogens at time t represent

the fraction of infectious pathogen originating from recreational beaches.

4.2.3 Application to Cryptosporidium in Lake Tahoe

The pathogen dispersion model was applied to the intestinal parasite Cryp-

tosporidium in Lake Tahoe to simulate the potential dispersion of pathogens

during a 2 month summer period, from July 1 (Day 183) to August 27 (Day

240), 2008 (the study period). The location of the water intake and known

beach areas that may be potential sources of pathogens to the intake are indi-

cated in Figure 4.1b. Recreator density was assumed to be 0.01ind.m−2d−1

during weekends, and 60% of that value on week days. In spite of reports

on di�erent infection rates between children and adults (see Gerba 2000 and

references therein), daily age-structured observations of bathers are di�cult

to obtain and an average value was utilized. The infection rate I was as-

sumed to be 3% (Anderson et al., 1998; Gerba, 2000) with a mass of fecal

material shed MS of 0.1grecreator−1 (Gerba, 2000). Cryptosporidium mean

contents of feces were set at 106 oocysts g−1 feces (Jakubowski, 1984; Robert-

son et al., 1995). Accidental fecal releases were assumed to occur for 1 in

1000 bathers, F = 10−3 (Anderson et al., 1998) and AFR mass MA was

125gAFR−1 (Feachem et al., 1983; Bitton, 1994).

The intake was assumed to be at a water depth of 15.85m and 1.8m

above the lake bed. The intake pumping rate was considered continuous at

a value of 18Ls−1. Particle releases commenced �ve days after the beginning

of the hydrodynamic simulations, at day 188, to allow the hydrodynamic in-

formation to depart from the initial conditions (model spin up). In the

T-module, a normal-distributed particle cloud was initialized on an hourly

basis (∆t0 = 1h), centered at the intake with a standard deviation ρxy = 20m

(one horizontal grid cells) and ρz = 0.2m in the horizontal and vertical, re-

spectively. The module was then run backward in time with a time step

∆tT = 10s, to satisfy the convergence criterion for particle tracking simula-

tions (Ross & Sharples, 2004). The transport simulations were driven using
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velocity and di�usivity �elds from the hydrodynamic model. The hydrody-

namic information and simulated temperature was given to the T-module

every 3600s (∆th−output = 1h) and interpolated to ∆tT . Solar radiation

data at 10 minute intervals was also passed to the T-module backward in

time to estimate UV exposure. The number N0 of particles released in each

T-simulation was set to 103, to guarantee feasible computational costs. A

single settling velocity ws = 10−7ms−1 was de�ned based on the value for

Cryptosporidium predicted by Stokes' law and supported by empirical es-

timates (Medema et al., 1998; Dai & Boll, 2006). For the back-dispersion

simulations, the settling velocity was inverted to become a buoyancy veloc-

ity. The simulations ended when at least 99% of the particles reached a light

dose three-fold the critical value for 99.99% inactivation, ID99 (in terms of

infectivity). Generally, this criterion was met within a time period ∆T ≤ 1d.

The inactivation dose ID99 was de�ned based on empirical values found in

the literature (Rochelle et al., 2005; Connelly et al., 2007; King et al., 2008).

Most studies on Cryptosporidium inactivation have focused on the UV-C ra-

diation of 254nm (e.g. Craik et al., 2001; Morita et al., 2002; Hijnen et al.,

2006) and found ID99 of O(10)−O(102)Jm−2. Given that UV-C radiation

is attenuated in the atmosphere before reaching the earth surface and that

UV-B radiation is of larger and less energetic wavelength, the critical light

dose ID99 was taken to be one order of magnitude higher, ID99 = 103Jm−2.

4.2.4 Hydrodynamic simulations

The hydrodynamic simulations of lake currents and mixing variables were

carried out using a parallel version of the semi-implicit 3D hydrodynamic

model of Smith (2006) (Acosta et al., 2010), and based on the numerical

solution of the 3D form of the shallow water equation. The high-resolution

hydrodynamic simulations were carried out in a two step nested procedure:

In the �rst step, the whole lake domain was run with low spatial resolu-

tion, on a 100m grid in both the EW and NS directions. This model run

produced the boundary conditions for the high resolution simulation. In

the second step, these boundary conditions were used to run a reduced do-

main of the lake (Fig.4.1b) on a 20m horizontal grid. The vertical resolution
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was variable, ranging from ∆z = 0.5m at the surface to ∆z = 10m near

the bottom (i.e. at a depth of 500m) and equal for both horizontal res-

olutions. The model was forced using surface heat and momentum �uxes

derived from local atmospheric variables (short and long wave radiation, air

temperature, relative humidity, and wind speed and direction) observed at 10

locations around the lake (Fig.4.1a). Wind records were corrected for height

and roughness (see Appendix A-2). The interpolation method proposed by

Barnes (1964) (see Appendix A-2) was applied to construct the spatially

variable wind �elds used to force the model. The bathymetry was based

on Gardner et al. (1998). The time step of the hydrodynamic model was

50s and 10s for the 100m and 20m simulations, respectively. The horizontal

eddy di�usivity Kh was estimated based on the horizontal grid resolution

and the time step, following Castanedo & Medina (2002), and set to 1ms−1

(100m grid) and 0.01ms−1 (20m). The initial temperature pro�le setup a

stable strati�cation with a maximum of 19.75� (surface) and a minimum

of 5.12� (hypolimnion) obtained from thermistor chain records (moored at

T1, Fig.4.1a).

4.3 Results and discussion

4.3.1 Sources

A very small percentage (0.02%) of the water withdrawn during the study pe-

riod was shown to originate from the shallow near-shore beach areas. With-

drawn water originated mainly (99.98%) from a depth below that associated

to the shallow beach areas. There were days when 100% of the withdrawal

originated from deeper waters, thus, assumed to be free from pathogens. In

contrast, in extreme cases, up to 11% of the daily water volume was predicted

to come from recreational beaches. Of the pathogens that reached the intake

originated 81% from the beaches south of the intake and to 19% from beaches

north of the intake (Fig.4.2). These pathogens were transported by the cur-

rents in the coastal boundary layer. The near-shore circulation is driven

mainly by the local winds acting on the lake surface. Moderate SE and strong

SW winds at Timber Cove (Fig.4.3) induce persistent and strong northward

currents over the shelf along the southeastern shore. These currents were in
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Figure 4.2: Horizontal distribution of pathogen sources over the study period.
Star marks intake locations. Depth contours show 2, 9, and 16m isobaths
for orientation.

Figure 4.3: Wind speed and direction at Timber Cove (see Fig.4.1).
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Figure 4.4: Simulated velocity currents at the intake (a) in the NS direction
at the surface (blue) and 16m (green) depth, S2 (b) and S1 (c) in the EW
(blue) and NS (green) direction at the surface. North and East are shown
as positive. Pulses of pathogen withdrawal expressed as fraction of particles
released in the T-module. Black lines indicate fraction of active pathogens.
Circles mark the sum of active and inactivated pathogens. Depth of diurnal
surface mixed layer (black line) (d) calculated from simulated temperature
and isotherms (colored lines) at the thermocline between 15 and 16.2� (0.2�
increments) (e). Horizontal red line marks depth of intake and vertical gray
bars mark midnight for reference.
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the same direction as the basin-scale currents associated to a large cyclonic

gyre (counter-clockwise) at the south of the lake (see Chapt.3). High surface

currents (> 0.1ms−1) are seen to occur nearly on a daily basis. Cross-shore

currents at the intake were weaker than the alongshore currents, typical for

�ow in coastal boundary layers (Largier, 2003; Rao & Schwab, 2007; Nick-

ols et al., 2012). The contrast between along-shore and cross-shore currents

intensity was also seen at S2 (Fig.4.4b) and S1 (Fig.4.4c). Daily alongshore

currents exceeded 0.2ms−1, while across-shore currents where generally less

than 0.05ms−1. Pathogens originating north of the intake were most likely

to be transported to the south during the morning, when winds came from

the NW (onshore winds due to land warming). These winds induced weak

to moderate along-shore currents toward the intake (Fig.4.4a).

There were three main transportation pathways from of the source areas

to the intake (Fig.4.2): (i) southward along the shoreline of the bay north

of the intake, (ii) northward along the south-eastern shore following the 2m

contour, and (iii) northward, from the southern shore across the open water

toward the intake. Southward transport occurred during weak to interme-

diate wind forcing from the NW, while northward transport was driven by

strong SW and predominantly weak SE winds (Fig.4.3). Time scales of

transport from beach areas to the intake varied between 1.7h and 24h de-

pending on the point of origin and the local current velocities. The shortest

transport times were observed for pathogens released at the south-eastern

beach area (1.7-22.8h) given its proximity to the intake and the elevated cur-

rents generated in the late evening (Fig.4.4b). Intermediate transport times

were also observed for pathogens originating from beaches north of the in-

take (6.4-16.9h), mainly due to its proximity as southward currents were

weak (< 0.05ms−1, Fig.4.4a). Pathogens released at the southern beach

area revealed the highest range of transport times (2.2-24h).

4.3.2 Withdrawal

Withdrawal of pathogens increased overall during the study period and var-

ied on a daily basis, being highest at night and in the morning (3-12h).

Pulses of pathogens were predicted to enter the intake on a regular basis.
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Figure 4.5: Vertical eddy di�usivity pro�les at day 209 15h, 18h, 21h, and
day 210 0h.

During the study period, three phases were discerned in function of the fre-

quency and amount of pathogens withdrawn at the intake. During phase 1,

from day 188 to day 198, the probability of pathogens withdrawn was small

(PV < 0.1, Fig.4.4d). From day 199 to day 205 (phase 2), there was an

episodic but low withdrawal of pathogens (PV ≤ 0.1). After day 205 until

day 240 (phase 3), pathogens were withdrawn regularly and at signi�cantly

higher amounts compared to phases 1 and 2 (PV ≤ 0.3). Loads of pathogens

occurred mainly between 3h and 12h, with highest values at 10h. Between

1h and 10h, almost all pathogens that reached the intake were active (or

infectious). The highest numbers of inactivated pathogens were withdrawn

between 12h and 14h. The temporal variability of withdrawn pathogens dur-

ing the day suggests that the pattern of pathogen withdrawal is controlled by

the temporal dynamics of vertical dispersion associated with lake motions.

The di�erences between active and inactivated pathogens that reach the in-

take indicates that these pathogens are highly sensitive to environmental

conditions (temperature or light) endured during their journey toward the

intake.
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Figure 4.6: Mean pathogen vertical excursion.

4.3.3 Vertical dispersion

The vertical dispersion of pathogens was tightly linked to the temporal dy-

namics of the depth of the surface mixed layer (SML), over which they are

dispersed constantly and uniformly. The depth of the thermocline of Lake

Tahoe ranged from 10-20 m during the study period (Fig.4.4e) and the sta-

bility of the water column was high. The Wedderburn number, W , and the

Lake number, LN , (Stevens & Imberger, 1996), used to parameterize the

balance between stabilizing thermal stability and destabilizing wind forcing,

were both well above unity at all times. Assuming a two-layer strati�cation

with an upper mixed layer of thickness H, the displacement of the interface,

∆h, driven by wind forcing can be estimated as ∆h = 0.5H/W (Shintani

et al., 2010). Interface displacement was of order 8m, suggesting that the

intake at the 16m isobaths was at times within the SML.

The depth of the diurnal SML varied between the near surface and the

top of the metalimnion given the diurnal temperature variations (Fig.4.4e).

The SML depth was derived from the simulated temperatures time series

at the location of the intake, and taken to be the depth where the density

di�erence dρ between the density ρz and the surface density ρ0 yielded a

linear gradient equal to 0.02 kgm−4 (Reynolds, 1984). The three phases

identi�ed earlier can be related to the maximal depth of the diurnal SML

during night time cooling: (i) At the beginning the study period, from day

188 to day 199 (phase 1), the SML was relatively shallow and deepened to

a maximal depth of 10m (Fig.4.4e). During phase 2, the maximal depth

of the SML during the night increased from 10m to 16m from day 199 to

day 205, respectively. After day 205 until day 240 (phase 3), the depth of
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the SML exceeded 16m almost on a daily basis. Consequently, the intake

(z = 15.85m) was located at or below the depth of the SML during 80%

of the time during this phase. The deepening of the SML below the depth

of the intake exposes the intake to surface (epilimnetic) waters, which are

typically of lower water quality and may carry potential contaminants, such

as human waterborne pathogens.

The vertical excursions of pathogens from the shallow beach areas to

the intake vary in function of vertical mixing intensities. Cryptosporidium

oocysts with a settling velocity ws = 10−7ms−1, typical from Cryptosporid-

ium (Dai & Boll, 2006), are practically neutrally buoyant in turbulent envi-

ronments. With a diurnal SML depth H of O(10)m, as predicted for Lake

Tahoe, the vertical eddy velocity vz(= Kz/H) is 10−7ms−1 and of the same

order of magnitude as the settling velocity of Cryptosporidium oocysts. Even

for a settling velocity of O(10−6)ms−1, as reported for Giardia lambia cysts

(Dai & Boll, 2006), turbulence intensities (indicated by Kz) in the SML of

Lake Tahoe can keep these pathogens in suspension over extended period

of time. Vertical eddy di�usivity Kz at the intake was estimated to be of

O(10−4)m2s−1 to O(10−2)m2s−1 in the epilimnion and, thus, 2-4 orders

of magnitude larger than the molecular di�usivity (Fig.4.6). The vertical

excursion of the pathogen originating from near-shore areas <2m depth and

withdrawn at the intake reveal a transport pattern consisting of two phases

in function of the vertical particle position (VPP): (i) the VPP changes fre-

quently between the surface and the bottom of the shallow near-shore and

(ii) the VPP increases progressively until it reaches the depth of the intake

(Fig.4.6). Note that the mean vertical pathogen excursion shown in Fig.4.6

does not reveal the frequent changes in the VPP between the surface and the

lake bottom or depth of the SML. In general, variations of the VPP were re-

stricted to the SML layer and spatially separated from the strongly strati�ed

metalimnion where turbulent is greatly reduced. Consequently, the deepen-

ing of the SML caused the pathogens to be transported to greater depth

and eventually to the depth of the intake initially located below the SML

(Fig.4.4e). Deepening of the SML occurred in response to enhanced verti-

cal mixing induced by convective cooling and wind shear on a daily basis,

thus, increasing the depth to which pathogens were dispersed. The vertical
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Figure 4.7: Probability of Cryptosporidium inactivation: (a) time scale for
inactivation due to solar radiation at 0.5m and 16m depth and (b) probabil-
ity of inactivation due to water temperature following the inactivation rate
proposed by Walker & Stedinger (1999). Gray bars in (a) mark 1h, 1d, and
1 week for reference.

position of a given particle within the water column, in turn, determines the

pathogen's survival and inactivation due to temperature and light.

4.3.4 Inactivation

The oocysts of Cryptosporidium are highly sensitive to solar radiation re-

sulting in a high light inactivation rates in the very clear waters and high

UV �ux typical at Lake Tahoe. About 61% of those individuals that origi-

nated from shallow beach areas were inactivated due to solar radiation, while

temperature inactivation occurred for less than 1% of individuals. The dam-

aging e�ects of light, especially ultraviolet radiation (UVR), on DNA and

the consequences for health and survival or organisms are well known (Sinha

& Häder, 2002; Häder & Sinha, 2005). Tucker et al. (2010) showed, for ex-

ample, how UVR limits the habitat of the invasive bluegill sun�sh (Lepomis

macrochirus) in Lake Tahoe, being present only in zone of high turbidity

where UV radiation is attenuated rapidly with depth. The e�ect of radia-

tion on the pathogen infectivity became evident in di�erence between the

number of active (infectious) and inactive pathogens withdrawn during the

morning hours (Fig.4.4d). During the night, 95% of the pathogens with-

drawn were infectious, as they travelled in absence of solar radiation during

large part of their trajectory. However, after sunrise a fraction of pathogens
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were inactivated by UVR and the number of infectious pathogens withdrawn

was inferior to the total amount of pathogens that reached the intake.

Given incident short wave radiation values between 1 and 103Wm−2,

typical for Lake Tahoe, a light attenuation coe�cient kUV of 0.15m−1 and

a 4-log inactivation dose ID99 of 103Jm−2, the time needed to inactivate

99.99% of potential pathogens ranges from O(1)min-O(1)d at 0.5m depth

(Fig.4.7a). At 16m depth, in contrast, inactivation time scale are one order

of magnitude higher, ranging from O(10)min-O(10)d. The di�erent inacti-

vation time scale between 0.5m and 16m depth explain how pathogens could

reach the intake during the early morning hours without being inactivated.

Once the pathogens have reached a depth were UVR is signi�cantly attenu-

ated, they may continue travelling in spite of the increasing solar radiation

reaching the free surface. The predicted time scales are in accordance with

(Connelly et al., 2007) who found that Cryptosporidium is inactivated by

>99.99% during 10h of light exposure during a mid-summer day at tem-

peratures comparable to those found at Lake Tahoe (10-20�). However,

inactivation rates depend on the critical light dose for inactivation ID99.

For example, for a critical value of O(102)Jm−2, and thus one order of mag-

nitude smaller than the one used in the present study, 79% of the pathogens

released would be inactive before reaching deeper waters and, thus, potential

water intakes. For a critical value ID99 of 102Jm−2 (short wave radiation of

1− 103Wm−2, kUV = 0.15m−1), inactivation time scales would range from

O(10)s to O(1)h at 0.5m depth.

The predicted scales indicate that pathogens released in shallow water,

where they are exposed to high solar radiation intensities, are inactivated

within <O(1)d. The inactivation of pathogens is likely to occur within short

periods of time as the hours of maximal bathing activity coincide with hours

of maximal solar radiation (late morning until early evening). Consequently,

the light dose received due to exposure to UVR would have to be low in order

for pathogens to be infective when being withdrawn at the intake. Low light

(UVR) doses can result from (i) short transport time scales due to short

transport distance or high current velocities, and (ii) transport at times or

depths of low light intensity.

Solar radiation is the dominant abiotic agent for pathogen inactivation.
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In Lake Tahoe, almost 40% the pathogens withdrawn were predicted to be

inactivated due to solar radiation while losses due to temperature were close

to zero. The relatively strong e�ect solar radiation on pathogen inactivation

in this large alpine lake might result from high intensities of solar radia-

tion and high clarity (i.e. low light attenuation with depth), but moderate

water temperatures compared to lakes at low altitude and similar latitude.

Nonetheless, even for an extreme case of a tropic lake of high turbidity

(high light attenuation) and a mean surface temperature of 30�, the daily

pathogen inactivation due to temperature would be 10% (Fig.4.7b), while

the time scale for a 99,99% inactivation due to light at 0.5m depth would

be 7.5min, assuming a ID99 of 103Jm−2, an attenuation coe�cient kUV of

3.0m−1, and an incident short wave radiation of 103Wm−2. The high sensi-

tivity of Cryptosporidium to radiation is bene�cial for the purpose of water

disinfection. Low wavelength UVR (typically between 200 and 280 nm) is

increasingly applied for disinfection during drinking water treatment (Betan-

court & Rose, 2004; USEPA, 2006; Monis et al., 2014). Solar radiation the

pathogens are exposed to is the principle factor of pathogen inactivation with

rates exceeding those of temperature inactivation or losses due to settling.

The importance of solar radiation for pathogen inactivation found is in

contrast to other studies that did not consider the e�ect of solar radiation

on pathogen infectivity (Anderson et al., 1998; Stewart et al., 2002) or those

that considered settling to signi�cantly reduce oocyst concentrations in the

water column (Medema et al., 1998; Hawkings et al., 2000). The �nding that

solar radiation reduces the number of viable pathogens entering drinking

water intakes through pathogen inactivation is in agreement with Hipsey

et al. (2004). Both pathogen inactivation rates and time scales depend on

the speci�c light parameters (light attenuation coe�cient kUV and critical

inactivation dose ID99) used, representing the light conditions of a particular

lake or lake region. Light attenuation coe�cients are typically determined

from o�-shore Secchi disk measurements (Swift, 2004; Rose et al., 2009).

However, near-shore (littoral) waters are known to be exposed to higher

amount of organic matter (imported from rivers and terrestrial ecosystems)

and, thus, are of lower clarity (Swift et al., 2006; Rose et al., 2009). Therefore,

o�-shore light attenuation coe�cients may overestimate UVR intensities and,
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thus, underestimate the risk of pathogen contamination.

4.3.5 Risk of contamination

The risk of pathogens entering drinking water intakes is low (0.02%), but is

not totally absent. The risk of pathogens entering water intakes is tightly

linked to the stability of the water column, in particular, to the depth of

the surface mixed layer. During early summer, intakes located below the

SML are protected by the metalimnion. However, as the summer proceeds,

water temperatures decrease and the SML deepens, those intakes, if they are

not below the SML depth, are likely to be exposed to surface water poten-

tially containing human water-borne pathogens. Further, daily �uctuation

of the thermocline and the diurnal mixed layer, due to convective mixing at

night have been shown to a�ect the risk of pathogen withdrawal. Thus, the

vertical position of the intake in relationship to the expected depth of the

thermocline, its seasonal and daily variations, in�uences the risk of viable

pathogens being withdrawn. Drinking water intake, hence, should be located

at a depth below the maximal oscillation of the seasonal SML to minimize the

risk of human water-borne pathogens origination from body contact recre-

ation. Such consideration would also need to take into account likely lake

levels in the face of extreme drought events, during which the intake is closer

to the water surface. Further a su�ciently large distance between the intake

and known recreational beaches located upwind of the intake reduces the risk

of pathogen contamination given the higher probability of UVR inactivation.

Knowledge about daily variation of risk of pathogen withdrawal may

help to schedule the times of water withdrawal. High risk was observed

to occur during the night with peak intensities in the early morning, as

pathogens travel in the dark, protected from harmful solar radiation, and

remain infectious when reaching the intake. In contrast, during day time,

pathogens dispersed within the shallower SML are inactivated rapidly by

solar radiation before reaching the intake and water withdrawal appears to

be safe. Thus, water companies could alternate between water withdrawal,

during times of near-zero risk, and no withdrawal during times of elevated

risk. Special care should be taken at the weekends and holidays when beach
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visitor density is increased and hours of beach activity may be extended.

Also period of strong wind forcing and, thus, strong current velocities may

contain a potential risk of pathogens entering water intakes as transport

times and exposure times to solar radiation decrease.

Increased light attenuation at the near-shore, where potential pathogens

are released, reduces the light intensities to which pathogens are exposed and

increases the risk of pathogen contamination at water intakes. If the light

attenuation in the shallow near-shore is unknown or cannot be determined

with certainty, using a higher critical light dose for pathogen inactivation

may help to prevent underestimating the contamination risk, considering

worst case conditions. The high sensitivity of pathogens to solar radiation

stresses the importance of water clarity. In clear lakes and reservoirs, solar

radiation acts as a mechanism of natural water disinfection. Therefore, water

clarity helps to improve water quality and, thus, its maintenance should be of

high priority in lake and reservoir management, especially in drinking water

sources.
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Chapter 5

Conclusions

1. The dispersal of Asian clam in the surface water of lakes is largely

controlled by the wind regime, the magnitude of wind events and their

timing.

2. The likelihood of Asian clam entrainment, transport and dispersal in-

creases during episodic events of strong wind forcing.

3. Larvae dispersal occurs in form of pulses in response to episodic events

of strong wind forcing.

4. Dispersal of Asian clam occurs along a discrete number of preferential

pathways.

5. Under predominantly weak wind forcing, the impact of UV-radiation

during the pelagic stages on Asian clam mortality is low as a result

of the short dispersal distances associated with relatively high larval

settling velocity.

6. The �nal distribution of dispersed larvae and the probability of their

survival are sensitive to the larval settling velocity.

7. Flow inside bays tends to exhibit recirculating currents, likely as the

results of �ow separation at the bay boundary.

8. Bays that are characterized by low current velocities and re-circulation

act as traps for suspended benthic larvae.

9. For the study case of Lake Tahoe, the risk of drinking water contami-

nation by human water-borne pathogens originating from recreational
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beaches is low, but signi�cant.

10. The risk of pathogens contamination is strongly related the depth of

the thermocline in relation the depth of the intake.

11. The risk of pathogen contamination increases with the seasonal deep-

ening of the surface mixed layer.

12. The risk of pathogen contamination increases at night when the surface

mixed layer deepens through convective mixing and inactivation by UV

radiation is eliminated.
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Chapter 6

Conclusiones

1. La dispersión de la almeja asiática en aguas super�ciales de lagos es

controlada en gran medida por el régimen de viento, la magnitude de

los eventos de viento y su ocurrencia temporal.

2. La probabilidad de la resuspension de la almeja asiática, su transporte

y su dispersión aumenta durante periodos episódicos de vientos fuertes.

3. La dispersión de larvas ocurre en forma de pulsos en respuesta a even-

tos episódicos de vientos fuertes.

4. La dispersión de la almeja asiática tiene lugar a través de un número

discreto de rutas preferenciales.

5. Bajo vientos predominantemente suaves, el impacto sobre la mortali-

dad de la almeja asiática de la radiación ultravioleta durante el estado

pelágico es bajo ya que las distancias que recorren tras cada evento son

cortas, debido a la relativamente alta velocidad de sedimentación de las

larvas.

6. La distribución �nal de las larvas dispersadas y su probabilidad de su-

pervivencia son sensibles a la magnitud de la velocidad de sedimentación

de las mismas.

7. La sensibilidad a la velocidad de la sedimentación se ve aumentada

en las regiones de bahías, donde la separación del �ujo de las paredes

laterales del lago crea corrientes de recirculación.
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8. La recirculación en las bahías unida con la baja magnitud de las veloci-

dades de la corriente, actúan como trampas de sedimentación para las

larvas de especies bentónicas en suspensión.�

9. El estudio de la dispersión de Cryptosporidium en el Lago Tahoe rev-

ela que el riesgo de que patógenos humanos acuáticos, provenientes de

playas de uso recreativo, lleguen a una toma de agua potable is bajo

pero signi�cante.

10. El riesgo de contaminación por patógenos viene determinado por la

profundidad de la termoclina con respecto a la profundidad de la toma

de agua.

11. El riesgo de contaminación por patógenos aumenta a lo largo del verano

con el aumento de la profundidad de la capa de mezcla.

12. El riesgo de contaminación por patógenos aumenta asimismo a escala

diaria, durante la noche, cuando la capa de mezcla aumenta en pro-

fundidad debido a la mezcla convectiva y la inactivación debida a la

radiación ultravioleta es eliminada.
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Appendix

A-1 Particle tracking

Particle trajectories were simulated using a Random Displacement Model.

The model has been successfully validated for purely advective and advective-

di�usive water motions, for particle settling as well as for particle resus-

pension in a closed basin under wind-forcing. In this model, the particle

trajectory is calculated as the summation of successive in�nitesimal particle

displacements dxi over time. The particle displacement dxi, in turn, are

described as follows

dxi = ai(x, t) · dt︸ ︷︷ ︸
(term 1)

+

N∑
j=1

bij(x, t) · dWj(t)︸ ︷︷ ︸
(term 2)

(A-1)

where the right hand side consists of a deterministic part (term 1) and

a stochastic part (term 2). The coe�cients ai and bij satisfy the following

equations (Dunsbergen & Stelling, 1993)

ai = ui +

N∑
j=1

∂Dij

∂xj
(A-2)

1

2

N∑
k=1

bikbjk = Dij (A-3)

Here N is the number of dimensions, x and u are the particle position

and velocity, Dij is the isotropic di�usion tensor in the �ow �eld, and ∆Wj

is a Wiener or Brownian motion process. The velocity data is derived from

the hydrodynamic simulations, through interpolation from grid points in the

computational domain to the present position of a given particle. This in-
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terpolation is done following the method proposed by Pollock (1988). The

eddy di�usivity Ki in the model varies quadratically with vertical direc-

tion between three consecutive nodes in a grid column (quadratic interpola-

tion), and it is assumed constant in the horizontal directions (Rueda, 2001).

The deterministic part represents the advective transport and also includes

the in�uence of the gradient of turbulent di�usivity, needed for consistency

with the advection-di�usion equation (see Dimou & Adams, 1993; Kitanidis,

1994). The stochastic displacement mimics the e�ect of turbulent processes

in the particle trajectory. The discretization of Eq.A-1 that represents the

transition from the state (or particle position) at n∆t to the state at (n+1)∆t

is given as

x
(n+1)
i = x

(n)
i + ai(x

(n), n∆t) ·∆t

+
N∑
j=1

bij(x
(n), n∆t) ·∆Wj(n∆t) (A-4)

where the bold variables are vector quantities. The factor ∆Wj(t) is

simulated by a Gaussian number generator, with E(∆Wj) = 0 and

E(∆Wi∆Wj) = δij∆t.

A-2 Wind observations

A-2.1 Height and roughness correction

To estimate wind stress, wind speed records had to be adjusted to 10-meter

height. In doing this readjustment, atmospheric conditions above the reser-

voir surface and the surrounding landscape during these observation periods

were assumed thermally neutral and stable (Cook, 2000). Under those condi-

tions, the wind speed above the land-water surface follows a logarithmic law.

The following expression that relates wind speeds measured at a particular

height (Uz) and theoretical wind speeds occurring at a 10-meter height can

be derived (see Amorocho & DeVries, 1980)

U10 = Uz +
u∗
κ
ln(10/z) (A-5)
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where u∗ is the wind shear velocity (u∗ =
√
τw/ρair) (ms−1), τw is the

wind shear stress at the water surface (pam−2), ρair is the density of air

(kgm−3), and κ is the von Kármán constant (0.4, dimensionless).

In addition, Amorocho & DeVries (1980) developed theoretical relation-

ships between wind shear velocities u∗ and wind speeds measured at a 10-

meter height U10, based upon empirical data they gathered themselves and

from several other studies. These relationships express shear velocities as

functions of wind velocities, as follows

u∗ = 0.0323 · U10 0ms−1 < U10 < 7ms−1 (A-6)

u∗ = 0.06015 · U10 − 0.1949 7ms−1 < U10 < 20ms−1 (A-7)

u∗ = 0.0504 · U10 20ms−1 < U10 (A-8)

These investigators found that three distinct stress relationships occur

during the development of a wind �eld. Prior to the onset of breaking wind

waves, the wind stress coe�cient of drag is fairly constant (CD ∼ 1.4×10−3).

This seemed to occur when U10 < 7ms−1. After the formation of the �rst

breaking waves a transition region occurred wherein the density of breaking

waves trended toward a limit in the velocity range: 7ms−1 < U10 < 20ms−1.

In this region, the drag coe�cient "varies nonlinearly with U10". Once a

water body became saturated with breaking waves, i.e. when U10 ∼ 20ms−1,

the CD was again found to be constant (CD ∼ 2.54 × 10−3). Note that

the coe�cient of drag was assumed to increase linearly with wind speed

in the region of 7ms−1 < U10 < 20ms−1. Introducing Equations A-5 into

Equations A-6 - A-8, and considering the relationship between shear velocity

and wind velocity, results in simpli�ed expressions to convert observed wind

speeds at other heights to U10 values.

The roughness correction procedures was based on the theory of bound-

ary layer �ow perpendicular to a sharp transition between two �at surfaces of

di�erent roughness (Tayler & Lee, 1984). For any given land based weather

station, the wind speed over water was estimated from the observed wind

speed over land by multiplying the records by a �xed factor of 1.45 for o�-

shore winds.
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Figure A-1: Lake Tahoe: (a) location of meteorological stations (circles)
and instruments deployed for circulation and currents measurements (tri-
angles), (b) Lagrangian drifter (drogue), courtesy of Brant Allen, and (c)
Nortek Acoustic Doppler Wave and Current Pro�le (AWAC), courtesy of
Geo� Schladow.

A-2.2 Spatial interpolation

The spatial interpolation method developed by Barnes (1964, 1994a,b) was

followed to produce continuous �elds of wind over Lake Tahoe, from records

collected at discrete locations (meteorological stations, Fig.A-1a). Those

continuous �elds are sampled, in turn, at the nodes of the computational

Cartesian grid constructed for the hydrodynamic model. The method of

Barnes is an iterative approach, and requires several iterations to reduce the

interpolation error. Here the method is outlined using only two iterations,

as presently included in the hydrodynamic model. At any given time n, the

wind velocity in the EW direction ua at any given node (i, j) is estimated

as a weighted average of the records available at N meteorological stations.

ua ( i, j, t ) =

N∑
s=1

η ( i, j, s ) · ua (s, t ) (A-9)

Equivalently, the weighted average of the wind velocity in the NS direc-
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tion va is

va ( i, j, t ) =
N∑
s=1

η ( i, j, s ) · va (s, t ) (A-10)

The weight given at node (i, j) to the observations from a given station

s is a function of the distance r between the node (i, j) and the station site

(s) as follows

η ( i, j, s ) = exp
(
− r

2

4k

)
(A-11)

The parameter k determines the shape of the weighting factor, and was,

in turn, calculated as in Koch et al. (1983)

k = −

(
2∆n

π

)2

lnD0(2∆n) (A-12)

Where ∆n is the average distance between the stations and D0 is a

response function

D0(λ) =
[
D0(2∆n)

](2∆n/λ)2

(A-13)

Where λ is the wave length. During this interpolation method, the �rst

pass interpolation of the meteorological observation V , VI , is carried out as

follows

VI =
N∑
s=1

V · η(s)

Sη
(A-14)

Where Sη is the sum of the weighting parameters η at each grid point and

N is the number of meteorological stations. After interpolating at each grid

point, the interpolated �eld is compared to the original observations. The

error, or residual value, is calculated as the di�erence between the original

observations and the calculated wind �eld at that point

E = VI − V (A-15)

Based on this error, a second pass interpolation is carried out to correct
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Table A-1: Field instruments deployed for circulation and currents measure-
ments.

Instrument Location Coordinates Time period
Drogue 1-3 S4 758110,4314200 219-226,2008
Nortek AWAC S5 N38,94281◦, 204-247,2008

W120.01964◦

the �rst pass interpolation. Again each stations is assigned a new weighting

factor η′ for each grid point and a second interpolation is carried out. The

second pass weighting factors are calculated as follows

η′ ( i, j, s ) = η (i, j, s )(1/γnit) (A-16)

where γ is a numerical convergence parameter and nit is the number of

iterations. The second pass interpolation is given by

VII = VI +
N∑
s=1

E · η
′(s)

Sη′
(A-17)

here Sη′ is the sum of the new weighting parameters η′ at each grid point.

A-3 Validation of the lake hydrodynamic model

A-3.1 Data set for lake hydrodynamic model validation

The basin-scale motions and the local current conditions predicted by the

hydrodynamic model were validated against data from two types of measure-

ments. Basin-scale lake motion was characterized with Lagrangian drifters

(Fig.A-1b). Three Lagrangian drifters (drogues) were deployed during the

summer of 2008 and their GPS positions were recorded at 10min intervals.

The drogue trajectories depicted circulation patterns and were used to de-

termine the scale of circulation, the general direction of the circulation and

to estimate surface current velocity magnitudes in Lake Tahoe. The drogues

were released on day 219, 2008, centered at a depth of 1 m below the free sur-

face (default) at site S4 (Fig.A-1a, see Tab.A-1 for exact coordinates). They

were retrieved 7 days later, on day 226. The drogues were released between

400m and 500m from shore, and at the same time. The model results used
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Figure A-2: Observed drogue trajectories (black) and simulated particle tra-
jectories (gray) for (a) Drogue 1, (b) Drogue 2 and (c) Drogue 3.

for the validation of the basin-scale motion consisted of three particle trajec-

tories. The particle tracking model (Appendix A-1) released 10,000 particles

at S4 (Fig.A-1a) and tracked their motion with the horizontal velocity �eld

obtained from the hydrodynamic simulations (see Wave- and hydrodynamic

simulations). As the real drogues are constrained to travel at a constant

depth, the depth of the particles was kept constant. Local current measure-

ments in the near-shore environment in Lake Tahoe collected using a Nortek

Acoustic Doppler Wave and Current Pro�le (AWAC) (Fig.A-1c). The pro-

�ler was moored at S5 (Fig.A-1a, Tab.A-1 at ∼5m depth directed upward

to record current velocity and direction from the lake bottom to the surface

(except for a blanking distance of ∼1m) every 10min. The current measure-

ments extended from day 204 to day 247 in 2008. A simulated time series

of horizontal velocities was output at the grid cell closest to S5 to validate

against the AWAC velocity measurements.

A-3.2 Basin-scale circulation

The known circulation pattern of Lake Tahoe in the pelagic generally com-

prises three counter-rotating gyres: (i) a cyclonic gyre in the south, (ii) an

anticyclonic gyre in the center, and (iii) a cyclonic gyre in the north of the

basin (Fig.3.2a). This basin-scale circulation pattern is conform with previ-

ous observations from satellite images (Steissberg et al., 2005). These gyres

are highly variable in both their size and their position, being highly in�u-

enced by the diurnal wind �eld and the variable wind direction over the lake.

Within the littoral zone less is known, and these drogue measurements were
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the �rst to explore connections between littoral motions and the pelagic mo-

tions. The results are shown in Figure A-2. The black lines represent the

measured drogue trajectories, and the gray lines are the simulated trajec-

tories. At the outset, the drogues were initially very close together (within

one or two grid cells) within the littoral zone. Despite this initial proximity,

across the duration of the experiment the drogues trajectories took very dif-

ferent paths. Seemingly, small di�erences in the initial location made very

large di�erences to the trajectories followed. This is in part explainable by

the random nature of the forcing, but also by the location of the drogues

in the interface region between the littoral and the pelagic. As is evident

in Figure 3.2, in this areas there are regions of velocity shear and even �ow

reversals close to shore, and the notion of the trajectories of two drogues

diverging in this region is easily understood.

For the simulated drogue trajectories all the same caveats apply, but with

one major additional one. While the real drogues were driven by currents

induced by the actual wind �eld, the simulations used an approximation to

the spatial wind �eld, derived from an interpolation between ten wind sta-

tions on and around the lake. Spatial and temporal changes in the wind

�eld would be damped out. Thus the forcing experienced in the simulations

is di�erent. Given that the trajectories of the three real drogues displayed

great separation despite their initial proximity, it was realized that the ex-

pectation of close agreement between real and simulated over a week-long

period was unrealistic. While the currents experienced at a point may be

close, the integrated e�ect over a week-long period would likely produce large

departures. Therefore, the goal of the validation was not to try and seek a

match between the real and the simulated trajectories - that would be an

extremely onerous task in a complex wind �eld of a high mountain lake.

Rather it was to ensure that the scale and directionality of the motions were

consistent.

The real drogues all tracked to the north-east initially, following the

lake bathymetry. However, their paths diverged after the �rst 24-36 hours.

Drogue 1 (Fig.A-2a) moved toward Marla Bay (the area of the highest C.

�uminea density, Fig.2.1a) and appeared to remain trapped by the secondary

recirculation in that vicinity, before moving to the southwest as part of the
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cyclonic gyre. Drogue 2 and 3 (Figure A-2b,c) both initially traveled toward

the northeast, but then took an unexpected turn across the lake toward the

west. Drogue 2 eventually became entrained in a northward jet up the west

shore before being entrained into the northern-most cyclonic gyre. Drogue

3 ran aground on the west shore before the end of the experiment.

The particles actually agreed quite well with the drogues for the �rst

24-36 hours, moving in the same direction and at about the same speed.

During this time, they were close to a meteorological station (Timber Cove,

Fig.A-1a) so the e�ect of wind interpolation would have been minimized.

Beyond this point the particles and the drogues parted ways. However, there

were two important characteristics that were preserved. First, the particles

and drogues that arrived in the vicinity of Marla Bay, all appeared to get

trapped there by small scale recirculating currents. Second, at some stage

the drogues and the particles all moved rapidly across the lake to the west

and were caught up in the large scale pelagic circulation of the lake.

This validation exercise demonstrated that for the �rst 1-2 days, the

particles and the drogues actually tracked reasonably well. Beyond that

time, and especially as the particles moved further away from meteorological

stations, the trajectories departed, although the general characteristics were

preserved. As the present purpose of the model is to track the motion of

larvae for just 48 hours, the performance of the model is believed to be

satisfactory.

A-3.3 Local-scale validation

The hydrodynamic model reproduced the pattern and magnitude of local

scale surface current recorded by the AWAC reasonably well. These cur-

rents were most intense in EW direction (along-shore) with daily maxima in

the evening (Fig.A-3). Currents in the NS direction were of slightly lower

magnitude. The current direction was predominantly toward the northeast,

consistent with winds blowing from the south-west recorded at Timber Cove

(not shown, but see interpolated records for Marla Bay, Fig.3.3a). Short-

term changes and oscillations were revealed well by the model, for example,

between day 208 and 209. The model was also able to reproduce correctly
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Figure A-3: Observed (black) and simulated (gray) surface current velocities
in (a) EW and (b) NS direction at S5 (Fig.A-1a.

the magnitude of the current. The overall RMSE was 4.53× 10−2ms−1 and

2.78× 10−2ms−1 for the EW and NS velocity, respectively. These error val-

ues represent a good match and are comparable with other values reported

in the literature. For example, Jin et al. (2000) reported error from 1.52 to

4.76×10−2ms−1. Similarly, Rueda & Schladow (2003) found errors between

velocity measurements and model results of 2− 5× 10−2ms−1.
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