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ABSTRACT

In the recent history of linguisticthere have been several theories that have attempted
to give a full acount of the functnal architecture of the mind. One of the most
important was Fodor'si the 1980sin line with his theory of the modularity of mind,
Sorace andFiliaci (2006)put forward thdnterface HypothesidH from now onwards)

It originally proposed that language structures involving an interfatedssm syntax

and other cognitive domains are less likely to be acquired comptetabystructures
involving an internal interface (e.g., lexicagntax) and that external interfaces
acquisitionareproblematicand lead to residual deficits even in very advanced stages of
L2 development Researchers have concentrated mostly on the 3$yhsaourse
interfaceas it has turned out to cause more defidiEscausdt requires speakers to
integrate syntactilmformation with information about the discourse status of different

entities.

This study focuses atine waya group of 12/ery advanced L2 English learners
and another 12native speakers of English manatjpe informational distribution of
passive(vs. ative) constructions. Much research has been conducted on @mssiv
regarding their acquisitioand instruction in both L1 and L2, iadults as well am
children, but there are nstudiesthat analyse indepth ts informational distributionas

far as weare concerned

As such,in the presentissertationthe topic ofresearchs the processingnd
knowledgeof information in passive constructions by meanswai tasks.On the one
hand anon-line taskhas been designedat will test the participast processing, and on
the other, an offine task that will test their knowledg&he decisionto usetwo
different types of tasks based on a series of predictions made by the IH. According to
this hypothesis, learners will experience processing defi@tswill show in the ofine
task, as they need to integrate more elemevtigch takes a higher toll on their working
memories whereas no deficits will be experiedcm the offline task, and they will

behave in a nativkke manner



Therefore the predictions are as followgi) in the online task, learners will
show higher RadingTimes when processing sentences whose infoonatiructure has
been violated, and (iin the oftline task, learners will show higher acceptability rates

for those setences whose information structure hasbeen violated.

All in all the results obtained and analysed in this study support the general
predictions of IH, as well as the ones present in this dissertatimhshed light on the
otherwise underglored aea ofinformation structuredistribution and processing of
passive sentences in L2 English acquisition, fitting into the body of literature produced
up to now on the syntadiscourse interface and adding valuable information on passive
constructionsThe data gathered also provide new findsron how both learners and
natives process passive constructions at the syhsawurse level and point out the

deficits in said processing, adding to the corpora of interface knowledge.



1 INTRODUCTION

In the recent history of linguistics, there have been several theories that have attempted
to give a full account of the functional architecture of the mind. In the 1980s, Jerry
Fodor revived the idea of thmodularity of the mindccording to which therguistic
competence of humans should be seen as a series of cognitive faculties consisting of
semtautonomous modulesvhich have their own specific structural and organizational

propertiegFodor, 1983)but which may also interact with each other.

In 2006, Antonella Sorace and Francesa Filiaci put forward the Interface
Hypothesis (IH from now onwards). The IH was an attempt to account for patterns of
norrconvergence and residual optionality found at very advanced stages of adult second
acquisition. It oiginally proposed that language structures involving an interface
between syntax and other cognitive domains are less likely to be acquired completely
than structures that do not involve this interface. More recent wersid the IH
(Tsimpli, 2004 Soraceand Filiaci,2006 Sorace and Serratrice009 Sorace 2011)
propose a distinction betwednternal interfaces those mediating between narrow
syntax and the other linguistic modules (phonology, morphology, semardiud)
external interfacesthose mediting between syntax and other cognitive modules

(discourse, pragmatics).

As a primary example of amxternal interface, researchers have mostly
concentrated on the syniakiscourseinterface which will be the focuf this study
The c| ai msintesfacd i1thet majér tsdurioé difficulty, causing delays in L1
acquisition, failure in bilingual and L2 acquisition, as well as indeterminacy of
judgments and residual optionality even atreaxt i ve | ev e l(Sldbakdva acqui s
and Ivanov, 201638). The fact that predicted deficits at this interface apply to both
natives (L1) and (very) advanced learners (L2) accounts for the subject choice of this
study. As this dissertation deals thi second language acquisitiamn the one hand, a
group of12 nearnative L2 English learnemnsas selectedThe predictions made on this
study are based on their behavipas opposed to that ofgaoup of 12 native speakers

of Englishto be used as control group.



Crucially, the aforementioned complications are img due to the fact that
processing syntagliscourse interface phenomena requires the processors to integrate
syntactic information with information about the discourse status of different entities,
which takes a high toll in their processing resourcéss s on-line taskwill be used
(which measures processing costs it of reaction time) and aff-line task (which
measures knowledge in terms of acceptability rates). These two types ofwhsits
will be discussed in detailed in section\d)l provide us with different kinds of data
about thdinguistic behaviouof participantsat the syntaxdiscourse interfacerhe on
line task gathers information eaaktime processing (knowledyjevhereas the ofine,
having no time limit, sheds light onédtparticipats’ metalinguistic knowledge through
performance Moreover, the main research question in this study isdbase a
prediction made by theHl (Sorace, 2011jnainly, that neamative learners will show

deficitsonly in ortline tasks.

This is de to the fact thathey need to integrate informational and syttac
knowledge at the same time. That is, when processing at the slystaxirse interface,
| earners6 brains must combi ne, Simultaneou:
the elemets present in the utterance, as welldescursive information such asatus,
topic, focus, etc. On the contrary, they will behava mativelike way in oftline tasks
as the aforementioned integratidoes not take placsimultaneously Thanks to the
lack of timelimit in off-line tasks, learners can make use of their metalinguistic
knowledge, which lowers the processing toll on their working memories, thus allowing
them to reach nativike levels of performanceé\s such, the cruciajuestionis whetter

the results of this study will indeed support this prediction.

The linguistic structure that is the fox of research in this study passive
sentences when constrained at the sydtagourse interface. Passives agatly linked
with the concept ofnformation packagingr information structure (Halliday, 1967)
In linguistics information structurel e s cr i bes fit he way in which
packaged within a senteric@.ambrecht, 1996)There are, broadly, two main patterns
in which information can be arranged in Engligivennewandnewgiven.The stimuli
in the two experimenin this study(cf. Table 1)were pecifically designed to illustrate

thesepossibleinformational distributios.


http://en.wikipedia.org/wiki/Linguistics

As it canbe sea (cf. Table 1), every stimulus consists of two conteztge(t
and patien), each one introduces an entity (Fiolicemarthief) with which the
following prolke sentences will dearlhis first entity (E1),in pink, isnew information
that is, it has not been mentioned before and it is, therefore, unknown to the reader. The
subsequent probe sentences will follow one of the two informational patterns mentioned
albove: sentences 2 and 3 are informationally incongrugnewgiven with the
previous context as they present in first instance an entity (E2) whiarevis
information; whereas sentences 1 and 4 are congrgamnfiew) as they present an
entity (E1) thais old information, that is, it has alreadyeenmentioned and it is known
by the reader. Thus, by means of manipulating informadtarcture structures like the
one above in both an dme and an ofline task information of the participants’
processig (competenceand knowledge of these congruent and incongruent
constructionswill be gatheed to analysedeficits and differences in their behaviour as
predicted by the IH.

SEE (A:POLICEMAN; O:THIEF)
CONTEXT PROBE SENTENCES INFOSTRUCTURE / SYNTAX
Agent: vV (1) The policemarsaw-while Active:Given/ -'
trying to steal a car.
as %iven Vactive C)new
patrolling the city #(2)INERIef was seen byhe policeman | PassivellgW/ Given
streets at night. He while trying to steal aar.
heard a strange noise, Ohew VpassivePgiven
Patient « (3) Nipolicemarsawthe thiefwhile Active:NEW/ Given
trying to steal a car.
B8} planned to do Shew Vaciive Ogiven
something illegal. He | v (4) The thiefwas seen bylipoliceman | PassiveGiven/
was hidden in a dark | while trying to steal a car.
street. C)given VpassiveAnew

Table 1. Stimuli template for information structure
..... = given info
B = newinfo
The table above shows that the stimuli corelaetive and passive constructions (probe
sentences)The reason behind this is ththere exist a se¥s of syntactic constructions
which scholars refer to daformation packaging constructions i These constru
characteristically have a more basigunterpart differing not in truth conditions or
illocutionary meaning, but in the way the informational cante i s p(Bimes,ent ed o

2002:1365) The passive igndeed, one such construction.
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Much research has been conducf€dawford, 2012 MessengerBranigan and
McLean, 2011)on passies regarding their acquisitioandinstruction in both L1 and
L2 (Myhill, 2010). This type of construction has elicited much interest as it has always
proved to be problematic for learnefsEmglish even though it is fairly common in this
language. However, to our knowledge, there is no research on the knowledge and
processing of theinformation structure distribution of passives in L2 English

acquisition

The only light that research hasesl on the subject is thdbecause the passive
IS an argumenteversing construction, it requires that its syntactic subject represent
information that is at least as familiar within the discourse as that presentedlyy the
phrase NP. Thus, when the anfmation status of the relevant N¥’reversednfelicity
results: (Ward and Birner, 2004:170). This constraint requires that any passive

construction instantiates the structgreennew See the following example:

[1]
The academic year has just beqamd teachers are very busy finding out which classes
they will have to teaclilifld@éw o n 6t t each this year as he ha
ill.
i.  Mr. Joewill not be teaching this year due to his iliness.

i.  #Hewill be substituted bjfiCIEWIEAcHET

Thus,if the final sentence of the contei{w o n 6 t [ét] seAoasty ill) were to be
substituted by one of the sentences belowyould bepragmatically correct because its
first entity, Mr. Jog is alreadyold informationpresented in the previousrdext, thus
conforming to the pattergivennew. However, in (ii) both entitiesiHe and the new
teacher,are presented asld informationbut only one of thenis old, namelyHe. In
fact, the teacheshould have been presentechagachey the indefinite gicle denoting

its newstatus.

Litis important to point out that "*" stands for ungrammaticality, whereas "#" stands for apragmaticality. This is
relevant because one condition does not necessarily entail the other. That is, a pragmatically infelicitous sentence
needs not be grammatidglincorrect and vice versa.

11



This example is relevant as it exemplifiethat the variability of
definite/indefinite article is of special impance to the present study wadl be

explained in further detail in future sections.

The structure of thiglissertation is as followsn the following section in this
study, Review of the literature, is explaired in detail the theoretical principles upon
which this researchs based This section deals with findings and discussionghe
modularity of mind interface theory, information packaging and passive construction
studies up to now. Right after this, and considering the theoretical matters already
debatedcomeghe Methodsectionin which are presentdatie participants that took part
in this study, tk instruments and materials used in the experimental design, the
procedures followed to administer the experiments to the subjects and, finally, the
variables and statistical analysesed.The Resultssection isdivided into two different
parts, one for &h experimentonline and offline experiments)n the next section,
Conclusion is presened a conclusionwith and analysis and synthesis tbe overall
results of the study as well @ explaation its limitations and considations for
possible futureresearch derived from it. Finally, thdissertationincludes several
appendixes in which all the raw data as well as the whole set of stimuli is presented, so
that the reader can have access to further information that may help in the understanding

of theresults provided.
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2 REVIEWOF THE LITERATURE

This section containg literature reviewof the theoretical bases of this dissertatilon

section 2.1

is discusedthe proposal that the mind is modular and the notion of interface, which is
crucial forthe current study. Next (section Rdscusgesseveral proposals about how
the linguistic computational module (syntax) interfaces with other modules: language
internal modules and languaggterral modules. This leads to thid,lwhich will serve

as the starting point to test the hypothesef this dissertatiorabout how advanced
learners of L2 English process linguistic structures (passive sentences) which are
regulated at the syntadisoourse interface. Next (section3p deals withinformation
structue, which is crucial for the understanding of how pas§ige active) sentences

are regulatedat the syntaxdiscourse interfacdy informationstructurenotions like
topic and focus Finally (section 2.4xhe study ofthe acquisition and processing of
passvesis setwithin the framework of the dissertation at hand, preserttiagesearch

guestions and hypotheses.

2.1 Language-internal and language -external interfaces

A central question in cognitive science deals with the parts or processes of which the
mind is composed. A crucial aspect thfis quest for defining how the humdmnain

works has been the development of informapoocessing theories of mental
phenomena, which are anchored in the theory of computatioa.theory claims that

the humammind and/orbrainis aninformation pr@essing systerand thatthinkingis a

form of computing As such, the mind is envisageda® a machine that derives quuit
representations of t he w(@®&oaotHmdn ahdr Slalmakovan p u t
2011:570).
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However, this is not the only linguistic explanation of mental processes. In 1983,
t he publ i c aThe Modulaoty of Wirabthded a debate thaadcontinued to
the presentlay. In this book, he proposed a particular account of metradture in
which informationprocessing moduge of a very specific kind play central role

(central processes).

Fodor introduced his concept ofodularity by usig a list of eightfeatures he
thought might be typical of modular systems, these included: (1) domain specificity, (2)
encapsulation, (3) mandatory operation (automaticity), (4) inaccessibility to
consciousness, (5) speed, (6) shallow outputs, (7) fixedahéocalization, and (8)

characteristic breakdown patterns.

His model has been widely criticised. Other researchers, especially evolutionary
psychologist§CosmidesandTooby, 1994 Pinker, 1997 Sperber, 1994proposed that,
Acontrary t ewthahalypEripletralsysteans sueh as vision are modular,
many or most informaticprocessing systems in the mind might be modular as well.
These included what Fodor would have calleehtral processes, such as those
underlying reasoningjudgment, anddecision making (Barrett and Kurzban, 2006:
628) This proposal, sometimes known as thassive modularity thesibas generated
enormous controversy, including many attempts toadestnate that it must be wrong.

Leaving behind purelyheoretical considetimns and paying closer attention to
more linguistic areas, the modular approach poses that speakers of a language have a
grammar at their disposal, consisting of several modules: syntax, semantics, and
phonology, as well as a pragmatic systérhus, the nteraction between the three
grammatical modules, as well as the interaction of these modules with the pragmatic
system is often referred to asterface Of particular interest for this study is the
interaction between syntax and pragmatics/discouat® known as thesyntax

discourse interface

The general idea that a core computational systéenfaceswith othe domains
has been argued sinc81, when Chomsky put forward his tripartite model of
Principles and Parametei(&f. Figure 1) Chomsky, 19811986.
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D-structure (DS) €< Lexicon

Move a (covert) l

S-structure (SS)

Move a (overt) Phonological and stylistic rules

LF (logical Form) Phonological Form (PF)

Figure 1. Principlesand Parameters tripartite moal (Source:Rothman
and Slabakova(2010: 569)

This notion was adapted overtime with the coming of the Mihgh&rogramme
(Chomsky 1995) Within this model, interface share two common organisational
domains: a semantic component/concefingntional interface and a phonological
component/articulatoiyerceptual integce €f. Figure 1. These notions attempt to
deal with the correlations between the linguistic Sjgry., sound) and the linguistic
message (i.emeaning) nore straightforwardlyChomsky,2000)

Nevertheless, interfaces need to go beyond the inner workfrigsy grammar
interacts with the lexicofinternal interface)as it is ckar that language mayninteracts
with discourse and extralinguistic context (external interfadesjording toBos et al,
(2004: 105) fi sub-modules of linguistic systems and other areas of cognition not
speciyc to | anguage are not essdrlyitegtatg i ndepe

information to make the interaction between sound, structure and meaning possible

Research in the last decatlas studiechow interface might be setip and
interact. For examplelackendoff(2002 argues thait is an oversimplificatia to treat
LF andPF as the only interfaces, proposing insteddparallel architecturewhereby
there are multiple interfaces, internally and externally, operating in tanfized in
White, 2011: 579). In his system, there are interface rules which pl@v

correspondence between difénttypes/levels of representation
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As an alternative Reinhart (2006)proposes that syntax is aroputational
system that itself embodies an interface between independent mental systems, including

concepts, context inferea, and the sesorymotor systemdf. Figure 3.

Context

Computational Sytem

Inference Concepts

Sensory-

motor

systems

Figure2.2 AET EA OO d Gnodelkot i@ fade @rEhitecture(Source:
Rothmanand Slabakova(2011: 569)

Foll owi ng (Chonsky430Yy, a09Fecent proposals an updatedsien of

his Y-modelis shown in Figure 3, wheanbeobserve some of the ideas discussed in
the models above: thmternal interface between the lexicon and the computational
system (syntax) and twexternalinterfaces: one betweeayntax and the sengemotor
module, and another one between syntax and the conceprdlonal system. Most
authors (see theest of the authors below in this secidypically consider the syntax

discourse interface as a (sub)type of the sythixterface.
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/

Figure 3. Model of languageinterface architecture (Source: Lozanand

Mendikoetxea 2010: 476)
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2.2 The Interface Hypothesis

In 2006, Antonella Sorace and FrameFiliaci put forward théH. It was an attempt to
account for patterns of omconvergence and residual optionality found at very
advanced stages of adult second language acquisition. It originally proposed that
language structures involving an interface between syntax and other cognitive domains
are less likely to be acquired cphately than structures that do not involve this
interface. At the same time, the IH was extended to bilingual first language acquisition
and to the very early stages of L1 attrition, which exhibit optionality in precisely the
same structure#\s such, theesting of this hypothesigroves to be of vital importance

for any linguist interested in the psycholinguistic aspect of language acquisition.

Research carried out by Sorace and her colleagues has addressed the IH in three
different domains, including siutaneous bilingual(Serratrice, Sorace& Paoli, 2004)
first language attritior{Tsimpli, Sorace, Heycoc& Filiaci, 2004) and nearnative L2
ultimate attainment by L2 speakers who did not acghiee languages simultaneously
(Sorace & Filiaci, 2006)Converging results from these domains have been reported,
which " suggest vulnerability of linguistic phenomena relgtio the syntaxliscourse
interface, as exemplified by optionality, instability and indetermihdtyhite, 2011
577-578)

In her revision ofresearch done so far on the (Horace, 20112), refers to
some work as constituinfunwarranted extesion® of the IH. In her own words
ficriticisms of the IH sometimes ignore the fact that it is not about interteesteges of
L2 developmenii One reason for this exclusion, might be that during the course of L2
acquisition, L2 learners may have difficulties in other areas which might mask the
predicted effects of the IHHence, the participant sample used for thesent
experiment will consist only of L2 English learners whose proficiency levateas

native, as well as native speakers of Englmselvesised as a control group
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More recent versions of the IH propose a distinction betwdemal interfaces
those between narrow syntax and the other linguistic modules (phonology, morphology,
semantics etg) and external interfaces, those between syntax and other cognitive
modules.According to Sorace (20119), fithere is sufficient evidence for important
developmental differences between linguistic structures that requorglitions of
formal nature within the grammar, and structures that require the integration of

contextual faacirs. o

The syntakdiscourse interface is the one including all constructionsseh
meaning computation and acceptability depend on information coming from the
previous discourse. fAProperties that are ca
postverbal subjects in languages like Spanish and Italian, the use of overt subjects
Topic Shi ft context s, binding of pronouns,
(Rothman and Slabakova, 201871). The complications brought up by this interface
are mainly due to the fact that processing phenomena at this level requires the
processors to integrate syntactic information with information about the discourse status

of different entities.

Many studiesdealing with the syntaxdiscourse interfacéocus onpronoun
resolution(Lozanq 2009 Sorace& Filiaci, 2006) As asubjectpoint, Lozano (2009)
studied the acquisition of features that license overt/null referential pronominal subjects
in Englishspeaking learners of L2 Spanisking the CEDELZCorpus Escrito Del
Espafol L2. He argues thatlthough this forral property is acqued early, éarners
show deicits with the discursive features that license their distribution in the discourse
even atadvanced and erstates. His final data showed that figts at the syntax
discourseinterface are observable in the distribution of rovend null pronormal
subjects in the discourdmut, unlike previous research, it has been shown that deficits
are selective, affecting mainly tli person animate only, while the rest of the

pronominal paradigm remains stable.
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Similar studies have brecarried out regardingiord order alternations dhe
syntaxdiscourse interfacéHertel, 2003 Lozang 2009) These analyses have proved
that L2 learners experience difficulties integrating syntactic and discursive information
in order to resolve the pnoun as efficiently asative speakersAs a subjectpoint,
Hertel (2003 investigated thecquisition of Spanish word order by natseakers of
English. Slke gecificaly consideredthe development of sensitivitjo the distinct
interpretations of subjéioverb (SV) vs. verbsubject (VS)order, as determined by
lexical verb class (unaccusative and unergatigebs) and discourse structundis
participants included a native speaker congmup and learners at four proficiency
levels.Results obtained tbugh the administration @ contextualizegbroduction task
indicatal that" beginning learners transferred the SV ordeEglish for al structures.
Intermediate learners showed a gradual increéaste production of lexichy and
discoursedetermined inversion, althoughtheir data was also characterized by
indeterminacy and variability. Thadvanced learnerdemonstratedensitivity to the
word order effects ofunaccusativity and discourse factors, but also tended to
overgeneralizanversion to unergate verbsin a nedral discourse contegat ( Her t el ,
2003:273).But note that most of the studies at the syimcourse interface relate the
knowledgeof the constraints of such interface. There is still relatively little research

about theprocessing

Butaccor di ng twhat &ald makedearser prddessing less efficient
than native processingPlopp (2009: 466), for example, argues thahis deficit
phenomenon occurs becauiee L2 invokes a higher cognitive load than the L1, since
the degre®f automaticity in comprehending the L2 [...] falls short of L1 efficiency due
to both comparatively less practice in processing the L2 and the effort devoted to the
continuous suppression of the L1 in L2 processing

However, lasing herself on several eirical studies(Soraceand Serratrice,
2009 Sorace & Filiaci, 2006) Sorace (2011)gives atwofold account for these
complications (i) learnerknowledge ofor accessto computational constraints within
the language module is less detailed and/ordessmatic (i) they have fewer general
cognitive resources to deploy the integration of different types of informé&bigpn,

integrating syntactic with discursive information)

20



Much research provides evidence that accessing and integratiniguels d
representation (e.gsyntaxsemantis, syntaxpragmatics) is much more costly than
accessing only the syntactic level (narrow syh{@er an overvew, see Sorace 2011,
White, 2009,2011).

An alternative view on the nature of the bilingual problenin&t it might be one
of fi cognitive resource allocation in the calculation of syrdecourse dependencies
rather than resource limitation(Sorace,2011 23). Resource allocation has been
defined as the ability to flexibly direct attentional resourcesaafsinction of the
complexity of the incoming material. The effect of resource misallocation is that
bilinguals may occasionally directt & e nt i o nwronhgo refeerit gn arfaphora
resolution with pronominal subjectsyhich delays themand prevents succesl
integration of information and ultimately successful interpretation/encoding of

anaphoric dependensigSorace, 201123).

Therefore, in so far as learneespecially neanative speakers, have problems,
these are likely to be associated only watrtain interfaces (i.e., external interfaces).
The IH considers the syntalscourse interface to providea significant source or
residual but lasting nenativeness in the grammars of endstate L2 speakers, revealed in
the form of indeterminacy, optiolity and longterm L1 efectsd (White, 2011578). As
such, the experiments used in this dissertation have been designed to test this interface

specifically.

The fact that it is indeethe fintegration of discoursive infmatiord that causes
deficits at the syntaxdiscourse interface, is tightly linked with the concept of
information packaging or information  structure (Halliday, 1967)

In linguistics information structurelescribesithe way in which information is formally
packaged within a sentericéLambrecht, 199@&). Thus, the object of study of the
present dissertation is the processing of information struciittein the syntax

discourse interface, #his,to analyse howi.2 learnersntegrate syntactic and discursive

information.
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2.3 Information Structure and the Syntax -Discourse interface : an
exploration of passive sentences

One of the primary factors that contribute to the coherence and cohesisnairge is

the existence ofinformational link® between utterances and context. The function of
these links is to facilitate the processing of discourse hyirfgethe speaker/hearer to
estdlish relationships between different discursive entities. hme a series of
linguistic forms that mark ueh relationships. For exampléthe use of the definite
articles marks the referent of a noun phrase as betigduablewithin the discourse
model, and thereby cues the listener to the likelihood thatntiity @ question has been
previously evoked [...]; thus, the listener will look for an appropriate referent among his
or her store of already evoked information rather than constructing a neourdis
entity (WardandBirner, 2004:153)

[2]
BRNEHISEvas showing his paintings for the first time in an exhibition. He wanted to
appear in the local newspaper.

(i) The artistinvited EljORINGISItO the exhibition.

(ii) #The artistinvitedthe journalistto the exhibition.

The example ab@sshows that wherer the entity introduced isewinformation it is
preceded by the indefinite articd¢n), whereas it is preceded by the definite artiloke
when it isold-information.Thus, (i) conforms to a informationally congruent pattern as
theold-informationconstituent that has already been mentioned in the context is
accompanied by the indefinite article, whereash&informationelement unknown

to the hearer, is accompanied by the indefinite article. On the contrary, (ii) is
incongruent as the informatialty newconstituent is also preceded tne and,

therefore, treated add.

In this vein, speakers use a wide array of-nanonical syntactic constructions
to mark the information statusmdwgiven) of their elements. As sudithe speakés
choice of costruction serves to structure the infational flow of thediscoursgWard
andBirner, 2004:153)
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The key factors that determine how information is structured in Englisthere t
discourse informationstatus and hearstatus €f. Table 3 (Prince 1992: 313)
Therefore, it isnon-canonical syntactic constructiotisat mark the information they

package according to the abawentioned factors.

Hearer-old Hearer-new
Discourseold Previously evoked (Non-occurring)
Discoursenew Not evoked but known Brand-new

Table 2. Information Structure distribution (Source: Prince, 1992315)

English structures discourse on the basis dfiea+old or newgiven pattern (i.e.,
discourse familiarity)As such,following Princés taxonomy(cf. Table 2, information

status is subdivided into four different categories that interact with each other. On the
one hand, there is the categorisation of information from the point of view of discourse,
that is, considering the previous context informatiodigcourseold if it has already

been mentioned, whereas idiscoursenewif it is novel.

On the other hand, there is the categorisation from the point of view of the
heaers knowledge, that isnformation ishearernewif the hearer has not comeress
it before, whereas it ikearerold if it is already known to the hearérhe following
exampleqtaken fromWard and Birner, 2004t56) should help in the understanding of

these concepts:

[3]

The Presidengave a speech today, and in it he offesiatew tax plan.
In this example the Nfthe Presidentepresents the information thatdscoursenew

but hearerold, whereas the NR speechrepresents information that is badiscourse

andhearernew,and the pronouit represents information thataéd in bothsubjecs.
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[4]
The Presider@s present term adffice expires January 1. Heillhbe succeeded by Bush
Jr.

This example contains a passive construction and is, therefore, illustrative for the object
of study of this dissertain. In this sulject, the NP the Presidentrepresents the
information thatis both discourseand hearernew, but the pronounHe represents
information that isold in both subjecs. Additionally, note that a passive sentenkk (

will be succeeded by Bush) is preferableto its active counterpartBush Jr will
succeedhim) since the passive presents a gimew pattern Kle=given/known
information, Bush Jr= new/unknown information), which is the typical information
structure pattern in English, but the active sentence wepl@ésent aewgivenpattern,

which is unusual in EnglistBelow will be discussedhe issue of thgivennewpattern

and active vspassive sentences.

Despite the seeming simplicity of the examples apgixenness has proved to
be an elusive concept that extensive research has failed to identify a unitary notion of
oldnessthat works for all of the neoanonical constructions. Since the early Prague
School work on syntax and discourse, researchers have provided evidence on the

association betweenrgence positions and givenness in discourse.

Prince (1981)lescribes this notion in terms a$sumed familiaritybased on the
fact that the speaker structures information within discourse on the grounds of what s/he
assumed is known to the hearer. Petadaxonomy of givenness covers several statuses
such asbrandnew information inferable information, unused informatioand
previously evoked informatiorL.ater on, this taxonomy is rephrased according to
discourseold/and heareold/new(cf. Table 3 (Prince, 1992).

Therefore, when dealing with information structure, thei@ series of concepts
which must be familiar, namelyocus topic and weight Thefocusof a clause is the
constituent bearing the strongest, f@rucleao, stress. It is presenteals the most
informative element in the clause. It typically represents addreseseénformation and

the focusframe(rest of the proposition) mddresseeld information.
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[5]
A: What did Gonzalget for his birthday

B: Hewas givera new carby hisfather.
Focus

The topic of a clause is what the clause is about. This is also a difficult concept to
delimit, as English does not provide any explicit syntactic marking of the topic of a

clause:

[6]
A: Was Gonzalo given a bike for histbhday?

B:No, it was a cathat he was given for his birthday
Topic

The weight of a constituent is a matter of its length and syntactic and morphological
complexity. It may affect the constituésiposition in the clause.

[7]
ia. Oscar wagicked upby his mother.  b.*Oscar was picked by his mothgp.

ila. Oscar was picked up by his mother b.* Oscar was picked by his mother
yesterday morning. yesterday morning up.

In (i) the particle up may precede or follow the object NP. Howewbere the NP is
heavy, there is a clear preference for the particle to come first (ii). Weight is also
connected with familiarity statusheavy constituents amore likely to be new than

old. Entities that have already been introduced into the disecamd hence are old can
typically be referred to by relatively short and simple expressifiard, Birner, and
Huddleston, 20021373)
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Because passive constructionsre the object of study in th dissertation
something must be said about rmanoni@l constructions, also callesformation
packaging constructions It has been pointed out thafthese constructions
characteristically have a more basic counterpart differingimdtuth conditions or
illocutionary meaning, but in the way the informaabrtontent is presentéedWard,

Birner & Huddleston, 20021365). Compare, for example:

[8]

CANONICAL NON CANONICAL
ia.Laura baked a cake ib. A cake was baked by Laura.
iia. Six men were in the train. iib. There were six men in the ima

In each pair, (b) is an instance of anomhation packaging constructiowhereas (a)
representsits canonical(SVO) counterpart. In each pair, the truth conditions and
illocutionary force are the same. Therefore, syntax makes available differesofvay
saying the same thing, witfithe various versions differing in the way the comtes
organised informationalfy/(Ward, Birner& Huddleston, 20021365.

The main constructions considered as -nanonical are the followindtaken from
Ward & Birner,2004: 153174}

[9]

i. PREPOSING This one she accepted / She acadfies one.
ii. POSTPOSING I made without delay all /| made all changes you
the changes you wanted / wanted without delay.
iii. INVERSION On bard were two nurses / Two nurses were on board

iv. EXISTENTIAL There is a frog in the pool / A frog is in the pool.
v. EXTRAPOSITION Ités clear that hés guilty / That hés guilty is clear.

vi. LEFT The money | gave her, /That money | gave her,
DISLOCATION it must have disappearefinust have disappeared

vi.  RIGHT Theyde still here / The people from next door
DISLOCATION the people from next dodrare still here.
vii. CLEFT It was you who broke.it You broke it.
ix. PASSIVE The carwas taken by Kim Kim took the car.
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As such, we see that sometimes the differences between an information packaging
construction and its canonical counterpart are only a nats®mtactic order. Bwever,
in some others it is a matter of how semael&nents match syntactic functions.
Thus, accordindo Ward, Birner and Huddlestq2002 1366 fi constructions
[8i-iii] involve reordering, while the others all affect a realignment of seimantd
syntactic elements. In {8ii] the non-canonical versio can be regarded as less basic
than its default counterpart in that the order is not only less frequent but subject to
pragmatic constraints that do not gppo the defualt version. In [8-ix] the non
canonical version is syntactically less basic byuerof its greater sytactic complexity;
the realignment is accompanied by theiaddi on of one or mor e el e me

As mentioned before, this study will focus specifically on passive constructions.
When considering passive constructions a suitatslectural description of the system
of voice must be provided(later on its informationstructure description will be

addressed

According to Huddleston and Pullum (200240 fa system of Voi
where the terms differ as to how the syntactic functionslayeeal with semantic roles
[ ] The gener al terms active and passive al
in clauses expressing actiean$ herefore, the system of voice provides a different way
of aligning the two major NPs in a clause with thetagtic functions and of selecting
their order of appearance in relation with their familiarity stabes.us consider the

following example:

[10]

ACTIVE PASSIVE
The thiefstolethe car. The carwas stolerby the thief
Subject DO Subject Agent
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In the active sentence, tieéementthe thief which performs the function @ubject is
aligned with the role of agent. However, in the passive counterpart, it is aligned with a
passive role, that gfatient

Also, the sentences above illustrate the three main constituents present in any
passive construction: (i) an agent (this semantic role may vary depending on the verb),

(ii) a syntactic subject, and (iii)l@a~phrase, also called internalised compeimn

There are largscale structural differences between an active clause and its
passive counterpart, namely) the subject of the active appears in the passive as the
complement of the prepositip(ii) the object of the active appears as the stloethe
passive (ii) the verb of the active sentence appears in the passive in its participe form

and (i) the passive contains one more verb, the auxibary

On the one hand, the element performing thigect of the active sentences|
serve thdunction of complement of the prepositiby in the passive counterpart. The
by-phrase constituent is also knowniaternalised complementt receives such name
because although it is outside the VP in the active, it becomes a verbal after
passivisatiortakes place.

On the other hand, the element performing the role of Direct Oljeost
commonly) in the activdbecomes the subject of the passive. Thatiisst as the
external complement of the active, subject, appears internal to the VP in the ,passive
the intenal complement of the active, DO, mpgars external in the passives., it
appears as subjédiWard, Birner and Huddlestp2002:14281429.

Finally, considering the verb itself, the participle is an invariant feature of

passive construicns and it is always accompad by a form of the verbo bewhich

takes the inflection of the active verb.
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Primarily, the passive takes two ba$orms: on the one hand thereth® long
passive where the agent is expressed ibygphrase. On the o#h, there is theshort
passive where the agent is left unexpressed. Also, whereas long passives maintain the
same info as their active counterpart but in aedéhtorder, short passives do not really
have an exact active counterpart, because activeersmntwill encode some
informationabout the subject that i®hexplicitly encoded in the short passiesen if
part or all of it is implied or suggestddowever, this is ayntacticdefinition. Long and

short passives do hadédferences from amformation-structurepoint of view.

Regardingshort passivesthere can be no requirement as to the information
status of theby-phrase in relation to the subject, because the former is omitted.
Neverthelesdpng passivefold a major constraint, that igiefelicity of a long passive
requires that the subject not represent information that is newer in the discourse than the

NP governed by the wotdy in the internalised complement. Hence:

[11]
A policeman was patrolling the city streets at night. He wagngaclose attention

while doing his round because he was in a very dangerous zone.

. He sawglithirwhile trying to steal a car.
i, ANRi8rwas seen bisim while trying to steal a car

In (i) the personal pronourhe representsold (given) information wheras the
discoursenew information begins witha t h i e fThis wépiedemse the more
canonicalgivennew pattern However, in (i) this pattern is reversetb #newgiven A
thief (marked asiewinformationby the indefinite articl@) is placed in initiajposition
in the sentence despite the fact that it has not been mentioned before, atdt the
information elementhim appears in second position, thieésulting inthe infelicity of

the sentence.
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This constraint accounts for three of the major featafdeng passives: (i)he
choice of the long passive can to a large extent be accounted for by the principle of end
weight, i.e. the tendency to place heavy elements towards the end of the clause. As such,
thereds a <cl ear t end ertercthan theoagenttphrase is lorlgj e c t
passives, (iithere s a tendency for NPs expressigiyen material to precede those
expressingnew material (i.e., givenrnew principle), and (iii) there isa tendency for
definite NPs(which represent discoursdd information) to precede indefinite NPs
(which represent discourseew information), in accordance with thgivennew

principle

Thesetheoretical explanations are supported by evidence provided by corpus
findings. Consider, foneample, Bibere a | 0 941)((cl Pabl€B):

agent phrase
subject given given/new new
given il [ R D D
given/new & = M m
ew = 2 [ I 0 [
each [[[]] represents 5% each [} represents less than 2.5%

Table 3. Subject vs. agent phrases in long passives classifiedibgnness
as a percentage of long psives (Ward, Birner and Huddleston, 2002:
941)

This table (cf. Table 33hows that subjects vary moreimformation status than agent
phrases, that is, about 90% of agent phrases bring new information. Also it shows that,
in the majority ofsubjecs, the subject has a higher level of givennes than the agent

phrase.

The latter feature wasspecially consided when designing the stimuli for the
experiments on this study which researches long dynamic passives with monotransitive
verbs The two follaving examples are taken from thet of experimentaltisnuli that

was administered to the participants:
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[12]
Aboy was in a playground. Suddenly, he

. The boyhurt Bligifl because she had taken his ball.

i. #IIGIEl was hurt bythe boybecause she had taken his ball.

[13]

A zombie was very hungry. He was lookinghfiaman flesh in a camping sit

. The zombidit ElPEISENn the arm.
i +#IRIPEISBhas bitten byhe zombién the arm.

In both exampleq() follows the pattermgivennewand is, therefore, congruent with the
previous context bypresenting in first place an entity that has already beentioned.

This entity policeman zombig is preceded by theefinite articlethe asit is discourse

old. Regarding (i), is it incongruent with the previous context (#) as it presents the
structurenewgiven. The NF thiefpersonare preceded by the imdinite articlea as

they arediscoursenew. Thus, these entitiesare not expeatd to be placed in initial
position when they have not been mentioned befofis variability of

definite/indefinite articles will be crucial ithe design of the twexperimants.

31

coul



2.4 Acquisition and processing of the information structure of
passives at the syntax-discourse interface

All in all, it is clear fom the present review thatterfaces, information structure and
passives have been widely studied aewsitedin thetheoretical literaturebutlittle is
known about their acquisition (and their processing) in the literaflineis, this
dissertationaims at researchinthe acquisition and processing tife information
structure of passive(vs. active) constructionswithin the framework of theHThis

remains a largely underexplored area.

In order to do sotwo different types of experimentavebeendesignedo be
administeed to the two group of subjects. On the one hand there is an-lore
experimentconsisting ofa SeltPaced Readingask, aimed at gthering reattime
processingdata fromthe participants' processing in the form Réading TimgRT)
measurements. The secasdan df-line experiment involving &ontextualised Paired
Acceptability Judgement TasWith no time limit, aimed at gatheringompetence

(knowledge)data from the participantsy using &-pointsLikert ratingscale.

The reason behinthe choice ofdesigning two different experiments is closely
related with the research questions and priedisin this dissertationResearch on the
field of L2 processingHopp,2006 2009)has documented differences in raale (on
line) sentence processing between \amlyanced or nearative L2 learners and native

speakers.

Several studies suggest th&tsentence comprehension might differ from native
processing "due to a shortage of computational resources for integrating different types
of grammatical inforration online rather than due to fundamentally different linguistic
representations or proc&sg meclanisms in L2 parsing [..domputational difficulties
in L2 processing of grammarause L2 ultimate attainment to fall short of
nativelikeness even though the grammatical representations and processing
mechanisms of L2 learners may be fully nafike" (Hopp, 2009 464) Sorace
attributes these differences to what she calls Rhecessing resourcallocatiom
accountwhich looks at differences between bilinguals and monolinguals at the level of

processing strategies required in the use of intedaetures in real time.
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Under this account,tfie hypothesis is that bilinguals are less efficient than
monolinguals in the integration of multiple sources of informat{@drace, 2001: 15).
In this vein, she predicts thaery advanced and neaative learners will experience
processing deficits dhe syntaxdiscourse interfacerhich will be obvious in the ofine
task as they need to integrate simultaneously syntacticdeudirsive information.
Because this "double integration" puts a greater staitheir working memory and
general processing capacityjs notexpeced that these participants showgher RTs

than natives, for example.

By contrast, no deficits are predicted in thelofé taskas learnersan make use
of both their linguisticand metalinguistic knowledgehich reduces pressure on the
processing capacities enabling them to behavmane nativeike ways. Thus, it is

expeced that learners' rating patternsdimilar to those of native speakers.
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2.5 Research Questions and Predi ctions

Based on the explanation provided abdhe, predictions are th#tf. Table 4), on the

one hand, in theonline task learners will show higher RTs when processing
syntactically similar pairs of sentences whose information structures have ble¢&dvio

in one of the member of the pair: (1) < (3) for the active and (4) < (2) for the passive. If
this is thesubject then the IH would be supported as it would indicate that learners have
RT deficits when processing information structure violations lagtthve differently to
natives, who (in theory) should not show processing deficits in this @askhe other
hand, in theoff-line task learners are not predicted to have deficits, so they will show
higher acceptability rates for those sentences whdearation structure hasot been
violated: (1)>(2) and (3)<(4).

That is, given the same prior context, participants prefer obeyingmafmn
structure than violating it, independently of whether the compliance appears in an active

or passive sentence.

Syntax

Active Passive
Info vGivenNew V (1)The policemansaw- V (4) The thiefwas seen b-"l_
structure #NewGiven | # (Bipolicemarsawthe thief # (2)|Biigr was seen byhe policeman

Table 4. Predictiors

Therefore this studyaims at giving an answer to the following research questions: At
the syntaxdiscourse interface, are L2 learseensitive to info structure violations in a
nativelike way? Will findings support the IH that predicts deficits wigfecessing and
integrating syntactic and discursive knowledge-ljoe task) but nativéike knowledge

in the oftline task?

In short, if it can be shown that learners behave in anatime manner in the
ortline task but in a nativeke manner in theff-line task, thepnot onlythe IH, but the
current predictionsyould be fully supportedThese descriptions afelly explained in

section 3.ZExperimental design and data analysis.
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3 METHOD

3.1 Experimental subjects

In this section is presented all timéarmation concerning the experimental subjects who
participated in this study. Right below you can see two tables detailing the biodata of
each participantEach table refers to a different group, nameBpanishL2 English

nearnative learners (cf. TabE) and English native speakers (cf. Table 6).

Subject Initials Gender Age Subject Initials | Gender | Age
1 PLO Male 22 13 BJO Male 73
2 MRR Male 23 14 PAJ | Female 70
3 EGZ Female 23 15 LAG Female 65
4 TSR Female 25 16 KP Female 69
5 MLGP Female 24 17 IM Male 75
6 MVR Female 23 18 PEH | Female 71
7 NALI Male 24 19 PwW Male 76
8 EJP Female 29 20 HMLH | Female 77
9 ACV Male 24 21 MCA Male 69
10 CMO Male 23 22 DMP | Female 67
11 CCR Male 24 23 RPN Male 70
12 AJGG Male 22 24 LAM Female 67
Table 5. Biodataof Spanish Table 6. Biodata ofEnglish

L2 English learners nativesspeakers

The participants of this experiment have been twelve Spanish leahéf English

with nearnative proficiency level, and twelve native speakers of English (L1). The
learner sample (cf. Table 5) was gathered among students of the Universities of Granada
and Mélaga. They were all between 22 and 29 years old and wenatlguctairsing an

M.A on English in either university.
As for native speaksr(control group) (cf. Table 6),¢ly were either residents or

regular tourists in Spain with various degrees of L2 knowledge of Spanish. Their ages

varied between 65 and 77.
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It is evident that the age gap between the learner and native sample is quite
relevant. However, this study counted with serious time limits, so the choice of subjects
was limited to those who showed the higher availability within the established

deadlines.

The effect that aging could have on the
into account. As such, a new measure, the RT rate, wasnmapted in order to
counteracthis aging effect This will be explained in detail in section E&&perimental

desigh and data analysis.
Considering the experiment of this study is a reading, and therefore visual, task;

it is relevant to point out that none of the subjects had any visual impairment and all of

them could perform the experiment effortlessly.
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3.2 Instruments and Materials

The following materials have been used in the elaboration of this dissertation.

3.2.1 Quick Placement Test.

The selection criteria used to select the learner sample was their proficiency level. A
Quick Placement Test, developed by Ogfdsniversity, was usedto measure their
proficiency levels ranging from Al(starter/elementary)all the way to C2

(proficiency/neainative)

This test consists of a series of multipleicke exercises administereddhgh
reading taks Figure4. QPT tasksimple Figure4) which testthe grammatical knowledge

of the subjects

Part 1

Questions 1-5

* ‘Where can you see these notices?
+ For questions 1 to 5, mark one |stter A, B or C on your Answer Sheet.

1 Please |eave your A inashop
room key at Reception. B mahotl
C inatam
Foreign money ; ina ];:;—in
ha ng ma
© ed here C  inapolice stahon
. AFTERNOON SHOW| 3 oudestheam
T B outside a supermarket
BEGINS AT 2PM C  outde s memarent
CLOSED FOR HOLIDAYS
4 A atatravel agent’s
B atammme school

Lessons start again on
the 8 th January

at a restaurant

Price per night: A ataciema
B inmahotel _
£10 a tent C  onacampsite
£5 a person
Photocopiable CUCLES 2001 2

Figure 4. QPT tasksimple
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3.2.2 Glossary

A glossarycontaining three differerists (nouns, adjectives and adverbsall the
words used in the experiment was elaborated in dod=rsure that learners were

familiar with all the vocabulary (see Appendix V).

This is due to that fact that it is cructalminimizethe effectiack o knowledge,

processing load, and lesal access problems could have on the subjects' performance

3.2.3 On-line task materials

SEE (A:POLICEMAN; O:THIEF)

CONTEXT PROBE SENTENCES VERIFICATION SENTENCE
Agent v (1) The policemansaw Elhigr while | The policeman saw a thief.
trying to steal a car.
was
patrolling  the city| # (2) [ABihIGr was seen bythe policeman| A thief was seen by th
streets at right. He| while trying to steal a car. policeman.
heard a strange noise,
Patient # (3) [NIpolicemansaw the thief while | A policeman was trying t
trying to steal a car. steal a car.
BJERIg plannedto do
something illegal. H4 'y (4) The thiefwas seen byRlipoliceman The thief was tryingd rob a
was hidden in a darl \while trying to steal bank.
street. a car.

Table 7. Stimulustemplate

Table 7 shows the structure of the material used in thinertask presented to the
expeimental subjects. Each stimulasnsists of two sections: (i) a context plus a probe

sentence, ah(ii) a verification sentence.
Agent and Patient contexts were designed depending on the role that the entity

presented in the context performed on the probe sentence. This probe sentence was

either in the active or in the passive voice.
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Regarding theelaboration of the contexts, each of thésndivided into two

different parts:[A(n) NP, Vypast...] [PronounVypass..]
Partl Part2

Part 1 begins with an indefinite article followed by the &n{E1) about which
something will be said, plus a verb in the past tense. In this sbassplanation ithat
this entity was doing or did somethinBart 2 starts with a pronoun referring to a
discourseold (E1+ the) entity and serves to complete tlkentext with the extra
information needed fot to be a useful guiding thread:

[14]
CONTEXT

Part 1: A sergeantvas inspecting the barracks in the morning.
Art + NP

Part2: He was very angry when he saw how dirty they were.
Pron

Every contextis linked to two probe sentenceme in the active voice armhe in the
passive. As suchevery Agentcontext is paired with two probesentlprobe in the
active andagent2in the passive; whereas evdegtientcontext is paired witlpatient3

probe in the passiv@ndpatient4in the active.

Finally, the veification sentence consists of a simple declarative statement in the
affirmative that corroborates the information provided with the previous story (probe +

context).

All contextsare stereotypicahnd facilitate the"generationof a typical mental
model' (JohnsorLaird, 1983) which helps to imagine the entities and spaces where
such situation may take plade this sense, what is creatdshse on the contextual

information, isa mental modebf the corresponding situation
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Thus, the information given in thgentcontext policemar), although thehief
IS not mentioned, is congruent with one of the possible situation models that this context
generates. Thenhis situation mdel takesconcrete and coherefurm by means of the

probe sentencegliceman/thiefemplaté.

The same can be said about the information provided by #&tient context
(thief) in which the contextual information and the probe sentence lead to the same

situation model.

Therefore although both contexts are independent of each dtier,are part of
the same situation modeln this way, it is possibldo minimise the cost of the
processing in the sasigntalnodslhelpio thetisatogof me mor vy
entities in the subject's memorjeshich is a crucial aspect to ensure that the RT

readings are as reliable as possible.

It is importantthat he entitiesin these contextsnustnot be unique, in other
words, there is aeedfor contexts wih a certain degree of variability betwetre

participating entities-or example:

[15]

A terrorist was hiding in a rooftop. He was preparing his gun.

i. The terrorist killed the President
ii.# The terrorist killed a Presidén

In this sense,wery nown chosen to play the role of E1 or E2 must be pragmatically
correct when used not only in the context, but also in the probe sentence. It is the
subjectthat the contexts used in this study do not allow a constructiondilgesident

to be pragmaticallyorrect when used in a probe sentence, as there would always be

only onePresident.

That is, there is no possibility of variation betweksfinite and indefinite article
to express the change in infornmatistatus that is crucial to thexperiment. Theffere,

these scenaridsavebeenexcludedirom theexperimental design.
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There is also a crucial constraint concerning verbal selecisnmentioned
before,the context will be followed by two active/passive counterpart probe sentences
tightly connected wit it. Due to this, the verb chosen can only be transitive, as
passivisation is not feasible with intransitive verbs. Nevéatise for the present study,
it was decidedo restrict verb choice even more and only use monotransitive verbs. By
adhering exclusely to monotransitive verbs, it iguaranted that the only argument
that can possibly be selected by the verb is the NP already selegtegdceman,
thie).) Once again, this helps diminish the burd
they do nothave to employ processing resources in computing if the verb could have
selected a second argument and, if so, what would it have Additionally, in order to
minimize distractions, verbs were controlled for tense: the past tense was used
throughout irthe contexts as well as in the probe sentences. Finally, choice of verbs has
been based on varied corpus research on verbal elements commesive pantexts.
An exampl e of such r es e(2008183)(cf.FigukeiIm and Mc Do

Frequently occur in passive Occur in passive Unlikely to occur in passive
(26 or more per million) (2 to 18 per million) (1 or less per million)
set throw hang blow stack select drop
make catch paint punish circle return watch
tell see read buy lick cuddle grab
bring sell raise follow knit ride
change offer ask stir repair wipe
scare push play sweep carry show
give help  build plant empty have
break  steal choose sing lead wave
find cut wash  hug brush dig
open clean receive 10ss drive
pour bake feed
SeW refuse deliver
kick draw

Figure 58 +EI AT A - A $fdr frdqeaty paSsivsddAverids

From the point of view of information structure distributignwhich is of utmost
importance to th study each context containsdascoursenew entity (NPspoliceman
and thief) preceded by the definite articke They are therfollowed by two probe

sentences, one of them is informationally congruent with it, whereas the other is not.
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As such the temphte would be read as follows:) ([@gent condition where the
probe setencecontaining the nowdiscourseold entity policeman(E1) is followed by a
discoursenew entity thief (E2), thus conforming to the congruemfivennew
information structure pattern(2) #agent2condition, which presents an incongruent
newgivenpatternas adiscoursenew entity thief (E2) is presented beforediscourse
old entity policeman(E1l); (3 #patient3condition also follows an incongruenhew
given pattern as thediscoursenew entity policeman (E2) is presented before the
discourseold entity thief (E1), (4 finally, in patient4 cordition discourseold entity
thief (E1) is presented before thiiscoursenew entity policeman(E2), therefore
conforming to the congruent patteigiverrnew.All in all, it is evidentthat theprobes
of each contexfagentl & agent2, patient3 & patientdre th& exact reverse, from the
point of view of information statuand structurebut all the lexical components are the

same.

Regarding the truth conditions and the information status of entities (E1, E2),
thee are not violated as they are constant in each pair. The structure of the probe

sentences would be as follows: [NRpast Adjunct.]

1) Agent contexts: V (1) the Elbgent v a E2atient Adjunct
# (2) IEZNS: Vpassby  the Elgent Adjunct
2) Patient contexts# (1) BlERgEAE \Y; the E2atient Adjunct

But note that, while truth condbins and the information status of entities are not
violated, the informatiorstructure is violated in both syntactic structures (active vs.

passive).

An adjunct was included as tlhest element in the probe sentence (cf. Table 7),
both in the active (&r the object) and the passive (after ltlggphrase). The content of
this element must of course be pragmatically and syntactically coherent with the

sentence it belongs to, as well as with the previous discourse present in the context.
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Nevertheless, iis not of ultimate importance as, although it will be added in the
RT measures, the most relevant segments for RT rate computation are those including
information status relevant entities (s1 and s3), whereas the adjunct is placed in s4 and
is used only Wen calculating théotal RT. For this reason, adjuncts have been included
to preventsyntactic and semantic processes of integration that take place at the end of
the sentenc@Kamideg Scheepers and Altmayi2z003).

The weight of the sentences has beemtamled both in the context and the
probes, they are not too long in orderdaorten the distance between entities and
minimise the burden on working memorgs the participant needs to retrieve the
information about the sentence that has already beationed in the context in der

to correctly process the prabe

Theexperiment also containssaries of fillers (cf. Table)8r distractors whose
functions is to break any possible pattern that the subject may have perceived in the

stimuli so that s/heemains oblivious to the goal and nature of the experiment:

CONTEXT PROBE SENTENCES VERIFICATION
SENTENCE

Anne Phillips had just foun{ Anne told her mother th{ Anne Phillips won the lottery
out that she had won th good news.
lottery. She was very hapq
and excited. It was Anne whotold her
mother the good news.

Table 8. Fillertemplate

Fillers also count with a context, two probe sentences and a verification sentence.
Nevertheless, they were not applied the same strict design criteria as expérimenta
stimuli because their main purpose is, as explained above, to distract the subject from

the experiment's target.

Verification statements on the comprehension of every sentence in the
experimemn were also created (cf. Tablg. 9hese verification sentees have been
included in order to keep participants focused on the task of reading and comprehending
instead of just mechanically pressing the button. Said statemvergsdesigned so that

half of them were true and half false, in order to counterbalameesxperimentand
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they followedthe same information structure pattern as the preceding senidmese
statemerd verified information on theagent patientand the action or circumstances

that took place.

CONTEXT PROBE SENTENCE VERIFICATION SENTENCE

A hooligan was at ¢ The hooligan kicked { The hooligan hugged
football match and hi{ policeman because h policeman.

team was losing. He g¢ was being violent.
very violent and started
fight.

Table 9. Experimental stimulus plus verification senten¢emplate

In total, 28 experimental contexts and 14 fillers were createthé&dinal structure of
the experimentvhich hadtwo different blocks, practice and experimental, each with a

set of stimuli.

The practice blockconsists of six items in totalo@ir experimental stimuli and
two filler sentences. On the other hand, éxperimental bloclconsists of thirtysix
elements in total: 24 experimental stimuli and 12 filler sentencékerefore, the
experiment contains, in total, 36 stimuli, plus the esponding verification sentence
for each condition:

Agentcontextsysentence 1 Active sentencé6)
Agentcontexts: #sentence 2Passive senteng6)
Patientcontexts#sentence B Active sentencé6)
Patientcontextsysentence 4 Passive senten¢é)
+
Fillers (12)
36 Stimuli
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As such, four versions have been made so that each subject gets to see each verb
in oneof the conditions above. As all the stimuli are multiples of four, each subject will
see, in total, six verbs in each camah, plus the twelve fillers, which are the same in

every version.

Two auditory signalswere created(i) a warning sound, to mark the passing
from one stimulus to the next, in 32 bits whkormat (stereo), 22.050 Hz sampling
frequency and 250 ms of dan. Its peak of intensity is around 440 Hz and its
bandwidth 300 Hz; (ii) a feedback sound, to mark that the choice made regarding the
true/false nature of the verification sentence was incorrect, in wav 16 bits format
(stereo), 44.100 Hz sampling frequey and 900 ms of duration. This is quite a
complex sound with varied intensity peaks that encompasses a wide arrange of
frequencies. They were created with the softwareacity®, version 2.0.5, which is a

free access oline platform.

The software ugkto implement this experiment w&penSesaméMathét &
Theeuwes, 2012)hich is agraphical, opersource experiment builder for the social

sciences

3.2.4 Off-line task materials

The set of stimuli designed was the same for ek, so the explanation provided

above applies here as well.

The experiment layout was that otantext and two probeshownat the same
time in the form of a questionnaietaboratedby means of the softwalemeSurvey
(Schmitz, 2010)(cf. Figure 6).The main differencevith the online taskis the absence

of a verification sentence

45



~ Bloque experimental
Este es el bloque experimental.

+ A policeman was patrolling the city streets at night. He heard a strange noise.

1 2 3 4 5

A thief was seen
by the policeman
while trying to
steal a car.

The policeman
saw a thief while
trying to steal a
car.

A child was playing in an old street. He did not see that a wall close to him was about to
fall.

A passer-by
protected the
child just before
the wall fell.

The child was
protected by a
passer-by just
before the wall

fell.

Figure 6. Oftline task quesionnaire

The offline method used in this study will be @ontextualised Paired
Acceptability Judgement Taskvhich consists of a context immediately followed by a
pair of sentences, both to be judged on their adequacy and naturalregingdo the
previous context. As these sentences are presentectbtbid same timeynlike in the
on-line task, they represetwo possible options foone context. One of them is in the
passive and the other in the active; both sentences are grammatically correct, but only

one of them is pragmatically felicitous (50% of gubjecs passive, other 50%ctive).

This time, however, only two versions of the experiment wereeadte@trucially,
whereas in the ofine experimensubjects went througjh all the four possible conditions
(agentl, #agent2, #patient3, patientkeparately, the contrast in the -bffe task is
between passive and active sentences, as such, each subject tmith seatences for
every context, which reduces the versions needed to half. As such, in version 1, subjects
will see patientcontexts for verbs-12 andagentcontexts for verd 1324, plus fillers

(which remain the same in every version); and for version two vica:vers

46



V0O1l: AgentcontextsV sentence -lActive sentence

H_J

verbs 112
Agentcontexts#sentence-2Passive sentence
Patientcontexts #sentene 3 Active sentence

verbs 1324
Patientcontexts V sentence 4 Passive sentence

V02: Patientcontexts#sentence-3Active sentence

verbs 112
PatientcontextsV sentence 4Passive sentence
Agentcontexts V sentene 1- Active sentence

verbs 1324
Agentcontexts #sentence-ZPassive sentence

As mentioned above, ¢ine is noneedfor verification sentences #sis not necessary to
ensure that the participanare reading comprehensively becathsy have all the time
they need to process these stimuli and can make use of their metalinguistic knowledge

as this is not a redime processing task.
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3.3 Procedure

3.3.1 Subject sample selection

The sample used in this expedant is twofold: on the one hana,groupof 12 Spanish

L2 English learnersvas selectediaking into special consideration the requirements of
the IH that all of them had neaative proficiency levels. On the other hand, 12 native
speakers of English were selected as control group.

Before the taks, alllearnerparticipants completed a Quick Placement Oxford
Test to establish their proficiency level. This task took about ten minutes and only those
participants with neanative scores were select@d. Table 10 )Once their proficiency
levels wee tested, out of the 18 people tested, 12 were selected according to their
proficiency level (C2, that jsover 53/60 in QPT). There are two participants whose
level is borderline C2 (52/60 and 51/60) who were also included in the experiment,

mainly due 6 subject shortage issues.

Subject Initials QTP Proficiency level
result
1 PLO 58/60 Cc2
2 MRR 57/60 Cc2
3 EGZ 56/60 Cc2
4 TSR 55/60 Cc2
5 MLGP 57/60 Cc2
6 MVR 55/60 Cc2
7 NALI 56/60 Cc2
8 EJP 55/60 Cc2
9 ACV 52/60 C1
10 CMO 55/60 Cc2
11 CCR 55/60 Cc2
12 AJGG 51/60 C1

Table 10. Learners' proficiency table

2 Participants has been chosen in terms of their availability in order to be able to complete the experiment within
the established academic deadline. It must als@besidered that the present dissertatiag but a preliminay
study.
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Those learners who asked about their result in the QPT were informed of their
performance, but this practice was disencouraged as it usually put them in a situation of
stress, and presented the exkpent as some kind aést which they were told from the

very beginning it was not.

3.3.2 On-line task procedure

Once the QPT was completed, all learners were shown a glossary. It consisted of three
lists containing all the nouns, adjectives and verbs usettha@nelaboration of the
experiments (see Appendix V). They read it through and made commenty oeva

words. Only one subjepbinted out an unknown elemeas it was a requirement of the

experimental design that the lexicon used was common knowledge.

Right ater this they were administered the-lore task in a controlled
environment usig the same laptop devi¢dsus A73h They were carefully explained

what they would encounter the experiment and what they were expected to do.

Subsequently they gawheir consent to participate in the experiment through a consent
form and read the instructionafter any further doubts were cleared, they proceeded to
begin the experiment.

Each trial they were presented had the following sequéefcd=igure 7): (i)
After a warning signal that the experiment had begun, participants &dlwcantext in
a single screeand read it carefully(ii) they thenpressed the space bar to continue to
the next part of the stimulus which activated a warning &9 ms)that hey were
doing soand a fixation dot to direct their eyes to the information they would see next
(iii) after a 200 ms interv#they were presented with the first segment (s1) of tbbe
sentence, and as they kgmpessingrepeatedlythe space bar tgesaw each of the
following segments of the probe (s2, s3 & s4) separately and on its own in a single
screen; (iv)once again, the warning signé®50 ms) cue the appearance of the
verification sentencafter a 200 ms interval. Hesabjecs had to decide vdther the
statement wasrue or false depending onetlprevious information they had read, for
this they had teress the key tagge@ES("'n") or NO ("m"); (v) if they chose wrong
feedback signal290 ms)would tell themso. After a200 ms nterval witha grey square
on a white screemnother warning signal precedin following context, and so on.
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Warning Signal

l 250 ms
Interval
l 200 ms
Context Until spacebar is
pressed
Warning signal
i 250 ms
Interval
i 200 ms
Fixation dot
100 ms

a2 o g e

Verification

sentence
Feedback Signal

Interval

Next trial

Until spacebar is
pressed

Until spacebar is
pressed

Until spacebar is
pressed

Until spacebar is
pressed

Until YESor NOp

is pressed

290 ms
(if wrong key press)
200 ms

A policeman was patrolling the city streets
night. He keard a strange noise.

The policeman

Saw

a thief

while tryingto steal a car

The policeman saw a thief.

Figure 7. Online experiment structure

Although nore of the subjects has a visual impairment, some of them complained that

the font used was too small. The zoom of the screen was increased to 120% to solve

this problem. Also, a fixation dot was implemented in the interval between the context

and the sl ots probe se@t n c e

t o

gui desght. h e

participants?o
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The technique usedor the online taskwas a Selfpaced ReadingSPR) task,
wherethe sentence wawesented phrase by phrase by pressing tarbptrogressively.
Each button press was recordegthe OpenSesamsoftwareand thus, providediata
about the participants' RT

OpenSesamepntains a utility that allows to export the data gathered kxoel
format which facilitated # future statistical analysis. For a complete table of all the

participarts see Appendix IV.

3.3.3 Off-line task procedure

This task has always been presented in second place, afterlthe task as it is not a
processing task, bwan offline knowledge task. As such, previous knowledge of the
stimuli, that is, to have readdm before, could dve affected the results of tbe-line

task, but has no effect in the <diffie.

First of all learners were explained what they would encounter in tHeeff
task and what they were expected to do. They subsequently filled in a foantiabio
biodata fnitials, gender, age) and L1; after they rehd instructions and any further

doubts were solved, they proceeded to start the experiment.

The offline experimenuses the same set of stimuli as thelina, and has the
same general strture. That is, @wbjects would first see practice block to get acquainted

with the experimeinand minimise anxiety, toontinueonto experimental block.

In these blocks they saw a context followed immediately below by two probe
sentences, one in the passithe other in the active; one of them is informationally
incongruent. It is important to point out that they were showednthae stimuli at

once.

Learnerswere asked to rate each probe sentence &rpaints Likert scale
indicating which sentence thdound more natural/adequate (5 maximum) and which
they found less natural/adequate (1 minimurm). short, his task measuresin

acceptability responsi® agiven stimulus (i.e., sentence
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Neverthelesst is knownthatoptionality is always present learners, no matter
their proficiency level, and expect to maybe find that they have rated congruent and
incongruent sentences similarly whether positively or negjati

As mentioned in the previous sectione of the main differences that, in the
off-line task,subjects ge not presented a verification sentence.
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3.4 Experimental design and data analysis

Considering the experimental design, an Analysis of Variance (ANOVA henceforward)

was passed to the data in this study in which subjects were usedasdbe factor in

a mixed factorial design whose structure was 2x(2g2Ythe online task ad a (2x2)

for the oftline; theseconsisted of three independent variables. The first variable to be
considered is fAparti ci p-natve L2tEnghsh dearnert on a t I s,
native speaker of English. This is, therefore, a-lsw@| betweergroups factor carried

out via participant selection.

The two remaining variables have to do with tharelteristics of the sentences
processed by the participantthis is, they are withkgroups factors. The second
vari abl e, namely fAsentence typeo, consi sts
Finally, the third vari abl earried ®g.elmsbie on t h
subjecs, it takes into accounhe informational congruence of sentences depending on
their previouscontext(two-level: congruent/incongruent); in othgubjecs it considers
the Ai nf or mat-lewwlngven/nen af botipatient dnd agemtentities in
the different sentences.

ANOVAs for Item analysis have also been carried out, taking the verb of each
sentence as thendom factor for the analys#l carried out, once agaim a within
item factorial desig2x(2x2) for the online and a (2x2) design for the-loffe. Although
the factors above mentioned remained the s.
as a withinitem factor due to the fact thaweryverb has been processed both by

learners and natives.

The rest of variables are considered just in the same way the iprevious
subjectanalysis (See AppendiXor ANOVA entry dat

Considering the dependent variables, for the present analysis, the measure
A pr oc e s shasnbgen usads B\b. This measure is a derivation from the direct
output obtained by means tfe RT The dependent variable ART
adequate as it allows a better comparison of the restilb®th natives and learners,
becausat analyses the proportion of time used during the processing regardless of its

total time lapse.
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As such,the aim is to reduce or contrtthe possible effect of the age gap

bet ween ofagefarti eaparasSo( maahn

Some of the data show thaging affects RT. In fact, across cognitive aging
| i t er at ur eheorigs fire aommomadpuced to texplain differences in cognitive

performance between yoger and older adultéPark, 2012) (i) slowed processing

bot h

types

speed, (ii) shrinking working memory, (iii) inhibitory deficits, and (iv)cligng

sensory

In fact, the data presented here indicate that, in general, native speakers are
slower reading sentences in their own mother tongue than learners of L2 English (cf.

Table 1).

As mentioned before, each subject has rathdwenty-four experimental sentences

presented progressively in four separsegments. Therefore, for each of the sentences,

Active Passive Active Passive
Sentence type congruent congruent incongruent incongruent
(sentence ) (sentence 2 (code3) (Code4)
4120,5 4290,7 4162,1 4301,8
Learners
4306,9 4547,1 4421,1 4627,5

Natives

Table11l. RT neansin all contexts

(Sahraut, 200&1LH5) All in all, a generalised, although increasing,

deterioration in language abilities in older ages gas been observed across languages.

vas

four reading measures (one for each segment) have been gathered, as can be seen in

Table 11.

However, the most relevant information is contained in the first three segments,
and it is not necessary to teantil the very end of the sentences to extract both the

informational congruence and the informational status of the entities of the previous

context.

® This sample of participants has been chosen in terms of their availability in order to be able to complete the
experiment within the established academic deadline. It must also be caesidleat the present work ia

preliminary study.
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Therefore, theDV RT rate is the coefficient obtained from dividing the RT in
each critical segmens1 and s3, as they contain Entityl and Entity2), between the total
RT of these three segments. Thus, the calculations prdkieleproportion of time
dedicated to the processing of each relevant segment in each of the four experimental

conditions specificdy designed for a subsequent statistical analysis and interpretation.

Even though RT rate is not sensitive to the absolute RT for the first three
segments (s1+s2+s3), it is indeed sensitive to the RT employed in each of its individual

elements.

This fact alls fortwo different considerations:)(that statistical contrasts must
only be made among equivalent sentences, namely active/active, passive/passive. In
Figure 2it canbe sea that the verb (s2) differs in length and structure depending on the
voice (saw vs. was see)) (ii) this DV allows us to detect the existence, or not, of
differences in the RT rate among active and passive sentences as well as congruent and
incongruent sentences from a general point of view (A. Contrasjgeant point of

view (B. Contrast) and patientpoint of view (C. Cotrast) (cf. Tablel2).

CONTEXT Cods PROBE SENTENCES INFOSTRUCTURE / SYNTAX
Agent: i [/ The policemman f saw fa thief [ while trying to steal a car / Active: Given / New:

& policeman was patroling the ! 51 fs2 0 53 54 ! Sgiven Mactive onew

dity streets at night. He heard a z /A thigf [ was seen by / the policean [ while trying to steal a car / Fassive: New / Given
strange noise. K 52 ! 53 / 54 ! Qnew ¥passive Agiven
Patient 3 [ A policemnan [ saw [ the thief [ while trying to steal a car/ Active: New [ Given

A thief planned to do zomething /sl /s2 f 3 | 54 ! SDEW Magtive Qgiven
illegal. e was hidden in a dark 4 J/ The thief / was seen by / o policernan [ while trying to steal 3 car / Fassive: Given / New
streset. - ! 52 ! 53 ! 54 ! mm@;,lnsw

Table 12. Example showing the division in segments to justify necessity
and to establish RT rate as DV
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4 RESULTS

4.1 ON-LINE TASKRESULTS

4.1.1 Contrast of the processing of active and p assive sentences, both congruent
and incongruent, between natives and learners

Due to their previous contexts, both active and passive sentences are informationally
congruent when they showgiven information in preverbal subject position, andw
information in postverbal complement position. That is, they present the information
structure givennew. Also due to their previous contexts, those informationally

incongruent sentences present the exact opposite pattern, tingwsgyivien.

The statistical camasts in this section measure the possible differences between
learners and natives in the processing of active and passive sentences with opposing

information structures (cflable B).

CONTEXT Code PROBE SENTENCES INFOSTRUCTURE / SYNTAX
Agent: 1 v the E1,... V BIEOEREN while ... Active: v Given / IEW:
Vosst Sen Vaive Ope
2 #-y&w by the Elszer while ... Passive: # / Given
Onew Voassive Asive
Patient: 3 #- Vthe E2pagen while ... Active: # / Given
By Snew Vace Ozive
4 v the EZpatent Veaz: by BIEI while .... Passive: v Given / NEW

Qsivsn Voassive Anew

Table 13. On-line task general contrasts

4.1.1.1 [Contrast Al] Active Sentences: sentencel vs. #sentence 3.

This contrast sheds light on the question of dhservation ofpossible processing
differences between learners and natives concerning congruent active sentences

(sentence 1) vs. incongruent active sentences (ser8g(cfeTable13).

ANOVA results show a main effect of fact@participant typé, both insubject
(F(1,22)= 8,202p=0,009,d’= 0,373 and item analysed=(1,23)= 13,3p=0,001,d’*=
0.578. However, no effect of congruency is shown in dtgjectanalysis(F(1,22)=
1,159,p=0,293), although results asmostsignificant in its item analysié~(1,23)=
4,22,p=0,05], °=).189.
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Regarding interaction, it was neignificant for subjectanalysisand for item
analysis F(1,22)= 0,565,p=0,46; y (F(1,23)= 1,55 p=0,225, respective)y For a
graphic representain of the results, see Figure 8

ACTIVES

SUBJECTS
Current effect: Fi EG4E5E, p= 46040
Effectiv. k
Wertical bars denote 0,55

Leamears Natives

Figure 8. A Contrast Actives

Comparisons made indicate that there are no significant differences between learners
and natives in congruent aai sentences, neither subjectanalysis F(1,22)= 2,076,
p=0,1639) or item analysig-(1,23)= 2,348,p=0,139. The opposite can be said of
incongruent sentences whdfeere aresignificant differences in botBubjectanalysis
(F(1,22)= 5,598p=0,027 *=d,254)and item analysis{(1,23)= 10,081, p=0,004f’=

0.438.

Finally, regarding congruencyjfferencesare nonrsignificantwithin the learner
sample,both in subject(F(1,22)= 0,052,p=0,820, andin item analysis K(1,23)=
0,265, p=0,611 The native sample, nevertheless. presents no differenceshject
analysis (F(1,22)= 1,670, p=0,209)knd significant differences in item analysis
(F(1,23)= 7,331, p=0,0124>= 0.319), indicating that natives devote a proportionally
longer amount of time torpcessing incongruent active sentences than congruent active
sentences.
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In general, when analysed using RT rate, results show the following pattern:

1. There are no differences between natives and learners when processing congruent
active sentences (lesers:0.641 = natives:0.661

2. There are differences between learners and natives, being the ¢h&ivastes
higher, when processing incongruent active sentences (learners: 0.645 < natives:
0.6817).

3. Among learners, there are no processing differences beetveengruent and
incongruent active sentences (congruent: 0.641 = incongruent).0.645

4. Among natives, there are processing differences between congruent and incongruent

active sentences (congruent: 0.661 < incongruent: P.681

Therefore, comparisongetweengroups support the IH predictions that learnei

exhibit deficits in theironline processing, that is, their RT rates remain constant
whether they are processing a congruent or incongruent sentence as they do not
discriminate one from the ath Withingroup comparisons further support this
prediction: all learners show similar deficits, whereas all natives behave similarly in

correctly discriminating between congruent from incongruent active sentences.

However, as pointed out previously,ist natives that employ a proportionally

longer amount of time in processing incongruent active sentences.

4.1.1.2 [Contrast A2] Passive Sentences: sentence4 vs#sentence2

The target of this section is the same as the previous one, but the elements to be
analyed will be congruent passive sentences (sentence 4) and incongruent passive

sentences (sentence 2) (cf. Tah®.

ANOVA results show a main effect @participant type fact@rin item analysis
(F(1,23)= 6,359p=0,019, d’>= 0.276) but not insubjectanalyss (F(1,22)= 1,078,
p=0,31). Sentence congruency factor is mgignificant both insubject(F(1,22)= 0,526,
p=0,476) and item analysi&(,23)= 0.352p=0,559.
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There is, however, an interaction between both factorsubject (F(1,22)=
8,893, p=0,007 d’= 0.404) and item analyseB({,23)= 6,061,p=0,022,d’= 0.263)
which indicates that natives and learndis not process congruent and incongruent

passives equally. For a graphic repntagon of results, see Figure 9

PASSIVES

SUBJECTS x CONGRUENCY
Current effect: F{i, 22)=8 8525, p=,00687
Effective hypothesi COMposition
Vertical bars denote 0,85 confidence intervals

0.68
F osr

Learmers Natives

Figure 9. A Contrast Passives

Comparisons indicate that there are no differences between learners and natives when
they process congruent passive sentene€s42)= 0,472p=0,498, (F(1,23)= 0,026,
p=0,873 subjectand item analysis respectivilyNevertheéss, there are differences
when processing incongruent passive sentences in ddtfect (F(1,22)= 6,211,
p=0,0207,d*= 0.282) and item analysi$(1,23)= 8,722p=0,007 >=0.379) which
indicates that natives devote a proportionally longer amount of time to processing

incongruent passive sentences when compared to learners.

Regarding congruency, there are no sigaificdifferences within the learners
sample, neither irsubject(F(1,22)= 2,546,p=0,125) nor in item analyse$F(1,23)=
0,713,p=0,407. In the native sample, there are, however, differences bathhject
(F(1,22)= 6,872p=0,015,d’= 0.312) and item atgses £(1,23)= 5,810p=0,024,d’=
0.253), which means that natives take longer to process incongruent passives, as
mentionedabove
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In general, when analysed using RT rate, results show the following pattern:

1. There are no differences between natived kearners when processing congruent
passive sentences (learn€r€645 = natives:0.634

2. There are differences between learners and natives, being the ¢h&ivastes
higher, when processing incongruent passive sentences (learners: 0.627 < natives:
0.664).

3. Among learners, there are no processing differences between congruent and
incongruent passive sentences (congruent: 0.645 = incongruent. 0.627

4. Among natives, there are processing differences between congruent and incongruent

passive sentences (congnt: 0.634 < incongruent: 0.664

Therefore, comparisons betwegroups support the IH predictions that learners will
exhibit deficits in their ofine processing, that is, their RT rates remain constant
whether they are processing a congruent or incamjrgentence as they do not
discriminate one from the other. Withgroup comparisons further support this
prediction: all learners show similar deficits, whereas all natives behave similarly in

correctly discriminating between congruent from incongruetive sentences.

However, as pointed out previously, it is natives that employ a proportionally longer

amount of time in processing incongruent passive sentences.

4.1.2 Contrast of the processing of agent entities given and new in active and
passive sentences between natives and learners

In active sentencesgent entities are in preverbal position, segment 1, with the
informational status ofgiven when congruent (sentence 1) andw status when
(sentence B In passives, howeveagententities go in postverbaosition, segment 3.
Their informational status givenfor incongruents (sentence 2) amelvfor congruents
(sentence ¥ Thus, the statistical contrasts carried out in this section measure the
existence, or lack thereof, of differences between learzed natives in the processing

of agentsentities withgiven or new status in active and passive sentences separately
(see Appendix for ANOVA entry datq.
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4.1.2.1 [Contrast B1] Active sentences segmentl (E1: agent) vs.#sentence 3

This contrast sheds lightnothe question of the observation of possible processing
differences between learners and natives when processing active sentences with

different informational statugivenvs. new (cf. Tablel3).

ANOVA results show a main effect of fact@participant ypeo, both in subjects
(F(1,22)= 4,313, p=0,05@= 0.196) and item analysi&((,23)= 9,717p=0,005,¢’=
0.422. However, finformational status factor is norsignificant in subjectanalysis
(F(1,22)= 1,165p=0,293) and significant in item analysis({,23)= 4,662p=0,0042,
o’= 0.203.

Regarding iteraction, it is nossignificant for subjects andlgis andfor item
analysis F(1,23)= 8,533,p=0,008 2=d0.371) but it is indeed insubjectanalysis
(F(1,22)= 2,45,p=0,132. This indicates that the processing g@¥en and new agent
entities dependsrothe subject being a learner or a native speaker. For a graphical

represatation of results, see Figure bhélow:

AGENTS
Acives
SUBJECTS x INFO_STATUS
Cunnent efizct: F(1, 23)=8.5328, p=00769
Eflecthe ’\:.'MB gecomposkion
ieriesl bars senote 095 conidencs Intenals

Rae
¥R
i

Leamers Nathes

Figure 10. B Contrast Actives

Comparisons between natives and learners indicate that these samples show clear
differences in the processing @jivenvs. new agententities Regardinggiven agent

there no processing either differences between both types of participants or in the
subject (F(1,22)= 0,110,p=0,742) and item analysesF(1,23)= 0,153,p=0,699.
However, wien processingewagentsdifferences do show up in tlseibject(F(1,22)=
4,962,p=0,036,d’= 0.226§ and item analysed=(1,23)= 13,726p=0,00L , = @598),
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which indicates that natives devote a longer amount of time to the processing of these

agents

Recarding the information status ohgent entities, differences are non
significantwithin the learner sampléothin the subject(F(1,22)= 0,117p=0,734)and
in the item analysisH(1,23)= 0,656, p=0,6)1The native sample, however, presents
nearsignificant differences irsubjectanalysis E(1,22)= 3,496,0=0,075 =d0.164)
and highly significant ones in item analysig1,23)= 11,525p=0,002 *=d).501), all
of which indicates, as above mentioned, that natives take longer toawaabents.

In general, when analysed using RT rate, results show the folloatteym

1. There are no significant differences between natives and learners in the processing
of givenagententities (learners: 0.301 = natives: 0.B08

2. There are clear differences between the processingwfagenentitiesby natives
and learners, the fimer showing higher RT rates (learners: 0.292 < natives: 0.356

3. Within the learner sample there are no processing differences behsaeand
given agenentitiesin active sentencegifen 0.308 =new:0.292.

4. Natives do show differences in the procegsof givenand new agenentities in

active sentencdggiven 0.308 <new 0.356.

Therefore, comparisons betwegroups support the IH predictions that learners will
exhibit deficits in their ofine processing, that is, their RT rates remain constant
regardless of the information status of the entity they are processing as they do not
discriminatenewfrom given Within-group comparisons further support this prediction:

all learners show similar deficits, whereas all natives behave similarly in cgrrectl

discriminating betweenewandgivenagententities in active sentences.

However, as pointed out previously, it is natives that employ a proportionally

longer amount of time in processingw agenentities.
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4.1.2.2 [Contrast B2] Passive sentences segment3 (E1: agent) in #sentence2
vS. sentence 4

This contrast sheds light on tlipiestion of the observation @ossible processing
differences between learners and natives when processing passive sentences with

different informational statugivenvs. new(cf. Table 13).

ANOVA results show no main effect of factéiparticipant typé, neither in
subject (F(1,22)= 2,627,p=0,119) nor in item analyses, although the latter is-near
significant E(1,23)= 3,898p=0,06 2=d.169. fi Informational statusfactor is non
significant insubjectanalysis F(1,22)= 0,758p=0,393) and in item analysi&(l,23)=
2,615,p=0,119. No interaction is observed between both factorsubject(F(1,22)=
2,648, p=0,118) or item analysesF(l,23)= 0,767, p=0,39. For a graphical

representdion of results, see Figure below:

AGENTS
passives

SUBJECT:

Curment effect: F{1,
Effective hypothesiz decomposition

Wertical bars denote 0,55 confidence intervals

NFO_STA
=2 6481, p=,11791

Figure 11. Contrast in Passives

Comparisons between learners and natives show that there are no progessing
agent entities either in the subject (F(1,22)= 0,000,p=0,975) or item analyses
(F(1,23)= 0,273 p=0,60. No differences are spotted in the processingiek agent
entities, although the ones present are close to significance irsbgrct(F(1,22)=
4,167,p=0,053 =0.189) and item analyseE((,23)= 3,629p=0,069,d*= 0.158),

which indicates that learners tend to devote a longer amount of time to the processing of

new agenentities
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Regarding the information status factoragfententities, there are no significant
differences within the learner group, neither saobject analysis (though barely)
(F(1,22)= 3,119p=0,091, ?=d.142), nor in item analysisF(1,23)= 2,122, p=0,159
Within the native sample no differences are shown insthgect(F(1,22)= 0,286,
p=0,597) or item analyse§&({,23)= 0,410p=0,528) which shows that natives devote
proportionally the same awant of time to the processing ofw and given agent

entities

In general, results obtained analysing RT rate or the proportion of time
employed by natives and learners to the processimgwfand given agenentities in

passive sentences, show thedaling pattern:

1. There are no significant differences between natives and learners in the processing
of given agenentities(learners: 0.356 = natives: 0.356

2. There is a tendency for natives to show higher RT rates than natives in the
processing ohew ageat entities (learner9).381 > natives: 0.3483

3. There a neasignificant processing differences betwggrenandnewagententities
in passive sentences within the learner sampien:0.356 =new 0.38)).

4. There areno differences at all, within the ne#i sample, in the processinggiten
VS.new agenentitiesin passive sentencegiyen:0.356 =new:0.348.

Results in this section do not conform to thdeslhbredictions as, in thisubject
within-group comparisons reflect that it is learners thdact discriminate between
given and new agententities (if only marginally), whereas natives show no such

differentiation in passive sentences.
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4.1.3 Contrast of the processing of patient entities given and new in active and
passive sentences between learn ers and natives

In active sentencepatient entities are in postverbal position, segment 1, with the
informational status ofjiven in incongruent actives (sentence 3) and staies in
congruent actives (sentencg In passives, howevepatient entitiesgo in preverbal
position, segment 1. Their informational statugiienfor congruents (sentence 4) and
newfor incongruents (sentencd. Zhus, statistical contrasts carried out in this section
measure the existence, or lack thereof, of differencessketiearners and natives in the
processing ofpatients with given or new status in active and passive sentences

separately (see AppendiXor ANOVA entry datd.

4.1.3.1 [Contrast C1] Active sentences segment3 (E2: patient) in #sentence3
VS. sentencel

This contast sheds light on the question of the observation of possible differences
between learners and natives when procegsatigntentities in active sentences with
different information status (cT.able 13).

ANOVA results show no main effect of factéiparticipant typé, neither in
subject (F(1,22)= 0,507,p=0,484) nor in item analysegF(1,23)= 1,783,p=0,195.
flnformational statusfactor is norsignificant both insubjectanalysis (F(1,22)= 2,8,
p=0,108)and in item analysi¢F(1,23)= 0,666,0=0,423) No interaction is observed
between both factors isubject(F(1,22)= 2,648p=0,118) or item analysg$(1,23)=
8,779,p=0,007, d’= 0.382. For a graphical represgtion of results, see Figure 12
below:
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actves

SUBJECTS x INFO_STATUS
Fi {1, 23)=8,7791, p=,00857

Effective thesis decomposition
Vertical bars denote 0,95 confidence intervals
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Figure 12. C ContrastActivesl

Comparisons between learners and natives show a clear difference in the processing of
givenvs. new patientsThere is no processing differences giren patiententities in

the subjectanalysis F(1,22)= 2,061p=0,165) but differences are sl in the item
analysis (F(1,23)= 6,165,p=0,02Q 2=d0.268. No differences are shown in the
processing ohew patiententities, in eithesubject(F(1,22)= 1,381, p=0,252) or item
analyses K(1,23)= 2,136,p=0,157), which indicates that learners tend to devote a

longer amount of time to the processofgew agents.

Regarding thdinformation status factor of patients, there are no significant
differences within the learner group, neither sabject analysis F(1,22)= 0,520,
p=0,478), nor in item analysi$=(1,23)= 1,745,p=0,199. Within the native ample,
though no differences are shown in thebject(F(1,22)= 2,707 p=0,114), there are
significant ones in the item analysi&({,23)= 5,017p=0,035 *=d).218), which shows
that natives devote proportionally a longer amount of time to the processimgwof

patiententities thangivenones.

66



In general, the results obtained analysing RT rate or the proportion of time
employed by natives and learsdp the processing aewandgiven patiengentities in

active sentences, show the following pattern:

1. There are significant differences between natives and learners in the processing of
given patienentitiesin active sentences (learners: 0.359 > natiQe&26q.

2. There are no significant differences between natives and learners in the processing
of newpatiententitiesin actve sentences (learners: 0.344atives: 0.356

3. There a no significant processing differences betwg@eamandnewpatiententities
in active sentences within the learner samgieef:0.359 =new 0.3449.

4. There are processing differences, within the native sample, in the processing of

givenvs. newpatiententitiesin active sentencegiyen:0.326 =new:0.356.

Therefore, comgarisons betweegroups support the IH predictions that learners will
exhibit deficits in their ofine processing, that is, their RT rates remain constant
regardless of the information status of the entity they are processing as they do not
discriminatenew from given Within-group comparisons further support this prediction:

all learners show similar deficits, whereas all natives behave similarly in correctly

discriminating betweenewandgivenpatiententities in active sentences.

Curioudy enough, as minted out previously, natives that employ a
proportionally longer amount of time in processirgyv patienentities which happen to

appear in congruent contexts in active sentences.
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4.1.3.2 [Contrast CZ] Passive sentences segmertl (E2:patient) in sentence4
VS. #sentence2

This contrast sheds light on tliiestion of the observation giossibledifferences
between learners and natives when procegsatigntentities in passive sentences with

different information status (cT.able 13)

ANOVA results show no nia effect of factorfiparticipant typé in subject
analysis (though barely)F(1,22)= 4,048,p=0,057 2=d0.184) but a significant
difference in item analysi§F(1,23)= 11,9p=0,002 *=d.51%. fi Informational status
factor is nomsignificant insubjectanalysis (F(1,22)= 1,089, p=0,308)ut, once again,
it is significant in item analysi{F(1,23= 4,7,p=0,041, ?=d.209. No interaction is
observe between both factors subject(F(1,22)= 0,282p=0,601) or item analyses
(F(1,23)= 1,64,p=0,213. For a graphical represetion of results, see Figure 13
below:

PATIENTS

pagcives
SUBJECTS xINFO_STATUS
Current eflect F[1, 23)=1.6421, p= 21280
Efecthe Mpoinests SecompsRkn
‘ertioal bars genoiz 0 85 comfioance Intenals

Rak

—— Ghen
-0 New

Leamers Waihes

Figure 13. C Contrast Passives
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Comparisons between learners and natives show that there aifenences in the
processingof given patiententities either in thesubject(F(1,22)= 0,854 p=0,365pr

item analyse¢F(1,23)= 2,068p=0,164. No differences arspotted in the processing of
new patient entities, although the ones present are close to significance in both
subjecfF(1,22)= 5,353,p=0,030 °=d0.243) and item analyse$((,23)= 12,902,
p=0,002,d’= 0.561), which indicates that natives tend to devote a longer amount of

time to the processing okew patienentities

Regarding the information status factor phtient entities, there are no
significant differences within the learner group, neithersubjectanalysis F(1,22)=
0,131, p=0,720), nor in item analysig(1,23)= 0,254,p=0,620. Within the native
sample, although no differences are shown in ghbjectanalysis F(1,22)= 1,239,
p=0,278 some are present in the item analy@#1,23)= 12,990p=0,001, *=d.565)
which shows that natives devote proportionally the more amount time to the processing

of newpatiententities

In general, the results obtained analysing RT rate or the proportion of time
employed by natives and learners to the processimgwfndgiven patiententities in

passive sentencebow the following pattern:

1. There are significant differences between natives and learners in the processing of
given patienentitiesin passive sentences (learners: 0.258 > natives: )0.282

2. There are clarly significant differences between natives and learners in the
processing ohew patient entities in passi sentences (learners: 0.26&atives:
0.320.

3. There no significant processing differences betwgiganandnew patiententities
in passive sentees within the learner samplgiven:0.258 =new 0.26§.

4. There are significant processing differences, within the native sample, in the
processing ofjiven vs. new patient entities in passive sentenceagven: 0.282 =
new:0.320.
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Therefore, compasbns betweegroups support the IH predictions that learners will
exhibit deficits in their ofine processing, that is, their RT rates remain constant
regardless of the information status of the entity they are processing as they do not
discriminatenewfrom given Within-group comparisons further support this prediction:

all learners show similar deficits, whereas all natives behave similarly in correctly

discriminating betweenewandgivenpatiententities in active sentences.

Once again, nativeemploy a proportionally longer amount of time in
processingiew patienentities which happen to appear in congruent contexts in passive

sentences.

4.1.4 Synthesis of on-line r esults

The data analysis carried out in this study is complex and, therefore, its atiesehnas
had a mainly statistical focus. The purpose of this section is to provide a general view of
the results considering the task performed by the subjects and which has been

previously dscribed

The participants, learners and natives, have (i) skait previous context, (ii)
they have progressively read, segment by segment, a probe sentence related to this
previous context, and (iii) they have answered if a verification statement was correct or

incorrect (in order to test that they had been reactmgprehensively

The probe sentence was either informationally congruent or incongruent with the
previous context and was formulated in either the passive or the active voice. The
software used recorded the RT of each segment of this probe sentes¢mthiaing an

ortline measure of one of these segments, agents/patients, given/new.

Regarding the predictions made in this study, t@myformto the assumption by
the IH that: advanced and nestive learners will experience processing deficits at the
syntax-discourse interface, which will be obvious in thelime task as they need to
integrate simultaneously syntactic and discursive information. By contrast, no deficits
are predicted in the offne task as they can make use of both their linguistdt an

metalinguistic knowledge.
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In particular in the online task learneré results are expected to be
differentiated from those of the natives in the sense that they will reflect deficits in
processing. As suclthe prediction isthat learners will showigher RT rates than
natives in all contexts, but primarily, in incongruent ones regardless of the entity
processed. That is, given the same prior context, participants prefer obeymupiida
structure than violating it, independently of whether thegl@nce appears in an active

or passive sentence (for more detailed information see Ms#ubidr).

Chart 1for active sentences and Charfo? passive sentences show the average
RT rateof each one of the segments of each participant, be it nativaraete showing
as well if the contrasts between these averages are significant and their size[@ffect (
as has been indicated in previous sections. The segments are presented in the same order

as they were shown in the probe sentences.

Congruent actives Incongruent actives Significance within

Sentence’s (1) (2) (3) (4) (s (6) (1) -14) (2}-(5) (3}-(6)
phrases Agent | Patient | Agent Agent Patient Agentand

Given New and New given patient

patient
Learners 0.301 0.344 0.641 0.292 0.359 0.645 NS NS NS
Natives 0.308 0.356 0.661 0.356 0.326 0.681 5 S S
(n?=0,501) | (n?=0,218) | (n?=0,319)

Significance NS NS NS S S S
between (n?=0,598) | [n?=0,268) | (n?=0,438)

Chart 1. RT rate average for actives p$ significance and size effect

Congruent passives Incongruent passives Significance within
Sentence’s 1) (2 (3) (4) (3} (6) (1) -1(4) (2)- (3)-(6)
phrases Patient Agent Patient Patient Agent Patient {3)
Given Mew and Mew Given and Agent
Agent
Learners 0.258 0.381 0.645 0.268 0.356 0.627 N.5 NS5 NS5
Natives 0.282 0.348 0.634 0.320 0.356 0.664 s NS 8
(n?=0,565) (n?=0,312)

Significance NS NS NS 5 NS 5
between (n?=0,561) (n?=0,379)

Chart2. RT rate average for passive sentenceagkignificance
and size effect
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As it can be observed in the data there is an emerging diffdreati@rn between
learners and natives in both sentence types. Both in active and passive sentence
processing, learners exhibit a deficit: they do not discriminate when compatiegt
and agententities, along with their information statuses, in congrue. incongruent

sentences; whereas natives do show processing differences in their RT rates.

This result shows that differences between natives and learners can be primarily
seen in those elements belonging to incongruent active and passive sentences.
Therefore, it supports the IH prediction that advanced/native learners will only

show processing deficits, as compared to native speakers, onhjiime aasks.
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4.2 OFFLINE TASKRESULTS
4.2.1 [Contrast D1] Contrast in agent contexts: agentl vs. #agent2
Given the design of the efiine task (cf.Table 14, there isa (2x2) design that is,type

of group depending on language (L1/L2) x congruence (gnam#newgiven) in
agent contexts. The DV is the ratingose given by the subject on&apoints Likert

scale.
CONTEXT PROBE SENTENCES INFOSTRUCTURE /
SYNTAX
Agent V (1) the Elgen V BIESMBRAdjUNCt ... | Active: V Given/ NEW. |
- Vpast Sgiven Vactive Onew
# (2 Vpass by the Elgen | Passive: #NEW/ Given
Adjunct ...
Onew VpassiveAqiven

Table 14. Offline task design templag¢ for agent contexts

First of all, a preliminary visual inspection of the data is provided in order to alsses, i
broadly, the results obtaine@his chart contains the descriptive statistics for tkdtese
to be discussed beloff. Chart 3:

Descriptive Statistics

Std.
Group |Mean Deviation N
agentl Natives |4,17083 |,726359 12
Learners | 4,50000 |,4720095 12
Total 4,35628 |,628336 24
#agent2 Natives |3,33217 |.915866 12
Learners| 3,03846 |.618499 12
Total 3.17650 |, 905080 24

Chart 3. Descriptive Statistics for agg 1/#agent 2 in agent contexts
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As mentiored in previous sections, the data obtained from the subjects has been
analysed by performing-@ixed two-way ANOVA (Analysis of Variance) to it. The
betweergroup factor is group (natives/learners) and the wigmoup factor is
congruence (congruent/incongruentiowever, before performing an ANOVA to the
data, two statistical assumptions need to be @dchkamely: (i) whether the data are

normally distributed and {iwhether the variance of the data is similar in all samples.

Regarding (i) normality of distribution: The DV scor@® normally distributed
(see Apendixll for onesample KolmogorosEmirnor test) p<0.05 for each sample in
the agent context. As for (ii) similarity of variance: The variance of the data is similar in
all sampes for the withingroup factor, that is, congruendsee Aopendix Il for
Ma uc hWs16p0.05 n.g) and for the betwengroups factors: agentlcontext
(F=4.215p=0.052just aboutn.s,) and #agent2 contexE£0.079 p=0.781 n.} (see

Appendixll for Levends Test of Equality of Error Variances).

Thus, since itanbe safely assungkthat the data are normally tlibutedand
that their variance is homogeneous, we can proceed now to performingveaywo
mixed ANOVA in the agent contexts (group [L1/L2] x congruence [ginew/#new
given]) to check whether there are any main effects of L1 and of congruence and any

interactionbetween both.

In the agent contextshdre is a highly significant main effect of congruence
(F=32,653,p<0.01 sig,d® =0.597, a nonsignificant main effect of grougF<0.0153,
p=0.902 n.s.?=0.110)and a norsignificant congruence x group interactidt.73Q
p=0.113 n.s.d”*=0.110) This implies that both the native and learner groups behave
similarly by signifcantly preferring information structure congruence to incongruence
(i.e., information structure violationsYhis is further supported bg =0.11Q which
implies thataround11% of the variation is accounted for by congrue(sae Apendix
Il for Tests oBetweenSubjects and Withisubjects Effecs

These results can be visually contrasted indhrer bar chart(cf. Figure 14.
Both groups clearlyand significantlyprefer information structure congence (given
new: natives 4.17learners 4.50) to incgnuence (#nevgiven: natives 3.33learners
3.04), as shown by the red arrowed lines, but there are no differences between the
groups in any of the contexts (givaeew/#newgiven), as shown bthe enddat blue

lines.
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These findings support the Interfacegathesis, which does not predict any
differences between (very) advanced learners and natives regardinghtheiedggin
an off-line task) of the properties constraining information structuréhat syntax

discourse interface.

agentl

M #agent2

Mean acceptability rate

natives learners

Figure 14. Results on age contexts (group x congruencé)

4.2.2 [Contrast D2] Contrast in patient contexts: #patient3 vs. patient 4

Let us turn now to theff-line results for the patient contexif. Table 15)First of all,
a preliminary visual inspeah of the data is provided once again in orbenssesf

broadly, the restd obtained in patient contexts.

Patient #(3)- Vthe EZatient While ... Active:# -/ Given
- Vpast Slew Vactive ogiven
V (4)the E2agient Vpassby-while ... | Passivev Given/ -
ogiven VpassiveAnew

Table 15. Off-line task design templag¢ patient contexts

“In the chart, statistically significant differences are visually represented by red lines, whereagniicant
differences are shown by blue lines. Arrowed lines show waginoup contrasts, whei@s enddot lines show
betweengroup contrasts.
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This chart(cf. Chart4) shows the descriptive statistics for the results to be discussed

below

Descriptive Statistics

Std.
Group |Mean Deviation N
#patient3 natives |4,04158 |.798093 12
learners | 3.82692 |,602268 12
Total 3.96533 |,695826 24
patientd natives |3,65283 |.830883 12
learners | 3.98076 |,729436 12
Total 3.84031 |,788239 24

Chart4. Descriptive Stastics for #patient 3/patient 4

For the fdlowing part of the analysis, it is importantdace again keep in mind the way

the oftline task has been designed: group (L1/L2) X congruence (geer¥new
given), all rated ira 1-5 Likert scaleJust as was done in the previous section, a series
of tests have been passed to the data before performing the ANOVA to ensure its (i)

normality of distribution and (ii) similarity of variance.

Regarding (i) normality of distribution: The DV sesare normally distributed
(see Apendixll for onesample KolmogoroxEmirnov test)p<0.05 for each sample in
the patient context. As fqii) similarity of variance, e variance of the data is similar
in all samples for the withigroup fator, that §, congruence (see pendix | for
Ma u ¢ hW=1,3s0.05 n.g and for the betweegroups factors: #patient3 context
(F=2.361p=0.139 n.9. and patient4 contexF£0.141, p=0.711 n)s(see Apendixll

for Levends Test of Equality of Error Variances).
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Therefore,the two-way mixed ANOVA can be calculated safely once more
with group (natives/learners) as the betwgesup factor and congruence
(congruent/incongruent) as the witklgnoup factor The resultdor the patient contexts
show that there is a nesignificantmain effect of congruenceFE 0.370 p<0.549 n.s,
d?=0.017), a nonsignificant main effect ofroup F= 0.2459 p=0.624 n.s¢>=0.017)
and, also, a nesignificant congruence x group interactidf=(1.645,p=0.213n.s.,d’
=0.070). This implies that, although both the native and learner groups behails|yg,
they do not seem to discriminate significantly between information structure
congruence or incongruencehid is further supportebly ?=0.017 which implies that
only 17% of the variation is accounted for by congruemncehe patientcontexts, m
contrast to the contrasts discussed abfveagent contextswhere ¢’=-0.597 (i.e.,
around 589% (see Aopendix Il for Tests of Betweetsubjects and WithiSubjects
Effects.

These results can be visually contrasteth@aerror bar chart(cf. Figure 15. In
this subject it is only the leaner group that prefers information structure congruence
(givennew 3.98 for learners and 3.65 for natiyps0.05, n.$ to incongruence ftew
given 3.83 for learners and 4.04 for natiygs<0.05, n.} though the diffeences
between graps in either condition are neignificant, as illustrated by trenddot blue
line. Additionally, note that the withigroup contrasts are also nsignificant (blue
arrowed lines) for both groups, which implies that neither the learoemp nor the
native group are statistically discriminating between the congrueninesngruent
condition (though, as stated above, there is a slight thougkigoificant mathematical
difference here: natives prefencongruent to congruent, but lears prefer the
opposite) Therefore there are no significawithin- and betweermgroup differences in
the behaviouof both sampleswvhich implies thatearners behave like natives
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Figure 15. Results for #patient 3/patient 4m patient contexts.

Interestingly, e error bar charshowsthat learners prefer to obey information
structure (3.98) rather than violating (3.83), bd only by a narrow margin. This,
nevertheless, indicates that their intuitions are somewhat stronfgexr n nat i ves 6.
on the other hand, show a reversed pattern. That is, their tendency is to violate
information structure (4.04 vs. 3.65) in patient catgewhich is contrary to prediction,
as explaine@bove See error bars for statistical sigo#énce

These findings once again support the IH, which does not predict any diffsren
between (very) advanced learners and natives regardingkii@iledge(in off-line
tasks) of the properties constraining information structure at the sydtsgourse
interface. Howeverit is interesting to note thdtoth samples of subjects are rating as
flacceptablé a sentence that is informationally incongruétitough grammatically
correct). This finding calls for a further explanation.

Probably, he main cause fosuch resultscould be due to griming effect
Syntactic priming igithe tendency for a speaker to produce a syntactic structure that
occurred in the recent discourse rather than an alternative structuretcResehave
suggested that it occurs due thetresidual activato of the morphesyntactic
information stored with individual lexical item$Kim and McDonough, 2008.49).

78



Bear in mindthat, in the stimuli, all contexts have been written in the active
voice, both in he secalledagentcontexts Wwhereagentsimply refers to the fact that the
first-mentioned entity in the context (E1) will be the agent in the probe sentences, and
patientrefers to the firstnentioned entity in the context (E2), which is the patient in the
probe sentencesh otherwords, aside the information structure of the probes, recall

that from a purely syntactic point of vietve scenarias as follows

Agent contexts Probe sentence 1 (active voice) [givieew]
(active voice)

Probe sentence 2 (passive voice) [#rgven]

Patient context Probe sentence 3 (active voice) [#ngiven)
(active voice)

Probe sentence 4 (passive voice) [givew]

Table8. Syntadt structure of the experiments

This designmight havetriggereda syntacticpriming effectin the patient scenarics
that the active sentence, whittteoreticallyviolates the standard information packaging
(sentence3#newqiven), is rated justtte same as the passive sentengeich does
conformto the standard information packagipnciple (sentence 4givenrnew). All in

all, it seems that a sentence in the active voieeeeptedeven if it does notonform

to the information packagingrinciple) whenits previous context is in the active as
well. Still, it is crucial to observeahat in such patient scenarios, the theoretically
predicted probe sentenceeftencé (passive voice)[givernrnew]) is also highly
accepted, which implies that both natives and learoersinly obey thegivennew
principle despiteit being realised bya passive sentence (whidimappen to bdess
frequent than active sentendasEnglishand, therefore, it could be expected that they

are always less preferable than actives, which is naubgecthers.

In other words, it seems thttere argdwo factorssimultaneously at play here:
an effect of congruenceayiennew principle), which is the factor beinganipulated
and an unwanted effect of voice priming (actixgce bias which overrides thggven

newprinciple).
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Interestingly, consider the exampld$) and (17 below, where a pronourh§
Is used to marlgiven information, which is the most natural option, and a full &P (
thief/a policemajpmarks new information, which is the most natural option given that
the indefinite article typically encodes sdoursenew information. In (16i) the
congruent information structure (giverew) happens to be realised by an active
sentence, whereas ingfl) the incongruent information structure (#ngiven) is
realised by a passive sentence. In i) lthe pattern is reversd: the congruent
information structure (givenew) is realised this time by a passive sentence, and the
(theoretically incongruent informt@on structure (nevgiven) in (17) is realised by an
active sentence. We s a ying fotthe gicemewt prircipld | y 6
discussed in dpter 2, the passive sentence (17i) should be preferable to the active
sentence (liij. But, intuitively speaking (and judging by the native resabove in
patient contexts), (1if is alsopragmaticallynatural and acceptahlét seems, therefore,
that there is a gradient acceptability sc@l8) where voice and information structure
interact in Englishshowing that the givenew principle is pragmatically acceptable
independently of voicéactive/passive)but when information structure is theoretically
violated (i.e., newgiven scenarios)an active voice is prefable to a passive voice.

This, to our knavledge, is an unexplored area

[16] A policeman was patrolling the city streets at night.
i. He sawglithier while trying to steal a car. (givenew) (active)

i BNiRigf was seen byhim while trying to steal a car. (#negiven)
(passive)

[17] A thief was robbing a bank at gunpoint.

i. Hewas shot bylipelieeman (givernew)(passive)
i. |AIPBlIGEMashothim. (#newgiven)(active)

[18] given-new active/passive > negiven active > nevgiven passive.
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Therefore, t could be useful for further research to design an experiment that would
cancel out this unwanted effect, for exampledegigningcontexs in the actve voice
(as done herefpllowed by anactive anda passive probe sentenead additionally,

contexts irthe passive voictllowed by anactive anda passive probe sentence as well.

4.2.3 [Contrast D3] Contrast in distractor contexts: distractorl vs. #distra  ctor2

Although it is not standard practice to present results for the distractdlss isection
we do sosince, as we will sebelow, their results provide insights for future research.
Distractors (or fillers)have been designedaording to the follwing table (cf. Table
16).

CONTEXT PROBE SENTENCES INFOSTRUCTURE /
SYNTAX
Agent Active: V Given/ NEW.
V (1) Anne toldiEHIMBIAE the good news.

-had jUSt SVO: %iven Vactive Onew

found out that she ha

won the lottery. She Cleft: # It was Given who

was very happy an{ # (2)It wasAnnewho told EHITGINe

excited. the good news.
CLEFT: It was Sjen Who
Vactiveonew

Table 168 $EOOOAADTI OG8 AAOCECT OAI BI /
In thistype of design, subjects woule@ lexpected to give laigher acceptability rate to
those sentences providing a topic contynugivennew pattern) that is, the ones
referring to entity (E1) whicthas already been mentioned. As such, the most natural
answer would follow an SVGtructureconformingto the paem givennew (V 1),
rather than @ it-cleft sentence#2), which does not conform to thgivennew pattern
(see Warcket al.,2002; Ward and Birner 2004 for the information structurdét-ofeft

sentences)

Interestingly,it-cleft sentences armetype ofnoncanonical structuréhat are used
to package information structure in a certain way, i.e., when the speaker wants to

emphasise or bring out a preusly mentioned entity amongsaries of elements.

®Note:thearticle 6thed often appears in parentheses since in

needed since proper nouns obviously retain the definite features.
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In thesesubjecs the reading is that it E1 (and rot E2(/E3)) who performed
the action, so thats information structure pattern woulde something like this

Context E:I.focus, E2focus, Eefocusé PrObe It WaSElcontrastNaopu: WhO dld It

(and notE2qpic or E3opic)

Let us see some more examgdi®sn the distractors used in this experiment

[19]

Leonardo DiCaprio was at the Oscars ceremony. They were about to announce the

name of the winner.

I VLeonardo DiCaprio gave the winner a firm handshake.

ii. # It was Leonardo DiCaprio who gave the winner a fllemdshake.

[20] A man was preparing dinner. He was unsure what to cook first.
I V The man decided to serve chiclena starter.

ii. # It was the man who decided to serve chicken as a starter

In both examplegsone entity (E1) is introduced in the dexrt (Leonardo DiCaprio a

man) and it is brought up again in both probe sentences. Howevércas be see

there are no entities with which to contrast this E1. In exaffle no other actor's
name is provided and in examp&0[ there is not even ather human entity to contrast

the man withln this sense hie use of cleftss helpful when it comes to detectinghie
subjects mighthave problera with the distribution of information in gered at the
syntaxdiscourse interface That is, sometimes #y might not discriminate as
incongruent or incorrect an example in which there is actually no contrast or where

elements that need no extra focus are emphasised.

Once again, a preliminary visual inspection of the data is provided in order to

assss, if broadly, the results obtained be discussedelow (cf. Chart 5.
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Descriptive Statistics

Std.
Group |Mean Deviation N

distractorl Natives |4.65975 |,465240 12
Learners|4,73608 [.372920 12
Total 4,69792 |.421216 24

##distracto Natives |2.33333 |1.183907 12
12 Learners] 1,42308 [.454305 12

Total 1,89239 | 985872 24

Chart 5. Descriptive Statistis for distractor 1/distractor 2

Just as was done in the previous contexts, a series of tests have been passed to the data
before perfoming the ANOVA to ensure (i) normality of distribution and (ii) similarity

of variance. Regarding (i) normality of distribution: The DV scorase normally
distributed (see Pppendix Il for onesample KolmogorosSmirnov test),p<0.05 for

each sample in ltl distractor contexts. However, as for (ii) similarity of variance, the

data is similar for all samples in distractor 1 context for the wiginaup factor, that is,
congruence (seeppendixll Ma u ¢ hWeg, $>69.05 n.g and for the betweegroups

factars: distractorl context~£1.561p=0.225 n.9. However, for #distractor2 context
similarity does notapply in the betweengroup factor(F=14,963p=0.011, sig)® (see
appendix| for Levends Test of Equalityf Error Variances

The ANOVA is once again ocallated for those contexts that hold the
aforementioned assumpt®nThe results show that there is a highly significant main
effect of congruencerE 211.619 p<0.001sig, d°=0.906), a norsignificant main effect
of group (F=3.6009p=0.0709 n.s.¢?=0.1407) and a significant congruence x group
interaction F=6.158,p=0.021, ¢ =0.219).

® Note that the SD is high in the native group (SD=1.18) but low in the learngy (88+0.45) for the incongruent
condition. This entails that the native group is not behaving homogeneously when rating pragmaticaltyalééit
sentences. This issue merits further research.
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This implies that both the native and learner groups betakiersimilarly by
significantly preferring information structure congruer{&Y/O) to incongruence (i.e.,
information structure violationsvith it-cleft sentences This is supported, even if
marginally, by the valug?=0.906, which implies that09 of the variation is accounted
for by congruence (seepfpendixll for Tests of Betweetsubjects andVithin-Subjects
Effects.
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Figure 16. Results for distractor 1/#disractor2 in distractor contexts

Theerror bar charfcf. Figure 1§ shows that both nativesdlearnersclearly prefer to

obey information structure (4.661d4.732) rather than violating it (2.381d1.42. As

the red arrowed lines indicate, there is a statistically significant difference within each
group regarding their choice, as well asignicant difference between both groups
(red dot line) regarding their discrimination of onlyfarmationally incongruent
constructiong#it-clefts), but a norsignificant betweemroup difference regarding the
informationally congruent constructionSYQ. That is, learners show lower
acceptability rates (1.42) than natives (2.33) when judging the pragmatically

incongruent condition

These findings support the Interface Hypothesis, which does not predict any
differences between (very) advanced learnedsraatives regarding thelknowledgg(in
off-line task) of the properties constrainingdmation structure at the syntaliscourse

interface.
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The only significant difference, as explained above, is that, given that learners
rate more severelyicongrient structuresn distractor2 conditionthan natives dothey
seem to have a higher sensibility for judging if a sentence is pragmatically incorrect in
this task.But the crucial finding in the distractor condition is that the pragmatically
illicit sentene (it-cleft) is rated very severely by both groups (values below 2.33 out of
5), while in the experimental agent contexts, the pragmaticéiltit entences were
rated lowbut not severely (rates below 3.33 out of 5). This indicates that both natives
andlearners are highly sensitive to the congruence factor, particulastibjecs where,
from an informatiorstructure point of view, the information structuitedleft) is highly
incompatible with the preceding context. Hence, there seems tgtaliarce in the
acceptability of i nformation struct-ure vVvio
structure violation and O##0 a severe viol
whether such a gradience can be replicated in both natives and lesitheseveral
non-canonical structures (passivasclefts, left dislocations, etc), as gradience in
informationstructure violations at the syntahscourse interface is not predicted by the
IH.

4.2.4 Probe sentence condition analysis in the off -line task

To continue with the same structure of analysis carried out in the previous sections, here
is a preview of the data analysby each probe sentence conditigramely: agentl,
#agent2, #patient3, patientdt must be pointed out that no ANA has been passé¢d

the dataso the analysis carried out wile only of descriptive nature.

First of all,let us synthesise the previoo-line results. { must be pointed out
that in all samples and versiofs. Figure 1§ agentlshows the highest marks and
#agent2the lowest, disregarding distractorss they are not a part of the experitaén
stimuli. The rest of conditionshow lower or higher averages depending on the version

and the group, but even these do not vary much from each other.
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Conditions Average Rating
5,00

4,00

3,00

2,00 I
1,00

agentl | #agent2 | #patient3| patient4 dlstrla ctor #dlsrtgacto
Hnatives 4,17 3,33 4,04 3,65 4,66 2,33
Hlearners 4,50 3,04 3,83 3,98 4,73 1,42

Figure 17. Rating for all conlitions in all groups and versions

Delving into a more detailed analysis now, here are grouped the verbs that showed the
highest and lowest marksorethan once (i all versions, samples and conditiprihis
table shows which verbs in the probe sentencewere rated as being more

(un)natural(iin)adequate as a whole.

Verbs that have thelowest | Verbs that have thehighest
ratings more than once ratings more than once
per condition per condition
#distractoravatch(x2) #agent2convince(x2)
#distractor2attend(x2) #patient3see(x2)
#distractordraw (x2) #patient3help (x2)
#distractordouy (x2) distractorldecide(x2)
patientdfeed(x2) distractorlsell (x2)
#patientFascinate(x2) distractorefuse(x3)
#agent3stop(x2) #distractordraw (x2)

Table17. Verbs grouped by acceptédliy rate frequency per condition
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This analysisof the data obtained has been organised to provide information on: scores,
score variation and standard deviation scaneseach prob sentence conditionThis

more exhaustive examination of results should (i) shed light on the adequacy of the
stimuli presented to the subjects, pointing out which of them might have proved to be
more/less problematic isompetenceerms; (ii) the informaion gathered from said
examination should also be of help for improving the experimental design for further

research.

42.4.1 Learners

4.2.4.1.1 LearnersVersion 1

The chart below presents relevant data on the item analysis of the results obtained by
the learner groupni version 01 of the offine task (cf. Table 18. It is based on the
overall ratings of the sentences presented in each probe sentence coadkiioti,(
#agent2, #patientand patientd. Bear in mind that each of them contains in total 4
sentences.

V01
Learners
Highest | Lowest Greatest Highest | Lowest
Score score Variation SD SD
5.00 1.50 | 4.803.00 (p4) 0.74 0.36
(x8) 4.80-2.70 (a2)

Table 18. Learners V01 iteranalysis chart

There were five items in total rated 5.00 acrosprdbe sentence conwin, and only
one item rated .50 (#distractord. Althouch variation will be analysed in modketail

below, the contextpatient4and#agent2show the greatesfriation in item rating.
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The probe sentence conditioated highest wadistractorl (5.00 followed by
agentl (4.64). On the contrary, th@robe sentence conditiorated lowest was
#distractor2(1.50 followed, if by a long run, bytagent2(3.38). This is, in fact, the
rating pattern that is repeated throughoutrémeaining data.

The rest othe items show a slightly varyingpu balanced, average that always

rangesetween the highest and lowest marks.

Therefore, as expected, theobe sentence conditi@ihowing the highest SD is
#agent2(0.74), whereas th@robe sentence conditiamith lowest SD isagent1(0.30).
Thesefindings alsohelp establish the pattern thdte lower and further away from the

meanthe score given, the highest the SD will be.

This preference showed by the subjects in rapngbe sentence conditions
agentlanddistractorl, both of which, as a reminder, arengruent is reflected in the

verbal selectin too (¢. Table 19.

Context Verbs with Verbs with Probe Sentence
highest rating lowest rating Condition

agentl choose buy #distractor2
distractorl attend atterd #distractor2
distractorl ask support #patientd
distractorl lick choose #agent2
distractorl refuse punish #agent2
distractorl sell
distractorl sing

Table 19. Vebs rated by acceptability rate
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Once more, the pattern is repeated: learners gibrfdiscriminate between congruent
and incongruent contexts when rating. However, the table also shows that some verbs

(i.e. attend choosg are repeated in both columns. This means that the type of verb does

not affect the subje@ rating of the senteas, which is what has been looked for all

along while designing the experiments. That is to saymteotransitiveverbs chosen

were high frequency items, all of theprone to be passivised easily, so that they would

not slow down or interfere with the Igect® processingand rating(see Methods and

Procedures sectipn

Finally, here is presentedraeanrate variation chartthat accounts for internal

variation in the rating of eaatondition.

V01 Rate

Variation
Probe Agentl #Agent2 | #Patient3 | Patient4 | Distractorl | #Distractor

Condition 2
Mean 5.004.30 | 3.802.70 | 4.803.00 | 5.003.00 | 5.004.30 2.201.30
Range

Variation 0.70 1.10 1.80 2.00 0.70 0.90

Chart 6. Variation rate for Learners V01

It shows that darners act more homogensiyuwhen judgingagentand distractorsl

and #2 probe sentence conditiphut their rating scores vary more fépatient3 and

patient 4 probe sentence conditior€onsidering these are the ones in which the

congruent probe sentence is in the passive butdhtext is in the active, the variation

could be due to the alreadlyentionedpriming effect (see Contrast in patient contexts:

#patient3vs. patientq.
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4.2.4.1.2 Learners:Version 2

The chart below presents relevant data on the item analysis of the résaited by

the learner group in version 02 of the-liffe task (cf.Chart 7.

V02
Learners
Highest | Lowest Greatest Highest| Lowest
Score | score Variation SD SD
5.00 1.00 4.803.20 1.22 0.25
(x1) (X3) (patientd)

Chart7. Learners V02 itemanalysis chart

There was only one item in total rated 5.00 acrosgralbe sentence conditipand
three items rated 100#distractord. Although variation will le analysed in more depth

below, theprobe sentence conditigratient4shows the greatest item rating variation.

The probe sentence conditioated highest wadistractorl (5.00, followed by
agentl (4.43). On the contrary, th@robe sentence conditiorated lowest was
#distractor2(1.00) followed by#agent2(2.67). Regardingtandard deviation levels, the
probe sentence conditicshowing thecondition with highest SD istagent2(1.22,

whereas, weirdly, thprobe sentence conditiavith lowest SD igtdistractor2(0.25).

Regarding verbaselection (cfTable 20)

Context Verbs with Verbs with Probe Sentence
highest rating lowest rating Condition
distractorl Draw Draw #distractor2
distractorl Lick Attend #distractor2
distractorl Refuse Wash #distractor2
patient4 Shoot Visit #agent2
patient4 Stop

Table 20. Verbs ated by acceptability frequency
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In this subject it is probe sentence conditigmatient4 not agentl that accompanies

distractorlin the highest rated column. Also, again, the presence of common verbs in

both columms shows that lexical priming seemset to be affecting the experimedt

results.

Finally, here is presented a variation rate table @¢tfart § that accounts for

internal variation in thenean ratef eachprobe sentence condition

V02 Rate
Variation

Probe
Condition

Agentl

#Agent2

#Patient3

Patient4

Distractorl

#Distractor2

Mean
Range

4.804.00

3.202.20

4.203.20

4.803.20

5.004.30

1.5G-1.00

Variation

0.80

1.00

1.00

1.60

1.70

0.50

Chart 8. Variation rate for Learners V02

The rates givenn the secondversion of tle off-line task are, once again, uife

homogeneous. Nevertheless, this subject learners act more homogeneously when

judging agentland distractor2 probe sentence conditignthat is to say, the items in

theseconditionswere the ones they found easterrate as natural or unnatural. For

them active context +active sentences the most congruent scenario, wheraesve

context + itcleftis the most incongruent one. Also, they show the highest variation in

distractorl context which may be due to arrrer in the design of the stimuli, as this

context is the easiest orerateasadequate.
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4.2.4.2 Natives

4.2.4.2.1 Natives:Version 1

The chart below presents relevant data on the item analysis of the results obtained by
the native group in version 01 of the-tiffe task (cfChart 9.

V01
Natives
Highest | Lowest Greatest Highest| Lowest
Score | score Variation SD SD
4.82 1.80 4.802.70 1.22 0.39
(x12) (x2) (agentl)

Chart 9. Natives V01 itemanalysis

There werejn total, twelve itemsated4.82 across allprobe sentence conditignand
two items rated 1.8G#(listractord. Although variation will be anaded in more depth

below, the conditioragentlshows the greatest item rating variation.

The probe sentence conditioated highest wadistractor1(4.82), followed by
agent1(4.29). On the contrary, the omated lowest wa#distractor2(1.80 followed
(by far) by#agent2(3.21). This time, th@robe sentence conditi@mowing thehighest
SD is#distractor2(1.22), whereas theonditionwith lowest SD idistractor1(0.39.

Remember thathe condition rated highest bgarnerswas alsadistractorland

lowest was#distractor2 which shows that, as expected, learners are behaving in a

nativelike manner in the offine task
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Regarding verbaelection (cfTable 2):

Verbs with Verbs with Probe Sentence
Context highest rating lowest rating Condition
agentl convince shoot #agent2
distractorl ask attend #distractor2
distractorl attend watch #distractor2
distractorl buy
distractorl decde
distractorl draw
distractorl lick
distractorl refuse
distractorl sing
distractorl throw
distractorl wash
distractorl watch
distractorl ask

Table21. Verbs ratedoy acceptability rate

The pattern is repeated again ahstradorl probe sentence conditios accompanied

by agentlin the highest rated columiVhereas#agent2and #distractor2 are, once

again as in the learner sample resyits the low rate column. Also, verb repetition

occurs again, e.gattend, watchThis shows that lexical primingloes nb seem to be

affecting the experimed results.

Finally, here is preseed a variation rate table (cf. Chart XBat accounts for

internal variation in the rating of each individeainditionin every one of the context

V01 Rate

Variation

Probe Agentl #Agent2 | #Patient3 | Patient4 | Distractorl | #Distractor2
Condition

Mean 4.802.70 | 4.002.00 | 4.503.00 | 4.703.20 | 4.704.80 2.30-1.80
Variation 2.10 2.00 1.50 1.50 0.10 0.50

Chart 10. Variation rate for Learners V01

In thissubject it is nativesthatact more homogeneously when judg#ujstractor2and

distractorl probe sentence conditianghis lastcondition shows the lowest variation

score in all groups and versions (0.10
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Curiously enough tiis agentlthat shows the highest variation rate, when in this
probe sentence conditi@ubjects are usually fairly homogeneous. This could be maybe
due to apractice effectthat enhanced the subje@izerformance as they progressed
through the task.

4.2.4.2.2 Natives:Version?2

The chart below presents relevant data on the item analysis of the results obtained by
the native group in version 01 of the-tiffe task (cf.Chart 1).

V02

Natives

Highest | Lowest Greatest Highest| Lowest

Score | score Variation SD SD

450 2.13 4.002.70 1.22 0.48
(#agen®)

Chart11. Learners V02 iteranalysis

There wa only one item in total rated ©.5cross alprobe sentence conditignand
three items rated 2.1&distractor). Although variation willbe analysed in momepth

below, #agent2shows the greatest item rating variation.

The probe sentence conditioated highest wadistractorl (4.50), followed by
agent1(4.29). On the contrary, thenerated lowest wa#distractor2(2.13) followed
(by far) by #agent2(3.21). This time, th@robe sentence conditi@mowing thehighest
SD is#distractor2(1.22), whereas the cdition with lowest SD idistractor1(0.48).
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Regarding verbal selectidnof. Table 22:

Context Verbs with Verbs with Probe Sentence
highest rating lowest rating Condition
agentl Visit wash #distractor2
distractorl Decide decide #distractor2
distractorl Wash refuse #distractor2
distractorl refuse
distractorl attend
#patient3 help

Table22. Vabs rated by accptability rate

The pattern is repeated again afistractorlis accompanied bggentlin the highest

rated column. Wereas, this time alongdistractor2is in the low rate column, although

it counts with the highest marks given to tlesnditionin al groups and versions,
namely 2.2and 2.30.

Also, veb repetition occurs again, e.gttend, decide and refus&his shows

that lexical pnmingis not affecting the experimestresults.

Finally, here is presented a variatisate chart that accounts folinternal

variation in the mean ratd probe setencecondition

V01 Rate

Variation

Probe Agentl #Agent2 | #Patient3 | Patient4 | Distractorl | #Distractor2
Condition
Mean Range | 4.503.50 | 4.002.70 | 4.503.50 | 4.203.20 | 4.804.30 2.80-2.20
Variation 1.00 1.30 1.00 1.00 0.50 0.60

Chart 12. Variation rate for Learners V02

In this subject natives have been quite homogeneous ipralbe sentence conditigns

showing less variation, as expected,ament] distractorl and #distractor2; #agent2

shows the highest variation rate
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All in all, there is a pattern that repeats itself throughout this anahgesitlis
the condition with the highest rating, wheré@asstractor2shows the lowest ratings. A
paired samples-Test(cf. Figure 18)was theefore passed to these two conditions to

ensure that the differences between their ratings were significant.

Paired Samples-Test of agent_1_mean

and distractor_2_mean
5,000 +
4,500 -
4,000 -
3,500 -
£ 3,000 -
g 2,500 -
= 2,000 4
1,500 -
1,000 -
,500
,000

agent_1_mean distractor_2_mean
Paired Variables

\ )

Figure 18. EZAnalyse -Test results for agentl mean vs. #distractor2
mean
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The toolto perform the-testwas the Exel complemenEZAnalyzeThe results report

for "agent_1 mean with distractor_2 mean" was as follows:

Mean 1,861 (distractor_2_mean)

4,342 (agent_1 _mean)

Std. Dev.: ,597 (agent_1 _mean)

,949 (distractor_2_mean)

N Pairs 27

Mean Difference 2,48

SE of Diff. 214

Eta Squared ,833

T-Score 11,590

P ,000

Chart 13. EZAnalyse results for-Test of agentl mean vstdistractor2

mean

This data shows thate difference beteenagentlmean andtdistractor2mean is
significantfor both groups' mean$his supports thanitial predictions that learners
would behave in nativeke ways in the offine task as they are discriminating between
a congruent and an incongruent scenario following a similar rating pattévat tf t

native speakers.

4.2.,5 Subject analysis in the off-line task

A detailedsubjectanalysis of the data will enable to pin pioparticularlearners that
have behaved in unconventional ways duekmowledge/competencdeficits. This
subjectanalysis ha been carried out by examining the best and worst performers on

each group in each version, and it is mainly based on their SD levels.
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4.25.1 Learners

4.25.1.1 Learners:Version 1

In version 01the best learner performer is subject M{fBmale, 23, C2 [QPT 55/60])

This subjet shows one instance of 0.00 %d is fairly congruent in the markings
provided. Also the learner, more or lesspforns to the rating pagtn hypothesised in

this study(cf. Table 23:

Context | Agentl | #agent2 | #patient3 | patient4 | distractorl| #distractor2
Score 4.29 4.17 4.58 4.50 5.00 2.50
SD 0.29 0.60 0.67 0.52 0.00 0.90

Table 23. Subjet MVR mean scores per condition

In this subject it would havebeenexpectedhat#patient3conditioris meanwerelower

thanpatient4s. This may, once aga be due to the already mentior@iming effect.

On the other hand, the worst learner performance was by subjecfd@ig&le,
24, C2 [QPT 55/6Q] showing an SD score always well above 1.00, except for
distractorl condition. This shows that heBD varability is quite high, which sets her
apart from the other learners. Her ratimgsmform mostly to that of the other learners,
except for conditiospatient3 and this might be due topgiming effeci(cf. Table 24:

Context | agentl | #agent2 | #patient3 | patient4 | distractorl| #distractor2
Score 4.75 2.25 4.00 3.50 4.83 1.58
SD 0.45 1.60 1.21 1.57 0.58 1.16

Table94. Subjet TSR mean scores per condition
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4.25.1.2 Learners:Version 2

In version 02the best learner performer is subject P(de, 23, C2 [QPT 58/60])
This subjectshows four instances of 0.00 d is fairly congruent in the markings
provided. Also the learnezonforns totally to the rating ptarn hypothesised in this
study(cf. Table 25:

Context | agentl | #agent2 | #patient3 | patent4 | distractorl | #distractor2
Score 5.00 3.50 3.75 5.00 5.00 1.00
SD 0.00 1.00 0.62 0.00 0.00 0.00

Table 25. Subjet PLO mean scores per condition

On the other hand, the worst learner performance was by subjecff&Gale, 23, C2,
[QTP 56/60]) Thislearner provided the lowest mark to an experimental itettagent2
condition (cf. Table 2§: as can be seen the ratings ajgte unbalanced, giving almost
the highemratingsin the experimentgbrobe sentence conditiots incongruentagent2

and#patiert3, whereas performance in battstractors is quite adequate.

Context | agentl | #agent2 | #patient3 | patientd4 | distractorl| #distractor2
Score 4.67 1.33 4.00 2.33 5.00 1.00
SD 1.15 1.20 1.60 1.97 0.00 0.00

Table 26. Subjet EGZ mean scores per context
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4.2.5.2 Natives

4.2.5.2.1 Natives:Version 1

In version 01 the best native performer is subject L@&male, 67) This subjecshows
two instances of 0.00 SBnd is fairly congruent in the markings provided. Also the
learnerconforns totally to the rating patn hypothesed in this studycf. Table 27:

Context | agentl | #agent2 | #patient3 | patient4 | distractorl | #distractor2
Score 3.25 2.67 2.5 3.50 4.00 2.00
SD 1.14 1.00 0.90 0.90 0.00 0.00

Table27. Subjet LAM mean scores per condition

On the other hand, the worst learperformance was by subject Kfémale, 69) This
learner provided the lowest mark to experimental item in probe sentence condition
#agent2(cf. Table 28.

As can be seen, although this native does adapt to the rating pattern
hypothesised, the SD ratis very high as thearks provided in every conditiare too

high and as such, not congruent with that of the rest of subjects.

Context | agentl | #agent2 | #patient3 | patientd4 | distractorl| #distractor2
Score 3.83 3.75 3.67 4.50 5.00 1.00
SD 1.80 1.90 1.61 1.17 0.00 0.00

Table 28. Subjet KP mean scores per condition
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4.2.5.2.2 Natives:Version 2

In version 02 the bestative performer is subject MCA (male, 69his subjet shows
two instances of 0.00 SBnd is fairly congruent in the markings provided. Also the
learnerconform more or less, to the rating pah hypothesised in this studgf.
Tablg:

This subject showed the lowest SD levels of its growdlinonditions

Context | agentl | #agent2 | #patient3 | patient4 | distractorl| #distractor2
Score 4.80 4.01 4.83 4.17 5.00 4.00
SD 0.39 0.40 0.49 0.39 0.00 0.00

Table 29. Subjet MCA mean scores per condition

On the other hand, the worst learner performance was by subjec{rRiE, 70)who

shows the highest SDs of gsoup inall conditions(cf. Table 30:

Context | agentl | #agent2 | #patient3 | patientd4 | distractorl| #distractor2
Score 2.90 2.98 3.25 3.33 4.00 1.58
SD 0.85 1.00 0.97 0.89 0.70 0.90

Table 30. Subjet RNP mean scores per condition

All in all, in this sectiorare repored the general means (both of scores and SDs) for
each group in each version, pointing out those participants whose results deviate from
the norm. There is no doubt that there is internal variation between the subjects results,
to a greater orelsser extent; for this reason it would be helpful for further research to be
able to choose a more homogeneous sample in terms of sex, gender, educational and
social background, ect, in order to minimise elements that may distort the results

obtained.
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Dueto the academic limitations of this dissertatibwas not possible to do so,
but a more detailed investigation of subje

to obtain better and easier to analyse results.

4.2.6 Synthesis of off-line results

Let us frst recall the predictiss made in this study so that thegnbe contraséd with

the results obtained: according to the IH, advanced andnagése learners will
experience processing deficits at the syrtecourse interface, which will be obvious

in the online task as they need to integrate simultaneously syntactic and discursive
information. By contrast, no deficits are predicted in thelio task as they can make

use of both their linguistic and metalinguistic knowledge.

In particular in theoff-line task learners are not predicted to have deficits, so
they will show higher acceptability rates for those sentences whose information
structure hasot been violated: (1)>(2) and (3)<(4). Thiat given the same prior
condition participants prefeobeying info structure than violating it, independently of
whether the compliance appears in an active or passive sentence (for more detailed

information see Methods and Procedures Sextion

All in all, it has been observed that most of the data gathsmpgorts the
hypothesis psed by this studyThe following spidergranfcf. Figure 19)shows tlat,
within experimental probe sentence conditiotearners and natives do not show
significant differences in their bebiaur. It is, indeed, in conditiopatiert4 that their
meansvary a bit more. The possible explanations for this phenomenorpritnéeng
effect has been explained in detailed in this section (see Contrast in patient contexts:

#patient3 and patien) 4
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Figure 19. Spidegram with means per condition

If distractors are considered as well, the follaywspidergram (cf. Figure 2@hows that
is in ratingdistractorland#distractor2conditionsthat learners and natives present the

highest variation.

On the one hand, thidifference is due to a flaw in the design of the distractors:
in mostsubjecs E2 (second entity presented) acts as Focus, that it, it has not been
mentioned before, whiclkonforns to the design pattern of both active and passive
sentences. However, in serthersubjecs, this same E2 is presented as Topic, that is,
it has already been mentioned in the previous context. This could cause confusion and
deficit problems for both learners and natives when rating the sentences. As such, the
distractorédesignwill be improved for further research.

On the other hand, the probe sentenceshi®distractors (namely SVO a#d-
cleft) were the easiest to discriminate in terms of adequacy because, as mentioned
before,it-clefts are only used for contrast and/orhtighting. This could be the other
reason of subjects giving such high marks to the congruent sentence and such low
marks to the incongruent one. Summing up, what matters to us is information structure

and the intuitions aboth learners and natives atear and heaith the same direction
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Figure 20.

Spidergram withmeanss per condition (all included)
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5 CONCLUSION

5.1 General conclusion

The role of information structure in passive sentences has been a neglected area of
researchin L2 acquisition and processinghe experiments present in this study have
been designedottest the IHon passive constructionws. active sentencesh L2

English acquisitiorfrom the point of view of theiinformation structuredistribution

I.e., hav they are constrained at the synthgcourse interface

Subjects were first administered the-lore task from which two different
measuresvere collected(i) Total reading time and (ii) RT rate, a coefficient obtained
from calculating the critical segents of each sentence read by the readers. This last
measure was implemented late in the study, when all data had been gathered, as a
palliative for the age gap between both groups of participants, natives and learners

explained in section 3.£xperinental design and data analysis.

In general, ofline task results support the IH both through betwgmeups
comparisons ahwithin-group comparisons. The former show that learners do present
deficits in their odine processing as their RT rates remain stant disregarding
congruency and information stajusas they do not differentiate between
congruent/incongruent arew/givenentity in nether active nor passive voice; whereas
native® rates are indeed higher when presented with an incongruent sentence o
information status. The latteshow thatthe learner sample is homogenous in its
deficits, in as much as all natives behave also similarly in correctly discriminating

congruency and information status in both active and passive constructions.

There wasndeed one contrast, namely B. Contirias agents in congruent and
incongruent passive contexts, in which learners outperformed natives in correctly
discriminatingboth congruency and information status, being all their RT rates lower.
This might be dudo the priming effectalready mentioned in previous sections (see
Results section part 2ff-line Task. Contrast in patient contextpatient3 and patient
4).
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Regarding the offine task, most of the data gathered supports the hypothesis
posed by this tady. In experimental conditics) learners and natives do not show
significant differences in their behaviour. It is, indeed, in conpatient4 that their
meansvary a bit morea possible explanatidior this phenomenon is th@iming effect
again. As it can be seen, thesesults match those of the-tike task explained in the

paragraph above, that it: is it in patient contexts that results vary a bit more.

5.2 Limitations

The presence dd priming effectwas something that was taken into account froen th
very first noment of experimental design. It wabated that it might affect all
conditions, as participants might show preference for a more common and canonical
structure such as the active voieégh a newgiven structure, which means that voice
(active) may be overriding the standard giveew principle A wayto avoid thisvoice
effectwould have been to design not only a double set of probes sentences, as has
already been done, but also a double setootexts.In this way, it would have been
necesaryto add 24 counterpapassive context® the already existing 24 active ones.
Thus, every subject would not only read 24 sentences and 24 contexts, ABeseatel

48 contexts, ando on

Probe 1 Activedgent)

Active Context Agent (x12) | Proke 2 Passivetfagent?

Probe 3 Active (patientd

Active Context Patient (x12) | Probe 4 Passiveétientq

Total: 24

Table 31. Current experimentesign
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Probe 1 Activedgent)

Active Context Agent (x12) Probe 2 Passivétégent2

Probe 3 Active (patientd

Passive Contexagent (x12) Probe 4 Passiveétientd

Probe 1 Activedgent)

Active Context Patient (x12) | Probe 2 Passivétdgent2

Probe 3 Active (patientd

Passive Context Patient (x12) | Probe 4 Passiv@étientq

Total: 48

Table 32. Extended experimendesign(the future stimuli shown in the
shaded boxes)

As aforementioned, thistudy counts with strondogistic restrictions due to the
academic context where it has been dewsdophese restrictions have to dot only

with its time-span but alsowith the availability of resourceslt must be considered that,
actually, two experiments wre designed, one for each taflesigningan extended
versionwould have required more time and material than we counted with as well as
more sibjects, which were hard enough to filks aforementioned, two programmes
were used for the implementation of the experimebisieSurveyis a userfriendly
software for which not much experience is need®penSesamehowever, is a
relatively new sociakciences software. It was chosen, on the one hand, because we
would rather use an open source free software for the experiments, and on the other,
because it has been reviewed to work better than other similar software such as
PyschoPy Learning to use ithowever, took a long time, as well as a lot of trial and
error work and it may not have been possible witlaglvice.
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Another challenge after the experiments were up and running was to fit all
experimental procedures merely two weeks. The desigi the stimuli took longer
than planned (from January to May, 4 months) and by June we were already running out
of time. Nevertheless, it was imperative to ensure that all participants took the
experiment with the same device and under similar circumstamcemdure the
reliability of their results. 8hedules and places were carefully planned although several

last minute dropouts took place and wergdaeed, albeit with difficulty.

The place where participants were passed the experimentpasicularly
important. Subjects were already nervous because all of them felt they were undergoing
a test of some kind, their questions and reactions were tpabpfe sitting an exam, in
fact, all of them asked, by the end of the experiment, what their scores had been

although | had carefully explained that their responses were not being rated as such.

| found that the presence of the verification sentences and the sound stimuli used
when they chose incorrectly if a verification sentence was true or false putpaeartsci
under a lot of stress. Every time a verification sentence appeared on the screen, they
would squint and concentrate, and whenever they chose incorrectly they would flinch
and apologise. Even those who only chose incorrectly once or twice admityed the
thought they must have done horribly, as they were never sure what to choose.
Therefore, for further research it would be desirable to design the experiments in a way

that minimises the subjeéisxposure to stress, so that their data are more natural.

Finally organising all the data also took a long time as we had to make sure there
were no mistakes, either in content or format, before passing the ANOVA to the data,
which took many hours of work with Excdt was necessary to eliminate all outliers
tha could hinder the normal distribution of our sample. We might have been able to
provide a more powerful statistical analysis if we had been able to conduct pilot
test to our subjectbut, as mentioned before, we worked against severe time and

resairce limitations.
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5.3 Avenues for future research

As discussed in the section above, the most obvious area of future research would be to
improve the experimental design in order to avoid any possible priming effects, which
have been thoroughly discussedhis dissertation.

As anadditional aredor further researchit would be important to wd with
more robust statisticBy using further utilities of the statistical software employed for
this study [BM-SPSS Statistigsor implementing other new softwea We could for
example, make use of boxplots, a different kind of graph which visually shows quartiles

and outliers.

There are other avenues for future research. For examighé the analysis of
the results obtained for the dihe task, there is &ection in which we analyse
distractorsin depth which are the noexperimental, or “filler" part of the experiment,
used to distract subjectoom our real goal. Itvas added as interesting and insightful
dataemergedwhen the results were calculated aarhlysed However, we are aware
that one of the reasons for theseitstanding results is that these stimukre not
properly designed. As mentioned throughout the whole dissertation, the variability of
indefinite/definitearticlesis key to our experiménas they are the element marking
which entities armewand which areld. Nevertheless, in these iteflad& was a proper
noun, so no article was needed since the proper noun obviously retains the definite/topic
features which might have thwarted the pgraat® processing. As such, it would be
necessary for further experiments to correct@mformthe design of these elements in

order to properly balance the study.

All in all the results obtained and analysed in this study support the general
predictiors of IH and shed light on the otherwise undptered area ofnformation
structure distribution and processin@f passive sentences L2 English acquisition,
fitting into the body of literature produced up to noan the syntaxdiscourse interface
and addng valuable information on passiveonstructions.The data gathered also
providenew findings on how both learners and natives process passive constructions at
the syntaxdiscourse level and point out the deficits in said processing, adding to the
corporaof interface knowledge.
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Ouraim is to delve deeper into this subject in further doctoral research by means
of Event Related Potentials. An ERPfithe measuretrainresponse that is the direct
result of a specifisensorycognitive or motorevent (Luck, 2005:21). The study of
the brain in this way providesraninvasivemethod of evaluating brain functioning by
means oklectroencephalograplfgEG). The timing of the gathered responses is
thought to provide a measure of the timing of the l@sagommunication or timing of

information pocessing, which igshat we are mainly interested

In this way, the use of ERPs will not only enable a better understanding of the
mechanisms involved in the processing of information structure in passive constructions
at the syntax discourse level, buaynalso shed light on other equally important and

underaplored areas covered by the IH.

All in all, it must be noted that this study is but a preliminary research and, as

such, has inherent limitations that will be dealt with in further doctoral invéstiga
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7/ APPENDIX I: ONLINE TASK

7.1 ON-LINE TASK RAW DATA.

RTs for active congruent segments (sentencel) and incongruesnténces), grouped

by subjects.
Subjects| L1 codel sl1| codel s2| codel_s3| codel S4| code3_sl| code3_s2| code3_s3| code3_S4
1 Spanish| 807,50 833,33 977,50 1304,67 | 842,33 882,17 943,17 1593,00
2 Spanish| 539,83 468,67 496,67 826,50 578,17 616,17 574,17 890,50
3 Spanish| 500,00 712,33 763,00 717,83 624,86 841,27 780,22 811,54
4 Spanish| 482,83 550,33 548,83 1217,83 | 552,67 740,83 699,33 1003,83
5 Spanish| 415,33 717,67 625,33 1477,67 468,31 938,99 1033,84 | 1459,30
6 Spanish| 1081,33 | 949,83 771,00 968,00 633,80 887,20 1082,40 | 1102,60
7 Spanish| 772,50 1390,71 | 1293,33 | 1904,36 1288,60 | 1333,80 | 1434,72 | 1917,20
8 Spanish| 388,00 463,83 450,67 672,33 443,83 482,17 488,17 710,00
9 Spanish| 770,25 838,00 852,25 744,25 813,17 996,38 745,33 1411,35
10 Spanish| 462,20 438,00 412,20 873,80 427,33 383,17 390,17 720,17
11 Spanish| 641,83 905,83 669,33 640,83 607,33 799,00 739,00 906,67
12 Spanish| 334,00 381,17 401,00 647,33 363,17 466,50 403,83 684,00
13 English | 410,17 429,67 487,00 769,67 511,67 455,17 422,33 660,17
14 English | 823,00 122175 1234,00 | 1781,75 | 866,50 979,75 1185,25 | 1436,75
15 English | 781,20 1092,00 | 1096,60 | 1096,80 | 1513,78 | 945,25 843,50 1031,75
16 English | 833,60 569,40 631,60 610,00 235,75 517,25 534,25 528,75
17 English | 776,75 825,50 916,75 1425,75 | 1646,33 | 911,67 939,17 133,83
18 English | 719,83 966,67 1001,33 | 1083,67 | 902,75 1160,25 | 919,50 964,50
19 English | 692,67 560,50 580,67 976,00 719,67 581,00 592,33 1164,33
20 English | 579,33 649,00 660,33 1113,50 | 755,50 457,33 519,67 875,33
21 English | 1012,83 | 948,33 949,00 1189,50 | 1094,00 | 816,00 828,83 1273,33
22 English | 584,60 872,60 920,40 1193,80 | 850,00 819,80 775,80 1536,20
23 English | 988,83 1190,17 | 1180,33 | 1416,33 | 965,67 1163,17 | 1153,00 | 1461,83
24 English | 1138,60 | 1242,20 | 1307,20 | 1863,20 1178,40 | 1197,60 | 1420,64 | 1907,20

RTsfor passve congruent segments (sentence4) and incongruent (sent&)cgrouped

by subjects.
Subjects | L1 coded_sl1| code4_s2| coded_s3| coded_S4| code2_sl| code2_s2| code2_s3| code2_S4
1 Spanish| 638,83 908,67 1203,33 | 1370,67 | 846,80 999,40 1327,20 | 1667,40
2 Sparsh | 574,33 531,17 479,50 612,00 415,17 548,50 607,83 838,00
3 Spanish| 504,67 734,00 785,67 845,00 700,00 868,83 953,83 899,33
4 Spanish| 526,00 859,17 918,50 1137,50 | 533,83 987,50 791,17 892,17
5 Spanish| 472,33 819,00 850,33 1271,00 | 642,83 976,83 932,17 1457,50
6 Spanish| 944,50 1265,67 | 1381,83 | 1681,00 | 1173,40 | 1097,00 | 1010,00 | 821,00
7 Spanish| 995,80 171554 | 1631,16 | 164540 | 777,25 1564,25 | 1106,25 | 1824,00
8 Spanish| 445,33 534,67 581,83 808,33 447,00 527,67 589,33 1029,83
9 Spanish| 864,83 681,33 746,83 1239,00 637,00 1153,80 | 947,60 1268,00
10 Spanish| 297,40 794,00 958,50 971,00 512,33 517,67 493,50 1602,17
11 Spanish| 529,67 855,00 887,00 1014,83 | 833,17 1349,83 | 1145,67 | 957,17
12 Spanish| 424,40 386,80 397,40 474,80 353,60 474,00 459,80 499,00
13 English | 515,40 473,80 590,80 601,40 465,17 480,33 626,83 927,67
14 English | 774,25 1080,25 | 1210,50 | 1560,00 | 1128,50 | 978,50 1078,25 | 1726,75
15 English | 750,40 1265,80 | 1045,60 | 1104,20 | 849,40 1160,75 | 1142,40 | 1105,75
16 English | 397,40 468,20 461,20 612,40 519,50 619,5 612,00 700,00
17 English | 1125,75 | 1571,00 | 1060,75 | 1092,50 | 849,00 1004,75 | 1186,75 | 1325,00
18 English | 774,80 1286,60 | 1080,80 | 983,00 984,83 973,50 971,67 986,50
19 English | 591,50 503,83 520,50 650,17 609,67 493,50 488,67 639,67
20 English | 437,33 529,00 555,33 825,67 588,00 642,80 699,60 962,60
21 English | 957,17 896,67 873,33 933,33 859,33 825,83 844,33 1001,17
22 English | 706,75 1339,50 | 1122,75 | 1731,25 | 805,50 1176,67 | 1011,83 | 1344,83
23 English | 814,67 1243,00 | 1188,83 | 1479,33 | 904,17 1160,67 | 1237,17 | 1242,38
24 English | 1158,65 | 1518,50 | 1604,75 | 1925,22 | 1232,71 | 1467,50 | 1489,68 | 2009,52
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RTs for actie congruent segments (sententg grouped by items.

verb codel_sl1_Englis| codel s2_Englis| codel s3_Englis| codel_s4_ Englis| codel sl1_Spanis| codel_s2_Spanis| codel s3 Spanisl codel_s4 Spanis
bite 930,00 993,00 1039,33 1240,67 746,00 613,33 488,33 904,67
convince | 647,33 719,67 817,33 1093,67 676,33 780,67 898,33 1621,00
choose 582,00 702,00 713,33 1029,00 834,50 567,50 701,00 1133,00
fascinate | 723,33 1023,00 995,67 1388,33 544,00 719,67 653,00 1289,33
feed 991,67 929,33 1062,67 1303,00 561,00 618,67 680,67 1509,67
find 1071,00 995,00 1005,00 1233,50 445,33 491,00 455,33 1047,33
forget 680,67 769,00 886,00 1362,00 441,33 438,00 591,00 854,00
help 703,00 736,00 796,00 1334,00 758,33 891,67 943,89 984,33
hug 697,50 905,00 953,50 713,50 542,67 688,67 631,00 834,67
hurt 736,33 777,67 647,33 992,67 495,67 1050,00 754,33 1672,33
identify 631,00 680,33 640,00 840,00 567,67 1169,33 758,67 1489,67
insult 678,50 702,00 756,50 873,00 420,67 729,33 653,67 1125,00
invite 738,00 807,67 792,67 863,33 629,00 634,67 677,33 812,00
kill 801,67 981,33 1175,33 1332,00 430,33 671,33 567,00 987,00
kiss 428,00 534,90 570,50 706,00 448,67 592,67 585,67 796,67
protect 885,67 844,67 747,33 1554,33 632,00 681,67 638,67 917,33
punish 643,50 1190,84 979,00 1300,50 969,65 712,67 657,33 397,67
push 774,33 760,67 755,67 828,67 457,33 781,00 740,67 971,33
save 633,33 812,33 731,00 1002,67 870,67 866,33 793,00 699,33
see 705,00 77200 953,67 1592,33 454,00 599,00 583,33 1275,00
shot 674,00 904,67 1212,67 969,33 558,00 789,67 856,00 568,67
stop 829,00 1192,00 990,00 1124,00 438,00 729,50 647,50 776,00
support 791,33 966,00 1136,67 1282,00 746,33 1162,38 816,33 863,67
visit 792,67 948,67 955,67 2066,67 398,00 504,50 618,50 1740,00

RTs for activéencongruent segments (senten&, grouped by items.

verb code3_sl1_English| code3_s2_ Englis| code3_s3_Englis| code3_s4 Englis| code3_s1_Spanis| code3_s2_Spanis| code3_s3_Spanis| code3_s4_fanish
bite 581,67 788,33 715,33 700,33 510,00 927,67 816,33 793,00
convince | 1297,67 1035,00 969,67 1472,00 749,67 804,00 671,67 1011,67
choose |1629,98 1054,00 820,50 693,50 554,00 912,00 770,67 650,67
fascinate | 668,67 649,00 1268,73 1931,67 548,33 589,33 662,67 1441,00
feed 1330,67 797,00 793,33 1167,33 377,00 476,00 401,00 867,00
find 579,67 699,67 748,33 1087,33 267,00 500,50 560,50 1000,50
forget 833,67 1218,92 1113,00 1459,33 587,33 588,67 686,00 611,33
help 653,33 733,67 825,67 834,00 600,33 810,00 921,67 1443,00
hug 851,00 888,33 819,00 1129,67 614,33 639,00 677,67 1117,00
hurt 1419,33 955,00 1034,67 1432,00 396,67 482,67 577,67 1405,33
identify 1105,67 1191,33 951,33 1510,67 499,67 911,67 1150,72 1217,67
insult 893,00 893,33 1244,26 143500 619,00 564,67 592,33 778,00
invite 1038,00 780,00 702,00 742,00 753,67 1123,08 1136,89 695,67
kill 661,67 649,67 652,00 757,67 990,48 809,00 1016,00 1110,67
kiss 708,00 770,33 846,67 1107,00 506,33 864,33 902,00 1303,00
protect | 607,00 648,00 756,00 1806,00 448,00 719,00 569,00 1389,00
punish 668,33 721,33 771,00 1086,33 566,00 530,00 544,67 695,67
push 1122,00 719,00 746,67 1201,33 427,33 759,00 530,67 1156,33
save 1298,00 422,41 403,27 449,00 456,00 563,33 552,33 617,33
see 947,00 662,50 625,50 1645,00 702,00 672,67 713,67 954,67
shot 814,00 602,00 674,00 838,67 484,00 569,67 560,00 611,67
stop 1107,00 940,50 1021,00 2089,00 710,33 886,00 866,00 844,00
support | 631,00 691,33 641,67 964,00 758,33 603,67 645,67 876,67
visit 853,50 1019,50 871,50 1778,00 664,00 871,33 944,33 1646,23
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RTs for passive congruent segments (samte4), grouped by items.

verb code4_sl1_Englis| code4_s2_Englis| code4_s3_Englis| code4_s4_Englis| code4 s1_Spanis| code4_s2_Spanis| code4_s3_Spanis| code4_s4 Spanis
bite 687,33 747,00 716,00 686,67 385,67 696,67 777,33 632,33
convince| 764,00 1611,33 1347,00 1417,00 666,33 980,67 780,33 1089,00
choose | 700,00 953,67 803,67 904,33 428,00 1090,33 1068,33 1069,67
fascinate| 912,50 979,50 1153,50 1393,50 375,00 569,67 687,33 1410,00
feed 910,00 1082,00 1166,00 869,00 717,33 846,33 926,67 1215,00
find 477,00 608,50 625,00 670,00 392,67 602,33 835,33 972,00
forget 675,00 1078,50 851,00 1041,50 1063,42 1404,72 1222,67 998,67
help 931,33 820,00 843,33 1396,33 495,00 1262,33 1542,33 1272,00
hug 1038,67 1400,33 1129,33 1284,33 758,67 694,67 559,00 934,00
hurt 785,00 1353,00 1283,00 1309,00 810,67 1505,67 1573,55 1689,09
identify | 680,67 866,67 752,33 1631,00 763,33 1060,67 1024,00 1098,00
insult 671,67 1461,33 957,33 926,00 66500 803,33 741,67 1032,33
invite 680,00 691,00 775,67 1148,00 378,50 477,50 441,50 610,00
kill 755,50 943,00 1012,00 1258,00 637,67 686,67 789,33 876,00
kiss 672,67 759,00 738,33 786,00 526,50 1170,50 979,50 1461,00
protect | 660,00 603,67 715,00 899,00 476,00 802,00 1417,67 1153,67
punish | 1143,50 1258,50 1145,00 1384,00 519,00 700,00 804,33 983,67
push 803,00 1289,00 1168,00 1087,00 335,00 832,00 913,67 828,67
save 738,00 919,00 921,00 1101,00 813,67 762,67 751,33 1152,33
see 500,33 616,00 647,33 887,33 511,00 739,67 663,67 1206,00
shot 690,00 879,00 842,33 920,33 811,00 729,67 637,00 758,67
stop 438,50 488,00 868,50 505,00 380,67 517,00 520,00 713,00
support | 1130,38 1630,50 1306,00 1260,00 545,67 606,33 714,33 1005,33
visit 644,33 945,67 1005,33 1685,33 597,00 709,67 787,33 1716,89

RTs for passive incongruent segments (semte2), grouped by items.

verb code2_s1_Englis| code2_s2_Englis| code2_s3_Englis| code2_s4_Englis| code2_s1_Spanis| code2_s2_Spanis| code2_s3_Spanis| code2_s4 Spanis
bite 799,33 1360,21 1048,33 847,33 631,67 1196,67 755,67 491,00
convince| 549,00 495,00 430,72 650,00 607,67 714,33 879,67 1402,00
choose | 972,00 823,00 905,50 1075,00 775,33 715,67 564,67 989,67
fascinate| 703,67 794,33 872,00 1004,00 753,33 1040,33 957,00 1432,33
feed 660,33 652,00 674,33 1230,00 499,33 575,33 1007,00 1276,67
find 957,67 1287,00 1190,33 1337,33 1120,00 1091,67 1228,33 700,33
forget 971,33 981,67 896,67 1072,00 478,00 875,00 1000,33 1080,33
help 783,00 797,33 761,33 900,67 725,67 907,67 79933 1075,67
hug 680,00 703,00 722,67 926,00 320,00 1382,00 680,00 1110,33
hurt 735,33 1021,33 1276,67 1745,00 431,67 724,33 694,67 1572,33
identify | 1018,00 942,00 1036,33 1397,67 914,33 798,33 888,33 1903,80
insult 793,33 868,33 1305,67 1166,33 604,00 628,67 600,33 982,00
invite 1188,50 839,00 824,50 1546,00 583,67 726,67 740,00 1116,67
kill 1137,00 1159,67 1068,00 1040,00 802,67 917,00 1019,33 888,00
kiss 1400,50 940,50 1212,00 1327,00 699,67 923,00 864,67 936,33
protect | 1096,00 1080,67 1163,00 1263,67 302,00 1319,00 796,00 1068,00
punish | 550,33 647,67 682,33 746,67 327,50 792,50 576,00 723,00
push 440,00 510,00 488,00 1087,00 409,50 473,00 461,50 716,00
save 836,00 794,67 784,00 822,33 536,00 633,00 818,67 902,67
see 770,33 707,67 1001,67 149467 508,50 621,50 1040,50 1978,01
shot 1078,00 676,00 1034,00 934,67 694,50 739,50 602,00 613,50
stop 676,00 875,00 741,50 1063,00 874,33 1052,00 948,00 861,33
support | 671,33 968,67 835,00 844,67 604,00 1161,00 874,00 1067,50
visit 868,67 1305,33 1308,& 1802,40 1132,48 1651,00 1306,21 1597,50
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Df 20t Wwe¢ NI iGSaQ 6ambaoo | O
Subjects |1 act_cong_s1s3 | act_incong_s1s3 | pas_cong_s1s3 | Pas_incong_s1s3
1 Spanish | 0,681731381 0,669311508 0,669675856 0,685069641
2 Spanish | 0,688628059 0,651587975 0,664879075 0,65097041
3 Spanish | 0,639385758 0,625493957 0,637411493 0,655589323
4 Spanish | 0,652128108 0,628251234 0,627043843 0,572972973
5 Spanish | 0,591848341 0,615348222 0,617587549 0,617203318
6 Spanish | 0,661036103 0,65921493 0,64764291 0,665589562
7 Spanish | 0,55850944 0,687004271 0,596352665 0,54629831
8 Spanish | 0,643889955 0,659045374 0,657667271 0,662617221
9 Spanish | 0,659418817 0,610009823 0,702863788 0,578659071
10 Spanish | 0,666260286 0,680871738 0,612664032 0,66022231
11 Spanish | 0,591414825 0,627563704 0,623624358 0,594482275
12 Spanish | 0,658503808 0,621807864 0,679960285 0,631816063
13 English | 0,676171335 0,672345531 0,700126582 0,694509222
14 English | 0,627373237 0,67681016 0,647553018 0,692802763
15 English | 0,632298471 0,738953328 0,586583056 0,631805998
16 English | 0,720141551 0,598174403 0,647120892 0,646294445
17 English | 0,672290592 0,739312777 0,581902861 0,669544483
18 English | 0,640354685 0,610980721 0,590541659 0,66774744
19 English | 0,694356085 0,693079768 0,688189789 0,689980107
20 English | 0,656371338 0,736026936 0,652354874 0,667012018
21 English | 0,67413092 0,702062922 0,671209436 0,673519141
22 English | 0,632991252 0,664785738 0,577311455 0,606991761
23 English | 0,645713435 0,64557412 0,617126136 0,648495861
24 English | 0,663177874 0,697484086 0,651380359 0,677348431
Promedio 0,651171902 0,662962543 0,639532218 0,645313836

Desv. Estandar

0,03516658

0,041587817

0,036972511

0,040326115

KolmogorovSmirnoyv,
Lilliefors

d=,12908, p> .20} d=,1318, p> .20;

p> .20

p>.20

d=,12298, p> .20
p> .20

d=,17637, p> .20;

p<,10
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Df 20l f oambaol WYwe¢ NIGSAQ Ay | OGA@GSa
items.

codel_sl+s3_| code3_sl+s3_| code4_s1+s3_| code2_s1+s3_| codel_sl+s3_| code3_sl+s3_| coded_sl+s3_| code2_s1+s3 |
Verb Spanish Spanish Spanish Spanish English English English English
bite 0,67 0,59 0,63 0,54 0,66 0,62 0,65 0,58
convince 0,67 0,64 0,60 0,68 0,67 0,69 0,57 0,66
choose 0,73 0,59 0,58 0,65 0,65 0,70 0,61 0,70
fascinate 0,62 0,67 0,65 0,62 0,63 0,75 0,68 0,66
feed 0,67 0,62 0,66 0,72 0,69 0,73 0,66 0,67
find 0,65 0,62 0,67 0,68 0,68 0,65 0,64 0,63
forget 0,70 0,68 0,62 0,63 0,67 0,61 0,59 0,66
help 0,66 0,65 0,62 0,63 0,67 0,67 0,68 0,66
hug 0,63 0,67 0,65 0,42 0,65 0,65 0,61 0,67
hurt 0,54 0,67 0,61 0,61 0,64 0,72 0,60 0,66
identify 0,53 0,64 0,63 0,69 0,65 0,63 0,62 0,69
insult 0,60 0,68 0,64 0,66 0,67 0,71 0,53 0,71
invite 0,67 0,63 0,63 0,65 0,65 0,69 0,68 0,71
kill 0,60 0,71 0,68 0,67 0,67 0,67 0,65 0,66
kiss 0,64 0,62 0,56 0,63 0,65 0,67 0,65 0,74
protect 0,65 0,59 0,70 0,45 0,66 0,68 0,69 0,68
punish 0,70 0,68 0,65 0,53 0,58 0,67 0,65 0,66
push 0,61 0,56 0,60 0,65 0,67 0,72 0,60 0,65
save 0,66 0,64 0,67 0,68 0,63 0,80 0,64 0,67
see 0,63 0,68 0,61 0,71 0,68 0,70 0,65 0,71
shot 0,64 0,65 0,66 0,64 0,68 0,71 0,64 0,76
stop 0,60 0,64 0,64 0,63 0,60 0,69 0,73 0,62
support 0,57 0,70 0,68 0,56 0,67 0,65 0,60 0,61
visit 0,67 0,65 0,66 0,60 0,65 0,63 0,64 0,63
Promedio 0,64 0,64 0,64 0,62 0,65 0,68 0,64 0,67
Desv. Estanda| 0,048 0,038 0,034 0,075 0,026 0,043 0,043 0,041
Kolmogorov | d=,10741, | d=,11060, d=,11297, |d=,20830, |d=,16101, |d=,09259, | d=12108, | d=13875,
-Smirnov p>.20; p>.20; p>.20; p>.20; p>.20; p>.20; p>.20 p>.20;
Lilliefors p>.20 p>.20 p>.20 p<,01 p<,15 p>.20 p>.20 p>.20
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7.2 Al. ANALYSIS BY SUBJECTS IN ACTIVES.

Al.:By subjects. Raf® means table in actives

SUBJECTS INFOSTRUCTURE | Mean Std.Err. | -95,00% | 95,00% N
Learners congruent 0,641 0,010 0,620 0,662 12
Learners incongruent 0,645 0,011 0,622 0,667 12
Natives congruent 0,661 0,010 0,641 0,682 12
Natives incongruent 0,681 0,011 0,659 0,704 12
Learners All 0,643 0,007 0,628 0,657 12
Natives All 0,671 0,007 0,657 0,686 12
All Congruency 0,651 0,007 0,637 0,666 24
All Incongruency 0,663 0,008 0,647 0,679 24
ANOVA by subjects in ACTIVES

Degr. of
Effect SS freedom MS F p
Subjects 0,01 1 0,01 8,202 0,009*
Congruency 0,002 1 0,002 1,159 0,293
Congruency x Subjects 0,001 1 0,001 0,565 0,46
Planned comparisons by subjects in ACES/
Learners versus natives
in congruent actives=(1,22)= 2,07§=0,163
in incongruent activedt(1,22)= 5,598, p=0,027
Congruency:
in Learners: F(1,22)=0,052;0,820
in Natives: F(1,22)=1,67p50,209
Al: By items: Rat® means table in etives
SUBJECTS INFOSTRUCTURE | Mean Std.Err. | -95,00% 95,00% N
Learners congruent 0,637 0,010 |0,617 0,658 24
Learners incongruent 0,645 0,008 |0,628 0,661 24
Natives congruent 0,654 0,005 |0,644 0,665 24
Natives incongruent 0,684 0,009 |0,666 0,702 24
Leaners All 0,641 0,007 |0,625 0,656 24
Natives All 0,669 0,007 |0,655 0,683 24
All Congruency 0,646 0,008 | 0,630 0,662 24
All Incongruency 0,664 0,008 |0,648 0,681 24
ANOVA by items in actives

Degr. of

Effect SS freedom | MS F P
Subjects 0,019 1 0,019 |133 0,001*
Congruency 0,008 1 0,008 |4,22 0,051
Congruency x Subjects 0,003 1 0,003 |1,55 0,225

Planned comparisons by items in actives

Learners versus natives

in congruent actives: F(1,23)= 2,3$80,139

in incongruent activedt(1,23)= 10,081, p5004

Congruency:

in Learners: F(1,23)=0,26%5;0,611

in NativesF(1,23)=7,331p=0,012
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7.3 A2. ANALYSIS BY SUBJECTS IN PASSIVES

A2. By Subjects in Passives: Ratmeans table

SUBJECTS INFOSTRUCTU] Mean Std.Err. -95,00% 95,00% N
Learners Congruemn 0,645 0,011 0,622 0,667 12
Learners Incongruent 0,627 0,011 0,605 0,649 12
Natives Congruent 0,634 0,011 0,612 0,657 12
Natives Incongruent 0,664 0,011 0,642 0,686 12
Learners All 0,636 0,009 0,617 0,655 12
Natives All 0,649 0,009 0,630 0,668 12

Al Congruency 0,640 0,008 0,624 0,655 24

All Incongruency | 0,645 0,007 0,630 0,661 24
ANOVA by subjects in PASSIVES

Effect SS Degr. freedom | MS F P

Subjects 0,002 1 0,002 1,078 0,31

Congruency 0 1 0 0,526 0,476

Congruency )

Subjects 0,007 1 0,007 8,893 ,007*

Planned comparisons by subjects in PASSIVES

Learners versus natives:

in congruent passives: F(1,22)= 0,45-2),498

in incongruent passive§i(1,22)= 6,211p=0,0207

Congruency:

in Learners: F(1,22)= 2,546;0,125

in Natives: F(1,22)6,872, p=0,015

A2. By items in Passives: R&aneans table

SUBJECTS INFOSTRUCTUI Mean Std.Err. -95,00% 95,00% N
Learners Congruent 0,637 0,007 0,623 0,652 24
Learners Incongruent 0,622 0,015 0,590 0,653 24
Natives Gongruent 0,636 0,009 0,618 0,6%4 24
Natives incongruent 0,667 0,008 0,650 0,684 24
Learners All 0,630 0,010 0,608 0,651 24
Natives All 0,651 0,008 0,635 0,668 24
All Congruency 0,637 0,009 0,618 0,655 24
All Incongruency 0,644 0,014 0,616 0,672 24
ANOVA by items in PASSIVES

Effed SS Degr.of freedom| MS F P

Subjects 0,011 1 0,011 6,359 0,019*
Congruency 0,001 1 0,001 0,352 0,559

Congruency x Subjects | 0,013 1 0,013 6,061 0,022*

Planned comparisons by items in PASSIVES

Learners versus natives:

in congruent passives: F(8)2 0,026p=0,873

in incongruent passive§(1,23)= 8,72%=0,007

Congruency:

in Learners: F(1,23)= 0,7%8;0,407

in Natives: F(1,23)= 5,810, p=0,024
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7.4 APPENDIX BAGENTS

Agents: ANALSIS BY SUBJECTS: RT rates in actives and passives

Subjecs | L1 agent_active_giver| agent_active_new agent_passive_givel agent_passive_ne
1 Spanish | 0,308402292 0,315756591 0,418226508 0,437443199
2 Spanish | 0,358653527 0,326924889 0,386785449 0,302523659
3 Spanish | 0,253121836 0,278165475 0,37810518 0,388111312
4 Spanish | 0,305204383 0,277327089 0,342126126 0,398712198
5 Spanish | 0,236208531 0,191841725 0,365292927 0,397042802
6 Spanish | 0,385891869 0,243450872 0,307889282 0,384697476
7 Spanish | 0,208849637 0,302388886 0,320861431 0,375427075
8 Spanish | 0,2978886% 0,313847967 0,376811594 0,37253228
9 Spanish | 0,313046129 0,31827983 0,346041484 0,32570141
10 Spanish | 0,352179214 0,355913381 0,323925172 0,467583785
11 Spanish | 0,289505338 0,28309509 0,344181855 0,390462216
12 Spanish | 0,299238465 0,294419673 0,35718954 0,328810194
13 English | 0,309132019 0,368326335 0,398664405 0,373924051
14 English | 0,251010294 0,285832096 0,33851346 0,394942904
15 English | 0,263048017 0,506006628 0,362373317 0,341498465
16 English | 0,409711983 0,183142358 0,349564472 0,347603256
17 English | 0,308356491 0,470762045 0,390314093 0,282302063
18 English | 0,267811744 0,302682313 0,331626849 0,343962829
19 English | 0,377715169 0,380172566 0,306983562 0,322124807
20 English | 0,30674197 0,436075036 0,362411935 0,364950712
21 English | 0,34832759 0,399440151 0,333794558 0,320234676
22 English | 0,245878197 0,34756297 0,337953685 0,354291575
23 English | 0,294354038 0,294246102 0,374671916 0,366189229
24 English | 0,30873102 0,297665959 0,384983235 0,368421053
Promedio 0,304113066 0,323888585 0,355802352 0,364562218
Desvest 0,049569302 0,076443404 0,028944169 0,041444614

KolmogorovSmirnov,
Lilliefors

d=,17849, p> .20;
p>.10

d=,15420, p> .20;

p>.15

d=,09036, p> .20;
p> .20

d=,12164, p> .20;
p<,20
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Agents: ANALSIS BY ITEMS: RT rates adifcodes 1, 3) and passives (codeg)2

Verb codel sl | code3_ sl |code2 s3 | code4_s3 |codel sl |code3_sl |code2 s3_|coded_s3
Learners |Learners |Learners |Learners | Natives Natives Natives Natives
bite 0,40 0,23 0,29 0,42 0,31 0,28 0,33 0,33
convince 0,29 0,34 0,40 0,32 0,30 0,39 0,29 0,36
choose 0,40 0,25 0,27 0,41 0,29 0,47 0,34 0,33
fascinate 0,28 0,30 0,35 0,42 0,26 0,26 0,37 0,38
feed 0,30 0,30 0,48 0,37 0,33 0,46 0,34 0,37
find 0,32 0,20 0,36 0,46 0,35 0,29 0,35 0,37
forget 0,30 0,32 0,43 0,33 0,29 0,26 0,31 0,33
help 0,29 0,26 0,33 0,47 0,31 0,30 0,33 0,33
hug 0,29 0,32 0,29 0,28 0,27 0,33 0,34 0,32
hurt 0,22 0,27 0,38 0,40 0,34 0,42 0,42 0,38
identify 0,23 0,20 0,34 0,36 0,32 0,34 0,35 0,33
insult 0,23 0,35 0,33 0,34 0,32 0,29 0,44 0,31
invite 0,32 0,25 0,36 0,34 0,32 0,41 0,29 0,36
kill 0,26 0,35 0,37 0,37 0,27 0,34 0,32 0,37
kiss 0,28 0,22 0,35 0,37 0,28 0,30 0,34 0,34
protect 0,32 0,26 0,33 0,53 0,36 0,30 0,35 0,36
punish 0,41 0,34 0,34 0,40 0,23 0,31 0,36 0,32
push 0,23 0,25 0,34 0,44 0,34 0,43 0,34 0,36
save 0,34 0,29 0,41 0,32 0,29 0,61 0,32 0,36
see 0,28 0,34 0,48 0,35 0,29 0,42 0,40 0,37
shot 0,25 0,30 0,30 0,29 0,24 0,39 0,37 0,35
stop 0,24 0,29 0,33 0,37 0,28 0,36 0,32 0,48
support 0,27 0,38 0,33 0,38 0,27 0,32 0,34 0,32
visit 0,26 0,27 0,32 0,38 0,29 0,31 0,38 0,39
Promedio 0,29 0,29 0,35 0,38 0,30 0,36 0,35 0,35
Desv. Estandar| 0,055 0,050 0,054 0,058 0,033 0,082 0,036 0,036
Kolmogorov d=,10741, |d=,11060, | d=,11297, | d=,20830, | d=,16101, | d=,09259, | d=,12108, | d=,13875,
Smirnov p>.20; p> .20; p> .20; p>.20; p>.20; p>.20; p>.20; p>.20;
Lilliefors p>.20 p> .20 p>.20 p<,01 p<,15 p>.20 p>.20 p>.20
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7.4.1 B1: Agents in Actives by subjects and by items .

B1. By subjects: Agents in Actives: Ratmeans table

SUBECTS INFO_STATUS | Mean Std.Err. -95,00% 95,00% N
Learners given 0,301 0,015 0,270 0,331 12
Learners New 0,292 0,020 0,250 0,334 12
Natives given 0,308 0,015 0,277 0,338 12
Natives new 0,356 0,020 0,314 0,398 12
Learners All 0,296 0,012 0,271 0,321 12
Natives All 0,332 0,012 0,307 0,357 12
All Givennes 0,304 0,010 0,283 0,326 24
All Newness 0,324 0,014 0,294 0,354 24
ANOVA AGENTS in ACTIVES

Degr of
Effect SS freedom | MS F p
SUBJECTS 0,015 1 0,015 4,313 0,050*
INFO_STA 0,005 1 0,005 1,165 0,292
SUBJECTS xINFO_STA | 0,01 1 0,01 2,45 0,132
Planned comparisons Agents in Actives
Learners versus natives
in given agentst(1,22)= 0,11(h=0,742
in new agents: F(1,22)= 4,96=0,036
Info_status
in Learners: F(1,22)=0,11950,734
in Natives: F(1,22)=3,496-0,075
B1. By items. Agents in Actives: R&eneans table
SUBJECTS INFO_STATUS| Mean Std.Err. -95,00% 95,00% N
Learners given 0,293 0,011 0,270 0,316 24
Learners new 0,286 0,010 0,265 0,307 24
Natives given 0,298 0,007 0,286 0,312 24
Natives new 0,358 0,017 0,323 0,393 24
Learners All 0,289 0,010 0,268 0,310 24
Natives All 0,328 0,013 0,301 0,355 24
All Givennes 0,296 0,009 0,278 0,313 24
All Newness 0,322 0,014 0,293 0,351 24
ANOVA AGENTS in ACTIVES

Degr of

Effect SS freedom | MS F p
SUBJECTS 0,036 1 0,036 9,717 0,005*
INFO_STATUS 0,017 1 0,017 4,662 0,042*
SUBJECTS xINFO_STATUS| 0,027 1 0,027 8,533 0,008*
Planned comparisons Agents in Actives

Learners versus natives

in given agentst(1,23)= 0,153=0,699

in new agentsF(1,23)= 13,72=0,001

Info_status

in Learners: F(1,23)=0,20410,656

in Natives¥(1,23)=11,525=0,002
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7.4.2 B2. Agentsin Passives by subjects and by items.

B2. By subjects: Agents in Passives: Fateeans table

SUBJETS INFO_STATUS | Mean Std.Err. -95,00% 95,00% N
Learners given 0,356 0,009 0,338 0,373 12
Learners new 0,381 0,011 0,357 0,404 12
Natives given 0,356 0,009 0,338 0,374 12
Natives new 0,348 0,011 0,325 0,372 12
Learners All 0,368 0,007 0,354 0,383 12
Natives All 0,352 0,007 0,338 0,367 12
All Givennes 0,356 0,006 0,343 0,368 24
All Newness 0,365 0,008 0,348 0,381 24
ANOVA AGENTS in PASSIVE

Effect SS Degr of freedom| MS F p

SUBJECTS 0,003 1 0,003 2,627 0,119

INFO_STA 0,001 1 0,001 0,758 0,39

SUBJECTS xINFO_J 0,003 1 0,003 2,648 0,118

Planned comparisons Agents in Passives

Learners versus natives

in given agentst(1,22)= 0,00=0,975

in new agents: F(1,22)= 4,1§%0,053

Info_status

in Learners: F(1,22)=3,118;0,091

in Natives: F(1,22)=0,286:0,597

B2. By items Agents in Passives: Ratmeans table

SUBJECTS INFO_STATUS | Mean Std.Err. -95,00% 95,00% N
Learners given 0,354 0,011 0,331 0,377 24
Learners new 0,380 0,012 0,355 0,404 24
Natives given 0,347 0,007 0,332 0,362 24
Natives new 0,354 0,007 0,339 0,369 24
Learners All 0,367 0,010 0,345 0,388 24
Natives All 0,351 0,007 0,336 0,365 24
All Givennes 0,351 0,009 0,331 0,370 24
All Newness 0,367 0,010 0,346 0,388 24
ANOVA AGENTS in PASSIVES

Effect SS Degr of freedom| MS F p

SUBJECTS 0,006 1 0,006 3,898 0,06
INFO_STATUS 0,006 1 0,006 2,615 0,119

SUBJECTS

INFO_STATUS 0,002 1 0,002 0,767 0,39

Planned comparisons Agents in Passives

Learners versus natives

in given agentds=(1,23)= 0,273=0,606

in new agents: F(1,23)= 3,638;0,069

Info_status

in Learners: F(1,23)=2,13250,159

in Natives: F(1,23)=0,41950,528
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