
The determination of the stoichiometries and the stability
constants of complexes is an important subject in analytical
chemistry and other branches of chemistry.  Many computer
programs, such as HYPERQUAD,1 SUPERQUAD,2 SIRKO,3

and POLET4 have been proposed to obtain their values.
However, the stoichiometry and the global stability constant of
a complex are frequently estimated from the measurement and
treatment of analytical data using a wide selection of traditional
methods.  These include the following: Job,5 Yoe and Jones,6

Harvey and Manning,7 Holme and Langmyhr,8 Rose and
Drago,9 Bench and French,10 and Diehl and Lidstrom11 methods
as well as stoichiometric12,13 and non-stoichiometric14 dilution
methods.  Lately, more than 80 papers have been published
where some of these methods have been used to calculated the
stoichiometry and/or the stability constant of metallic
complexes or similar compounds.

The traditional methods are based on the graphical
representation of curves derived from more or less complicated
functions, obtained by means of the experimental measurement
of analytical signals from a chemical system in equilibrium.
From the study of these curves, conclusions are reached and the
numerical results achieved are dependent on a large subjective
observer-determined component.  Therefore, these results do
not guarantee the quality required from a rigorous study of
statistical validation.

Of the above, Job’s and Yoe and Jones’ methods are the most
widely used due to the simplicity of their theoretical foundation
and their straightforward experimental application.  They are
based on the study of a graphical representation of analytical
signals versus ligand molar fraction (Job’s method) or molar
ratio ligand/metal (Yoe and Jones’ method).  In the
representation the analytical signal increases with the ligand
molar fraction (or the molar ratio) until a maximum is reached;
at this point, the analytical signal diminishes (Job’s method) or
it is maintained constant (Yoe and Jones’ method).  The

maximum of the curve corresponds to the maximum formation
of complex and it indicates the molar ligand fraction, which is
the stoichiometry of the complex.

The curvature of the line obtained depends on the stability of
the complex; the more stable it is, the closer the lateral segments
of the experimental curve approach a straight line because
formation of the complex is practically total.  From the
adjustment of the two parts of the curve, we obtain, therefore,
two straight lines: one with a positive slope due to the increase
of the proportion of complex in the solution, and another with a
negative slope (Job’s method) or with a different positive slope
(Yoe and Jones’ method) due to the lesser formation of complex
when the stoichiometric point is exceeded.

When the complex is very stable, two straight lines can be
traced directly on the experimental points obtained; these
intersect at a point that corresponds to the stoichiometry of the
complex.  On the other hand, if the complex shows less
stability, it is necessary to plot the straight lines using only the
experimental points most distant from the maximum; the
stoichiometry is obtained from the intersection of the extensions
of these straight lines.  In the case of a weak complex, the
experimental curve does not present any straight segments and
the application of the method is impractical (Fig. 1).

In a similar way, the stability constant of the complex can be
estimated from the vertical distance that separates the
intersection point of the straight lines plotted and the maximum
of the experimental curve.

The choice of the straight segments of the experimental curve
is the crucial stage in the application of these methods, since the
results obtained depend entirely on this process.  Two
methodologies are traditionally used to achieve these straight
lines: a) Using a plot.  In this case, the numerical values
obtained do not have any statistical corroboration, since the
straight lines used are not appropriately validated.  In addition,
the use of a graphical method prevents us from obtaining a
coverage interval for the value of the stoichiometry and for the
constant of stability.  b) Fitting experimental points using least
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square regression.  However, as the complex formation reaction
is not quantitative, a curvature is obtained in the proximity of
the stoichiometric point and this can impede an appropriate
choice of linear segments.  This fact produces a high degree of
subjectivity in the conclusions of each study.  Indeed, the
presence of anomalous points or outliers in experimental data
can modify the plotting of these straight lines and therefore the
values of stoichiometry and stability constant obtained.

Job’s and Yoe–Jones’ methods are the most widely reported in
the literature and the methodological problems derived from
their application can be considered representative of those
related to the estimation of the stoichiometry and stability
constants of a chemical compound by means of graphical
procedures.  Therefore, in this paper a rigorous protocol for the
application of these methods is proposed in order to offer an
alternative to computer programs when the stoichiometry and
stability constants of a complex must be estimated and suitable
computer programs are not available.  It is a simple and easy
procedure, during which calculations may be performed and
graphs produced either in Excel or in any other spreadsheet.
The proposed procedure uses three different regression models
to fit the experimental points, avoiding the previously described
ambiguous situations and determining validated values of
stoichiometries and stability constants of complexes in solution.

Theoretical Aspects

We assume the reaction of formation of the complex: mM + gL
→ MmLg, where M represents the metallic ion, L the ligand
and m and g the corresponding stoichiometric coefficients,
respectively.  On this assumption, solutions of metal (CM) and
ligand (CL) are prepared and measured in accordance with the
literature.5,6

Job’s method
The analytical signals measured (S) are plotted versus the

corresponding reagent molar fractions (x), where x = CL/C and
C = CM + CL is a constant.  A curve with a signal maximum for
a certain value of molar fraction is obtained, from which the
stoichiometric molar fraction (SMF) can be deduced:

xmax = SMF = g/(g + m) (1)

which indicates the stoichiometry of the complex (g:m).
The curvature of the experimental lines is due to the fact that

the complex formation reaction is not quantitative, so the
complex formation constant can be estimated from the
deviations of the theoretical straight lines.  The stability
constant, Kest, is given by the expression:

Kest = (2)

and each one of these concentrations can be expressed in terms
of the initial concentrations of metal (CM) and/or ligand (CL):

[MmLg] = (1/m)CM(1 – α) = (1/g)CL(1 – α)

[M] = CM – m[MmLg];  [L] = CL – g[MmLg]

where α is the degree of dissociation of the complex.
The concentrations CL and CM can also be expressed as:

CL = Cx; CM = C – CL = C(1 – x)

[MmLg]————
[M]m[L]g

By replacing these expressions in Eq. (2) and regrouping terms,
the following equation12 is obtained:

Kest = (3)

Substituting the value of SMF (Eq. (1)) in Eq. (3), it is
possible to obtain an equation of the stability constant in terms
of the total concentration (C), the degree of dissociation (α), and
the stoichiometric coefficients, m and g:

Kest = (4)

The value of the stability constant must be accompanied by its
corresponding uncertainty, Kest ± kuKest, where uKest is the
standard uncertainty associated with the estimated value of the
stability constant.  It is calculated by applying the variance
propagation rule to the stability constant equation (Eq. (4)), thus
obtaining the expression:

By operating and regrouping the terms we obtain:

uKest
2 = ·

2

uα
2 (5)

where α is the degree of dissociation and uα is the uncertainty
associated with this estimation.

To estimate the stability constant it is necessary to know the
degree of dissociation of the complex, α, which is obtained by
the following equation:

α = = 1 – (6)

where Smax is the analytical signal of the maximum at the
experimental curve that represents the maximum quantity of the
complex that is formed with a degree of dissociation (α) and SIP

is the analytical signal corresponding to the intersection point of
the straight lines, i.e. the analytical signal due to the complex
when the maximum quantity of complex is formed with a value
of α = 0.

For a less strong complex (Fig. 1 I.A), tangents to the curve
(Fig. 1 I.B) intersect at a point which corresponds to Smax, and
are located below the intersection point of the straight lines,
corresponding to SIP, which represents the behaviour of the
complex when the value of tends to zero (Fig. 1 I.C).

This difference between the intersection points of the
experimental and theoretical straight lines (Fig. 1 I) means that
the value of the degree of dissociation obtained with the
intersection point B is considerably smaller than what would be
obtained with the intersection point A.  This decrease in the
degree of dissociation would produce an overestimation of the
stability constant; therefore, the use of Smax, corresponding to the
intersection point of experimental straight lines, is only valid
when the difference between the analytical signals of the two
points (A and B) is very small, i.e., when the difference between
the degrees of dissociation is negligible.  Since the degree of
dissociation depends on the value of the stability constant and
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on the concentration of C (α = f(Kest, C)), a limitation12 on the
use of Smax can be established.  Thus, only when KestCm+g–1 ≥ 100
would be possible to use this value, because only in this case is
there 99% confidence that the metal will be complexed.

In practice, and to avoid these situations, the degree of
dissociation can be calculated from the value of the analytical
signal of the maximum of the experimental curve, Smax and from
the theoretical value of the analytical signal,15 S0, under
conditions of maximum complexation (α = 0), that is when the
whole metal has been transformed into complex:

α = = 1 – (7)

The relation between the analytical signal and the
concentration complex is linear: S = ϕ0 + ϕ[MmLg], where ϕ0 is
the independent term of the function and ϕ is the linear
coefficient that represents the proportional factor between the
analytical signal and the concentration of complex.  When one
considers that the maximum concentration of complex (α = 0)
has been formed, then [MmLg] = CM/m and the expression of the
analytical signal can be written in the following way:

S = ϕ0 + CM (8)

This equation is a particular expression of the calibration
function when a linear model is completed.  Therefore, when an
excess of reagent is used, a straight line would be obtained in
the analytical signal versus metal concentration (CM) plot, where
the intercept is ϕ0 and the slope is ϕ/m.

The theoretical maximum analytical signal, S0, is obtained by

ϕ—
m

Smax——
S0

S0 – Smax————
S0

replacing the metal concentration value at the maximum of the
Job’s plot in the function defined by Eq. (8):

S0 = ϕ0 + (ϕ/m)CM,max (9)

where CM,max is the metal concentration at the stoichiometric
point: CM,max = C(1 – xmax).

The uncertainty of the degree of dissociation, uα, is calculated
by applying the uncertainties propagation rule to Eq. (7).  This
uncertainty depends on the analytical signal corresponding to
the maximum of the curve, Smax, and the value of the maximum
theoretical analytical signal, S0, and their corresponding
variances, according to the expression:

uα
2 = s2 = 

2

+ (10)

uS,max and uSo are the uncertainties associated with the above
cited magnitudes, which are the corresponding standard
deviations (sS,max and sSo) calculated by regression.

The value of sS,max is calculated by direct application of Eq.
(24).  On the other hand, sSo is obtained by applying Eq. (11) to
Eq. (9):

sSo = sresid
2 + (CM,max – C

—
M)2sϕ/m

2
1/2

(11)

where CM,max is the metal concentration estimated from the
molar fraction in the maximum of the experimental curve and
C
—

M is the mean of the concentrations used in the calibration curve.
The number of effective degrees of freedom (ν) associated

with the estimation of the stability constant (which coincide
with those of the estimated degree of dissociation) necessary to
set the value of the coverage constant (k)16 in the uncertainty
estimation (Kest ± k·uKest) can be calculated by applying the
Welch17–Satterthwaite18 equation to the components uSmax and
uSo:

(12)

Yoe and Jones’ method
The analytical signals measured (S) are plotted versus the

corresponding molar ratios (r), where r = CL/CM, and a curve is
obtained.  The stoichiometry of the complex is estimated from
the point where this curve changes its slope:

SMR = g/m (13)

The stability constant, Kest, is given by the expression (2) and
each one of these concentrations can be expressed in terms of
the initial concentrations of metal (CM) and/or ligand (CL):

[MmLg] = (1/m)CM(1 – α)

[M] = CM – m[MmLg]; [L] = CL – g[MmLg] = rCM – g[MmLg]

where α is the degree of dissociation of the complex.
By substituting these expressions in Eq. (2) and regrouping

terms, one obtains the following equation:
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Fig. 1 (A) Simulated data for a less strong complex, (B) tangents to
the curve and (C) the corresponding straight lines for a strong
complex.  (I) Job’s method, (II) Yoe and Jones’ method.



(14)

The standard uncertainty associated (uKest) with the estimated
value of the stability constant is obtained from the expression:

uKest
2 = ·

2

uα2 (15)

Similarly to Job’s method, it is necessary to know the degree
of dissociation of the complex, α, which is obtained by the
following equation:

α = = 1 – (16)

where SIC is the analytical signal of the corresponding molar
ratio at the intersection point of the experimental curve and SIP

is the analytical signal corresponding to the intersection point of
the straight lines (Fig. 1 II).

In practice, the degree of dissociation is calculated from the
value of the analytical signal of the corresponding
stoichiometric relation, SIC, and from the theoretical value, So:

α = = 1 – (17)

S0 and the uncertainty of the dissociation degree, uα, are
calculated in a similar way to that described in the Job’s method
using similar equations to 9 and 10.

Applied regression models
To choose the experimental points, which can be adjusted to

straight lines, one can use a least median squares regression
(LMSR).19 Standardized residuals calculated from this
regression allow us to discern among the points that are fitted to
a straight line and those that are considered anomalous or
belonging to the curved area.

When the experimental points corresponding to linear
segments are selected, the two equations that are best fitted to
these data are calculated by means of linear least squares
regression (LSR).20 The extensions of these two straight lines,
one with a positive slope and the other with a negative slope,
intersect at a point from which the stoichiometry complex can
be deduced.  Due to the presence of errors in the calculation of
the value of the intersection point, this might not coincide with
any of the theoretical values of stoichiometry.  But if the
coverage interval of the intersection point is calculated and it is
confirmed that this interval contains only a theoretical value of
the stoichiometry, it would be possible to assign this theoretical
value as the stoichiometry complex.

The experimental points corresponding to the central segment,
which were eliminated from the previous calculations, can be
adjusted by means of least squares polynomial regression
(LSPR).20 The value of the maximum obtained from
polynomial regression is used to check that the molar fraction is
included in the confidence interval of the intersection point
obtained with the purpose of calculating the stoichiometry of
the complex.

Finally, we carry out a strategy to model the linear
relationship between the analytical signal and the concentration
complex.  Thus, the LSR model is applied to the experimental
points obtained.  The theoretical maximum signal is calculated
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using the linear function estimated.  The degree of dissociation
can be obtained from the vertical distance between the value of
the theoretical maximum analytical signal and the
corresponding experimental analytical signal.  Then, the
stability constant of the complex can be estimated.

The calculation algorithms used are described below:
A) Least Squares Linear Regression Model

The linear regression model is based on the following
equation: S = a + bx + ∆e.  In this case, the predictor variable (x)
is the ligand molar fraction, and the variable response (S)
represents the analytical signal measured, while a and b are the
regression coefficients estimated and ∆e denotes the random
error term that affects the experimental response.

This model allows estimating more exact coefficients (a and
b), and will present a smaller variance if the random errors are
independent of the predictor variable, follow a normal
distribution and present homocedasticity.20 The a and b values
should be such that: min[Σ{Si – (a + bxi)}2, i = 1, 2, ···, n].
However, if for some reason one or more data do not follow the
linear tendency, for example, if there are anomalous values or
the experimental line presents curvature, its contribution to the
sum of squares is very important, as it causes an non-accurate
estimation of the values of the independent term and slope.
B) Least Median Squares Regression Model

LMSR, which was proposed by Massart and Rousseeuw,21,22 is
one of the robust regression techniques that presents greatest
breakdown (50%); thus, if at least 50% of the experimental
points are fitted to a linear model, the application of LMSR
enables the estimation of the model, without taking into account
the presence or otherwise of anomalous points.

LMSR estimates the coefficients, a and b, of the linear model,
such that the median of the sum of squares of the residuals
reaches a minimum value: min median [Σ{yi – (a + bxi)}2, i = 1,
2, ···, n].  Since the median is insensitive to the presence of large
residuals, the existence of anomalous points does not modify the
values of the coefficients that permit one to obtain the minimum
in the previous equation.  Therefore, anomalous points can be
identified and then the rest of the data can be fitted to a linear
model using LSR.

The 2-step process used to identify the points considered
anomalous or points that present deviation from the linear
model is the following: 1) Calculation of an initial estimator:19 s°

= 1.4826·[1 + 5/(n – 2)]·(med(Ri
2))1/2, where 1.4826 × [1 + 5/(n

– 2)] is a correction factor, n is the number of experimental
points and Ri are the residuals obtained.  Those points that have
a value of |Ri/s°| smaller than or equal to 2.5 are considered
acceptable.  2) Calculation of a final estimator: s* = [ΣRi

2/(n* –
2)]1/2, where n* is the number of points selected in the previous
step.  The proportion |Ri/s*| is termed the standardized residual
(SR) and so if SR > 2.5 the point is considered anomalous and
should be eliminated from the linear model estimation.
C) Intersection point and coverage interval

By fitting the left and right linear segments of Job’s or
Yoe–Jones’ plot to straight lines, the intersection point of their
extensions can be obtained, and then the stoichiometry (SMF or
SMR) of the complex is calculated by the abscissa value of the
intersection point (xIP): S = a1 + b1x and S = a2 + b2x:

xIP = = (18)

As each line is associated with two coverage bands (a
hyperbolic arch at each side of the line), the intersection point
(xIP) is a value with which a certain coverage interval can also
be associated.

∆a—∆b
a2 – a1———
b1 – b2

1434 ANALYTICAL SCIENCES   OCTOBER 2003, VOL. 19



Of the different procedures proposed to determine the interval
of coverage of the intersection point of two straight lines, the
method proposed by Lark et al.23,24 has been chosen, because it
is relatively simple and allows a good estimate of the coverage
interval, presenting, at the same time, solid statistical support.25

To obtain the coverage interval, it is necessary to solve an
equation that depends on the parameters of the two regression
straight lines, i.e. the slopes and their associated variances, the
independent terms and their associated variances and a
covariance term, because there is a correlation between the
slope and the independent term in each one of the straight lines:

x2[(∆b)2 – k2s∆b
2] – 2x[∆a·∆b – k2s∆a∆b] + [(∆a)2 – k2s∆a

2] = 0 (19)

where s∆a
2 = sa1

2 + sa2
2, is the variance of the difference of the

independent terms, s∆b
2 = sb1

2 + sb2
2, is the variance of the

difference of the slopes and s∆a,∆b is the covariance term
following the expression:

s∆a,∆b = s̄ resid
2 (20)

where:

s̄ resid
2 = (21)

Here, sresid
2 is the residual variance in the regression, n is the

number of experimental points on each one of the straight lines
and ν = n – 2 are the number of degrees of freedom on each
regression line.  The term Qx

2 is the well-known reduced sum of 

squares of x, given by the expression: Qx2 = (xi – x–)2.

The two values corresponding to the coverage interval
associated with the intersection point in the abscissa value of the
straight lines, (xIP + ksx,IP) and (xIP – ksx,IP), are obtained by
solving Eq. (19).  To do this, the corresponding Student’s t
value for a particular significance level and ν = n1 + n2 – 4
degrees of freedom should be chosen as the value of the
coverage constant, k.  An estimate of the standard deviation
associated with the intersection point (sx,IP) can be obtained from
this interval.

If the coverage interval calculated for SMF or SMR only
includes one of the theoretical stoichiometry values, this value
can be assigned to the complex.  Otherwise, it would not be
possible to assign any of the stoichiometries and it would be
advisable to repeat the process after increasing the number of
experimental points.
D) Least Squares Polynomial Regression Model

LSPR26 is used to fit the experimental points located in the
curved segment into a polynomial equation, the applied model
is: S = a + bx + cx2 + ··· + zxp + ∆e, where p represents the
degree of the polynomial.

By selecting the degree of the polynomial and obtaining the
equation that best fits to the experimental data, it is possible to
calculate the maximum of the curve, MAX = (xmax, Smax), where
xmax would correspond to SMF or SMR and Smax would be the
value of the predicted analytical signal for the value of SMF or
SMR.  To calculate the equation maximum, the first-derivate
function with respect to the independent variable is made equal
to zero and the roots of the resulting equation are obtained.

When there is a second order polynomial (S = a + bx + cx2),
the molar fraction and the analytical signal in the maximum are
calculated according to the following equations:

n

∑
i=1

ν1(sresid
2)1 + ν2(sresid

2)2———————————ν1 + ν2


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2 (22)

However, in the case of a third order polynomial (S = a + bx +
cx2 + dx3) when the derived equation is solved, two solutions are
obtained from which we select the value with a negative
second-derivate function with regard to x, according to the
following equations:

(23)

The standard deviation19 associated with the maximum signal
value, ss,max, in the estimated polynomial curve is calculated by:

(24)

where sresid is the corresponding residual standard deviation, Xo

is the matrix formed by the independent variables (x, x2, x3, ···)
when substituting the value of the maximum, Xo

T is the
transpose matrix of Xo:

(25)

and the matrix (XTX)–1 is obtained from the variance-covariance
matrix (V) of the regression coefficients:

(26)

where the main diagonal (sa
2, sb

2, sc
2, ···, sz

2) represents the
variances associated with the regression coefficients (a, b, c, ···,
z, respectively) and the rest of the matrix is composed of the
covariances among these coefficients.

Proposed Protocol

To reach the final objective of calculating the stoichiometry
and stability constant of complexes with their associated
intervals of coverage, a general protocol is proposed (Fig. 2).

To check the applicability of the proposed methodology, first,
the proposed protocol is applied to simulated data considering
colored complexes that have an absorption maximum in the
UV-visible region and second, it is applied to experimental data
obtained from the application of Job’s and Yoe and Jones’
methods to the colored complex formed between a metallic ion
and an azo-compound.
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Validation of the Proposed Methodology with
Simulated Data

Applying the theoretical equation of the stability constant, one
can obtain simulated data for different stability constants, Kest,
by fixing the stoichiometry m and g), the maximum absorbance
A0 = 1, the concentration C = CM + CL (Job’s method) or the
concentration CM (Yoe and Jones’ method), which are constants
in the studied cases.  As the value of the dissociation degree is a
function of the product of the stability constant and the
concentration, α = f(KestCm+g–1), if we represent α versus –log C
(Job’s method) or –log CM (Yoe and Jones’ method) for
different stability constants, the value of the absorption
maximum, Amax (Fig. 3), can be determined for any value of C
and CM in the range of stability constants studied.

The corresponding theoretical absorbance for each value of
molar fraction is obtained by varying the molar fraction
between 0.01 and 0.99 (99 data).  At the curvature area, replicas
of the points were obtained in order to get a better fit of the
experimental data to the polynomial model.  A variability
component (SD = 0.01 or 0.02) is added to these theoretical
absorbances.  The variability component is obtained from a
normal distribution of mean zero, N(0, SD), where SD is the
theoretical standard deviation of repeatability from the
absorbance values between 1% – 15% of the maximum
absorbance.

LMSR was applied to the data that could constitute linear
segments, including points of the curved area that might be
considered to correspond to the segments under study.  Points
with standardized residuals greater than 2.5 were removed and
LSR was applied to the points not rejected, to obtain the
parameters of linear models (Tables 1 and 3) associated with
each line (straight lines 1 and 2).

The intersection point was obtained by using the equations of
these straight lines (Tables 1 and 3), it provides the ligand/metal
molar fraction and therefore the stoichiometry of the complex.

The points close to the maximum of the curve and their
corresponding replicates were fitted to a 2nd order equation by
means of LSPR (Tables 1 and 3).  The maximum point of this
function and the standard deviation of the maximum absorbance
in the curve were obtained (Tables 2 and 4).

The proportionality factor, the molar absorptivity (ε) in this
case, was estimated using simulated data pairs (absorbance,
metal concentration).  The theoretical values (for A0 = 1) and
experimental values of ε are shown in Tables 2 and 4.  By
means of LSR, a straight line can be obtained whose slope is the
value of the molar absorptivity (Tables 1 and 3, straight line 3).

The theoretical maximum absorbances and its standard
deviations are estimated from straight line 3 (Tables 1 and 3) for
the concentration at the stoichiometric point.

From Amax and Ao, the degree of dissociation and its
corresponding standard deviation were calculated (Tables 2 and
4).  Thus, using Eqs. (4) and (5) (Job’s method) and (14) and
(15) (Yoe and Jones’ method), one can estimate the stability
constant and its standard deviation (Tables 2 and 4).

For Job’s method, in two of the cases, 1:1 and 2:1
stoichiometries, it can be seen (Table 2) that the proposed
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Fig. 2 Experimental flow diagram of the proposed protocol to
calculate the stoichiometry and stability constant of complexes.

Fig. 3 Graphical representation of degree of dissociation versus
–log(CM + CL) for 1:1 stoichiometry complexes and different Kest

(1010, 106 and 102 M–1) using simulated data.  (I) Job’s method, (II)
Yoe and Jones’ method.



methodology is valid and that the conditions imposed are
fulfilled, i.e. the coverage interval of the molar fraction includes
only one theoretical stoichiometry value (0.50 and 0.67,
respectively), the maximum of the curve is also included in this
interval and the coverage interval of the stability constant
includes the previously fixed value.  Figure 4A shows the
intersection points for a 1:1 stoichiometry and Fig. 4B shows
the corresponding coverage intervals.

The results shown in Table 4 allow one conclude that, for the
Yoe and Jones’ method and in all cases, the coverage interval
estimated for the molar ratio includes only the corresponding
theoretical stoichiometry value and the previously fixed stability
constant is also included in the coverage interval of the stability
constant obtained.  Therefore, the proposed methodology is

applicable in the four cases studied: 1:1, 2:1, 3:1 and 4:1
stoichiometries.

When the variability level is represented graphically (SD)
versus the dissociation degree (Fig. 5) boundary curves are
obtained.  These curves represent the applicability limit of the
proposed procedure for stoichiometry tested.  The area bounded
by the curves gives us the area where the method can be
applied, i.e. the maximum standard deviation that the method
can present for each degree of dissociation.  For example, in
Fig. 5-I, if there is a standard deviation of 5%, the method is
applicable to a complex with a degree of dissociation between
0.07 and 0.85 for a 1:1 stoichiometry and only to a complex
with a degree of dissociation between 0.10 and 0.36 for a 2:1
stoichiometry.
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Table 1 Job’s method (parameters of the linear and polynomial 
models obtained from simulated data)

Table 2 Job’s method (parameters calculated from simulated data)

Table 3 Yoe and Jones’s method (parameters of the linear and 
polynomial models obtained from simulated data)

Table 4 Yoe and Jone’s method (parameters calculated from 
simulated data)



Application of the Proposed Methodology to
Real Data

To illustrate the proposed methodology, we have carried out a
complete application for the determination of the stoichiometry
and stability constant of the complexes formed by Ni(II) and
Co(II) and p-nitrophenylazo-2-naphthol-3,6-disulfonic acid
(disodium salt) (pRNa) (pH 9.30 and 9.60, respectively) using
the Job’s and Yoe and Jones’ method, respectively.

The application of the proposed methodology to the
experimental data obtained gave the following results: LMSR
criteria allow us to establish the experimental points belonging
to linear segments.  In this way, it ensures objectivity in the
selection of the points that will be fitted, using LSR, to a
straight line in each experimental area, with the previous
elimination of the anomalous points.  The parameters of the
adjusted straight line 1 and straight line 2 are shown in Tables 5
and 6.

The values of the molar fraction of the Ni(II) complex and of
the molar ratio of the Co(II) complex are: 0.695 ± 0.031 (k = 2)
and 2.149 ± 0.297 (k = 2), respectively.  They have been
obtained from the calculation of the abscissa coordinate of the
intersection point and the corresponding horizontal interval.
These values clearly allow us to attribute a 2:1 stoichiometry to
the complexes, since they do not differ significantly from the
theoretical value, 0.666 and 2, respectively, and the molar
fractions and the molar ratios that would indicate other
stoichiometries are not included in the above coverage intervals
(0.665 – 0.727 and 1.872 – 2.465, respectively).

Experimental points on the curved segments were then
adjusted to a polynomial function by means of LSPR.  The
coefficients of a third-order equation are shown in Tables 5 and
6.

MAX = (xmax, Amax) = (0.669; 0.603) represents the maximum
of the curve for the Ni(II)-pRNa complex.  The xmax value is
included inside the interval of horizontal coverage associated
with the intersection point, xIP ± kSxIP (0.669 ∈ [0.665 – 0.727])
and consequently it is possible to calculate the degree of
dissociation.  The standard deviation of the absorbance of this
maximum is sS,max = 0.003.

The value of absorbance associated with the molar ratio of the
Co(II)-pRNa complex is: AIC = 0.554 ± 0.004.

The values of molar absorptivities for the Ni(II) and Co(II)

complexes, ε = 11650 and 7427.5 dm3 mol–1 cm–1, respectively,
were estimated from the slopes of the appropriate calibration
graphs.  The parameters of the linear patterns are shown in
Tables 5 and 6 (straight line 3).

The theoretical maximum values of absorbance (A0) and its
standard deviation (sAo) for the metal concentration (CNi = 6.67
× 10–5 M and CCo = 8.0 × 10–5 M) in the stoichiometric points
are: 0.681, 0.004, and 0.597, 0.001, respectively.  Then, the
degrees of dissociation and its standard deviations were
calculated: 0.115, 0.007 and 0.071, 0.005.  Finally, the
estimated values of the stability constants and its coverage
intervals are Kest ± ksK = 3.30 × 1010 ± 1.21 × 1010 M–2, with k =
2, a significance level of 95% and 10 degrees of freedom (Ni(II)
complex) and Kest ± ksK = 8.95 × 1011 ± 3.47 × 1011 M–2, with k =
2, a significance level of 95% and 22 degrees of freedom
(Co(II) complex).

The uncertainty associated with the stability constant is so
large (a relative uncertainty of 37% and 39%, respectively)
because too few experimental points were used to calculate the
stoichiometry.  Therefore, to reduce this uncertainty it would be
necessary to carry out additional experiments.
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Fig. 4 Job’s method.  Intersection point for a 1:1 stoichiometry
complex and the corresponding coverage intervals.

Fig. 5 Applicability limits of the proposed procedure for: (I) Job’s
method.  1:1 and 2:1 stoichiometry complexes.  (II) Yoe and Jones’
method.  1:1, 2:1, 3:1 and 4:1 stoichiometry complexes.  SD =
theoretical standard deviation of repeatability.



Glossary of Symbols and Abbreviations

CM: concentration of metal M
CL: concentration of ligand L
x: molar ligand fraction
r: molar ratio
SMF: stoichiometric molar fraction
SMR: stoichiometric molar ratio
m and g: stoichiometric coefficients of the complex MmLg

Kest: stability constant of the complex MmLg

uKest: uncertainty associated with stability constant of the
complex MmLg

α: degree of dissociation
uα: uncertainty associated with the degree of dissociation
LMSR: least median squares regression
LSR: least squares regression
LSPR: least squares polynomial regression
a, b, ···, z: parameters of regression
sa, sb, ···, sz: standard deviation of parameters of regression
n: number of experimental data
Qx2: reduced sum of squares of x
sS or sA and sx: standard deviations of analytical response and
molar fraction
sresid: residual standard deviation in the regression
ν: degrees of freedom
SR: standardized residual
xIP: molar fraction in the intersection point between regression
curves
SIP or AIP: analytical response in the intersection point between
regression curves
SIC or AIC: analytical response of the corresponding molar ratio
at the intersection point of the experimental curves
sx,IP: standard deviation of the molar fraction in the intersection
point between regression curves
k: coverage factor
xmax: molar fraction in the maximum of the polynomial
regression
Smax or Amax: analytical response in the maximum of the
polynomial regression
sS,max or sA,max: standard deviation of the molar fraction in the
maximum of the polynomial regression
S0 or A0: theoretical maximum analytical response
sSo or sAo: standard deviation of theoretical maximum analytical
response
SD: theoretical standard deviation of repeatability
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