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PREFACE 
 
 
In the past decades the semiconductor industry has dedicated great efforts to advance in the 

continuous reduction of electron device dimensions. Today, scaling also remains as one of the 

most important challenges from the technology viewpoint. The channel length of Field Effect 

Transistors (FETs) has passed from micrometers to tens of nanometers following the 

prediction of the well-known Moore’s law, and this tendency goes on now, i.e. More Moore 

trend. The reduction of transistor dimensions is essential to increase the performance while 

the active area of integrated circuits is reduced. However, scaling has drawbacks that have to 

be solved for each technology node. Among them, it can be highlighted the increase of short 

channel, parasitic, reliability and variability effects. 

 

To overcome the problems shown up in relation to scaling, new transistor architectures have 

to be investigated. One of the most widespread solutions available is the use of multi-gate 

transistors (MuGFETs) like Trigates, FinFETs or surrounding gate transistors (SGTs). 

Additionaly to the differences on the architecture, these devices can incorporate new materials 

for the channel like strained silicon and III-V substrates to enhance the low-field mobility. 

The materials that are being used for the transistor gate (metal gates) and insulators (high-κ 

dielectrics) offer great possibilities for nodes below 22nm. But the dimensions reduction does 

not only affect to the design of the device itself, the dramatic increase of the number of 

transistors on an integrated circuit introduces new issues to be solved like the concentration of 

dissipated power in relatively small hot spots within the chip, the influence of variability on 

important parameters (e.g. the threshold voltage) or reliability issues. The main implication is 

the increasing of the complexity of circuit architectures due to the applied techniques used to 

overcome these issues at both circuit and chip level. For this reason circuit simulators are 

essential in order to speed up the design process reducing cost. However it is necessary to 

develop accurate enough models to take into account the problems arising from ultimate 

scaling scenarios. In this context, with the introduction of the multi-gate devices and the 

difficulties of their inherent two-dimensional geometry, compact modeling has become an 

essential and encouraging activity. Despite there is a great number of research groups 

dedicated to this task, a lot of work remains to be done due to the wide variety of multi-gate 

transistor architectures and materials that can be found in the current fabrication landscape.  
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Dealing with MuGFETs devices implies developing new modeling techniques. It is very 

important to take into account quantum mechanical effects as well as the bidimensional 

features of the geometry, and also the particularities of the charge transport mechanisms, 

which are highly influenced by the high level of quantum confinement. In order to correctly 

reproduce the device behavior, all these features must be accurately integrated in compact 

models that can be implemented in circuit simulators. It is interesting to highlight at this point 

that when design houses choose a new technology; their decision is influenced by the 

availability of appropriate models that correctly work in design arena.  

 

In this research work, some of the most important effects that show up in multi-gate devices 

are analyzed. Double gate MOSFETs (DGMOSFETs), surrounding gate transistors (SGTs) as 

well as Schottky barrier (SB MOSFETs) have been studied. Quantum effects have been 

analyzed in depth, and taken into account for DGMOSFETs and SGTs of different geometries 

both in mobility and inversion charge models. The most important feature of the models 

developed in this thesis lays on the simplicity of the mathematical equations used. In this 

respect, we have always focused on the development of models that could be easily 

implemented in circuit simulators. 

 

This work is structured in five chapters. The first one includes an introduction of the current 

technological trends of the microelectronic industry; in particular, the lines followed for new 

FET devices development. An important part of this chapter is dedicated to SOI technology 

and multi-gate transistors, where issues arising from deep scaling are widely explained. The 

final section is dedicated to compact modeling, where current modeling techniques are 

analyzed and the future needs identified. 

 

In the second chapter, the simulation tools used to develop the models presented in the 

following sections are described. The main characteristics of DGMOSFET and SGT 

simulators, developed by the Nanoelectronics group at the University of Granada, are 

described. One section of this chapter is devoted to ATLAS (from Silvaco) which has been 

used for the study of SB DGMOSFETs presented in chapter 4.  

 

The third chapter is devoted to DGMOFET modeling. The influence of quantum mechanical 

effects on the inversion charge and the need to account for them in models has been deeply 
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studied. Another important part is dedicated to the characterization and modeling of the 

influence on the inversion charge of substrate crystallographic orientation in DGMOSFETs. 

Different models have been developed to take into account the effects previously explained. 

Finally, a current model including short channel, velocity overshoot, saturation velocity and 

quantum effects has been introduced merging some of the aforementioned models. 

 

In chapter four the study and modeling of SB DGMOSFETs (devices with metallic source and 

drain contacts) is discussed. An advanced model for the current has been developed that 

correctly reproduces the main characteristics of SB DGMOSFETs charge transport, such us 

ambipolarity, tunneling at the source and drain contacts, gate induced drain leakage, etc. The 

model takes into account the most important transport mechanisms in these devices including 

all of them in a coherent, explicit and analytic model that can be easily used in circuit 

simulators. 

 

The final chapter is dedicated to SGTs. A new model for the inversion charge has been 

developed taking into account quantum effects. The influence of these effects was studied in 

depth in a similar way as it was done for DGMOSFETs. Finally, the low-field mobility was 

characterized and modeled. 

 

Most of the results included in this work have been published in different international 

journals (see chapter 8). Another part has been submitted for publication, including interesting 

results which are pending of publication in the short run (study of quantum effects on the 

inversion charge and mobility in SGTs, the final version of the current model for 

DGMOSFETs…). Some issues studied in this work will be enhanced in the future since they 

deal with hot topics. For example, different types of SB MOSFET will be analyzed and 

modeled, the models presented for the inversion charge and mobility will be adapted for 

different device architectures such us Trigates and FinFETs (see figure 6 in chapter 3), or 

parasitic current components in the latter devices will be studied and modeled. 
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General Objectives 

 

The work presented in this thesis is devoted to the development of multi-gate MOSFET 

compact models. As it will be explained in depth in the manuscript, compact models are 

essential in the integrated circuit design landscape since the correctness of these designs 

depends absolutely on the accuracy of the device models and parameters of the technology 

used. It is well known that the current trend, in what transistors is concerned, is to reduce 

device dimensions. The continuous scaling described by Moore’s law leads to the appearance 

of new physical effects that have to be incorporated in compact models. Consequently, the 

development of 22 nm technology node and beyond will demand new models including the 

latest characteristics linked to the novel geometries and fabrication trends. Among them, 

quantum mechanical effects, channel strain, velocity overshoot, short channel effects, 

parasitic currents, etc., must be taken into account. In this context, we have gone through an 

in-depth study of the major physical effects in multi-gate devices (in particular double-gate 

DGMOSFETs and surrounding gate transistors (SGTs), some of the structures proposed to 

substitute conventional bulk devices for the 22nm node and beyond) for compact modeling 

development purposes. 

 

These compact models are based on explicit and relatively simple analytic expressions for the 

calculation of the charge and the current in the transistor. They can be easily introduced in 

circuit simulators. In this way, the main features of the transistor behavior can be reproduced. 

 

 

 

Specific objectives 
 
 

As already stated above, we have developed advanced models for three different kinds of 

transistors: DGMOSFETs, SB DGMOSFETs and SGTs. A dedicated chapter has been 

devoted for each device. In this respect, the specific objectives are briefly described as 

follows: 
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Despite DGMOSFETs have been widely studied and a great variety of models exist, we have 

stepped forward in the modeling state-of-the-art by introducing effects not included so far in a 

rigorous manner.  

- In DGMOSFETs the role of the different channel crystallographic orientations has been 

taken into consideration to analyze the influence of quantum effects on the inversion charge. 

- The development of a full inversion charge model accounting for n-type and p-type devices 

was undergone, the crystallographic orientation of the channel, the geometry of the devices 

and the operation regimen features were included. 

- A complete characterization of the mobility in SG and DGMOSFETs has also been 

performed, where the role of Coulomb and surface-roughness scattering has been studied by 

means of Monte Carlo simulations. A model to account for the influence of the quality of the 

different semiconductor-insulator interfaces has been developed. 

-Finally, a drain current model was developed integrating the models developed previously. It 

was to be based on the inversion charge of the device which was taken as state variable. 

Quantum effects, short channel effects, saturation velocity and velocity overshoot effects were 

considered. 

 

SB DGMOSFETs were also studied. Metal contacts are used for drain and source in these 

novel devices in order to reduce the series resistance which is becoming one of the limiting 

factors in the scaling process. From the modeling (also from the fabrication) point of view 

these devices have a long way to go. There are very few models available and most of them 

are based on complicated numerical schemes where the tunneling currents are solved 

iteratively. For this reason we have considered the development of an explicit model for these 

transistors based on analytical expressions for circuit simulation purposes. The following 

goals have been completed. 

- The drain current model previously developed was enhanced to account for the tunneling 

mechanisms needed to characterize the Schottky barriers that constitute the source and drain 

contacts. 

- A Gate induced drain leakage scheme was added to the general model to account for the 

high currents observed for negative voltages. 

- An ambipolar behavior was necessary to accurately describe the drain current curves. With 

all these physical mechanisms implemented the simulated curves were accurately reproduced 

for a wide variety of technological characteristics and operation regimes. 
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The third group of models developed is connected with SGTs. This type of multi-gate devices 

has the greatest potential to reduce short channel effects. These devices are much less studied 

than DGMOSFETs.  

- In this case, we have also dealt with the analysis of quantum effects and their influence on 

the inversion charge. Different structures and sizes were considered. 

- The low-field mobility was to be studied and modeled.  

- An inversion charge model was developed to account for quantum effects considering 

different geometries and technological characteristics. 

- We have also dealt with different types of insulators, materials with high permittivity to 

reduce parasitic tunneling currents. A model was also presented dependant on the insulator 

permittivity and other physical features.  
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Objetivos Generales 
 
 
El trabajo presentado en esta tesis está dedicado al desarrollo de modelos compactos de 

MOSFETs multi-puerta. Como se explicará con detalle a lo largo de esta tesis, los modelos 

compactos son esenciales en el campo del diseño de circuitos ya que la precisión de estos 

diseños depende absolutamente de la bondad del modelo del dispositivo y de los parámetros 

de la tecnología empleada. El continuo escalado descrito por la ley de Moore lleva consigo la 

aparición de nuevos efectos físicos que han de ser incorporados a los modelos compactos. De 

esta manera, en los años venideros, para el nodo de tecnología de 22 nm y menores, serán 

imprescindibles nuevos modelos que incluyan las últimas características asociadas a nuevas 

geometrías y tendencias de fabricación. Entre ellas se encuentran los efectos mecánicos 

cuánticos, sustrato tenso, saturación de la velocidad, efectos de canal corto, corrientes 

parásitas, etc. En este contexto hemos estudiado los pricipales efectos físicos presentes en 

dispositivos multi-puerta desde el punto de vista del desarrollo de modelos compactos. En 

particular hemos estudiado los transistores MOSFET de doble puerta y los transistores SGT 

que son algunas de las estructuras propuestas para sustitutir a los transistores de sustrato 

tradicionales para el nodo de 22nm y menores. 

 

Los modelos compactos desarrollados en este trabajo se basan en expresiones analíticas 

relativamente simples que permiten calcular la carga del transistor, la movilidad de bajo 

campo y la corriente. Estas expresiones pueden introducirse fácilmente en simuladores de 

circuitos y de esta manera se pueden reproducir la mayor parte de las características del 

comportamiento del transistor. 

 

 

 

Objetivos específicos 
 
 
Como hemos indicado anteriormente, se han desarrollado modelos compactos avanzados para 

tres tipos de dispositivos, los transistores MOSFETs de doble puerta (DGMOSFETs), los 

transistores SB MOSFETs y los SGTs. Los modelos desarrollados se han distribuido en tres 

capítulos que corresponden a cada tipo de dispositivo. Los objetivos específicos se detallan a 

continuación: 
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A pesar de que los transistores MOSFETs de doble puerta se han estudiado ampliamente y 

existen una gran variedad de modelos, en este trabajo hemos ido un paso más allá al 

introducir efectos no considerados hasta ahora en los modelos existentes. 

- En el caso de los transistores MOSFETs de doble puerta el papel jugado por las diferentes 

orientaciones cristalográficas ha de ser tenido en cuenta para analizar la influencia de los 

efectos cuánticos en la carga en inversión. 

- Se ha desarrollado un modelo completo para transistores tipo n y p, teniendo en cuenta la 

orientación cristalográfica del canal, la geometría de los dispositivos y las características de 

los distintos regímenes de operación. 

- Se ha llevado a cabo una caracterización completa de la movilidad en transitores de puerta 

simple y doble a través de simulaciones de Monte Carlo con las que se ha estudiado el papel 

del scatering culombiano y por rugosidad superficial. Se ha desarrollado un modelo que tiene 

en cuenta  la calidad de los distintos interfaces semiconductor-aislante. 

- Finalmente se ha desarrollado un modelo de corriente que integra los modelos descritos 

previamente. Este modelo está basado en la carga en inversión del dispositivo. Para el que se 

han cosiderado efectos cuánticos y saturación de la velocidad. 

 

Los transistores SBMOSFET también se han estudiado en esta tesis. En estos dispositivos 

novedosos se usa metal para los contactos de fuente y drenador para reducir de esta manera la 

resistencia serie que se está convirtiendo en uno de los factores restrictivos en el proceso de 

escalado en los transistores tradicionales. Desde el punto de vista del modelado (y también de 

la fabricación) estos dispositivos tienen un gran futuro. Hay muy pocos modelos disponibles y 

la mayoría de ellos están basados en esquemas numéricos complicados en los que las 

corrientes de túnel se resuelven de manera iterativa. Por esta razón hemos considerado el 

desarrollo de un modelo explícito para estos transistores basado en expresiones analíticas que 

puedan usarse en simuladores de circuitos. Los siguientes objetivos se han alcanzado: 

- Se ha complementado un modelo de corriente previamente desarrollado para tener en cuenta 

los mecanismos de túnel necesarios para caracterizar las barreras Schottky que forman los 

contactos de fuente y drenador. 

- Se ha añadido al modelo de corriente general un modelo de gate induced drain leakage 

(GIDL)  para tener en cuenta las grandes corrientes observadas para voltajes negativos. 

- El desarrollo de un modelo ambipolar es necesario para describir adecuadamente las 

corrientes de drenador. Con todos estos mecanismos físicos implementados las curvas 
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simuladas se han reproducido correctamente para una gran variedad de características 

tecnológicas y regímenes de operación. 

 

El tercer grupo de modelos está relacionado con los transistores SGTs. Este tipo de 

dispositivos multi-puerta tiene un gran potencial para reducir los efectos de canal corto. Estos 

dispositivos han sido mucho menos estudiados que los transistores de doble puerta. 

- En este caso hemos incluido el análisis de efectos cuánticos y su influencia en la carga en 

inversión. Hemos considerado diferentes estructuras y tamaños. 

- Hemos desarrollado un modelo de carga en inversión para tener en cuenta los efectos 

cuánticos considerando diferentes geometrías y características tecnológicas. 

- Se han considerado diferentes tipos de aislantes, matriales con alta permitividad para reducir 

corrientes de túnel parásitas. Hemos presentado un modelo dependiente de la permitividad del 

aislante y de otras características físicas. 
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Resumen 
 
 
En las últimas décadas la industria de los semiconductores ha dedicado gran parte de sus 

esfuerzos a reducir las dimensiones de los dispositivos electrónicos, siendo el escalado uno de 

los desafíos más importantes desde el punto de vista de la tecnología. La longitud del canal de 

los transistores de efecto campo (FET) ha pasado de varios micrómetros a decenas de 

nanómetros siguiendo la predicción de la conocida ley de Moore y esta tendencia continua. La 

reducción de las dimensiones del transistor es esencial para incrementar las prestaciones a la 

vez que el área activa de los circuitos integrados se reduce. Sin embargo, el escalado tiene una 

serie de desventajas que tienen que resolverse para cada nodo de tecnología. Entre estas hay 

que señalar el incremento de una serie de efectos como los de canal corto, los parásitos, de 

fiabilidad y de variabilidad. 

 

Para solucionar los problemas relacionados con el escalado de las dimensiones de los 

dispositivos se han investigado nuevas arquitecturas. Una de las soluciones más extendida es 

el uso de transistors multi-puerta (MuGFETs) como los trigate, FinFETs o los SGTs junto con 

la incorporación de nuevos materiales para el canal como silicio tenso y sustratos III-V para 

aumentar la movilidad de bajo campo. Además se están usando nuevos materiales para la 

puerta del transistor y para el aislante de la puerta que pueden aportar soluciones para nodos 

por debajo de los 22 nm. También hay que tener en cuenta que la reducción en las 

dimensiones no sólo afecta al diseño del dispositivo. Con el gran aumento del número de 

transistores presentes en un circuito integrado, aparecen nuevos aspectos a tener en cuenta 

como la concentración de la potencia disipada en regiones pequeñas del chip o la variabilidad 

en parámetros importantes (tensión umbral) o temas de fiabilidad. Todos estos factores llevan 

a un aumento de la complejidad de las arquitecturas de los circuitos. Por esta razón los 

simuladores de circuitos son esenciales para acelerar el proceso de diseño reduciendo costes. 

Sin embargo es necesario desarrollar modelos lo suficientement buenos que tengan en cuenta 

todos los problemas que aparecen a medida que se escalan las dimensiones de los 

dispositivos. Por esta razón, con la introducción de dispositivos multi-puerta, las actividades 

de modelado compacto han tomado un papel relevante. A pesar de que hay muchos grupos de 

investigación dedicados a estas tareas, queda mucho trabajo por realizar debido a la gran 

variedad de arquitectura de dispositivos y de materiales que se están empleando actualmente 

para la fabricación de dispositivos. 
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El hecho de tratar con dispositivos multi-puerta, implica desarrollar nuevas técnicas de 

modelado. Es fundamental tener en cuenta tanto efectos mecánico-cuánticos como efectos 

bidimensionales debidos a la geometría, así como las particularidades de los mecanismos de 

transporte, que están fuertemente influenciados por el alto nivel de confinamiento cuántico. 

Para reproducir correctamente el comportamiento del dispositivo todos estos efectos tienen 

que integrarse de manera adecuada en modelos compactos que puedan ser implementados en 

simuladores de circuitos. Es interesante señalar en este punto que cuando se decide escoger 

una nueva tecnología, la decisión está influenciada por la disponibilidad de modelos que 

funcionen correctamente. 

En este trabajo de investigación se han analizado algunos de los efectos más importantes que 

aparecen en dispositivos multi-puerta. Entre estos, el trabajo se ha centrado en transistores de 

doble puerta (DGMOSFETs), transistores surrounding gate (SGTs) y transistores Schottky 

barrier (SB MOSFETs). Los efectos cuánticos se han analizado en profundidad y se han 

incorporado en modelos de carga en inversión y de movilidad para DGMOSFETs y SGTs de 

diferentes geometrías. La característica más importante de los modelos desarrollados en esta 

tesis radica en la simplicidad de las ecuaciones matemáticas empleadas. El objetivo principal 

para el desarrollo de estos modelos ha sido su fácil implementación en simuladores de 

circuitos. 

La mayor parte de los resultados presentados han sido publicados en diferentes revistas 

internacionales del JCR.  
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1. Multi-gate devices. Moore’s law 

1.1. Moore’s law. CMOS fabrication state-of-the-art 
 
The reduction of MOSFET transistors dimensions has been one of the most important 

technological challenges over the past decades. MOSFET channel lengths have been reduced 

from several micrometers to tens of nanometers, and despite the time-to-time claims that 

assure that this tendency is going to reach an end, the trend goes on now [Colinge-2008, 

ITRS-2011, Nazarov-2011, Bohr-2011]. There are several reasons that motivate the 

development of smaller transistors. The main one is connected with integration purposes, i. e., 

the aim to have as many devices as possible fabricated in a given chip area. This challenge 

implies a reduction in the device cost due to the fact that the total semiconductor wafer 

production cost increases much lower than the number of devices integrated per chip. During 

the last 30 years, the number of transistors per chip has been doubled each year and a half or 

two years approximately, as was predicted by Moore’s law [Moore-1965], which was first 

stated in 1965. This trend has been obeyed by the semiconductor industry for more than four 

decades. Transistors scaling allows improved density (reduction in the cost per function) and 

also performance (speed and memory capacity), being the latter another important reason to 

go on scaling. However, different problems have shown up in this scaling process, related to 

the semiconductor device fabrication and devices operation [Borkar-1999, Taur-1998, 

Colinge-1997, ITRS-2011, Colinge-2010, Bohr-2011, Navarov-2011]. Some of them are 

listed in the paragraphs below. 

 

1.- Higher subthreshold conduction: In order to maintain transistor characteristics, 

when MOSFET geometries shrink, the gate and threshold voltage must be reduced and as 

consequence the transistor cannot be switched from complete off to complete on states. This 

is partly due to the increase of subthreshold leakage current (including diffusion conduction, 

gate-oxide leakage and reverse-biased junction leakage, to name a few of the most important 

leakage mechanisms) which is clearly linked to scaling [Nikolic-2008, ITRS-2011, Nazarov-

2011]. The power supply was kept at 5V since the 2 µm technology dated from 1980, to the 

0.5 µm technology prevailing in the 90s. However, continuous scaling dramatically increases 

the electric fields inside the device towards inacceptable values to control transistors 

reliability, leading to investigate new strategies to diminish the power supply. In addition to 

the reduction of the power supply, the threshold voltage (VT) became lower in order to keep 

the adequate current levels. Nevertheless, this strategy led to an increase of transistors leakage 
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current and therefore an increase in the IC standby power. Despite this component to the total 

power was traditionally not taken into account, nowadays cannot be ignored and the leakage 

power (also known as standby power) represent a non-negligible component of the overall 

power consumption. 

 

1.1.- Increased gate-insulator leakage: When the transistor dimensions are shrunk, the 

gate oxide thickness has also to be reduced in order to keep the value of the channel 

conductivity (increase of the inversion charge by increasing oxide capacitance), and 

consequently, rise the performance when the transistor is on. However, for oxide thicknesses 

around 1.2 nm, important quantum mechanical effects (QMEs) appear and phenomena such 

as electron tunneling take place between the gate and channel. Power dissipation in digital 

circuits has, in general, four components: active, leakage, short circuit and biasing [Nikolic-

2008]. The parasitic current due to gate insulator tunneling contributes therefore to the static 

(standby) power consumption increase by raising the leakage associated power [Nikolic-2008, 

Lo-1997]. The gate current component (tunneling current through gate dielectric with reduced 

thickness) is essential in nanometer devices, and its continuous increase has kept the gate 

dielectric thickness (Tox) almost constant since the 90 nm node. In order to solve this problem, 

insulators with dielectric constants higher than silicon dioxide (known as high-κ dielectrics), 

such as group IVb metal silicates (e.g. hafnium and zirconium silicates and oxides) are being 

used to reduce gate leakage in the 45 and 32 nanometer technology nodes and beyond [Intel-

2007, IBM-2007, Bohr-2011]. The use of these insulators implies the possibility of 

fabricating thicker insulator layers maintaining high insulator capacitances. 

 

1.2.- Increased junction leakage: Scaling has also complicated junction design, leading 

to different technological changes in the last years such us shallower junctions, "halo" doping, 

pocket implants, etc. All attempts aimed at reducing short channel and related effects like 

drain-induced barrier lowering (DIBL) or threshold voltage roll-off. Heavier doping levels in 

the substrate were also needed and implying thinner depletion layers and more recombination 

centers that resulted in increased leakage currents and higher Coulomb scattering mechanisms 

(which means lower channel mobilities) [Takagi-1994, Gámiz-2002, Gámiz-2003a]. Higher 

channel doping also induces doping fluctuation, and therefore threshold voltage variation in 

nanoscale transistors [Bukhori-2010, Kovac-2008, Millar-2008, Craig-2008, Tanaka-2000, 

Asenov-1998].  
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2.- Heat production: The continuously-increasing density of MOSFETs included in integrated 

circuits is related to the problem of localized hot spots due to power dissipation that can cause 

circuit operation deficiencies. Circuits operate slower at high temperatures, and have reduced 

reliability levels that lead to shorter lifetimes. During the last ten years, microprocessors 

dissipated power has increased by a 2.5 factor in every generation. In high-performance 

applications, the dissipated power can be limited by high cost IC cooling solutions. In IC 

refrigerated air-cooling systems, the limit for the dissipated power is in the range of 100-150 

W. However, in mobile applications, this limit is about 2W for IC with plastic packaging 

[Nikolic-2008]. Heat sinks and other cooling methods are now required for many integrated 

circuits including microprocessors, where heating problems are among the most serious issues 

dealt by designers. In addition, device compact modeling and circuit design at temperatures 

higher than 300 K is absolutely necessary to estimate the impact of heat production on 

integrated circuit prototypes. This is a difficult task due to the complexity of current state-of-

the-art devices and circuits. 

 

3.- Drain and source series resistance: The intrinsic MOSFET is in series with two parasitic 

resistances associated with the drain and source contacts (among other extrinsic elements). 

When the transistor is subjected to severe scaling processes, these series resistances are no 

longer negligible (the extrinsic capacitances are also important) and their effect has to be 

taken into account [Nazarov-2011]. 

 

4.- Lower transconductance (velocity saturation): When MOSFET geometry is reduced, 

electric fields in the channel increase, and the dopant impurity levels have to be increased to 

control short channel effects (SCE), which leads to a reduction in the carrier mobility (due to 

the enhanced Coulomb scattering), and hence in transconductance [Gámiz-2002, Gámiz-

2003a, Gámiz-2003b]. If channel lengths are reduced without a proportional reduction in 

drain voltage, raising consequently the electric field in the channel, the result is the saturation 

of the carrier velocity in the channel and the limitation of the current and the transconductance 

values.  

 

5.- Process variations: With MOSFETS becoming smaller, chip manufacturing is getting 

more complicated. During chip manufacturing, random process variations affect all transistor 
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dimensions: length, width, junction depths, oxide thickness, etc. These variations from their 

nominal values become the characteristics of the fabricated transistors less certain, more 

statistical, greatly affecting the chip performance [Bernstein-2006, Nazarov-2011, Millar-

2008, Craig-2008, Colinge-2008]. 

 
Due to all these drawbacks, the technological problems that have to be solved to keep on 

scaling increase in each generation node. In this context, the International Technology 

Roadmap for Semiconductors (ITRS) was created. The pace of the MOSFET development is 

described by the ITRS roadmap [ITRS-2011]. It is foreseen that by the end of the next decade 

it will be necessary to increase the capabilities of the CMOS process, as shown in figure 1, 

where the predictions made by the ITRS are depicted. The capability of the CMOS process 

can be improved by introducing new devices that will overcome the difficulties found in 

conventional bulk technologies. However, it is believed that most of these new devices will 

not have all the properties of current CMOS devices, and therefore, it is anticipated that 

heterogeneous integration either at the chip level or at the package level will shape these new 

capabilities around a CMOS core [Bohr-2011]. 

 

 
Figure 1. MPU/high-performance ASIC Half Pitch and Gate Length Trends [ITRS-2011]. 

 
 

Several challenges related to SCE have been identified for the implementation of the 

forthcoming Lg ≤ 22 nm technology. The limitations imposed by SCEs in the technology 
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scaling process have made the designers to use high doping substrates, but because of this 

low-field mobility is reduced due to an increase in the Coulomb scattering. An alternative to 

the use of high doping is becoming very seriously considered with the evolution of SOI 

technology and the introduction of multiple-gate transistors (Double-Gate Transistors 

(DGMOSFETs), FinFETs, Trigate MOSFETs, PIGATEs, Gate-All-Around MOSFETs…). 

Device fabrication with two or more gates allows a greater control of the channel charge, and 

consequently, a reduction of the SCEs (higher subthreshold slopes) and also a reduction of 

parasitic capacitances. In addition, SOI technology allows the possibility of using undoped 

channels, which improves low field mobility, reduces parasitic currents between channel and 

drain/source contacts and lightens variability problems due to random fluctuations in the 

dopant distribution [Craig-2008, Kovac-2008]. In accordance with this, the use of drain and 

source contacts with different geometries (including metallic source/drain contact) also 

contributes to lighten SCE.  

Two important manifestation of SCE are the DIBL (Drain-Induced-Barrier-Lowering) and 

threshold voltage roll-off. Based on SCE analysis, a parameter can be defined which can be 

used to calculate the minimum gate length that can be used for different technologies. This 

parameter, known as natural length, is derived from a solution of Poisson’s equation. It 

basically represents the length of the region in the channel that can be controlled by the drain. 

As a rule of thumb, a device is free of SCE if the effective gate length of a MOSFET is larger 

than 5 to 10 times the natural length [Colinge-2004].  

In line with the restriction imposed by scaling in bulk devices, where high doping levels are 

mandatory to control SCE, new techniques to improve the low field mobility, seriously 

damaged by Coulomb scattering, are necessary. One of them is based on the use of strained 

substrates (both with biaxial strain and uniaxial strain) to modify the band structure [Shimizu-

2007, Tagaki-2008, Reggiani-2007]. Another technique proposes the use of crystallographic 

orientations different to the conventional one to improve low field mobility both in NMOS 

and PMOS transistors. In particular, the (110) crystallographic orientation enhances the 

mobility in PMOS by a factor of 2-4 compared to the conventional orientation (100). In that 

respect, the use of hybrid orientations to fabricate CMOS gates for IC future generation might 

be considered. Finally, a last trend is focused on the use of substrates made of Ge and III-V 

materials (GaAs, InSb, InGaAs, etc.), which present higher mobilities as silicon. The 

improvement of the technique needed to fabricate these devices opens a wide range of 

possibilities in relation to the scaling trends that should be explore for future IC generations 

[Cantley-2007, Passlack-2008, ITRS-2011]. 
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As it has been addressed before, high-κ insulators allow the improvement of the on-current 

without degrading the off-leakage current due to gate insulator tunneling [Chau-2004, Manoj-

2007, Darbandy-2011]. By using high-κ oxides (electrically equivalent in terms of insulator 

capacitance to SiO2) leakage may be reduced by over 5 orders of magnitude. The equivalent 

oxide thickness (EOT) of a high-κ gate dielectric can be defined as the SiO2 thickness 

necessary to achieve the same gate capacitance as with the high-κ material. When planar 

devices such as bulk or single-gate SOI MOSFETs are considered, the EOT can be calculated 

using [Huff-2005]: 
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where ε and T are the permittivity and thickness of each material respectively. Due to the high 

permittivity material, the gate coupling capacitance is increased (higher inversion charges can 

be achieved).  

When poly gates are used, the depletion layer formed between the poly and the gate dielectric 

generates an additional capacitance in series which degrades the device behavior. The solution 

to this issue is the use of metal gates, which prevent depletion layer formation (high-κ 

insulator and metal gates were introduced in the technology of the 45nm node at INTEL 

[Bohr-2011]).  

For the sub-22 nm nodes, the difficulties are specially focused on the following trends: 

implementation of advanced non-classical CMOS structures to control short channel effects; 

drain engineering to reduce the series resistance; study of the quasi-ballistic transport 

characteristics; non-classical CMOS channel materials for enhancing transport characteristics; 

etc., as can be seen in figure 2. New material investigation (e.g., high-permittivity gate 

dielectrics, embedded structures to induce channel strain, and metal-gate electrodes) make 

predicting trends uncertain for transistor mismatch and for 1/f noise.  
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Figure 2. Graphical Trends (“Equivalent Scaling” roadmap for logic (MPU and high performance ASIC) 

[ITRS-2011]. 
 

 

In addition, an important factor to keep in mind is that the conventional scaling trend for the 

devices, i.e., scaling by simply reducing device size, will no longer be valid for the future 

generation devices where quantum mechanical effects play an extraordinarily important role 

(this means charge confinement, as well as phonon confinement [Donetti-2006a], influencing 

the low field mobility and the way heat spreads out in the devices [Pop-2004], [Goodson-

1994], different tunneling processes, etc.). Therefore, as stated by the ITRS there are many 

issues that will have to be addressed to extend Moore’s law. 

 

From the above explanation the first conclusion that can be drawn is the following: although 

the complexity of the fabrication processes not always increase, the geometrical structures 

that are coming (and will come out) from the fabrication lines are much more intricate than 

their conventional bulk counterpart. Therefore, the modeling of the physical mechanisms 

involved in charge distribution and transport become more challenging as well. Both in high-

performance applications, where the increase of the operation temperature is critical, and in 

mobile (low power) applications, where the use of batteries made power consumption a 

critical issue, the availability of accurate compact models is essential for a reliable circuit 

design. These models, which have to be incorporated in circuit simulators, must correctly 
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reproduce the electrical characteristics and also incorporate thermal effects. Moreover, the 

consideration of some of the technologies reported before, such as the SOI one, as mainframe 

is being delayed by the microelectronics community due to the lack of reliable compact 

models at the disposal of circuits’ developers. This thesis is devoted to the development of 

models for advanced devices (seriously considered as alternative to conventional bulk 

transistors for the future [Nazarov-2011, Colinge-2004, Colinge-2008, Cristoloveanu-2004, 

ITRS-2011]). The urgent need for good compact models to deal with the new physical effects 

that show up as the scaling process goes on can be seen in the current increasing number of 

modeling papers published monthly in the most important refereed journals devoted to 

electron devices. In this context, this work deals with few of the important issues that 

represent the hot topic for the compact modeling community, such us the analysis and 

modeling of quantum effects, low-field mobility, short channel effects, drain current, etc., in 

multi-gate transistors, as well as the modeling of devices with source and drain based on 

Schottky barrier contacts. 

 

1.2. Silicon-on-Insulator technology 
 
We have described in depth the challenges related to transistor scaling in the previous section. 

In this respect, different technologies are under scrutiny to overcome the issues raised by 

scaling, being silicon-on-insulator (SOI) technology an important candidate [Colinge-2008, 

Nazarov-2010, Flandre-2001, Bohr-2011]. SOI technology advantages over conventional 

bulk-silicon have been demonstrated in terms of performance and reliability [Allibert-2001, 

Mohd-2011, Brown-2010]. Among them, the following can be counted: higher speed, lower 

power dissipation, high radiation tolerance, lower parasitic capacitances, lower SCE, high 

subthreshold swing, less variability... 

SOI circuits consist of single devices fabricated in silicon islands dielectrically isolated from 

each other and from the underlying substrate [Cristoloveanu-2001], as can be seen in figure 3. 

The Buried Oxide (BOX) located under the silicon layer is in charge of isolating active 

devices from the parasitical effects linked to the substrate. The source and drain regions 

extend down to the BOX, therefore leakage currents and junction capacitances are minimized. 

Regarding reliability, SOI devices are also more robust to transient radiation effects than their 

bulk counterparts. 
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Figure 3. SOI transistor [Sampedro-2006]. 
 
Two types of categories can be distinguished in SOI MOSFETs: partially depleted (PD) and 

fully depleted (FD), depending on the extent of the depletion layer. On the one hand, in PD 

MOSFETs, the silicon film thickness is larger than the depletion regions formed at the back 

and front oxide-semiconductor interfaces. This implies that there is no interaction between the 

two layers (they are uncoupled) and there is a neutral part of silicon, the body. These types of 

SOI transistors behave in a way very similar to bulk transistor, but if the body is left 

electrically floating parasitic effects can appear (see figure 4). One of these effects is the kink 

effect or floating body effect [Cristoloveanu-2001], which is due to majority carriers 

generated by impact ionization, which are collected in the body and increase the body 

potential (lower threshold voltage). In weak inversion and for high drain bias, a positive 

feedback is responsible for negative resistance regions, hysteresis in log(Id(Vg)) curves, and 

eventually latch. The floating effect may also cause drain current overshoot or undershoot.  

 

 
Figure 4. Parasitic effects in partially depleted SOI MOSFETs: (a) Kink curve in Id(Vd) curves, (b) latch 
in Id(Vg) curves, (c) drain current overshoot and undershoot, (d) premature breakdown and self-heating 

[Cristoloveanu-2001]. 
  

 
On the other hand, in FD MOSFETs, the whole substrate layer is depleted, and therefore the 

extent of the depletion layer does not change with the gate voltage. In these devices a strong 
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coupling appears between the two oxide-semiconductor interfaces, which usually lead to a 

drain current enhancement. With the evolution of SOI technologies FD SOI MOSFETs with 

nanometric channels, high-κ gate insulator, low doping and mid-gap metal gates are being 

studied. New architectures for this technology such as dynamic-threshold (DT-MOS), or 

ground-plane SOI MOSFETs have also been under investigation [Allibert-2001, Ming-2005, 

Soleimani-2009, Saremi-2010]. Advanced SOI MOSFETs (single or multiple gate 

MOSFETs) are very promising structures for the downscaling of MOSFETs below the 22 nm 

technological node. Thin film fully depleted SOI MOSFETs offer important advantages over 

partially depleted SOI MOSFETs: lower body factor, better subthreshold slope, reduced SCE, 

higher saturation current and smaller mobility degradation. 

 

In summary, SOI CMOS technology presents important advantages over bulk CMOS: a 

simpler technology with no wells or trenches, better dielectric isolation in both vertical and 

horizontal directions, no latch-up, better radiation tolerance, reduced sub-threshold swing 

which allows lower voltage operation, low parasitic capacitances: drain/source junctions and 

interconnects.  

 

In the 90s the predominant SOI technology was SIMOX [Cristoloveanu-2001], but this 

technology, despite is still in use, has several disadvantages like the use of non standard 

equipment and the need of  T > 1300°C annealing which could be a limitation for 300 mm 

wafer size [Auberton-1996]. Recently, the Smart Cut® Technology, which makes use of both 

implantation of light ions and wafer bonding to define and transfer ultra-thin single-crystal 

layers from one substrate to another, has been introduced. This technology incorporates some 

advantages like a wide range of possible thicknesses of the Si layer on top of the BOX, an 

extremely high quality in terms of uniformity, bonding interfaces and control of thickness 

variability, and it is based on standard semiconductor-industry tools, therefore the wafers can 

be scaled to multiple diameters [SOITEC]. Thinning the buried oxide layer (Ultrathin BOX, 

UTBOX) has been found very efficient to reduce SCE and DIBL, and therefore, limits the 

silicon film thickness reduction, which is good for the access resistance of FD SOI devices 

[Faynot-2011]. This reduction can also be achieved successfully from the technology point of 

view. Most of today’s industry-leading SOI wafers oriented to be used for chip manufacturing 

are made using Smart Cut® technology.  
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1.3. Multi-gate devices. Scaling 
 

 
Despite the advantages of SOI over bulk technology, SCE are also present in ultrathin-film 

SOI technology [Eminente-2004, Colinge-2008]. Therefore, the semiconductor community 

needs to look for alternative technologies in order to maintain the device shrinking trend that 

has fueled the electronics industry in the last forty years. When the device gate length is 

reduced, the capacitive coupling between the drain and the channel is increased. As we 

highlighted in the previous section, a leakage current flows in ultrashort device even if no gate 

voltage is applied, and consequently deteriorates the standby power consumption.  

In order to tackle this problem, novel devices using more than one gate are introduced (Multi-

Gate MOSFETs) (see figures 5, 6 and 7 for SOI MuGFETs), which can control the channel 

from several sides (due to the use of several gates) and therefore reduce SCE. 

 

 
Figure 5. (a) Single gate, (b) Double gate, (c) FinFET, [Sampedro-2006]. 

 

 
Figure 6. (a) Trigate, (b) pi-gate, (c) ΩΩΩΩ-gate, [Sampedro-2006]. 

 
 

 
Figure 7. (a) Gate all around, (b) G4 FET [Sampedro-2006]. 

 
 



 39 

The potential of these devices is great, that is why there is a strong commitment in the 

microelectronic community in terms of research and development in connection with them. 

The control over SCE permit the reduction of channel doping, this fact obviously implies 

lower Coulomb scattering and higher low-field mobility. Undoped multi-gate devices can be 

both fully inverted or accumulated (even, the inversion layer can be located in the middle of 

the silicon layer, which is known as volume inversion [Balestra-1987], as will be explained 

below in this section). It is also interesting to highlight that in multi-gate devices the total 

current compared to the SG devices increases due to the higher number of gates [Colinge-

2004, Nazarov-2011, Colinge-2008, Enz-2006, Arora-2007, Amara-2009] 

Several devices of the so-called multi-gate MOSFETs (in its SOI version, since several of 

them can be also fabricated on bulk wafers) are sketched in figures 5, 6 and 7. One of the first 

that was successfully fabricated was the double-gate MOSFET (DGMOSFET) (also 

denominated the DELTA MOSFET Depleted Lean-channel TrAnsistor), where the silicon 

film was vertical [Colinge-2004]. After this first transistor, several implementations of the 

DGMOSFET [Colinge-1990] appeared like the FinFET, the MFXMOS, the triangular-wire 

SOI MOSFET and the ∆-channel SOI MOSFET. 

One of the most interesting effects that show up in DGMOSFETs is called volume inversion 

(VI). This effect, which also takes place in other multi-gate devices, was first characterized by 

Balestra and co-workers [Balestra-1987]. It is produced when the silicon film thickness in 

DGMOSFETs is reduced. If the whole silicon film is depleted an important coupling appears 

between the two potential wells formed at the semiconductor-oxide interfaces; in this case, the 

inversion layer is not formed near the two interfaces but in the middle of the silicon layer. If 

that happens, the device is said to operate in VI. This operation regime presents several 

advantages such as the enhancement of the number of minority carriers and the increase in 

low-field carrier mobility due to the reduction of Coulomb (due mainly to insulator interface 

charges) and surface-roughness scattering mechanisms, which leads, consequently, to an 

increase in the drain current and transconductance. The low frequency noise is also reduced as 

well as hot-carrier effects. 

Another step in the MuGFET development was introduced by means of the triple-gate 

MOSFET, which consist on a thin-film narrow silicon island with a gate on three of its sides. 

Some examples of this device are the PI- and the DELTA MOSFET [Colinge-2004], 

[Sampedro-2006] (see figures 5 and 6). INTEL 22 nm technology which has been got ready in 

2012 in several of its fabrication plants is based on Trigate MOSFETs [Bohr-2011]. Another 
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promising MuGFET is the surrounding gate transistor (SGT), which consists on a 

semiconductor core with cylindrical or square shape completely surrounded by an insulator 

and a gate. This latter device allows potentially high packing densities and presents the 

highest invulnerability to SCEs. Unfortunately, SGT devices present drawbacks that have to 

be solved in relation to their fabrication process. The fabrication of these devices is not easily 

transferable to the already existing and widely used CMOS or even SOI CMOS 

manufacturing. For this reason, further investigation has to be carried out. The current focus is 

on devices such as FinFETs, Pi-gate MOSFET or Ω-MOSFET [Park-2001, Colinge-2008, 

Colinge-2006, Nazarov-2011]. These devices are based on triple-gate MOSFET geometry, 

their main differences are linked to the way the gate electrode is fabricated and extends inside 

the buried oxide (see figure 6). In this respect, the gate extension in the buried oxide behaves 

emulating a back gate because it shields the back of the channel region from the electric field 

lines from the drain; as a result, the DIBL and the subthreshold characteristics are comparable 

to those of a SGTs. That is why these devices can be viewed as an alternative to the SGT 

since they can be manufactured with the conventional CMOS technology. For these devices 

the natural length can be reduced by decreasing the gate oxide thickness, the silicon thickness, 

and by using a high-κ gate dielectric instead of SiO2. An analysis of the scaling perspectives 

for the next few years based on this parameter shows that SGTs and TRIGATE MOSFETs 

seem to be the ideal candidates for nodes below 22 nm. 

The thickness and/or width of the silicon layer in MuGFETs are reaching values in the 

nanometer range. Under these conditions, electrons in the channel form either a two-

dimensional electron gas (2DEG) if we consider quantum confinement in one dimension 

(such us in DGMOSFETs) or a one dimensional electron gas (1DEG) in the case of two 

dimensional quantum confinement (found in triple- or quadruple-gate MOSFETs, in the latter 

case the devices are also denominated quantum nanowires). This confinement is at the origin 

of “volume inversion” effects, and yields an increase of threshold voltage when the 

width/thickness of the device is reduced [Omura-1993] [Poiroux-2005, Colinge-2008, Amara-

2009]. We will develop this analysis in the third and fifth chapters of this work. 

Finally, to summarize the role of MuGFETs in the scaling scenario we include the figure 

below. These MOSFETs are the preferred structures for the 22-8 nm window. In this shorter 

case, other authors add that MuGFET devices will be transformed and adapted making use of 

Schottky-barrier drain and source contacts (SB MOSFETs, to be analyzed and modeled in 

chapter 4) and different flavors of tunnel structures, deriving in tunnelFETs intensively under 

study currently (subthreshold slopes steeper than 60mV/decade are supposedly promised in 
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tunnelFETs that will enable lower threshold voltages and lower active powers). Nanowires, 

nanoribbons and graphene transistors might also be key players in the beyond CMOS 

scenario, although the basic geometry of MuGFET devices will probably remain. 

 

 

 
Figure 8. MOSFET architecture evolution [Skotnicki-2011].  

 

 

1.4. Compact modeling. Current models in use and future 
needs 

 

A compact model is a mathematical description of an electrical component as used by circuit 

designers and technologists to mimic the electrical device behavior in a technology. Accurate 

and physics-based compact models are useful for the design and development of MOSFETs 

for digital and analog circuits. The model, representing the expected physical mechanisms 

through mathematical equations, is expected to be able to reproduce the device characteristics 

for different device dimensions, range of temperature, process variations, etc. Additionally, 

the description must keep valid under a variety of operating conditions. The model parameters 

are the interface between the design community, the model users, and the device 

manufacturers [Bhattacharyya-2009]. Compact models are needed to numerically compute the 

component or device characteristics (currents, charges and noise as a function of the terminal 
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voltages) accurate and fast enough to simulate complete electrical circuits [Woltjer-2007, 

Gildenblat-2010, Galup-2007].  

The accuracy of compact models is an essential issue for IC designers to simulate complex 

circuits before they become fabricated. In fact, this is a key issue to most Fab-less companies 

devoted to IC design, since among the features they analyze, when they choose between the 

different technologies in the market.  

 

The evolution of MOSFET compact models is shown in figure 9, where the year of 

introduction of the different models is presented. The first MOSFET compact models were 

develop in the early 70’s, but the real evolution and proliferation took place at the end of the 

80’s, and has been maintained up to now. One of the most important family models that can 

be found in the figure 9 is the BSIM model family (University of Berkeley), which has been 

widely used for the simulation of planar bulk MOSFET. Berkeley’s compact models belong 

to the threshold voltage based models [Bhattacharyya-2009] and they describe the MOSFET 

behavior in weak and strong inversion demarcated by threshold voltage. BSIM1 [BSIM] 

represents a second generation approach which involves device dimensions in the model 

equations and parameters, but introduced many fitting parameters. BSIM3 [BSIM] represents 

a third generation approach where both computational robustness and physical basis are the 

main features. Despite the continuously increasing number of model parameters is turning out 

to be a major concern for this approach, they are still considered as a standard. 

 

Another important family is the EKV charge-based models [Enz-2006]. These models fall 

into the charge based model category where the drain current is formulated in terms of the 

inversion charge density at the source and drain ends of the channel [Bhattacharyya-2009]. 

This approach has been very effective where low-power analog design is involved. It is 

physics-based, with a minimum requirement of empirical fitting, and has a relatively easy 

parameter extraction procedure [EKV]. EKV models have now evolved into a full featured 

scalable compact model that includes all the major effects needed to describe the nanometric 

technologies [Enz-2008, Bremer-2010] (a merge of these two models (EKV+BSIM) has been 

announced in the last MOS-AK meeting held in Helsinki, September 2011. The BSIM6, 

featuring the most challenging features of each model will be launch soon, as it was 

announced by Chemming Hu and Christian Enz). 
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Figure 9. MOSFET model evolution. [W. Grabinski, Training Courses on Compact Modeling, Tarragona 

2010]. 
 

 

One of the approaches to develop MOSFET compact models is the so-called gradual channel 

approximation [Woltjer-2007, Tsividis-1999]. This approach consists on separating the 2D 

MOSFET Poisson equation into two 1D equations [Sah-1991]. The 1D solution perpendicular 

to the channel is known as the “input voltage equation” and it relates the gate voltage to the 

potential at the insulator interface by an electrostatic solution of Poisson’s equation. The 1D 

solution parallel to the channel is known as “output current equation” and relates the source-

drain current to the input voltage equation and the source and drain voltages. This approach 

assumes a drift-diffusion transport mechanism and is only valid when the potential along the 

channel varies gradually. Another approach for MOSFET compact models is the charge sheet 

approximation, which assumes that the electric potential does not change along the channel 

thickness (the inversion layer thickness). For MOSFET devices, there are three kinds of 

models: threshold-voltage-based, inversion-charge-based and surface-potential based models 

[Woltjer-2007]. For the first kind, the surface potential is approximated by a simple function 

of the gate voltage which is constant above the threshold voltage and linear for the gate 

voltage below threshold. These models are becoming in disuse because of the discontinuities 

produced when the different regions of operation are swept by the transistor in a simulation 
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process. The second type of models is based on equations that relate the current and the 

different charges found in the device. Finally the third kind of models solves the surface 

potential at both ends of the channel, and the currents and its derivatives are calculated as a 

function of this surface potential. These two latter models gained importance in the nineties 

and were found to be especially adequate for MuGFET modeling.  

For MuGFETs, the principles of modeling will change as compared to the traditional SG 

MOSFETs, firstly because they will have to introduce the volume inversion effect, secondly, 

contrary to bulk MOSFETs, depletion charges in multiple-gate devices are negligible because 

the silicon film is undoped (or lightly doped) in most cases. Thus, only the mobile charge 

term needs to be included in Poisson’s equation. Therefore, the exact analytic solutions for the 

1D Poisson’s and current continuity equations based on the gradual channel approximation 

(GCA), which assumes that the quasi-Fermi potential stays constant along the direction 

perpendicular to the channel, can be derived without the need of the charge-sheet 

approximation. Most models presented so far are for undoped devices with a long enough 

channels to assume that the transport is due to the drift-diffusion transport mechanism 

[Iñiguez-2006, Taur-2004, Ortiz-Conde-2005, Jiménez-2004], although correction 

mechanisms to account for velocity saturation, SCEs, DIBL… are also included in a second 

stage. Ballistic or quasi-ballistic effects are gaining importance among the effects to consider 

in the current compact modeling activity due to the very short channel lengths of current and 

surely future nodes. In this context, the transport characteristics of the carriers injected from 

the source and drain will depend on the potential barrier at each contact and the back-

scattering matrix will have to be determined in each case [Toriumi-1988, Natori-1994, Ren-

2000, Chang-2000, Ge-2001, Lundstrom-2002, Ren-2001, Rhew-2002]. 

 

For future devices, the availability of accurate compact models will be critical prior to 

introduce them as mainstream technology. Circuit designers require, in addition to DC 

models, a complete small-signal model with analytical or semi-analytical expressions of 

current, total charges, transconductance and conductance, transcapacitaces, and noise. In 

MuGFETs there is still a long way to go in this subject.  

In the context we have described along this introductory chapter, we present this coherent set 

of results that constitute a step forward in different areas of MuGFET modeling. 
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2. Simulators description 

2.1. Introduction 
 
 
Simulators are becoming essential tools for most sciences and engineering studies nowadays. 

This also happens in the electronics industry, where its use is widely extended. We can 

simulate to predict the behavior of semiconductor devices. The results can be analyzed to 

improve the device performance by changing both the technological structure and the bias. 

Simulators also help us to clarify the dependencies and limiting physical mechanisms in the 

device/circuit capacity (e.g. effects of noise, limits on frequency/gain, trap effects, effects of 

geometry…). The characterization of charge carriers transport properties (mobility, diffusion 

coefficients…) can be performed in a particular material at different conditions of 

temperature, quantization, strain, crystallographic orientation, and many others features. 

  

Device simulators are also known to be essential tools for compact modeling purposes. 

Firstly, simulators allow the extraction of internal variables that can not be obtained in any 

other way, such us the electric field and potential within the device; some of these variables 

are the building blocks (state variables) needed to develop a compact model (as explained in 

the previous chapter). Secondly, device simulators can be of great help to complement the 

experimental data obtained in the laboratory to deal with parameter extraction algorithms that 

are essential to accurately characterize a given technology. 

  

In this section we describe the simulators used to obtain the data we have employed to 

develop some of the models presented here. Different kinds of software tools have been used. 

On the one hand, the data for p-type and n-type DGMOSFETs and SGTs have been obtained 

by means of simulators developed in our research group (the Nanoelectronics Research Group 

at the University of Granada). Details of these tools will be given in sections 2.3 and 2.4. On 

the other hand, to obtain the data for SB (Schottky Barrier) MOSFETs presented in chapter 4, 

the commercial ATLAS TCAD simulator has been used. The simulated structure and the 

procedure followed using ATLAS is described in section 2.2. 
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2.2. Commercial device simulators: ATLAS from Silvaco 
 
ATLAS is a general purpose device simulator that enables electronics engineers to analyze the 

electrical, optical, and thermal behavior of semiconductor devices in a 2D or 3D numerical 

scheme [ATLAS-2010]. It is commercialized as a part of a simulation suite from Silvaco 

ranging from fabrication process to circuit analysis tools. In this respect, the simulations 

performed with this suite can be employed in most of I+D stages of an integrated circuit 

creation, from the process engineering first steps to the device characterization for circuit 

design purposes. 

 

In the following paragraphs we include a short description of the different programs included 

in the Silvaco suite [ATLAS-2010]: 

ATHENA is a tool for modeling semiconductor fabrication processes. High temperature 

process modeling such as impurity diffusion and oxidation can be described as well as 

lithography simulation in a single framework. 

DevEdit is a device structure editor. It can be used to generate a new mesh on an existing 

structure, modify a device or create a device from scratch. These devices can then be used by 

2-D and 3-D simulators. DevEdit can be used through a Graphical User Interface (GUI) or as 

an independent tool. 

DeckBuild is an interactive, graphic runtime environment for developing process and device 

simulation input decks. It consists of a window for input deck creation and editing, a window 

for simulator output and control, and a set of popups for each simulator that provide full 

language and run-time support. 

Tony plot is a tool designed to visualize 2D and 3D structures produced by the suite 

simulators.  

ATLAS  is a device simulator that offers the possibility to use a wide variety of materials such 

as silicon, metals, different alloys (III-V, II-VI, IV-IV) or polymer/organic based structures, 

as well as parameters to change, for instance: temperature, pressure... It has a wide range of 

built-in physical models that account for mobility, recombination, impact ionization, traps, 

quantum behavior, hot-carrier injection, tunneling, thermal, stress, anisotropic, optical 

generation, phase change, ferro-electric, radiation and degradation effects. Different analysis 

studies can be performed (DC, AC, noise and transient analysis). Two types of input files can 

be used: structure files or command files, which can be obtained by using the different 

programs included in the suite (figure 10a). The output files obtained are also depicted in this 
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figure. We have used this simulator mainly to study the devices presented in chapter four, 

Schottky Barrier DGMOSFETs. The device description has been carried out by employing 

Deckbuild. 

In figure 10 b), the steps that we have followed to generate a command file that completely 

describes the SB DGMOSFET devices studied (chapter 4) are depicted. Under each box we 

have specified the different programs that can be used to perform the task.  

 

a) 

 

b) 

Figure 10. ATLAS device simulation flow [ATLAS-2010]. 
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We have proceeded in the following way: firstly, the device structure was created by using 

predefined statements to indicate the number of regions in which the device is divided 

(source, drain, body, insulator...), the doping profile in each region, the electrodes and the 

material they are made of, etc. The basic structure used for the SB DGMOSFET studied in 

this work is shown in figure 11. Secondly, the mesh was defined. For the SB DGMOSFET as 

the drain and source regions are not defined by means of heavily-doped semiconductor 

regions that differ from the body area, but by means of metallic contacts, it is critical to define 

a fine enough mesh, especially underneath the source and drain contacts. The use of a 

coherent mesh avoids convergence problems when simulating the device. To make sure the 

source and drain contacts behave as Schottky contacts instead of as ohmic ones, suitable work 

functions were defined for the source and drain electrodes. 

 

 
Figure 11. SB MOSFET structure simulated with ATLAS. The main device areas and the triangular mesh 

used in the simulation can be clearly seen.  
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Finally, the physical models for the different materials and the type of simulation along with 

the numerical method chosen for the set of partial differential equations involved in the device 

description (drift-diffusion, hydrodynamic, inclusion of quantum effects, etc.) are chosen. The 

SB DGMOSFET structure studied has been simulated considering both types of carriers: 

electrons and holes (as it will be shown in chapter four, the ambipolarity of these devices is 

very strong and it has to be taken into consideration to accurately model its transport 

characteristics [Balaguer-2011]). The universal Schottky tunneling and the band-to-band 

tunneling mechanisms were also included to account for the main charge conduction 

contributions found in these kind of structures. 

 

2.3. DGMOSFET Simulator 
 
 
In this section the DGMOSFET simulators are presented. As an introduction to the following 

sections, we have included a schematic representation of the simulated DGMOSFET 

structure. In figure 12 the different regions that conforms the DGMOSFET are indicated as 

well as the most characteristics geometrical parameters which are referred when dealing with 

these devices and that will be used in the following sections when describing the different 

DGMOSFET simulators. 

As indicated in figure 12, Tox is the gate oxide thickness, TSi is the silicon thickness and L is 

the channel length. 

 
Figure 12. Cross-section of the DGMOSFET simulated structure.  

 
 



 50 

2.3.1. N-type devices 
2.3.1.1. One dimensional self-consistent solution of 

Poisson and Schrödinger equations for electrons 

To simulate the DGMOSFET structures studied in chapter 3, whose geometrical features are 

described in the previous figure, accounting for different crystallographic orientations a 

simulator developed in our research group has been used. The simulator provides the electron 

distribution, the electric potential, the distribution of energy levels for each conduction band 

valley, among other magnitudes. To do so, this tool self-consistently solves the Poisson and 

Schrödinger equations in n-type DGMOSFET [Gámiz-2004, Rodríguez-2007]. The solver 

makes use of a non-uniform adaptive mesh and an iterative-Newton numerical scheme, and 

uses a non-parabolic band model. In figure 13, it can be seen the simulated charge distribution 

for an undoped n-type DGMOSFET for two different substrate orientations. 
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Figure 13. Charge distribution for an undoped n-type DGMOSFET grown on (100) and (110) substrates 
with V G = 2.0 V, Tox=1.5 nm. 

 

Poisson and Schrödinger equations are also solved inside the dielectric layer in order to take 

into account the wavefunction penetration effect, i.e., the nonzero value of the electron 

probability density inside the insulator. The penetration of the wavefunctions inside the oxide 

has an important effect on the centroid calculation, as reported in [Mudanai-2001]. 

We have applied the procedure described in [Rahman-2005] to calculate the effective masses 

in our system assuming parabolic bands. Then, we empirically add a correction factor α 

following Kane’s model and the procedure explained above. The nonparabolicity factor has 
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been considered to be the same regardless of the crystallographic orientation (α = 0.5 eV-1) in 

the present work [Fischetti-1993].  

 

2.3.1.2. Low-field electron mobility calculation by the Monte 
Carlo method 

 

The Monte Carlo simulator used to obtain the mobility curves introduced in section 3.6 takes 

into account the electron distribution and wave functions obtained in the silicon inversion 

layer by self-consistently solving the Poisson and Schrödinger equations as reported above; 

more details are given in [Gámiz-2002, Gámiz-1998a]. The crystallographic orientation 

considered for all the devices studied in section 3.7 was the conventional Si (100). In these 

conditions, by considering quantum effects, the degeneracy of the six equivalent minima of 

the silicon conduction band breaks and the electrons are distributed into two sets of subbands. 

Once these two equations are solved the wave-functions are used to calculate the scattering 

probabilities needed in the low-field mobility calculation by means of the Monte Carlo 

method. The electron effective masses were assumed to be those obtained for the silicon bulk: 

mt = 0.19m0, ml= 0.916m0, with m0 being the free-electron mass. 

For the phonon scattering, acoustic deformation potential scattering and intervalley phonon 

events were considered. The coupling constants for the intervalley phonons were the same as 

in bulk silicon inversion layers [Gámiz-1998a], whereas for acoustic phonon scattering, the 

coupling constant was increased with respect to bulk silicon in order to reproduce the effect of 

confinement and quantization of acoustic phonons due to the reduced dimensions of the 

silicon slab [Donetti-2006a, Donetti-2006b]. Surface-roughness scattering was also 

considered making use of the model introduced in [Gámiz-1999a], where different delta 

parameter (∆) values representing the abrupt variations of the oxide-semiconductor surface 

were considered.  

 

Coulomb scattering is produced by charged centers that disturb the potential V0 which is 

obtained assuming a continuous density of charges in the self-consistent solution of Poisson 

and Schrödinger equations [Gámiz-1994, Gámiz-2002]. These charges may be ionized 

impurities, trapped charges inside the dielectrics or charges at the interfaces between the 

silicon layer and the insulators (the case considered in this study). Let ρext( r
r
,z) be the 
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external charge density that causes this perturbation to the potential (the resultant scattering 

mechanism is just the Coulomb scattering). 

In order to calculate the Coulomb perturbation potential (V( r
r
,z)), the following Poisson 

equation must be solved [Ando-1992]: 
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Where r
r  represents the spatial component parallel to the interfaces and z is the coordinate 

perpendicular to them. ε(z) is the position dependent permittivity overall and εSC is the 

permittivity of the semiconductor, gi (z) is the square of the electron envelope function in the 

ith sub-band and Si is the screening parameter [Gámiz-1994]. The first term on the right-hand 

side of equation (2) is the charge induced in the inversion layer by the external charges. This 

term contributes to reduce the influence of the external charges given by ρext( r
r
,z) (that is, 

mobile carriers partially screen the charged centers responsible for the Coulomb scattering). 

In order to eliminate the parallel spatial coordinate r
r , equation 2 is multiplied by 

rQje
rr

·−
 and 

integrated over rr . The following equation for the Fourier transform of the electrostatic 

potential perturbation, ),( zQV
r
 is then obtained [Gámiz-1994, Gámiz-2002]: 
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where Q is the module of Q
r

. The resolution of equation 3 provides the Coulomb perturbation 

potential and is carefully detailed in [Gámiz-1994, Jiménez-Molinos-2008] for several 

structures. Finally, it is interesting to highlight that among other features, this model accounts 

for the distribution of electrons in the inversion layer, the geometrical distribution of external 

charged centers, the screening of charged centers by mobile carriers, the charged center 

correlation and image charges. 
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2.3.2. P-type devices 
2.3.2.1. One dimensional self-consistent solution of Poisson 

and Schrödinger equations for holes 

To study the p-type DGMOSFETs presented in chapter 3.4, a fully self-consistent solver for 

the six-band k·p Schrödinger and Poisson equations to compute the valence-band structure 

with arbitrary substrate orientation has been used [Donetti-2010, Donetti-2009, Donetti-

2008]. This simulation tool allows us to compute the electrostatic potential, charge 

distribution and subband energy dispersion relation for hole inversion layers. 

The 6-bands k·p Hamiltonian is discretized along the confinement direction with the 

appropriate rotation on the k space if the substrate orientation is different from (001). The 

discretized Hamiltonian depends on the wave-vector component perpendicular to confinement 

direction. Its eigenvalues allow us to obtain the energy levels and dispersion relationships of 

the hole subbands, while the eigenvectors are the corresponding six-component 

wavefunctions.  

The Poisson equation (using the same grid in the confinement direction) is then solved taking 

as input the charge distribution computed with the k·p solver. This procedure is repeated until 

self-consistence is reached. The calculation of carrier concentration is performed by 

momentum-space integration by summing over the triangles defined by the aforementioned 

mesh; inside each of them the energy of hole subbands is linearly interpolated [Donetti-2009]. 

 

2.4. SGT (Surrounding Gate Transistor) simulator  
 
 
This section is devoted to the description of the SGT simulator used to obtain the simulation 

data shown in chapter 5. We have already seen in chapter 1 that SGT behaviour, when the 

device dimensions are reduced, differs from DGMOSFETs. In particular, in SGTs the 

electrons form a one dimensional electron gas (1DEG). The electrons are free to move in the x 

direction only, while they are confined in the y and z directions (these structures also known 

as quantum nanowires [Nazarov-2011]). This high degree of confinement results in the 

formation of energy subbands and charge distributions in the silicon core that can be 

significantly different from what is predicted by classical theory (also different of what is 

found in devices with one dimensional quantum effects). The confinement of the electrons 

also causes different behavior in what mobility and threshold voltage concerns. The simulator 

described in the following section takes into account these particularities for SGT devices. 



 54 

 

2.4.1. Two dimensional self-consistent solution of Poisson 
and Sch rödinger equations 

 
The SGT structure presented in chapter 5 was simulated by means of a simulator developed 

within our research group [Godoy-2006]. It calculates the charge distribution in a structure 

with a gate that surrounds a cylindrical silicon channel where conduction takes place (see 

figure 14).  

 

 
Figure 14. (a) Simulated structure of the cylindrical surrounding gate transistor, (b) Cross-section of a 

SGT. 
  

In order to obtain accurate simulation data, the simulator self-consistently solves the two-

dimensional Poisson and Schrödinger equations. To reach a fast convergence, the equations 

have been solved using the predictor-corrector scheme proposed by Trellakis et al. [Trellakis-

1997] which has been proved reliable and robust in different structures [Godoy-2006], as far 

as enough number of eigenvalues and eigenfunctions are included in the quantum electron 

density calculation. Both, electrons and holes are included in the Poisson equation although 

only electrons are treated from a quantum point of view. 

The energy valley degeneration of the silicon conduction band has been taken into account. 

This algorithm provides accurate results for the simulation of different semiconductor 

structures where the carriers are confined in two dimensions [Trellakis-1997, Godoy-2006, 
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Godoy-2007a]. The main requirement is that the number of energy levels and wave functions 

employed in the calculation is high enough to capture all the occupied levels.  

The geometry of the SGT confines the electrons in the plane perpendicular to the transport 

direction, this means that we are dealing with a one-dimensional electron gas. The quantum 

electron density is therefore obtained by evaluating the following expression [Trellakis-1997]: 
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Where q is the electron charge, EF is the Fermi level, ψn is the wave function belonging to 

energy level En, ℑ-1/2 the complete Fermi-Dirac integral of order −1/2 and the remaining 

symbols have their usual meaning. The simulator uses finite elements for the discretization of 

the equations and then offers the possibility of analyzing different geometries and materials.  

 

2.4.2. Low-field mobility calculation in SGT devices 
 

For mobility calculations, the starting point is the output of the self-consistently solver for the 

two-dimensional Schrödinger and Poisson equations in the transversal cross-section of the 

SGT described above. This approximation is accurate enough for electrons in SGT devices1 of 

the size simulated in this work [Bescond-2007, Wang-2005]. The mobility is calculated using 

the Kubo-Greenwood formula [Kubo-1957]. Only phonons and surface-roughness are 

considered as scattering processes. To calculate the surface-roughness limited mobility a 

model similar to the one described in [Jin-2007b] has been used, although the possibility of 

considering anisotropy for the confinement effective mass has been included. 

In our case, the fluctuations of the potential energy have not been considered. Besides, it was 

assumed that the power spectrum of the interface random roughness followed an exponential 

model characterized by the parameters ∆ and Lsr [Goodnick-1985]. Both intervalley and 

acoustic are included following the expressions presented in [Kotlyar-2004]. 

 

 

 

                                                 
1 Also described as quantum nanowires. 
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3. Double Gate MOSFETs advanced modeling 
 

3.1. Introduction 
 
 
This chapter is devoted to the DGMOSFET advanced modeling. As reported in the first 

chapter, these devices, among other multi-gate ones, are currently considered as important 

candidates to substitute conventional bulk transistors as the mainstream technology in the 

future. In particular, in these multi-gate transistors geometrical quantum effects due to the 

confinement of the inversion charge within the silicon channel are very important. They are 

indeed a major feature to take into account in the modeling and characterization of these 

devices; therefore, we have started this chapter with the inclusion of an in-depth study, from 

the modeling point of view, of quantum mechanical effects (QMEs) in low-doped 

DGMOSFETs for different substrate crystallographic orientations [Balaguer-2011b]. The 

influence of these QMEs in the inversion charge calculation for devices with different oxide 

and silicon layer thicknesses has been analyzed for all the interesting operation regimes in 

order to determine when quantum effects have to be taken into consideration or be neglected, 

depending on the transistors dimensions, in particular on TSi and Tox. This study is presented 

in section 3.2. 

Section 3.3 is devoted to the description and characterization of the threshold voltage and the 

electric potential in DGMOSFETs, and the importance of accounting for QMEs effects when 

calculating these parameters. The inclusion of QMEs, by solving analytically the Schrödinger 

equation, even when simplifying assumptions are considered, usually makes the new models 

useless from the circuit simulation viewpoint, since the calculations needed in the study and 

design of circuits with a high number of components become too time-consuming. Therefore, 

semiempirical approaches have been considered the appropriate strategy to deal with the 

inclusion of QMEs in device models. In this context, we have developed sections 3.4 and 3.5 

where the inversion charge of these devices is accurately modeled [Balaguer-2012]. To do so, 

we have considered as starting point the classical analytical, explicit and continuous inversion 

charge model for undoped symmetrical DGMOSFETs developed in [Moldovan-2007a]. This 

model that constitutes the basis for the development of this chapter is based on a unified 

charge control model derived from Poisson’s equation and is valid from below to well above 

threshold with a smooth transition between the different regimes. 
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The DGMOSFET model previously referenced has been enhanced in order to incorporate 

QMEs by introducing a modified inversion charge centroid [Balaguer-2012, López-

Villanueva-1997] where the role of crystallographic orientations is taken into account. Firstly, 

the inversion charge centroid for different crystallographic orientations has been developed 

and secondly, it has been used to calculate the inversion charge including quantum effects 

also accounting for the different crystallographic orientations of the substrate. This model has 

been obtained for n-type and p-type devices, and the modeled results have been compared to 

the simulated data obtained with the software tools described in section 2.3. The role of high-

κ dielectric has also been analyzed. 

The next part of this chapter is devoted to the characterization of the low-field mobility both 

in SGMOSFETs and DGMOSFETs, and the analysis of useful rules for mobility model 

development. Mobility models are essential to deal with drain current model activities. In fact, 

this latter issue is the subject of the last section of this chapter, where we have introduced a 

DGMOSFET current model enhancing a previous one (see reference [Lime-2008]). This new 

DGMOSFET current model takes into account velocity overshoot, QMEs, velocity saturation 

and short channel effects. This model has been validated by using additional simulation data 

(obtained with a Multi-Subband Ensemble Monte Carlo DGMOSFET simulator [Sampedro-

2011]) as will be explained in section 3.7. 

 

3.2. Quantum mechanical effects 
 
 
In this section, we will demonstrate that in the subthreshold operation regime, electrical 

confinement effects (ECEs) can be neglected, since only geometrical confinement effects 

(GCEs) are important, although they could also be neglected for silicon layers thicker than 20 

nm. ECEs are only important above threshold; however, in general, for oxide layers thicker 

than 2 nm they can be neglected [Balaguer-2011b].  

As it has been explained in chapter 1, QMEs make the charge distribution reach its maximum 

out of the oxide semiconductor interface but inside the silicon film, whereas it virtually 

vanishes right at the interface [Stern-1972]. The reduction of the silicon layer thickness (TSi) 

in DGMOSFETs produces (in addition to the electrical confinement effects also present on 

bulk devices) a high degree of structural or geometrical confinement effects that, for certain 

silicon layer thicknesses and gate voltages, lead to a high concentration of carriers at the 

center of the silicon layer (volume inversion operation [Balestra-1987]). The inversion charge 
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quantization obviously depends on the crystal orientation; in n-type devices this dependence 

is linked to the orientation of the six silicon ellipsoidal valleys with respect to the confinement 

direction (this dependence was modeled in n-type bulk MOSFETs for three common substrate 

orientations [Rodríguez-2007]). As it was made clear in the first chapter of this work, 

crystallographic orientations different from the conventional (100) one are becoming of 

interest both because in p-type MOSFETs the low-field mobility is 2.5 times higher on (110) 

substrates than on conventional (100) substrates [Yang-2003] and because in devices like 

FinFETs different surface orientations are easily achieved by rotating the fin without having 

to use non-standard wafer substrates.  

In this context, a characterization of QMEs considering different substrate orientations from a 

compact modeling viewpoint is necessary. The answer to this issue will provide a guide to 

make clear the need to include QMEs in the inversion charge calculation of DGMOSFETs. In 

this respect, QMEs increase the complexity of the analytical expressions; therefore, it is 

crucial to determine what the limits are where QMEs can be neglected, and the error in 

calculating the inversion charge doing so.  

 

Two groups of simulations were performed to study also the influence of the most significant 

crystallographic orientations (the substrate orientations chosen were (100) and (110)). The 

substrate was left undoped and a midgap metal was chosen for both gates. The simulation data 

were obtained by self-consistently solving the Poisson and Schrödinger equations (the 

simulator has been described in chapter 2). 

Our analysis was based on the calculation of the Q factor, defined as follows: 

 

Iclassical Iquantum

Iclassical

Q Q
Q

Q

−
=  (5) 

 

where QIclassical represents the inversion charge obtained by solving just Poisson equation, and 

QIquantum stands for the inversion charge calculated by self-consistently solving Poisson and 

Schrödinger equations. We will show that the Q factor successfully determines reasonably 

well the relative influence of QMEs [Balaguer-2011b, Roldán-2008a].  

 

The Q factor has been plotted in figure 15 for symmetrical DGMOSFETs with different 

silicon layer thicknesses, for Tox = 1 nm and Tox = 2 nm at room temperature.  
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Figure 15. Q factor versus gate voltage for undoped DGMOSFETs grown on (001) silicon at room 

temperature. (a) Tox=1 nm, (b) Tox=2 nm. 
 

 

In figure 16, similar calculations are shown for devices grown on (110) Si substrates. 



 60 

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8
0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

T
Si
=5 nm

T
ox

=1 nm

T
Si
=60 nm

T
Si
=40 nmT

Si
=20 nm

T
Si
=15 nm

T
Si
=10 nm

 

 

Q
 fa

ct
or

VG  (V)

T
Si
=3 nm

0.18

T=300K

N
A
=1015 cm-3

(011)

(a)

 

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8
0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

T
Si
=10 nm

(011)

T
ox

=2 nm

T
Si
=60 nm

T
Si
=40 nmT

Si
=20 nm

T
Si
=15 nm

T
Si
=5 nm

 

 

Q
 fa

ct
or

VG  (V)

T
Si
=3 nm

0.12

T=300K

N
A
=1015 cm-3

(b)

 

Figure 16. Q factor versus gate voltage for undoped DGMOSFETs grown on (011) silicon at room 
temperature. (a) Tox=1 nm, (b) Tox=2 nm. 

                                                      
 

 

In the previous figures the influence of QMEs on the inversion charge determination is clearly 

seen:   
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On the one hand, for VG < 0.4 V, the Q factor shows a constant behavior whose value depends 

just on TSi; for this gate voltage range GCEs are the most important ones. Obviously, the Q 

factor rises as TSi is reduced since geometrical confinement increases. For the lowest value 

considered (TSi =3 nm) the Q factor is close to 0.9 (even higher for (011) substrates), which 

means that the inversion charge including QMEs is roughly 10% of the classical one.  

For TSi =3 nm the device operates in the volume inversion regime [Balestra-1987] for all the 

gate voltages considered (see also figure 17b).  

 

On the other hand, for VG > 0.8V, ECEs are dominant since the structure enters the strong 

inversion operation region. We have highlighted (see the horizontal red lines) that in figures 

15 and 16 the Q factor curves merge at high gate voltages. This is the expected behavior, and 

in this operation regime the TSi value is irrelevant (the reader should observe that the thinner 

TSi the higher VG needed to reach the value marked with the red line because of higher GCEs 

influence). In strong inversion, QMEs are very similar to those observed in bulk MOSFETs. 

Summarizing, from these figures the following facts can be highlighted: 

 

i) At high gate voltages, no matter the TSi value, QMEs (mainly ECEs) should always be 

considered from the modeling viewpoint (this affirmation works for the Tox values considered 

in figures 15a and 16a, results for thicker Tox are given latter to clarify this issue) [Balaguer-

2011b].  

 

ii) Nevertheless, at low gate voltages, we have to take into account also the TSi values: for the 

thicker TSi values, QMEs (mainly GCEs) could be neglected (for TSi > 40 nm we get Q < 0.1, 

which means that QIclassical needs a correction lower than 10% in comparison to QIquantum, for 

TSi = 20 nm we get Q ≈ 0.15, which is also reasonable). For TSi < 20 nm the inclusion of 

QMEs in the inversion charge and drain current models (corresponding to the subthreshold 

operation regime) is essential [Balaguer-2011b].  
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Figure 17. Conduction band edge (a), (c) and electron density (b), (d) as a function of the position along 
the z-axis (perpendicular to the silicon-oxide interface) for an undoped DGMOSFETs grown on a (001) 

substrate for different gate voltages (Tox=2 nm). (a, b) TSi=3 nm, (c, d) TSi=10 nm. 
         

 
Most of the facts highlighted above can be understood by means of figure 17. At low gate 

voltages the quantum well formed by the oxides and the silicon layer is flat (no ECEs), the 

device operates in volume inversion. This regime is conserved for TSi = 3 nm (figure 17b) 

because of the strong influence of GCEs, this fact is reflected by the low depth of the potential 

well at the oxide interface for high gate voltages; for thicker silicon layers (figure 17c) this 

potential well is deeper. 

 

GCEs - GEOMETRICAL CONFINEMENT EFFECTS 

To analyze the influence of GCEs and ECEs separately in the operation of the DGMOSFETs 

we have plotted Q(TSi) - Q(TSi = 60 nm) in figures 18 and 19 (see in figure 15 that Q ≈ 0 for 

TSi = 60 nm at low gate voltages, which implies negligible GCE). For devices with wide TSi 
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only ECEs are important, i.e., there is no coupling between the two channels. In this 

consideration, figures 18 and 19 show the isolated influence of GCEs.    
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Figure 18. Q factor isolating GCEs versus gate voltage for undoped DGMOSFETs grown on (001) for 
different T Si at room temperature. Tox=1 nm (lines) and Tox=2 nm (symbols) 
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Figure 19. Q factor isolating GCEs versus gate voltage for undoped DGMOSFETs grown on (011) 
substrates for different TSi at room temperature. Tox=1 nm (lines) and Tox=2 nm (symbols). 

  
 
GCEs are not dependant on Tox (see the symbols (Tox = 2 nm) plotted almost over the lines 

(Tox =1 nm) in figures 18 and 19), as it should be since they depend just on TSi. However, 

ECEs do depend on Tox (see figure 15 and also figures 21-22 below). For Tox =1 nm, Q ≈ 0.16 

at high gate voltages; for Tox = 2 nm, Q ≈ 0.13. In this respect, the influence of ECEs (which 

could be characterized by the comparison of Tox with the inversion charge centroid [López-
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Villanueva-2000, Rodríguez-2007, Roldán-2008b]) is obviously higher for Tox =1 nm 

[Balaguer-2011b]. The beginning of the gate voltage interval where the transition from GCEs 

to ECEs takes place is marked by the blue vertical line, at this point the Q factor starts to drop 

off till GCEs become negligible with respect to ECEs (this last case is characterized by Q(TSi) 

- Q(TSi = 60 nm) ≈ 0). The gate voltage range where both effects are influential (transition 

from subthreshold to strong inversion) is highlighted by the vertical blue line and the hollow 

red squares in figures 18 and 19 for each TSi. In this transition region the threshold voltage 

(VT) is found; however, its exact value depends on particular definitions and extraction 

procedures [Flandre-2010].   

The usual consideration given to QMEs from model developers so far has been conditioned to 

the value of TSi [Taur-2001], this is reasonable since the electron population is confined in the 

silicon layer. Accordingly, QMEs have been neglected for TSi higher than a certain limit 

value. However, as shown before, this is not a simple issue since apart from GCEs we have to 

account for ECEs. Several modeling strategies to deal with QMEs have been published in the 

last years [Kang-2008, López-Villanueva-1997, Roldán-2008b]. As can be seen in figure 15 

and 16, the Q factor depends on VG and TSi, and therefore physically based models dependent 

on these parameters are needed. However, for low gate voltages (in the subthreshold 

operation region) the Q factor is constant and it depends just on TSi. We have plotted this 

constant Q factor value versus TSi in figure 20. 
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Figure 20. Q factor in the subthreshold operation region versus the silicon layer thickness for undoped 
DGMOSFETs grown on (001) and (011) substrates. The a parameters chosen in equation 6 was a = 3 nm 

for (001) substrates and a = 3.3 nm for (011), b was 0.4 nm in both cases.  
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The curve shown in figure 20 can be fitted with a simple function (equation 6).  

 

( )
bT

a
aTQ

Si
Si +

≈,  (6) 

 

Making use of this easy model the inversion charge including QMEs can be obtained from the 

classical value in the subthreshold operation regime [Balaguer-2011b]. The increasing 

number of low power applications (most operating in the subthreshold region [Vaddi-2009]) 

in SOI devices makes this result interesting since it greatly simplifies the inclusion of QMEs 

on the inversion charge calculation in the compact modeling context. 

As highlighted before, a complex model can deal with all the operation regimes and device 

dimensions in what is related to the inclusion of QMEs. Nevertheless, due to the burden of 

complicated algebraic expressions in circuit simulators, simple calculation schemes are 

welcome to avoid convergence problems usually linked to the frequent iterative algorithms 

needed to obtain the potential and charges included in drain current calculations. 

 

ECEs - ELECTRIC CONFINEMENT EFFECTS 

 

It is also interesting plotting the Q factor for different oxide thicknesses in order to analyze 

the role that ECEs play on the inversion charge calculation. 
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Figure 21. Q factor versus gate voltage for different oxide thicknesses. The devices simulated were 
undoped DGMOSFETs grown on (001) substrates at room temperature (TSi =10nm, TSi =20nm). 
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Figure 22. Q factor versus gate voltage for different oxide thicknesses. The devices simulated were 
undoped DGMOSFETs grown on (011) substrates at room temperature (TSi=10nm, TSi=20nm). 

 

As can be seen, in the strong inversion regime, were ECEs are more significant as highlighted 

before, the Q factor remains almost constant for the thicker Tox values. However, for thin 

oxides this “plateau” is not achieved. For Tox ≥ 2nm ECEs could be neglected (Q ≤ 0.15 above 

threshold). Nevertheless, for thin oxides ECEs can not be neglected. Taking into 

consideration the current high-performance mainstream technology for SiO2 insulator 

thicknesses, the inclusion of the Tox values above 1.5 nm in the previous analysis might seem 

useless. However, other technologies (e.g. memory and analog electronics applications) with 

thicker oxides are in use currently for which these results are relevant. In figures 21 and 22, 

for the TSi = 20 nm case (low GCEs), at the onset of inversion and due to the rise of ECEs, a 

growth of QMEs is seen (the highest peak obtained in this case is obviously for Tox = 1nm).   

We have plotted the data of figures 21 and 22 versus Tox at high gate voltages (figure 23). At 

these high voltages (VG  = 1.2V and VG = 1.5V) GCEs are negligible (see that data for TSi 

=10nm and TSi = 20nm coincide). 
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Figure 23. Q factor versus oxide thickness for undoped DGMOSFETs grown on (001) and (011) substrates 
at room temperature. Two different gate voltages have been used VG=1.2V and VG=1.5V. TSi=10nm (solid 

circles for (001), solid squares for (011)), TSi=20nm (hollow triangles for (001), hollow circles for (011)) 
 

As reported before and more clearly seen here, in general, for Tox ≥ 2 nm QMEs are low. It 

can be also noticed that there is no dependence on the TSi value (as expected from figures 15 

and 16). A wider perspective of this analysis (to explore further the TSi dependence) can be 

drawn from figure 24 where Q factor contour plots considering all the device dimensions 

studied here are summarized for VG=1V.  
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Figure 24. Q factor contour plots versus silicon layer and oxide thickness for undoped DGMOSFETs 
grown on (001) substrates at room temperature in the strong inversion regime. 
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The blue and black areas correspond to Q factor values below 0.15 (that could reasonably be 

considered the area were QMEs are negligible). Tox = 1.8-2 nm represents approximately the 

boundary value, in addition with TSi ≥ 5 nm. For TSi < 5 nm the influence of GCEs can reach 

the strong inversion region making the Q factor grow [Balaguer-2011b].  

 

Summarizing the main results presented in this section, QMEs can be neglected in the 

subthreshold operation region (in this case QMEs are mainly due to GCEs and electrical 

confinement effects can be neglected) for TSi > 20 nm. In this operation region the Q factor 

shows a constant value dependent on TSi (and independent on VG) that can be easily modeled 

by means of a simple model that calculates the quantum inversion charge using the classical 

charge as starting point. In the strong inversion operation region QMEs can be neglected for 

Tox > 1.8-2 nm if TSi > 5 nm. In the operation region between subthreshold and strong 

inversion (sometimes named moderate inversion) QMEs show a complex behavior due to the 

contribution of GCEs and ECEs simultaneously. 

 

3.3. Threshold voltage and electric potential  
 
According to the classical theory, when the silicon thickness is reduced, the threshold voltage 

decreases in a fully depleted SOI MOSFET assuming a constant doping concentration. This is 

due to the reduction of depletion charge qNATSi (assuming an N-type device) when the film 

thickness is made thinner [Colinge-2008]. When the film thickness is below 10 nm, however, 

the depletion charge is very small and it can usually be neglected. In this case, nonclassical 

contributions to threshold voltage have to be taken into account. The concentration of 

inversion carriers needs to be higher than predicted by the classical theory in order to reach 

the threshold (consequently, the potential in the silicon film is higher that the classical one) 

due to the appearance of subbands in the conduction band, which causes an increase in the 

minimum energy in the conduction band when the silicon thickness is decreased (this effect 

can explain the increase of the threshold voltage that has been observed experimentally and 

modeled in nanometric transistors [Trivedi-2005, Lui-2004, Uchida-2000]). 

Making use of the simulation data presented in the previous section, we have extracted the 

threshold voltage (VT) with two different techniques. On the one hand, we have selected the 

gate voltage needed to obtain an inversion charge equal to QIT = CoxVth (where Vth=kT/q, k is 

Boltzmann’s constant, T stands for the temperature and q for the electron charge) [Autran-
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2005], on the other hand we have extracted the gate voltage at which the 
2

2

G

Iquantum

V

Q

∂

∂

 reaches a 

maximum [Flandre-2010] (the results are shown in Table 1).  

 

TSi (nm) (001) (011) 

 VT (V)  

[Autran-2005] 

VT (V)  

[Flandre-2010] 

VT (V)  

[Autran-2005] 

VT (V)  

[Flandre-2010] 

3 0.56 0.55 0.57 0.56 

5 0.52 0.5 0.525 0.5 

10 0.49 0.48 0.49 0.48 

15 0.48 0.47 0.48 0.47 

20 0.47 0.46 0.47 0.46 

40 0.46 0.45 0.46 0.45 

60 0.46 0.45 0.46 0.45 

Table 1. Threshold voltage for undoped DGMOSFETs grown on different substrates with several silicon 
layer thicknesses at room temperature.  
 

It can be seen that for (011) substrates VT is slightly higher for the thinnest TSi, as expected 

since energy levels for this substrate orientation are higher than in (100) because of lower 

effective masses in the confinement direction. The VT values are connected with the curves 

shown in figures 18 and 19. Higher VT values are obtained when higher GCEs are present (see 

that the curves for the lower TSi are shifted to the right, for higher VG values).  

 

The approach we have followed in this work in order to develop compact models is focused 

on charge control schemes. As explained in the first chapter, in addition to the use of the 

inversion charge as state variable, there is an alternative approach that is focused on the use of 

the electric potential. In surface potential based models the drain current is expressed in terms 

of surface potential at the source and drain ends of the channel. Some examples of models 

based on this scheme can be found in [Taur-2001, Taur-2004, Sahoo-2010, Bhattacharyya-

2009]. As can be seen in [Ortiz-Conde-2007], both approaches are valid and coherent 
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equivalent descriptions can be obtained independently of the state variable (inversion charge 

or surface potential) chosen as basic building block for the model.  

Surface potential models were associated traditionally with elevated computational 

requirements but this problem has been overcome by analytical or numerical algorithms 

developed in models like PSP [PSP] and HiSIM [HiSIM]. One of the features to highlight in 

surface potential models [Bhattacharyya-2009] is the fact that their do not adopt a regional 

modeling approach. They consider drift-diffusion current transport which provides a single 

expression for the current in all the operation regimes. Despite the models developed in this 

work are not potential-based, we have described the electric potential behavior within the 

silicon channel of these devices, and the influence of QMEs on it to shed light in the analysis 

of DGMOSFETs and for the sake of completeness. In this case, basing the study on the 

electric potential behavior (although, taking into account our choosing of a charge control 

model) we will not analyze the electric potential in the (profound) way we have undergone for 

the inversion charge. 

Taking as a starting point the simulation data shown in the section above, we have studied the 

electric potential. We have compared the classical and quantum potential at the oxide surface 

and at the channel central position for n-type and p-type DGMOSFETs (see figure 25).  

 

Figure 25. Central and surface electric potential in DGMOSFETs. 
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The results are plotted in the following figures: 
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Figure 26. N-type DGMOSFET classical and quantum potentials at the central part of the silicon layer 
and at the oxide interface. 
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Figure 27. P-type DGMOSFET classical and quantum potential comparison. The values are given at the 
silicon layer center and at the oxide interface. 

 

For both types of transistors, the potential behavior is quite the same. The central potential is 

similar to the surface potential in the subthreshold region, no matter if QMEs are included or 

not, but a difference is observed in the flat part of the curve (corresponding to the strong 

inversion operation regime). For the surface potential, the differences observed between the 
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classical and quantum curves are higher than in the central potential case since in strong 

inversion, the charge located close to the oxide interface screens further gate voltage 

increases, in this respect the electric potential at the centre of the silicon layer remains 

constant. The surface potential in strong inversion is higher if QMEs are taken into account, 

i.e. a higher potential is required to achieve the same amount of inversion charge.  

The behavior observed in the figures above remarks the great influence of QMEs also in the 

electric potential of the devices under study, and the necessity to include them in the 

calculations when transistor dimensions are reduced (some authors have dealt with this issue 

recently [Chaves-2010]).  

 

In order to study the surface orientation effects on the electric potential, we have compared 

the central and surface potentials for n-type and p-type DGMOSFET considering different 

substrate orientations. The results are shown in the following figures. 
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Figure 28. N-type DGMOSFETs (TSi = 5 nm) central and surface potential comparison for (100) and (110) 
substrate orientations. 
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Figure 29. P-type DGMOSFETs (TSi = 5 nm) central and surface potential comparison for (100) and (011) 
substrate orientations. 

 

In the figures above, significative differences in the surface potential for both types of 

transistors are obtained for different substrate orientations.  It can be concluded, that QMEs 

and substrate crystallographic orientation effects can not be ignored when modeling the new 

nanometric DGMOSFET structures. In the following section, as a natural continuation of the 

systematic study we have already presented, we deal with the study and modeling of 

DGMOSFETs inversion charge (this magnitude will be the basis of the further drain current 

model that we will develop in the last section of this chapter). 

  

3.4. Inversion charge centroid for different crystallographic 
orientations and device geometries 

 
This section is devoted to the study of the influence of the different substrate crystallographic 

orientations on the spatial distribution of inversion charge in DGMOSFETs. In order to 

describe the distribution of inversion charge in the silicon layer one of the most interesting 

parameters that can be used is the inversion layer centroid [López-Villanueva-2000, 

Rodríguez-2007, Roldán-2008b, Balaguer-2012]. This parameter has been employed to 

quantify and model the influence of QMEs on the inversion charge of MOSFETs [López-

Villanueva-1997] as well as in the gate-to-channel capacitance. As is well known, the 

accurate calculation of these two magnitudes is essential to develop good compact models. 
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We have already highlighted that under a quantum mechanical description the charge 

distribution does not reach its maximum at the oxide-semiconductor interface, but inside the 

silicon film [Stern-1967, Stern-1972]. While in n-type devices QMEs are linked to the 

orientation of the six silicon ellipsoidal valleys with respect to the confinement direction, in p-

type transistors the strong anisotropy of the valence band makes the differences found for the 

substrate orientations considered even higher. These differences are plotted for n-type 

DGMOSFETs in figure 30 showing important dependence on the substrate orientation. 

Similar results were obtained for p-type DGMOSFETs [Donetti-2010].  
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Figure 30. Charge distribution for an undoped n-type DGMOSFET grown on (100) and (110) substrates 
with V G = 2.0 V, Tox=1.5 nm. 

 
 

It obvious that accounting for substrate orientation is necessary not only to calculate the 

amount of charge but also its distribution. These results gain momentum in a technological 

context where hybrid substrates and different substrate orientations (that easily come up in 

devices such as Trigate MOSFETs or FinFETs) are being seriously considered [ITRS-2011]. 

The analysis and modeling of the inversion charge distribution will be the first step of a more 

general inversion charge model for n-type and p-type DGMOSFETs, accounting for different 

substrates orientations, which is of great interest for the microelectronics community 

[Balaguer-2012]. 

For the inversion charge centroid model we considered and enhanced a previous DGMOSFET 

model (and adapted it also for p-type devices) in order to account for the different substrate 
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orientations. Different silicon layer and dielectric thicknesses were analyzed. As will be 

shown, the model fits simulation data both in the subthreshold and above threshold operation 

regions. Firstly we will present the development and results achieved for n-type 

DGMOSFETs. The starting point equation [López-Villanueva-2000] to model the inversion 

charge centroid of a DGMOSFET grown on a (100) substrate was the following (this will also 

be the starting point for p-type DGMOSFETs). 
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where a, b, zI0, NI0 and n are fitting parameters, and zI stands for the position of the inversion 

charge centroid calculated from the insulator-semiconductor interface as follows (n(z) stands 

for the inversion charge density): 
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The inversion charge centroid (zI) was calculated, following equation 8, for different 

symmetric DGMOSFETs with silicon layer thicknesses ranging from TSi = 5 nm to TSi = 20 

nm. For each silicon layer thickness, three simulations were performed to study the influence 

of the different crystallographic orientations (the substrate orientations chosen were (100), 

(110) and (111)). The gate insulator considered was SiO2 with two different thicknesses: Tox = 

1.5 nm and Tox = 3 nm, the substrate was left undoped and a midgap metal was chosen for 

both gates. 

 

The centroid data obtained showed very similar values for the (110) and (111) substrate 

orientations (figure 31), where the inversion charge centroid simulation data are depicted for 

the three common surface orientations (100), (110) and (111) [Balaguer-2012]. Note that 

smaller centroid values are obtained for the (100) orientation; this behavior was already 

observed in bulk devices as reported in [Rodríguez-2007].  
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Figure 31. Inversion charge centroid versus the inversion electron concentration in a n-type DGMOSFET 
structure for the three most common silicon crystallographic orientations (Tox=1.5nm). The data plotted 

here have been obtained by applying equation 8 to simulations. 
 

The centroid values for the (100) substrate orientation were, in general, lower due to a higher 

perpendicular (to the oxide-semiconductor interface) effective mass (mz=ml) for the 

Schrödinger equation calculation; however, the different subband distributions obtained in 

DGMOSFETs in comparison to bulk devices might change this behavior for certain silicon 

layer thicknesses and gate voltage values. In all these cases, equation 7 was modified to fit the 

simulation data for the considered substrate orientations and silicon thicknesses. The 

analytical expression used here to model the centroid is the following: 
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Where the NI0 = 7 1012 cm-2 in all cases, and a, b, c, n, zI0 values can be found at table 2 at the 

end of this section (n and zI0 depend on TSi, the rest of parameters are constants) [Balaguer-

2011c]. 

Figure 32 shows the inversion charge centroid values obtained for DGMOSFETs grown on 

(100) substrates for different silicon layer thicknesses.  
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Figure 32. Inversion charge centroid versus inversion charge for an undoped DGMOSFET grown on a 

(100) substrate, for different silicon layer thicknesses. Simulation results are plotted in lines and modeled 
data (calculated by using equation 9) in symbols. Tox=1.5 nm (squares – TSi=5 nm, circles – TSi=10 nm, 

triangles – TSi=15 nm and stars – TSi=20 nm). 
 

 
In figure 33, the inversion charge centroid data are plotted for DGMOSFETs grown on (110) 

substrates, similar values are obtained for (111) substrates.  
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Figure 33. Inversion charge centroid versus inversion charge for an undoped DGMOSFET grown on a 

(110) substrate, for different silicon layer thicknesses. Simulation results are plotted in lines and modeled 
data (calculated by using equation 9) in symbols. Tox=1.5 nm (squares – TSi=5 nm, circles – TSi=10 nm, 

triangles – TSi=15 nm and stars – TSi=20 nm). 
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The fitting parameters employed to fit simulation data for (110) and (111) silicon substrate 

orientations are also given in a table at the end of the section. A good fit is observed in all 

cases. It can be also seen that the centroid for the thinnest silicon inversion layer (TSi = 5 nm) 

is almost constant for the range of inversion charges considered. In this case, the role played 

by the structural confinement is much stronger than in thicker silicon inversion layers and the 

volume inversion regime [Balaguer-2011b, Balaguer-2011c, Celler-2003, Colinge-2004] is 

observed for almost all the gate voltages used in our study. 

 

In the next part of this section, the inversion charge centroid taking into account different 

substrate orientation for p-type devices is developed following the same procedure as detailed 

previously for n-type transistors. To obtain an analytical expression for the hole inversion 

charge centroid, we used also equation 9. Although it was developed for n-type devices, the 

model also works to fit the p-type DGMOSFETs simulation data, being the only difference 

between them the parameters used for the fitting. 

The hole inversion charge centroid (zI) from simulation data was calculated using equation 8 

for different devices with silicon layer thicknesses ranging from TSi = 5 nm to TSi = 20 nm. 

For each silicon layer thickness, three simulations were performed to study the influence of 

the different crystallographic orientations. The gate insulator considered was SiO2 (Tox = 1.5 

nm), the substrate was left undoped and a midgap metal was also chosen for both gates. The 

hole inversion charge centroid has been plotted in figure 34 for the three surface orientations 

under study and for three different silicon layer thicknesses versus inversion charge. As can 

be seen, the centroid of charge for holes varies substantially as the substrate orientation is 

changed. This behavior differs from the one observed for electrons, due to the great 

differences between the conduction and valence bands.  

 

As far as electrons are concerned, smaller values of the inversion charge centroid are obtained 

for the (100) orientation since, in this orientation, a higher perpendicular effective mass is 

obtained. Mobility shows also a dependence on different effects as volume inversion, 

population redistribution among different valleys and phonon scattering form factor, and all 

these effects are modified when the substrate orientation changes (hole inversion layers have 

not been as studied as in electron ones due of the strong anisotropy and non-parabolicity of 

valence band dispersion). 
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Figure 34. Inversion charge centroid versus the inversion electron concentration in a p-type DGMOSFET 
structure for the three most common silicon crystallographic orientations (Tox = 1.5 nm). The great 
anisotropy of the valence band makes the centroid curves separate for the different crystallographic 

orientations considered, mostly at high inversion charge concentrations. 
 

 

It can be seen that lower centroid values are achieved for the (110) substrates due to a higher 

effective mass in the confinement direction of the device. This can be observed in [Donetti-

2010], where the valence band of the devices under study is accurately described. This 

behavior is also different when compared to the n-type devices case, where the lowest 

centroid values were found for (100) orientation (see Ref. Rodríguez-2007 for results 

corresponding to the conventional bulk transistor case).  

As in the case of electrons (through equation 9), to accurately reproduce simulation data some 

fitting parameters are made dependant on the silicon layer thickness. The parameters used are 

given in the table included at the end of this section. Figure 35 shows the hole inversion 

charge centroid values obtained for DGMOSFETs grown on (100) substrates with different 

silicon layer thicknesses.  
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Figure 35. Inversion charge centroid versus inversion charge for an undoped DGMOSFET grown on a 
(100) substrate, for different silicon layer thicknesses. Simulation results are plotted in lines and modeled 
data (calculated by using equation 9) in symbols. Tox = 1.5 nm (squares – TSi = 5 nm, circles – TSi =10 nm, 

triangles – TSi=15 nm and stars – TSi=20 nm). 
 
 

In figure 36 and figure 37, the hole inversion charge centroid data for the other two substrate 

orientations are given: 
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Figure 36. Inversion charge centroid versus inversion charge for an undoped DGMOSFET grown on a 

(011) substrate, for different silicon layer thicknesses. Simulation results are plotted in lines and modeled 
data (calculated by using equation 9) in symbols. Tox = 1.5 nm (squares – TSi = 5 nm, circles – TSi =10 nm, 

triangles – TSi =15 nm and stars – TSi=20 nm). 
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Figure 37. Inversion charge centroid versus inversion charge for an undoped DGMOSFET grown on a 

(111) substrate, for different silicon layer thicknesses. Simulation results are plotted in lines and modeled 
data (calculated by using equation 9) in symbols. Tox =1.5 nm (squares – TSi = 5 nm, circles – TSi = 10 

nm, triangles – TSi = 15 nm and stars – TSi =20 nm). 
 
 

A good fit is observed in all cases. It can also be seen, as in the electron case, that the centroid 

for the thinnest silicon inversion layer (TSi = 5 nm) is almost constant for the considered range 

of inversion charges. This is due to structural confinement effects that, as explained before, 

lead to operation in the volume inversion regime [Balaguer-2011b, Balaguer-2011c, Celler-

2003, Colinge-2004].  

 

3.5. Inversion charge including quantum effects for different 
crystallographic orientations and geometries 

 
In this section we step forward from the set of results presented in the previous section. An 

inversion charge model that takes into account QMEs allowing the description of devices with 

different crystallographic orientations is developed. To do so, the centroid model developed in 

the previous section was incorporated.  As a first step, we considered a classical inversion 

charge model [Moldovan-2007a, Sallese-2005].  This model, as well as the enhanced version 

we are presenting here to include QMEs, are both explicit. Therefore, the inversion charge is 

obtained in a direct calculation without having to use iterative algorithms to solve non-linear 

equations. This is an outstanding advantage in comparison to other approaches for the 

inclusion of the model in compact models for circuit simulation schemes. 
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We have used the expression below to calculate a first estimation of the inversion charge. 

This value will be used to obtain other quantities (equations 13 and 14, where Q’ is 

employed) that will be needed latter in equation 12, which is the final value we will consider 

for the classical inversion charge: 
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where the parameters used within are given as follows [Moldovan-2007a, Sallese-2005, 

Balaguer-2011c]: 
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Where ∆ϕ is the work-function difference between the gate electrode and the intrinsic silicon, 

CSi=εSi/TSi, and V is the electron quasiFermi potential. For the classical calculation, the 

inversion charge was obtained with the expression given below, 
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where VT and ∆VT stand for, 
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The classical expression given in equation (12) was enhanced to account for QMEs. We did 

so by using a modified oxide capacitance C*
ox (instead of Cox) that includes the inversion 

layer centroid model developed in the previous section (see the equation below) [Balaguer-

2012].  
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(15) 

 

The term that introduces the centroid derivate has been included to correctly reproduce the 

device capacitance above threshold following the work of L. Ge et al. [Ge-2006]. The 

centroid derivative was calculated making use of the model given in equation 9, where Q’ has 

been calculated by using Q’ = qNI. In the following figure the role played by the centroid 

derivative factor (third term in the denominator of equation 15) can be distinguished. In figure 

38 the capacitance obtained from the simulation data is depicted together with the enhanced 

capacitance C*ox calculated with and without the centroid derivative term. It can be clearly 

seen that this term is needed in strong inversion.  
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Figure 38. Gate capacitance versus VG for a symmetrical n-type DGMOSFET with TSi = 10 nm. 
Capacitance obtained from simulation data is plotted in black solid line, the capacitance obtained without 
taking into account the centroid derivative correction is shown in black dashed line and the capacitance 

obtained from the model including the centroid derivative term is shown in red.  
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The modified oxide capacitance C*
ox was used in equation 14 and latter (in addition to the 

output of equation 14) in equation 12. In this way the inversion charge, including QMEs, was 

calculated. In figure 38, a comparison between the simulated and modeled (not including 

QMEs) inversion charge is shown. As can be seen, without the inclusion of QMEs simulation 

data can not be reproduced accurately. 
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Figure 39. Inversion charge versus gate voltage for undoped silicon DGMOSFETs grown in (100) 

substrates with Tox =1.5 nm and for different silicon thicknesses (TSi = 5 nm, TSi = 10 nm, TSi = 15 nm and 
TSi = 20 nm). Simulations are plotted in dashed lines and modeled data (without QMEs) in solid lines. 

 
 

In figures 39 to 42, the inversion charge calculated making use of the model is plotted versus 

gate voltage and compared with simulation data for the (100) and (110) crystallographic 

substrate orientations (the inversion charge for (111) is approximately the same than in the 

(110) case). 
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Figure 40. Inversion charge versus gate voltage for an undoped silicon DGMOSFET in linear and 

logarithmic (inset) scales with Tox = 1.5 nm and (100) substrate orientation for different silicon 
thicknesses. Simulation results are plotted in lines and modeled data in symbols (squares – TSi = 5 nm, 

circles – TSi = 10 nm, triangles – TSi = 15 nm and stars – TSi = 20 nm). 
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Figure 41. Inversion charge versus gate voltage for an undoped silicon DGMOSFET in linear and 

logarithmic (inset) scales with Tox = 1.5 nm and (110) substrate orientation for different silicon 
thicknesses. Simulation results are plotted in lines and modeled data in symbols (squares – TSi = 5 nm, 

circles – TSi = 10 nm, triangles – TSi = 15 nm and stars – TSi = 20 nm). 
 
 
 
We have also checked the validity of the model by using different oxide thicknesses. In 

particular, the following (see the figures below) results are obtained for Tox = 3 nm. 
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Figure 42. Inversion charge versus gate voltage for an undoped silicon DGMOSFET in linear and 
logarithmic (inset) scales with Tox = 3 nm and (100) substrate orientation for different silicon thicknesses. 
Simulation results are plotted in lines and modeled data in symbols (squares – TSi = 5 nm, circles – TSi =10 

nm, triangles – TSi =15 nm and stars – TSi =20 nm). 
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Figure 43. Inversion charge versus gate voltage for an undoped silicon DGMOSFET in linear and 

logarithmic (inset) scales with Tox = 3 nm and (110) substrate orientation for different silicon thicknesses. 
Simulation results are plotted in lines and modeled data in symbols (squares – TSi = 5 nm, circles – TSi = 10 

nm, triangles – TSi = 15 nm and stars – TSi = 20 nm). 
 
 

 
As can be seen in figures 40-43, the model works reasonably well for all the devices 

considered (this means n-type structures with different substrate orientations, a wide range of 
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oxide and silicon layer thicknesses and for all the operation regimes worth being considered). 

The different effects involved are coherently taken into account; in this context a reasonable 

error in few cases is unavoidable since the accuracy of the physics that would be needed to 

perfectly fit all the cases under study would make extremely difficult the development of an 

analytical and explicit model that could be regarded appropriate from the compact modeling 

viewpoint. As can be seen in the previous figures, a weak dependence on TSi in strong 

inversion is observed. This is due to the reduction of the influence of geometrical effects since 

almost all the charge is confined at the silicon-oxide interfaces due to the high transverse 

electric field (electric confinement effects). In this case, the silicon layer thickness has not 

much influence on the charge, this effect can be seen also in reference [He-2004] and has 

been deeply described before [Balaguer-2011b].  

 

To reproduce the hole inversion charge, a model analogue to the one presented previously for 

electrons is used. The model is also explicit, as in the n-type device case; therefore, there is 

also no need of iterative algorithms. Following a modeling procedure similar to the one 

presented previously for the calculation of the electron inversion charge, we have obtained 

analogue analytical expressions for the hole case [Balaguer-2011c].   

 

A first estimation of the holes inversion charge is calculated as follows: 
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where the parameters used within are given as follows: 
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The classical inversion charge for holes was calculated with the following expression, 

obtained following the same procedure as in the electrons case: 
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where VT and ∆VT stand for: 
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The classical expression given in equation (18) was modified to account for QMEs. We did so 

in an analogue way as it was done before; this is, by using a modified oxide capacitance C*
ox 

where the inversion layer centroid model developed in the previous section was included (see 

the equation below).  
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As shown for n-type devices, the third term in the denominator (centroid derivate) has also 

been used to correctly reproduce the device capacitance above threshold. The centroid 

derivative was calculated making use of the model given in equation 7.  

In figures 43 to 45, the inversion charge is plotted versus gate voltage for the (100) and (011) 

and (111) crystallographic substrate orientations (modeled and simulation data are shown).  
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Figure 44. Inversion charge versus gate voltage for an undoped silicon DGMOSFET in linear and 

logarithmic (inset) scales with Tox = 1.5 nm and (100) substrate orientation for different silicon layer 
thicknesses. Simulation results are plotted in lines and modeled data in symbols (squares – TSi = 5 nm, 

circles – TSi = 10 nm, triangles – TSi = 15 nm and stars – TSi = 20 nm). 
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Figure 45. Inversion charge versus gate voltage for an undoped silicon DGMOSFET in linear and 

logarithmic (inset) scales with Tox  = 1.5 nm and (011) silicon substrate orientation for different silicon 
layer thicknesses. Simulation results are plotted in lines and modeled data in symbols (squares – TSi = 5 

nm, circles – TSi = 10 nm, triangles – TSi = 15 nm and stars – TSi =20 nm). 
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Figure 46. Inversion charge versus gate voltage for an undoped silicon DGMOSFET in linear and 

logarithmic (inset) scales with Tox  = 1.5 nm and (111) substrate orientation for different silicon layer 
thicknesses. Simulation results are plotted in lines and modeled data in symbols (squares – TSi = 5 nm, 

circles – TSi =10 nm, triangles – TSi = 15 nm and stars – TSi = 20 nm). 
 
  As can be seen in the previous figures, a reasonably good fit is obtained for the three silicon 

orientations considered and for different silicon layer thicknesses. For these p-type devices, 

QMEs, due to the anisotropy of the valence band, show a different behavior than in n-type 

devices; however, the model works well in both cases, proving its correctness. The model 

reproduces simulation data in the subthreshold and strong inversion operation regions.  

 n(TSi) a (nm) b c (nm-1) zI0(TSi)  (nm) 

Electrons (100) -0.0112 TSi + 1.0200 0.0600 0.3284 -0.002 53.83 TSi  
-0.70 

Electrons (110) -0.0154 TSi + 1.1150 0.0600 0.3286 -0.002 212.49 TSi  
-1.01 

Electrons (111) The same as (110) 
The same as 

(110) 

The same 

as (110) 

The same 

as (110) 
The same as (110) 

 

Holes (100) -0.0236 TSi + 0.9600 0.355 0.2759 0.0005 323.38 TSi 
-1.38 

Holes (110) 
-0.0174 TSi + 

0.77750 
0.275 0.2545 0.0016 14.46 TSi  

-0.467 

Holes (111) -0.0272 TSi + 0.9650 0.3300 0.2762 0.0002 57.74 TSi 
-0.887 

Table 2. Parameters used in equation 9 for the inversion charge centroid modeling. TSi is given in 
nanometers for both n- and p-type devices. 
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To finish this section we highlight the role that high-κ materials play in the new nanometric 

MOSFET generation (as already pointed out in the first chapter). In relation to these 

materials, the main idea from the modeling viewpoint is that the capacitance does not change 

if the equivalent oxide thickness is maintained. It has to be highlighted that the energetic gap 

between the high-κ material and the silicon changes and this fact affects the penetration of the 

electron wave functions in the insulator and, consequently, the inversion charge centroid. As a 

result the inversion charge is different. As reported in the first chapter, a great reduction of the 

oxide tunneling current is achieved in these materials and consequently of the standby power 

in the circuits associated. In chapter 5, a detailed study is presented in relation to SGTs with 

high-κ dielectrics as gate insulators. 

 

 

3.6. Mobility characterization in single- and double-gate 
MOSFETs  

 
Mobility is one of the key parameters to characterize and model the transistor current. Taking 

into consideration the needs we highlighted previously in the circuit simulation context, its 

obvious that simple and physically-based mobility models are required, but this is not an easy 

task. In SOI single-gate devices and DGMOSFETs there are several effects (silicon thickness, 

gate voltage, roughness of the top and buried oxide layers, charge at the oxide interfaces and 

within the oxides…) influencing at the same time on the charge transport characteristics and 

leading to a very complex behavior of the total low-field mobility. For these devices, there are 

very few models simple enough (in most of them the oxide interfaces were supposed to be 

identical) that can be used in circuit simulators without including an algebraic burden that can 

turn a model useless for circuit simulation. For this reason it is very important to perform a 

systematic study, which can only be done by means of simulation, to analyze how Coulomb 

and surface-roughness scattering affect the mobility. The conclusions of this study will allow 

the simplification of future mobility models in order to include the Coulomb and surface-

roughness effects of each oxide interface separately. In this respect, previously established 

mobility models could be enhanced, and new ones developed, to account for different oxide 

characteristics. Apart from the circuit simulation approach, an obvious interest from the 

process engineering field is deduced since a reasonable estimation of the final low-field 

mobility could be extracted for different fabrication processes.  
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This task has been carried out and is presented in this section. For the sake of clarity we will 

face the study in a progressive manner, therefore, firstly we will present the results obtained 

for single-gate devices and latter on we will deal with double-gate devices (DGMOSFETs) 

where the analysis is more complicated. 

As explained before, the reduction of silicon layers in SOI devices increase the geometrical 

confinement and the distribution of the inversion charge in comparison with bulk transistors 

[Balaguer-2011b, Balaguer-2012]. Consequently, the main transport features (the 

conductivity effective mass and the phonon scattering rates, among others) are different 

[Gámiz-1998a]. In addition, the proximity of oxide interfaces to the channel inversion charge 

makes both surface-roughness and Coulomb scattering due to oxide interface charges much 

more important than in bulk devices [Gámiz-2002, Jiménez-Molinos-2005, Gámiz-2001]. 

Surface-roughness scattering has been studied in depth in [Gámiz-2001] and [Gámiz-1999b]. 

On the other side, Coulomb scattering mechanisms have been detailed in [Jiménez-Molinos-

2010a, Gámiz-2002, Gámiz-2003a]. 

Understanding Coulomb scattering in UTB SOI transistors is essential since the 

microelectronic industry tends to thin the silicon layer in the scaling process. To improve the 

performance of the transistor (and to develop accurate models), it is useful to discover the 

influence of the interface charges (and surface-roughness) both at the buried and the gate 

oxide interfaces on the Coulomb (surface-roughness) mobility component. To do this, we 

have made use of the Monte Carlo simulator (developed within the nanoelectronic research 

group of the University of Granada) with advanced Coulomb and surface-roughness 

scattering models [Gámiz-2003b] presented in section 2.3.1.2. 

In order to analyze the influence of Coulomb scattering on the mobility in UTB-SOI 

MOSFETs, we carried out a large number of simulations for different structures and densities 

of interfacial charged centers at the silicon-oxide interfaces.  

 

 

a) SGMOSFET study 

Figure 47 shows a schematic representation of the devices studied in this section, whose 

common features are the following: they consist of single-gate SOI NMOSFETs with a 1.5 

nm layer of silicon dioxide as gate insulator under a metal gate. The thickness of the buried 

silicon dioxide is 80 nm. Finally, the silicon channel is intentionally kept undoped and its 

thickness is given several values (TSi). 
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Figure 47. Schematic of the silicon-on-insulator structure considered.  
 

Figure 48 shows the mobility curves obtained for the narrowest silicon layer (TSi = 3 nm) 

versus the inversion electron concentration. Several densities of interfacial charged centers 

were considered at both interfaces. For each curve, the value of these interfacial charge 

densities is given by a pair of numbers: the first is the bi-dimensional density of charged 

centers at the gate oxide interface (Nit_top, expressed in 1010 cm-2) whereas the second is the 

value of the charged center density at the buried oxide interface (Nit_back). In order to analyze 

the influence of the two interfaces separately, curves corresponding to devices with charges at 

only one interface are shown. We will later analyze the case of interface traps at both 

interfaces. As can be seen, curves corresponding to devices with the same density of 

interface-trapped charges approximately match: this means that the interface where they are 

placed has no significant influence (that is, curve (a,0) matches curve (0,a)). This result is 

consistent with the inversion charge distribution shown in figure 49 for an inversion charge 

concentration of NI = 2 x 1012 cm-2. The electron distribution in this case is almost 

symmetrical with regard to each interface and its center is practically in the middle of the 

silicon layer, at the same distance from both interfaces [Jiménez-Molinos-2010a]. 

Consequently, charges at the gate oxide interface have approximately the same influence as 

those placed at the buried oxide interface. Later we will show that the influence of charges at 

the buried oxide interface is reduced as the silicon layer thickness is increased since most of 

the carriers are confined near the gate oxide. 
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Figure 48. Simulated electron mobility curves in UTB-SOI MOSFETs with 3 nm of silicon layer thickness 
(TSi) versus inversion electron bi-dimensional density. Interface-roughness scattering has not been taken 

into account. The quantity of interfacial charges has been given as a pair of numbers, where the first is the 
bi-dimensional density of charged centers at the gate insulator-silicon interface (expressed in 1010 cm-2) 

while the second is the same but at the buried oxide interface. 
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Figure 49. Inversion electron density and conduction band edge as functions of the position along the z-
axis (perpendicular to the interfaces). The silicon layer thickness is 3 nm. In the inset, the same quantities 

are shown for a silicon layer thickness of 7 nm. The inversion bi-dimensional density is 2 x 1012 cm-2 in 
both cases. Note that the data range on the left axis is the same for both graphs. 

 

In order to gain a more in-depth knowledge of the role of the charges at each interface, we are 

going to use Matthiessen’s rule (MR). First, we consider it necessary to comment on some 

issues regarding its application. Matthiessen´s rule has been shown to be inaccurate in certain 
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cases [Stern-1980, Fischetti-2002, Driussi-2009, Esseni-2011]. The correct application of this 

rule requires the observance of two conditions, which are unsatisfied in some of the studies 

presented in the literature. Firstly, the different scattering mechanisms should have the same 

energy dependence, and secondly, only one sub-band should be populated [Stern-1980, 

Fischetti-2002, Driussi-2009]. In strained-silicon devices, the valley splitting contributes to 

enhancing the population of the fundamental band [Fischetti-2002, Driussi-2009, Weber-

2008, Esseni-2011], allowing the second condition to be satisfied in most cases. In this way, 

the error due to the application of MR is minimized [Weber-2008]. The population 

enhancement of the fundamental sub-band is also obtained in ultra-thin body SOI MOSFETs 

due to a strong geometrical confinement. However, even in this case, characterized by the 

prevalence of the fundamental sub-band, the application of MR could produce an 

underestimate of the Coulomb mobility, as pointed out in reference [Driussi-2009]. 

Furthermore, the error depends on the mobility curve taken as reference (that is, the phonon-

limited mobility) [Driussi-2009, Esseni-2011]. 

Taking these considerations into account, we assume that the extracted Coulomb mobility 

data shown in this section might be underestimated. However, the error should be smaller 

than in bulk devices because of the greater sub-band separation (especially for the thinnest 

transistors included in our study). Furthermore, for devices with the same silicon layer 

thickness, the reference mobility curve is the same for all the extracted Coulomb mobility 

curves, consequently, the error should be approximately the same and, therefore, we can 

confidently use the Coulomb mobility obtained to compare the influence of Coulomb 

scattering centers at the different oxide-semiconductor interfaces. 

In this respect, although the extracted Coulomb mobility might differ from the exact Coulomb 

mobility, the use of MR allows us to model the influence of charges placed at the two 

interfaces. As will be shown below, we can easily obtain the total Coulomb mobility by 

adding the Coulomb mobility due to the contribution of each interface separately. Taking into 

account that only the total mobility (including all the main scattering mechanisms) of the 

devices matters, for both device and circuit modeling, the errors that might be introduced by 

MR would be compensated for by using the rule again to add up the contributions of the 

different scattering mechanisms in order to obtain the total device mobility. This is an 

important issue to highlight since the phonon plus surface-roughness mobility components 

follow a well-known universal behavior that simplifies the modeling of this essential transport 

parameter [Takagi-1994]. The advantage of using this approach is that in addition to the ease 

(mentioned above) of adding up the Coulomb mobility curves due to charges placed at the 
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different interfaces, it would allow the simplicity inherent in the universal behavior of the 

phonon and surface roughness mobility components to be maintained. In connection with 

latter explanation, it is important to highlight that for the determination of the surface-

roughness mobility component by means of MR an error lower than 15% is expected for a 

wide range of inversion charges [Esseni-2011]. 
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Figure 50. Inverse of Coulomb-limited mobility extracted by Matthiessen’s rule. As in figure 47, the bi-

dimensional charged center density at the interfaces is expressed as a pair of numbers with a scale of 1010 
cm-2. (a) The dark blue (__ _ __) curve has been calculated by adding the curves of cases (5,0) and (0,5). In 
the same way, the yellow curve (....) is obtained by adding the curves of cases (5,0) and (0,10). (b) The red 

curve (__   __) has been obtained by multiplying curve (5,0) (not shown) by two. Finally, the dark blue 
(___ __) curve has been calculated by dividing curve (0,10) by two. 

 

Figure 50 shows the inverse of the Coulomb-limited mobility (µC) extracted by MR (equation 

22): 

phTC µµµ
111 −=

 
(22) 

 

where µph is the mobility obtained without including Coulomb scattering (phonon-limited 

mobility) and µT is the total mobility that includes both phonon and Coulomb scattering 

mechanisms. The following results have been obtained from figure 50: 
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As expected from figure 48, figure 50a shows that the Coulomb-limited mobility curve for the 

case with an interfacial density of 5 x 1010 cm-2 at the gate oxide interface ((5,0)) matches the 

curve with the same charge density at the buried oxide interface ((0,5)).  

Furthermore, in figure 50a, curves corresponding to devices with charges at both interfaces 

are also shown. As can be seen, curves with similar total bi-dimensional oxide charged center 

densities of 10 x 1010 cm-2  also match (that is, cases (5,5) and (0,10)). 

Moreover, figure 50a shows that the inverse of the Coulomb-limited mobility curve of a 

device with interfacial densities of 5 x 1010 cm-2 at both interfaces (case (5,5)) can be 

approximately reproduced by adding the curve obtained for the case with 5 x 1010 cm-2 of 

interfacial charge density at the gate oxide (curve (5,0)) and the curve corresponding to a 

device with 5 x 1010 cm-2 of interfacial charge density at the buried oxide (curve (0,5)). The 

result of the addition of these curves is labeled (5,0)+(0,5). Similarly, curve (5,0)+(0,10) is the 

addition of curves (5,0) and (0,10) and, as can be seen, closely matches curve (5,10). 

Therefore, the inverse of Coulomb-limited mobility due to charges sited at both interfaces 

(µC) can be calculated by adding the inverse of mobility curves corresponding to the separate 

contribution of each interface. That is: 

 

backCtopCC __

111

µµµ
+≈

 
(23) 

 

where µC_top is the Coulomb-limited mobility for a device with the buried oxide interface free 

of charges and µC_back is the Coulomb-limited mobility calculated without including charges at 

the top gate oxide interface. This result is important because (in the line of reasoning 

described at the beginning of this section) it makes the development of a Coulomb mobility 

model easier, taking into account the decoupling of the influence of interface charges at the 

gate and buried oxides. 

Indeed, as far as modeling is concerned, figure 50b shows another important result. The 

inverse of Coulomb-limited mobility for the case (10,0) approximately matches the curve of 

the case (5,0) multiplied by two. That is, if the charge density at the top interface is doubled, 

the inverse of Coulomb mobility is also multiplied by the same factor. The same result is 

obtained for charges at the buried interface: the curve corresponding to case (0,5) can be 

obtained by dividing the data corresponding to curve (0,10) by two. Therefore, we can 

conclude that Coulomb-limited mobility (µC_Nit1) due to a given quantity of charges at one 



 98 

interface (Nit1) can be approximately calculated from the Coulomb-limited mobility (µC_Nit2) 

due to another quantity of charges (Nit2) placed at the same interface by means of the 

following expression: 

 

2

1

2_1_

·
11

it

it

NitCNitC N

N

µµ
≈

 
(24) 

 

We have also considered the case of thicker silicon layers in order to see if the important 

results obtained for ultrathin silicon layers are maintained as the silicon thickness increases. 
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Figure 51. Mobility curves for a silicon layer thickness of (a) TSi = 7nm and (b) TSi = 10nm. As in figure 46, 

interface-roughness scattering has not been taken into account. 
 

 

Figure 51 shows total mobility curves for a device with silicon layers of (a) TSi = 7nm and (b) 

TSi = 10 nm. As can be seen, in these cases the position of the Coulomb scattering centers (at 

the gate or at the buried oxide interfaces) is not irrelevant because the inversion electron 

centroid is closer to the gate oxide interface than to the buried oxide interface (see the inset of 

figure 49). As a consequence, mobility curves (a,0) and (0,a) do not match as in a structure 

with TSi = 3 nm, and the difference becomes greater as the silicon layer thickness increases. 

Furthermore, we might expect that the influence of charges placed at the buried oxide 

interface vanishes when the silicon layer is thick enough. In this respect, it is important to 

highlight the fact that the mobility reduction due to a charged center density of 10 x 1010 cm-2 
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at the buried oxide interface is significant for TSi = 7 nm (figure 51a) but much less so for 

TSi=10 nm (figure 51b). 

The inverse of Coulomb mobility for these structures (TSi = 7 nm and TSi = 10 nm) is shown 

in figure 52 for several interfacial charge densities.  
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Figure 52. Inverse of Coulomb-limited mobility extracted by Matthiessen’s rule for (a) TSi = 7 nm and (b) 

TSi  = 10 nm. The same notation has been used as in Figure 48. 
 

The following results were obtained in these cases: 

Curves (5,0) and (0,5) do not match. As mentioned above, as the silicon thickness increases, 

the role played by the charges placed at the buried interface decreases: the inversion charge 

remains near the top interface, thus increasing the distance between the electrons and the 

charges at the buried interface. The Coulomb-limited mobility in the (0,5) case is higher than 

in the (5,0) case. In general, this result would be valid independently of the value of the 

interface charge. 

However, if we consider the inverse of the Coulomb-limited mobility curves for the (5,0), 

(0,10) and (5,10) cases, it is interesting to highlight that the latter could be obtained as the 

sum of the two former, or in other words, because charges are placed at both interfaces, 

Coulomb-limited mobility can be calculated as the superposition of the separate effects of 

each one, i.e., equation 23 also holds for thicker samples. 

Finally, we have verified that equation 24 also holds for thicker silicon films, both for the 

charges at the buried interface and for those at the top interface. 
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Figure 53. Coulomb mobility inverse versus TSi for a superficial density of charged centers of 10x1010 cm-2 

at the buried oxide interface, for three values of the inversion electron bi-dimensional density. 
 

The importance of these results lies in the fact that the last two properties facilitate the 

development of a Coulomb mobility model that isolates the influence of the two interfaces. In 

order to investigate this issue more deeply, we have studied the dependence of Coulomb-

limited mobility on the silicon layer thickness: 

Figure 53 shows the evolution of the Coulomb-limited mobility due to an interfacial density 

of charged centers of 10x1010 cm-2 at the buried oxide interface as a function of the silicon 

layer thickness. As expected, the Coulomb mobility shows a strong dependence on TSi, and it 

can also be seen that the inverse of the Coulomb-limited mobility monotonically decreases as 

the silicon thickness increases. 

However, the influence of TSi is weaker if we consider the Coulomb-limited mobility due to 

charges placed at the top oxide interface. In figure 54, the Coulomb mobility inverse versus 

TSi is shown for a density of charged centers of (a) 10 x 1010 cm-2 and (b) 5 x 1010 cm-2 at the 

gate oxide interface. The curves are much flatter than those in figure 53 and a monotonic 

trend of Coulomb mobility versus TSi is not observed. 
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Figure 54. Coulomb mobility inverse versus TSi for a superficial density of charged centers of (a) 10x1010 

cm-2 and (b) 5x1010 cm-2 at the gate oxide interface, for three values of the inversion electron bi-
dimensional density. 

 
 

The last effect is due to the superposition of various phenomena with different dependencies 

on the silicon layer thickness: 

i. The non-perturbed inversion charge distribution is modified by the presence of the external 

charges that cause the Coulomb scattering. The effect of this inversion charge redistribution 

implies the partial screening of the perturbation charges (see equation 2 in section 2.3.1.2 and 

later discussion). The screening of Coulomb charged centers by inversion electrons is more 

effective as the silicon layer thickness shrinks [Gámiz-2002]: the thinner the silicon layer, the 

greater the confinement of the electrons and the greater the screening (figure 55 shows 

different electron distributions for several values of the silicon layer thickness). 

ii. There is another screening effect exerted on the perturbation charges. This is due to the 

polarization of the material as a response to these charges. As is known, the strength of this 

polarization is given by the permittivity of the material: the higher the permittivity, the 

stronger the polarization inside the material in the presence of charges, and, therefore, the 

lower the perturbation potential produced by the charges. The reduction of the silicon layer 

thickness can be seen as the substitution of a slide of silicon by a material (silicon dioxide) 

with a lower permittivity, which produces a less effective screening of the Coulomb centers 

[Jiménez-Molinos-2008] by the polarization of the materials which compose the device 

structure. 

iii. As shown in figure 55, the confinement of the electrons becomes stronger as the silicon 

layer is made thinner. This reduces the distance of the inversion charge centroid from the 
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charged centers that cause Coulomb scattering (placed at the top oxide interface). For total 

inversion electron density of 1012 cm-2, figure 55a shows that the peak of the inversion 

electron distribution approaches the top oxide interface as the silicon layer is thinned 

(especially when TSi is reduced from 5 nm to 3 nm). On the other hand, for an electron density 

of 3 x 1012 cm-2 (figure 55b), although a more confined electron distribution is obviously 

obtained for the thinner silicon layers, the peaks of the distributions remain in almost the same 

positions for the four different silicon thicknesses considered. 
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Figure 55. Inversion electron density and conduction band bottom edge as function of the position along 

the z-axis (perpendicular to the oxide interfaces) for several silicon layer thicknesses. These quantities are 
shown for two different values of the total inversion charge: (a) NI = 1012 cm-2 and (b) NI = 3 x 1012 cm-2. 

 

As can be seen, as far as Coulomb scattering produced by the top interface charges is 

concerned, we have a complex scenario in which there are multiple effects with different 

dependencies on the silicon layer thickness and on the inversion electron density. In order to 

analyze the influence on the curves shown in figure 54, the following facts should be taken 

into account. Effect i. reduces the Coulomb scattering when the silicon slab is thinned (the 

Coulomb mobility increases), while effects ii. and iii. enhance Coulomb scattering. It is 

important to highlight that the influence of the effect i. (the screening by the mobile inversion 

electrons) is less noticeable at high inversion electron densities because of the more important 

role played by the electric field confinement. Therefore, for the sake of clarity, we are going 

to analyze separately the two curves corresponding to the lower inversion densities (1.2 x 1012 

cm-2 and 1.5 x 1012 cm-2) and the curve for the highest value considered (NI = 3 x 1012 cm-2) 

in figure 54. 
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For the curves linked to the two lowest inversion densities, a decrease of the Coulomb 

scattering probabilities (an increase of Coulomb mobility) can be observed when the silicon 

layer thickness is reduced from 10 nm to 5 nm. This fact is connected to effect i (a more 

effective screening by the inversion electrons); in this case the width of the silicon layer is 

still great enough to make effects ii. and iii. less influential than effect i. However, when TSi is 

reduced from 5 nm to 3 nm, the scattering probability increases (the mobility decreases) 

because of the greater influence of effects ii and iii. In fact, for a total inversion electron 

density of 1012 cm-2 figure 55a shows that the peak of the inversion electron distribution 

approaches the top oxide interface as the silicon layer is thinned (especially when TSi is 

reduced from 5 nm to 3 nm). This is why Coulomb mobility is reduced (see figure 54) for the 

two lowest inversion electron densities when TSi is reduced from 5 nm to 3 nm. 

In relation to the behavior of the curve for the highest inversion density, the peaks of the 

inversion charge distributions (figure 55b) remain in almost the same positions for the four 

different silicon thicknesses considered (in this case, the confinement due to the electric field 

is more than the structural confinement linked to the silicon layer thickness [Balaguer-

2011b]). This explains why Coulomb mobility remains almost constant when TSi is reduced 

from 5 nm to 3 nm for the case corresponding to an inversion electron density of NI = 3 x 1012 

cm-2 [Jiménez-Molinos-2010a].  

To sumarize this part of the section devoted to the mobility analysis of SGMOSFETs, we 

would like to state that for the thinnest structure (TSi = 3 nm), the influence of charges sited at 

the buried oxide interface on the mobility is almost the same as that of charges at the gate 

oxide interface. The mobility is limited by the total interfacial charge, no matter where it is 

placed. However, as the silicon layer is made thicker, the buried interface is found further 

from the inversion charge and the influence on the low-field mobility of the charges at this 

interface is consequently reduced. Moreover, we have shown that the inverse of the total 

Coulomb-limited mobility (due to charges at both interfaces) can be approximately calculated 

as the addition of the inverse of the Coulomb-limited mobility due to charges at the gate oxide 

interface and the inverse of the Coulomb-limited mobility due to charges at the buried oxide 

interface. This fact is significant because it allows us to study independently the effect on 

mobility of the charges sited at each interface. Furthermore, for charges placed at the same 

interface, we have shown that the Coulomb mobility due to a given density of interfacial 

charges can be calculated using the Coulomb mobility data due to another interfacial charge 

density, considering only the ratio between the two interfacial charge densities. We have also 

shown that the Coulomb-limited mobility due to charges at the buried interface is an 
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increasing monotonic function of the silicon layer thickness and that the influence of the 

charges at the buried interface is greatly reduced for silicon thicknesses greater than 10 nm. 

However, the Coulomb-limited mobility due to the charges trapped at the top Si/SiO2 

interface has a weaker dependence on the silicon thickness and is not monotonic. This is 

because Coulomb scattering rates are influenced by several phenomena: confinement of the 

inversion electrons, screening by the inversion charge and screening by the polarization of the 

materials that surround the Coulomb centers and is represented by their permittivities. These 

effects show different dependencies on the silicon layer thickness and this fact causes the non-

monotonic trend obtained. All these mechanisms also affect Coulomb-limited mobility due to 

the interface charges at the buried interface but in this case, the most important factor to take 

into account is the distance between the interfacial charges and the inversion electrons. The 

use of Matthiessen’s rule is justified since it eases the addition of Coulomb mobility curves 

due to charges placed at the different interfaces and allows the simplicity inherent in the 

universal behavior of the phonon and surface-roughness mobility components to be 

maintained. 

 

b) DGMOSFET study 

 

In the second part of this section we will deal with a mobility study similar to the one 

presented above but devoted to DGMOSFETs. In this particular case, due to the focus of this 

chapter on DGMOSFETs, in addition to the characterization of Coulomb mobility we will 

also include the analysis on the surface-roughness mobility component. 

 

To analyze the influence of the different scattering mechanisms on the low-field mobility in 

DGMOSFETs, we have carried out a large number of simulations for structures with different 

oxide interface characteristics in terms of surface-roughness and density of interfacial charged 

centers. Simulation data have been obtained by means of the simulator presented in section 

2.3.1.2 of this work. Figure 56 shows a schematic representation of the device under study. It 

consists on a symmetrical structure similar to figure 12 with two mid-gap metal gates and a 

1.5 nm layer of silicon dioxide as gate insulator. The silicon channel is intentionally kept 

undoped and several silicon thickness (TSi) values are considered.  
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Figure 56. Schematics of the symmetrical DGMOSFETs considered in this study, and nomenclature for 

describing the interface charge at the oxide interfaces. 
 

 

The nomenclature that will be used to describe the interface charge at the oxide interfaces, 

when dealing with Coulomb scattering, is also given in Figure 56. Figure 57 shows the 

mobility curves (including all the main scattering mechanisms: phonon, Coulomb and 

surface-roughness mechanisms) for two DGMOSFETs with different silicon layer 

thicknesses. Several combinations of densities of interfacial charged centers have been 

considered at both interfaces. The mobility is, in general, lower in the thinner devices, as 

expected, since phonon scattering mechanisms are higher (the confinement of the inversion 

charge is greater [Gámiz-1998b]), and surface-roughness and Coulomb scattering 

mechanisms are also higher due to the proximity of the inversion charge and the oxide 

interfaces. In the following part of the section, we are going to analyze the influence of these 

scattering mechanisms on the total mobility in order to establish a basis for the development 

of new mobility models and the characterization of the silicon-insulator interfaces quality as 

we have done previously for single gated devices. 
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Figure 57. Simulated electron mobility curves versus inversion electron bi-dimensional density in 

DGMOSFETs with (a) TSi = 3nm and (b) TSi =10nm at room temperature. Coulomb, phonon and surface-
roughness scattering mechanisms have been taken into account. The parameters used for the surface-
roughness scattering were L = 1.5 nm and ∆ = 0.4 nm [Gámiz-2001]. The amount of interfacial charges 

has been described as a pair of numbers (see Figure 56). 
 

 

a.- Coulomb limited mobility 

 

As pointed out before, figure 57 shows the mobility obtained for several configurations 

varying the interface charge distribution at the oxide interfaces while the other scattering 

mechanisms were kept unchanged. The following fact can be highlighted: the mobility curves 

for (5, 5) and (10, 0) are very similar. This fact suggests that it is not the distribution of charge 

but the amount of charge the main variable to take into account in these particular structures 

(this is observable in the two silicon layer thicknesses considered here, 3 and 10 nm). This 

phenomenon was already observed in our previous study focused on single gate MOSFET as 

was presented in figure 52. In order to clarify the latter idea and try to get a better 

understanding of the role played by the interfacial charges on the mobility, we have isolated 

the contribution of Coulomb scattering by obtaining the Coulomb-limited mobility (µC) 

making use of Matthiessen’s rule as follows, 

srphTC +
−=

µµµ
111

 
(25) 

 

where µph+sr is the mobility obtained without including Coulomb scattering (phonon and 

surface-roughness scattering is included) and µT is the total mobility that includes all the 

scattering mechanisms.  
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Most of the comments highlighted at the beginning of this section in relation to the 

appropriateness of the application of Matthiessen´s rule also hold for DGMOSFETs [Stern-

1980, Fischetti-2002, Driussi-2009, Esseni-2011]. In fact, DGMOSFETs are supposed to have 

thinner silicon layers than SG devices, and in this respect the condition connected with the 

population enhancement of the fundamental sub-band is achieved to a greater extent. 

Therefore the errors in the determination Coulomb mobility component should be lower. All 

the other considerations, including the surface-roughness mobility component extraction can 

be also applied in this sub-section. 

 

The following results have been obtained. 
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Figure 58. Inverse of Coulomb-limited mobility extracted by Matthiessen’s rule for DGMOSFETs with (a) 
TSi = 3nm and (b) TSi=10nm at room temperature. The amount of interfacial charges has been described 

as a pair of numbers (see Figure 56). 
 

The following facts can be obtained from Figure 58 (keeping in mind that the devices under 

study are symmetrical). On the one hand, and independently of the silicon layer thickness, the 

Coulomb-limited mobility curve for the case with an interfacial density of 5x1010 cm-2 at each 

gate oxide interface (5,5) matches approximately the curve with the same charge density but 

just at one of the oxide interfaces (10,0). On the other hand, the inverse of the Coulomb-

limited mobility curve of a device with interfacial densities of 5x1010 cm-2 at both interfaces 

(curve labeled with (5,5)) can be approximately reproduced by adding the curve obtained for 

the case with 5x1010 cm-2 of interfacial charge density at the top gate oxide (curve (5,0)) and 

the curve corresponding to a device with 5x1010 cm-2 of interfacial charge density at the 

buried oxide (curve (0,5)). The result of the addition of these curves is labeled (5,0)+(0,5), 
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and its performed as indicated in equation 23. Similarly, curve (5,0)+(0,10) is the addition of 

curves (5,0) and (0,10) and, as can be seen, closely matches curve (5,10). Therefore, the 

inverse of Coulomb-limited mobility due to charges sited at both interfaces (µC) can be 

calculated by adding the inverse of mobility curves corresponding to the separate contribution 

of each interface. (as in the previous case, that means that µC_top is the Coulomb-limited 

mobility for a device with the buried oxide interface free of charges and µC_back is the 

Coulomb-limited mobility calculated without including charges at the top oxide interface). 

This result is important because it makes the development of a Coulomb mobility model 

easier, taking into account the decoupling of the influence of interface charges at the top and 

buried oxides. We would like to remark that this result, already pointed out for single gate 

devices presented at the beginning of this section, also holds true for double gate devices. 

 

b.- Surface-roughness limited mobility 

 

We have also dealt with the characterization of surface-roughness scattering in DGMOSFETs. 

In this respect, we have used a nomenclature similar to the one described above for the charge 

at the oxide interfaces. From now on, (a, b) will represent (∆sr_top, ∆sr_back), where ∆ values 

represent the abrupt variations of the oxide-semiconductor surface (in nm); for both interfaces 

L = 1.5 nm, according to the model described in [Gámiz-2001].  

We isolated the contribution of surface-roughness scattering by obtaining the surface-

roughness limited mobility (µsr) making use of Matthiessen’s rule as follows, 

 

CphTsr +
−=

µµµ
111

 

(26) 

 

where µph+C is the mobility obtained including only phonon and Coulomb scattering and µT is 

the total mobility that includes all the scattering mechanisms.  

The surface-roughness limited mobility has been obtained for two DGMOSFETs with 

different silicon layer thicknesses with different ∆ parameters in the silicon-oxide. 



 109 

(a)

5x1012 1013 1.5x1013
0

1

2

3

4

5

6

7 t
Si
 = 12 nm

 

 

µ sr
 (

x1
03  c

m
2 /(

V
·s

))

N
I
 (cm-2)

 ∆ = (0,0.30)
 ∆ = (0,0.45)
 ∆ = (0.30,0.30)
 ∆ = (0,0.30) + (0.30,0)
 ∆ = (0.45,0.45) / 1.5
 ∆ = (0.30,0.45)
 ∆ = (0,0.45) + (0.30,0)
 ∆ = (0.45,0.45)
 ∆ = (0,0.45) + (0.45,0)

1012 1013
0

1

2

3

4

5

6

7
t
Si
 = 4 nm

 

 

µ sr
 (

x1
03  c

m
2 /(

V
·s

))

N
I
 (cm-2)

 ∆ = (0,0.30)
 ∆ = (0,0.45)
 ∆ = (0.30,0.30)
 ∆ = (0,0.30) + (0.30,0)
 ∆ = (0.45,0.45) / 1.5
 ∆ = (0.30,0.45)
 ∆ = (0,0.45) + (0.30,0)
 ∆ = (0.45,0.45)
 ∆ = (0,0.45) + (0.45,0)

(a)
(b)

 
Figure 59. Surface-roughness limited mobility inverse extracted by Matthiessen’s rule versus inversion 

electron bi-dimensional density for DGMOSFETs with (a) TSi = 3nm and (b) TSi =10nm at room 
temperature. The value of the parameters for the surface-roughness scattering model were L = 1.5nm, and 
∆ is given as a pair of numbers (in nanometers) where the first (second) corresponds the top (back) oxide 

interface. 
 

A similar behavior, in comparison to the Coulomb-limited mobility, is observed here. As can 

be seen, (0.30, 0.30) can be reproduced by means of (0.30, 0)+(0, 0.30). The same happens 

for (0.30, 0.45) and (0, 0.45)+(0.30, 0). This means that the inverse of surface-roughness 

limited mobility due to roughness at both oxide interfaces (µsr) can be calculated by adding 

the inverse of mobility curves corresponding to the separate contribution of each interface. 

That is: 

 

backsrtopsrsr __

111

µµµ
+≈

 
(27) 

 

where µsr_top is the surface-roughness limited mobility for a device with an ideal buried oxide 

interface and µsr_back is the surface-roughness limited mobility calculated without roughness at 

the top oxide interface. 

Finally, we should clarify some aspects about the curve labeled as (0.45, 0.45)/1.5. The 

surface-roughness limited mobility corresponding to this curve has been obtained from the 

(0.45, 0.45) curve, multiplying point to point the mobility by 1.5. If there were an inverse 

linear dependence between mobility and ∆ parameter, curve (0.45, 0.45)/1.5 would fit the 

(0.30, 0.30) curve. However, curve (0.45, 0.45) /1.5 can be found below curve (0.30, 0.30), 

therefore, this linear dependency does not exist. Surface-roughness scattering increases with ∆ 
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in a much faster way than if it depended linearly on ∆. This can also be seen in the fact that 

curve (0, 0.45) is very close to curve (0.30, 0.30). 

In the following figure the surface-roughness limited mobility for DGMOSFETs with 

different TSi (µsr(TSi)) divided by the curve corresponding to TSi = 20 nm (µsr (TSi = 20nm)) is 

plotted versus inversion charge. 
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Figure 60. Surface-roughness limited mobility divided by the surface-roughness mobility corresponding to 

TSi = 20nm versus inversion electron bi-dimensional density for DGMOSFETs for several silicon layer 
thicknesses at room temperature. The surface-roughness parameters were L=15nm, (a) ∆=0.3nm and (b) 

∆=0.45nm. 
 

As can be seen in the figure above, at low inversion charge the curves do not merge and they 

are always below one (the surface-roughness mobility for 20 nm is taken as reference). 

However, at high inversion charge the curves corresponding to the thickest silicon layers tend 

to converge. In fact, taking into account the graphs in figure 60, we can distinguish two 

different behaviors. For thin silicon slabs, the curves increase monotonously with the 

inversion charge. For thick devices, the curves at low inversion charge show the same 

monotonous behaviour, but tend to unity for high inversion charge. This twofold behavior can 

be explained easily: for low inversion charge the carriers are distributed throughout the 

channel (volume inversion) for all the devices, and the structural confinement predominates 

over electric confinement, see the figure below and the first section of this chapter [Balaguer-

2011b]. As a consequence, the thinner the silicon slab, the closer the inversion charge is to the 

silicon-dielectric interfaces. Therefore, for low inversion charge, a similar behavior is shown 

no matter the silicon thickness, although the surface-roughness mobility is lower for the 
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thinner samples. For high inversion charge, the electric confinement predominates over the 

structural confinement for the thicker silicon films (see figure 61b) and two inversion 

channels appear [Balaguer-2011b]. As a consequence, the thickness of the silicon layer does 

not affect the surface-roughness mobility and the curves tend to merge. However, for the 

thinnest silicon slabs, the volume inversion operation regime remains even at high inversion 

charges (see figure 61a) and the structural confinement still predominates over electric 

confinement. A boundary between these two different confinement conditions (in terms of the 

surface-roughness mobility component) could be established for a silicon layer thickness 

around 9 nm, since the corresponding mobility curve show an intermediate trend. 

 

-0.5 0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5
1010

1011

1012

1013

1014

1015

1016

1017

1018

1019

1020

1021

OxideOxide

N
I
=1.4x1013 cm-2

N
I
=7x1012 cm-2

N
I
=2.1x1012 cm-2

 

 

n(
z)

 (c
m

-3
)

z (nm)

N
I
=2.1x109 cm-2

T
si
=3 nm

(a)

0 2 4 6 8 10
0.0

0.5

1.0

1.5

2.0

2.5

3.0

N
I
=3.5x1010 cm-2

N
I
=2.96x1012 cm-2

N
I
=7.66x1012 cm-2

N
I
=1.45x1013 cm-2

O
xi

de

O
xi

de

 

 

n(
z)

 (x
 1

019
 c

m
-3

)

z (nm)

T
si
=10 nm(b)

 
Figure 61. Electron density as a function of the position along the z-axis (perpendicular to the silicon-oxide 
interface) for an undopped DGMOSFETs grown on a (100) substrate for different inversion charges. (a) 

TSi = 3 nm, (b) TSi =10 nm. 
 

To conclude this section dedicated to mobility characterization in DGMOSFETs, we would 

like to highlight that regarding Coulomb-limited mobility, we can take into account separately 

the charge at each oxide interface. That is because the Coulomb-limited mobility due to the 

charge (at both interfaces) can be approximately calculated by the addition of the contribution 

of each interface according with the expression of Matthiessen's rule as it was also observed 

for the single gate case. However, it has been also shown that, in these UTB double-gate 

structures, it is more relevant the amount of total interfacial charge than how it is distributed 

between the two interfaces. 

For the DGMOSFET devices we have also studied the influence of surface-roughness. As far 

as this effect is concerned, it has been demonstrated that both interfaces can also be separately 

modeled. Again, the total surface-roughness-limited mobility of a system with two interfaces 

can be obtained as the superposition, via Matthiessen's rule, of the mobility determined by 

each oxide interface. In summary, in terms of interfacial charges and surface-roughness, both 
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interfaces could be characterized separately and their effect on the mobility could be added 

afterwards. This is important especially in SOI fabrication processes leading to different 

quality oxide interfaces. In order to make easy the future development of compact models, the 

surface-roughness limited mobility curves for several silicon layer thicknesses divided by the 

mobility curve corresponding to the structure with 20 nm (taken as reference) have been 

plotted versus the inversion electron bidimensional density. As expected, at low inversion 

charges, the thinner the silicon film, the lower the surface-roughness-limited mobility. At 

higher inversion charges, however, the curves corresponding to the thickest silicon films tend 

to merge because field confinement predominates over the structural confinement, making 

less influent the value silicon thickness. For the thinnest structures, volume inversion does not 

disappear even at high inversion charges, and this fact determines the distance between the 

inversion electrons and the oxide interfaces and, therefore, Coulomb and surface-roughness 

scattering. 

 

 

3.7.  DGMOSFET current model  
 
 
The in-depth analysis we have performed for quantum effects, threshold voltage and surface 

potential on DGMOSFETs led us to a complete inversion charge model for n-type and p-type 

devices where different crystallographic orientations and geometrical configurations are 

considered. The model works well for all the interesting operation regimes that are usually 

found in current integrated circuits. In addition, in the previous section, we established a deep 

understanding of the low-field mobility by means of an exhaustive analysis of the most 

important mobility components from the modeling viewpoint. All these results were focused 

on an obvious objective: the development of a current model where they all could be 

integrated. 

Consequently, the finalization of this chapter will consist on the development of a new current 

model for DGMOSFETs. We based our model in a previous one [Moldovan-2007a] where 

quantum (making use of the results of the previous sections), short channel, velocity 

saturation and velocity overshoot effects were included. In addition, the results connected to 

the mobility can be used to improve the mobility model selected [Trivedi-2004] accounting 

for the particular features (interface charge density and roughness) of the oxide interfaces. 
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The model development has been based on simulation results obtained with a state-of-the-art 

ensemble Multisubband Monte Carlo simulator developed at the Nanoelectronics Research 

Group of the University of Granada [Sampedro-2010, Sampedro-2011]. Two DGMOSFET 

structures were considered with different lengths and with HfO2 as gate dielectric. These 

structures were used as template devices within the scope of NANOSIL European project2. 

 

 
Figure 62. DGMOSFET devices simulated. 

 
 

The simulated and modeled devices are shown in figure 62. The device in a) is a 

DGMOSFET with a gate length of 22 nm and a gate stack consisting of 2.4 nm of HfO2 on 

top of 0.7 nm of SiO2 (EOT = 1.1 nm). The channel is lowly doped (1015 cm-3) and the silicon 

film thickness equals 10 nm. The device in b) is also a DGMOSFET with a gate length of 16 

nm, a gate stack of 4.7 HfO2 (EOT = 0.8 nm), also slightly doped (1015 cm-3) and with silicon 

thickness of 8 nm. 

We chose as a starting point the current model developed in [Moldovan-2007a].  
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(28) 

 

where QS = QS (V=0) and QD = QD (V=VDS) are calculated by means of equation 12, and Q0 is 

given in equation 11. The transistor presented in figure 62 a) consists of stack formed by a 

                                                 
2 “Silicon-based nanostructures and nanodevices for long term nanoelectronics applications”, FP7-NOE-216171, 
of the seventh Framework European programme. 
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layer of SiO2 and another layer of HfO2. Cox is, therefore, calculated using the following 

expression:  

EOT
C SiO

ox
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ε
=        where       
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HfOSiO TTEOT

ε
ε

+=  
 

(29) 

 

where TSiO2 and THfO2 stand for the thicknesses of the silicon dioxide and Hafnium dioxide 

layers respectively. 

The gate dielectric of the second transistor simulated (figure 62b) consists of a single layer of 

HfO2, therefore, in this case Cox has been calculated taken into account solely the HfO2 

permittivity and layer thickness. We calculated, as explained before, the inversion charge 

included in the current expression by means of the equation 12 already presented in section 

3.5. In this case the Cox has also been modified to take into account QMEs and Cox
* has been 

used instead. The modified oxide capacitance was calculated using equation 15 and the 

inversion charge centroid was obtained by means of Table 2 for an n-type device with a 

substrate orientation (100) and equation 9. 

The DGMOSFET current model presented in equation 28 does not take into account short 

channel effects, therefore, we have modified it to include mobility degradation due to velocity 

saturation produced by high lateral electric fields, channel length modulation and drain-

induced barrier lowering (DIBL). As pointed out before, velocity overshoot effects as well as 

QMEs are also included. 

We introduced the DIBL model presented in [Lime-2008] by using the following expression 

as starting point3: 
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(30) 

 

Where ∆φ represents the metal and semiconductor work functions difference, QS and QD are 

the charge at the source and drain ends respectively, n is a parameter whose value indicates 

the potential profile and cφ represents the central potential, and it is calculated as given below, 
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3 φ is a modified electric potencial as defined in [Lime-2008]. 
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The minimum modified electric potential for ϕ (denoted as ϕmin) is calculated as follows: 
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Where φs and φd are values of ϕ evaluated at the source and drain respectively. λ is a 

characteristic length that depends on the device structure and stands for, 
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We have used n = 2 in the previous equation, which corresponds to the potential profile that is 

usually taken in weak inversion. As explained in [Lime-2008], ϕmin, which is equal to zero for 

long-channel devices, can be considered as the barrier potential drop due to the DIBL effect. 

To take into account the DIBL effect, this value is introduced into the calculation of the 

inversion charge Q including quantum effects (equation 12 with the modified Cox
*) by 

replacing VGS with VGS + φmin. However, as already indicated in [Lime-2008] the previous 

analysis fails in strong inversion, so, to achieve the correct behavior for the DIBL reduction 

above threshold, this value is multiplied by the fitting parameter FDIBL, shown in the following 

equation and whose value changes progressively from one to zero when going from weak to 

strong inversion.  
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The transition begins when Qch = (QS + QD)/2 is superior to 2Cox (KT/q), which corresponds 

approximately to the threshold voltage, and can be adjusted with the parameters nDIBL and 

σDIBL. nDIBL defines the abruptness, whereas σDIBL defines the threshold of the transition. 

To consider the DIBL effect in the model we have replaced VGS by VGS + FDIBLφmin in the 

final expression of the inversion charge (equation 12 with the modified Cox
*. Note that Cox

* 

has to be used also in equations 30, 33 and 34).  

To calculate the effective mobility used in the DGMOSETs current expression, we have 

introduced the model developed by Trivedi et al. [Trivedi-2004] which includes both the 

phonon and surface-roughness mobility components. Following the developments described 
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in the previous section, Coulomb mobility could be incorporated by means of Matthiessen’s 

rule. The different oxides interface features (interface charges and roughness) could be taking 

into account as explained above and finally included in the total mobility equation given 

below. 
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(35) 

 

Where the effective U0 and θ are the fitting parameters and µeff stands for the total low-field 

mobility (µsr stands for the surface-roughness mobility component), see [Trivedi-2004] for 

further details.  

We have taken into account the saturation velocity and velocity overshoot effects by means of 

the following expression [Roldán-1997a, Roldán-1998]. 
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In the previous equation vsat is the electron saturation velocity (we have assumed 107 cm/s) 

and λa  is the velocity overshoot parameter [Roldán-1997a]. The λa value used was 40 x 10-5 

cm3/Vs. δ0 is a parameter employed to improve accuracy if the usual electron velocity model 

versus the longitudinal electric field [Arora-2007, Roldán-2010] (we assumed δ0 = 1). 

Finally, we introduced in the current model the effect of the channel length modulation 

through the following expression [Lázaro-2008, Enz-2006, Arora-2007]. 
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∆L is the length of the pinch-off region near the drain, and “a” was a fitting parameter whose 

value is found between 0 and 1, in our case a = 0.34 for L = 16 nm and a = 0.68 for L = 22 

nm, as can be seen in table 3. λC represents the natural length of the DGMOSFETs calculated 

using the following expression [Colinge-2004]: 
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The saturation voltage VDSsat was obtained as explained in [Roldán-2010], using the current 

continuity along the channel, i.e., equating the current given in equation 28 with the current in 

the saturated channel given as: 

satDSsatDS vVVWQI )( ==  (39) 

To account for velocity overshoot effects in the previous expression, an extra term is 

necessary. We have followed the model deduction presented in [Roldán-2010]. Thus, a term 

proportional to the longitudinal electric field gradient (Elong = −dV(x)/dx, with x being the 

coordinate that varies along the source–drain direction, 0 ≤ x ≤ L, and 0 ≤ V (x) ≤ VDS) is 

added to the saturation velocity. The inclusion of velocity overshoot effects leads to the 

following equation: 
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where b is a fitting constant. The calculation of VDSsat determines the transition between the 

linear and saturation regions. When channel length modulation has to be included, the channel 

length L has to be substituted by (L − ∆L). In order to avoid having to deal with two different 

drain current expressions (for the linear and saturation regions) and to make a smooth 

transition between these regions, a smoothing function was used [Arora-2007, Roldán-2010]. 

[ ] DSsatA

V

V
A

DSx V
e

e

V

DSsat

DS





























+

















+

−=











−

1ln

1ln

1

1

 

 

 

 

(41) 

 

Where A is a fitting parameter whose value is 1 for the transistor with L = 16 nm and the 

value is 4 for the transistor with L = 22 nm. 

Taking all these considerations into account, the DGMOSFET current model can be finally 

written as follows: 
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Making use of the previous equation we have modeled the data simulated for the two 

DGMOSFET devices presented in figure 62. The obtained results are depicted in the 

following figures. The fitting parameters used to fit the simulation data are included in Table 

3, at the end of the section. 
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Figure 63. Output curves for VGS = 1V for DGMOSFETs with L = 22 nm. The model is obtained by means 
of equation 42 where velocity overshoot, quantum effects, short channel effects and saturation velocity are 

considered. Simulation results are plotted in solid lines and the modeled in symbols.  
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Figure 64. Drain current versus VGS for VDS =1V for DGMOSFETs with L = 22 nm. The model is obtained 
by means of equation 42 where velocity overshoot, quantum effects, short channel effects and saturation 

velocity are considered. Simulation results are plotted in solid lines and the modeled in symbols.  
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The following results have been obtained for device b) in figure 62, with a channel length of 

16 nm. 
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Figure 65. Output curves for VGS = 1V for DGMOSFETs with L = 16 nm. The model is obtained by means 
of equation 42 where velocity overshoot, quantum effects, short channel effects and saturation velocity are 

considered. Simulation results are plotted in solid lines and the modeled in symbols.  
 
 

0,0 0,2 0,4 0,6 0,8 1,0
0

1

2

3

V
DS

 = 0.1 V

V
DS

 = 1 V

N
A
 = 1015 cm-3

T
HfO2

 = 4.7 nm

L = 16 nm

I D
S

 (
m

A
/µ

m
)

VGS (V)

 I
DS

 model data

 I
DS

 simulation data

T
Si
 = 8 nm

 
Figure 66. Drain current versus VGS for VDS=1V for DGMOSFETs with L = 16 nm. The model is obtained 
by means of equation 42 where velocity overshoot, quantum effects, short channel effects and saturation 

velocity are considered. Simulation results are plotted in solid lines and the modeled in symbols. 
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As can be seen, a reasonable good fit is obtained in all cases. It is important to highlight that 

the fit is obtained for two DGMOSFETs with different gate dielectric stacks, channel lengths 

and silicon layer thicknesses, and for the usual voltage ranges of operation. 

   

 DGMOSFET (L = 22 nm) DGMOSFET (L = 16 nm) 

σσσσDIBL  (equation 35) 1 10 

nDIBL (equation 35) 1 1 

U0 (cm2/(V.s) 

 (equation 36)  

60 300 

a (equation 38) 0.68 0.34 

b (equation 41) 0.1 0.1 

 
Table 3. Model parameters used to reproduce the two simulated DGMOSFETs of figure 62. 
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4. Schottky Barrier DGMOSFET advanced modeling 
  

4.1.  Introduction 
 
This section of the thesis is devoted to a group of devices that are raising great expectatives in 

the microelectronics community: Schottky barrier MOSFETs. They represent an interesting 

alternative to MOSFETs with conventional doped contacts for source and drain [Choi-2010, 

Kim-2010, Östling-2010, Jang-2010, Knoll-2011]. In these new devices the traditionally 

highly doped source and drain regions are replaced by metallic contacts. In particular, in line 

with the results presented in the previous chapter, we will focus on the modeling of Schottky 

Barrier Double-Gate MOSFETs (SB DGMOSFETs).    

In previous chapters we have stated that one of the problems connected with multi-gate 

devices, also with SOI  single-gate FD devices, is related to the high series resistance of the 

drain and source contacts. Scaling makes the role of source and drain resistances more 

important since the channel resistance gets reduced as the channel length does so. It is known 

that a reduction of the silicon layer, TSi, helps to improve SCEs when the channel length is 

shrunk [Faynot-2011, Skotnicki-2011]. Therefore, for the next technology nodes (below 

22nm) the silicon layer thickness of multi-gate devices will have to be reduced in order to 

control short channel effects, this reduction will also diminish the area between the 

source/drain contacts and the silicon core, and consequently increase source and drain series 

resistance4. Therefore, the limitation imposed by these parasitic resistances will increase. 

One of the solutions proposed to address this important problem is the introduction of metallic 

materials instead of conventional highly doped semiconductor regions for the source and 

drain contacts [Lepsleter-1968] (as the reader can see, this is no new concept; however, in the 

current technological context it is regaining momentum). Rectifying metal-semiconductor 

junctions, known as Schottky barriers5, present electric characteristics that resemble doped 

PN junctions, consequently the drain and source regions in MOSFETs can be replaced by 

metallic contacts maintaining the basics of the transistor operation. If done, the contact 

resistance is significantly reduced, even for very shallow junctions; however, this is not the 

                                                 
4 Scaling in short-channel conventional MOSFETs requires shallower source and drain junctions. This leads to 
greater source and drain resistances, and consequently their role on the drain current begins to become 
appreciable. 
 
5 The Schottky barrier can be formed either by deposition of a metal on a semiconductor surface or by 
silicidation of a portion of semiconductor to form a metal. The latter option is chosen in conventional SB 
MOSFETs for its simplicity to form with a silicon-compatible process. 
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only benefit that Schottky barrier (SB) MOSFETs show with respect to their conventional 

MOSFET counterparts [Xu-2006, Vega-2006, Knoll-2011, Larson-2006]. 

Another well-known problem related to conventional MOSFETs with semiconductor doped 

source and drain regions is the parasitic bipolar latch up between adjacent devices. This 

phenomenon is completely eliminated in transistors with metal source/drain contacts due to 

the presence of different transport mechanisms like the thermionic emission and tunneling 

between contacts and channel (the source is not a good emitter in this case) and the 

consequent reduction of the common-emitter current gain β of the SB junction [Vega-2006, 

Larson-2004, Sugino-1982]; three to six order of magnitude lower β values with respect to 

what is found in a conventional source junctions have been reported [Larson-2006]. It is also 

important to highlight that the SB MOSFETs are fabricated following simpler processing 

steps due to the fact that they don’t need the conventional source and drain regions, which 

means the elimination of halo implants, dopant activation anneals (the high temperatures used 

in annealing are incompatible with proposed high-κ gate dielectrics, metal gates and strained 

substrates required for further scaling, which can be affected by such high temperature 

treatment) and associated masking and cleaning steps [Larson-2004, Östling-2010]. The 

fabrication of SB MOSFETs is completely compatible with current CMOS fabrication 

technologies. In addition to the aforementioned benefits, it also worth highlighting the 

possibility of reducing channel lengths by taking advantage of the abruptness of the metallic 

junctions which represent an advantage regarding device scaling [Tucker-1994, Snyder-1995, 

Larson-2006]. 

It has been shown that for a body thickness small enough the electrostatic control by the gate 

causes a significant reduction in the Schottky barrier, thus increasing drive current and 

improving the subthreshold swing [Knoch-2007]. For these SOI devices, as explained in 

previous chapters, there is no need for high doping in the channel and therefore Coulomb 

scattering can be decreased and, consequently, the mobility enhanced [Gámiz-2004]. There 

are also some drawbacks that show up in this kind of devices, in bulk SB MOSFETs. For 

example, when dimensions are reduced a large leakage current through the body in the OFF 

state is found that leads to a low Ion/Ioff ratio. However, ultrathin Schottky barrier SOI 

MOSFETs have been studied [Knoch-2007] and a good device operation at nanoscale 

dimensions has been found, obtaining better Ion/Ioff ratio than in bulk SB MOSFETs [Knoch-

2007, Guo-2002]. 

Despite all the advantages detailed previously, the on-current in SB MOSFETs is always 

limited by the existence of the Schottky barrier at the drain and source contacts, and therefore, 
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SB MOSFETs performance is not comparable to conventional MOSFETs with doped source 

and drain regions. For this reason, one of the main challenges for future development of these 

devices is the finding of an appropriate material for the source and drain contacts with low 

Schottky barrier height. Silicides6 seem to be an excellent choice [Jang-2010, Choi-2010, 

Plumeer-2000, Lu-2002, Padilla-2012] but due to the wide variety of characteristics of these 

materials, there is still a lot of investigation to be carried out in this field.  

Regarding the electrical behavior of the SB MOSFETs, one of the main features to highlight 

is that they show ambipolar behavior, meaning that two I-V characteristics are obtained with a 

single device depending on the applied voltages, as can be seen in figure 67.  
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Figure 67. Ambipolar behavior in SB MOSFETs. Simulation data have been obtained from ATLAS for a 
SB DGMOSFET with the following technological parameters: TSi = 30 nm, L = 3µm, NA = 1014 cm-3 and 

S/D metal contacts whose work function was 4.5 eV.   
 
 
 

4.1.1. Schottky barrier basic principles 
 
In this section we will explain the basic principles of operation of Schottky barrier based 

devices. As a starting point we will use the following figure, where the band structure for the 

formation of a Schottky barrier is presented. In Figure 68 a) the metal and semiconductor 

materials are represented as electrically isolated. When the materials are connected (in the 

rectifying case), electrons from the semiconductor will flow into the metal until the two Fermi 

                                                 
6 Common silicides that are being used are PtSi, NiSi, Ni1−xPtxSi, epitaxial NiSi2, and rare earth silicides such as 
ErSi, ErSi2, or DySi2−x. 
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levels are aligned. When this happens, positively ionized donor atoms form a depletion region 

in the semiconductor and negative charges are accumulated at the surface of the metal. In this 

case an electric field is created in the junction region, and as consequence the energy bands in 

the silicon side are bent upwards. This is depicted in Figure 68b. In addition, in Figure 68c, an 

ohmic contact is shown. The band diagram of Figure 68b appears when WF > φs for n-type Si 

and the ohmic contact (Figure 68c) shows up when WF < φs.  

 

 
Figure 68. Band structures of a metal-semiconductor junction: a) electrical 

isolation, b) rectifying contact and c) ohmic contact. 
 

 
An important parameter in SB MOSFETs is the energy barrier for electrons (Φbn), between 

the metal Fermi level in source/drain contacts and the conduction band in the silicon channel, 

which prevents electrons from entering and traversing the channel. This barrier, depicted in 

Figure 68, is calculated as follows: 

 

Sibn WF χφ −=  (43) 
 
where WF is the metal workfunction. An analogue way, barrier (Φbp) is identified for holes, 

formed between the Fermi level in the metal contact and the valence band in the channel as 

shown in Figure 68.  
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The height of the Schottky barrier (and also the shape) can be modified due to two 

mechanisms known as image force and dipole induced barrier lowering [Pearman-2007, Sze-

2007].  

The first mechanism can be explained as follows: in a rectifying metal-semiconductor 

junction, an electron with charge -q located a distance x from the metal-semiconductor 

interface establishes an electric field whose field lines terminate normally on the metal 

surface. These field lines act as if a positive charge +q were located at distance -x from the 

metal surface, i.e., the mirror image of the electron charge, and the force acting on the 

electron is the same if the metal surface were replaced by an image charge +q at -x [Yan-

1988].  The induced barrier lowering, which is proportional to the square root of the applied 

electric field [Sze-2007], can be calculated using Coulomb’s force of attraction. The second 

mechanism presented that causes barrier height reduction is due to the presence of a dipole 

layer at the metal-semiconductor interfaces. Interfacial states between the metal and 

semiconductor in an intermediate oxide layer were used as an explanation for barrier 

lowering. Another point of view is the following: the wave functions of electrons in the metal 

penetrate into the semiconductor (Heine tails) forming metal-induced gap states (MIGS), 

which form a static dipole layer at the interface. This layer was said to cause a barrier height 

variation approximately linearly with electric field [Sze-2007], although other approaches 

have been reported [Vega-2008]. The reduction of the barrier height due to these effects has 

as a consequence an increase in current because the main transport mechanisms involved in 

these devices (as they will be explained below) show an important dependency on the barrier 

height. 

The transport mechanisms in SB MOSFETs differ from those that can be found in a 

conventional MOSFET. While in conventional MOSFETs carrier transport is due to drift-

diffusion, different processes can be found in SB MOSFETs in addition to drift-diffusion that 

can still be applicable in the channel region. These processes are thermionic emission of 

carriers over the barrier, thermionic field emission of high energy carriers through the upper 

part of the barrier and field emission of carriers through the barrier at the Fermi level, the 

latter two are tunneling mechanisms. Depending on the bias condition, one or more of these 

components will dominate the carrier transport. 

In the following figure, the transport mechanisms in SB MOSFETs can be described 

considering the band structure when different voltages are applied [Balaguer-2011a].  
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Figure 69. Energy band diagrams for a SB MOSFET loosely illustrating three different operation 

regimes:a) no drain bias, b) VGS >0 and VDS >0, c) VGS <0 and VDS >0. 
 

 
As for a conventional MOSFET, the gate bias modifies the channel surface potential via 

capacitive coupling. The OFF state is presented in figure 69 a). In this case there are neither 

gate nor drain-source voltages applied. In figure 69 c), the valence band is pushed up as the 

gate voltages drops off so that the SB width at the drain contact shrinks and becomes 

increasingly transparent for holes. Some energetic holes are then allowed to tunnel the low 

Schottky barrier for holes Φbp. These carriers will then drift to the source end of the channel 

and exit towards the source metal. In the state depicted in figure 69 b), the conduction band is 

pushed down as the gate voltage rises, reducing the SB width at the source contact and 

increasing electron tunneling probability.  
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In the SB MOSFET drain current calculation, drift-diffusion mechanisms can be applied in 

the channel region, but also a tunneling current which injects carriers into and out of the 

channel can be identified (also the thermionic emission component). As it will be shown 

below, these current components need to be taken into account to accurately model the 

devices under study. Actually, in the deep subthreshold operation regime the total current 

seems to be a combination of the diffusion and thermionic emission current components. 

Furthermore, leakage can be induced via gate-to-drain coupling at large drain biases and a 

relatively low or zero gate bias [Vega-2006], if the magnitude of the surface potential in the 

channel-end region near the drain is large enough to induce band-to-band tunneling (BTBT). 

It is also important to highlight that for negative gate voltages holes accumulate at 

drain/channel interface. In this case the barrier width for holes decreases and hole tunneling 

from the drain side occurs, hence, this mechanism contributes in OFF-state to the current 

enhancement. As already seen, the two types of carriers (holes and electrons) have an 

important role in SB MOSFET current calculation which leads to the ambipolarity, one of the 

most important characteristics of these devices. 

 

4.1.2. SB DGMOSFET 
 
 
In the introduction of this chapter we have described the advantages of SB MOSFETs 

compared to traditional MOSFETs with doped source and drain regions. Despite important 

advantages are found, the high Schottky barrier at the source and drain contacts makes these 

devices have worse performance than conventional MOSFETs [Knoch-2002, Knoch-2007]. 

Some important parameters, as the threshold voltage, can be strongly affected by the barrier 

height [Zhang-2008].  

The problems related to the barrier height can be attacked by lowering the effective Schottky 

barrier using silicides [Larrieu-2005, Yang-2002, Larson-2006] and interfacial layers between 

the metal and semiconductor [Larson-2006, Kinoshita-2004, Zhang-2005] together with the 

use of ultra-thin gate oxide and ultra-thin body SOI. Therefore, it is important to study the 

features of SOI technology combined with SB MOSFETs. The advantages of SOI have 

already been presented in the first chapter of this work and the same arguments can be applied 

to the fabrication SB MOSFETs on SOI substrates. The main advantages related to SOI 

substrates, such as better electrostatic control and enhanced device performance when scaling, 

have also been found on SB MOSFETs fabricated on SOI [Larrieu-2004].  
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In using SOI SB devices, a special consideration has to be dedicated to the Si thickness. It has 

to be carefully chosen in order to find the optimum trade-off between the modification of 

barrier height caused by band splitting (due to quantum structural confinement) and the 

improvement in electrostatics obtained decreasing TSi. In order to obtain high performance 

Schottky barrier MOSFETs, thin film SOI has been used in combination with silicidation, 

these techniques commented previously. The silicidation, in the MOSFET fabrication context, 

is a well-known process where a metal film is deposited on a prefabricated gate structure with 

oxide or nitride spacers (the sidewall thickness is key to minimize S/D-to-gate underlap). 

During annealing the metal reacts exclusively with Si or poly-Si regions and forms a silicide 

at source, drain and gate. The unreacted metal after silicidation can be selectively etched 

away. The spacer is very important for the electrical insulation between the gate and the 

source/drain in the fabrication. Silicides are commonly used as ohmic contacts, Schottky 

contacts and interconnects. The advantages of silicides include a low parasitic resistance and a 

high thermal stability. TiSi2, PtSi and CoSi2 have been investigated as materials for silicides 

in the development of Si technology [Maex-1998, Larson-2006].  

The use of dopant segregation during silicidation enables the formation of thin, highly doped 

layers at the source/drain-channel interfaces. During the silicidation step, the dopants 

redistribute between the silicide and the silicon which affects the electrical properties of the 

resulting Schottky contact [Wittmer-1984]. Experimental results have shown that the SB 

devices with dopant segregation show behavior closer to conventional MOSFETs due to the 

decrease of the effective SB barrier height caused by the highly doped area [Knoch-2005]. 

The new technology of dopant segregation can be applied to high mobility channel materials 

like strained-Si and high-κ dielectrics to achieve a further development of device 

performance. 

The interesting characteristics of SB MOSFETs have led to the development of models that 

describe their behavior for circuit simulation applications. Several models have been 

developed recently for SB DGMOSFETs to calculate the potential and charge within the 

devices [Schwarz-2011]. In the same way, models for new architectures like GAA have also 

been developed for SB MOSFETs [Zhu-2010]. 

 

4.2. Schottky Barrier Double-Gate MOSFET current model  
 
In this section, an analytical and explicit compact model for undoped symmetrical silicon 

Double Gate MOSFETs (DGMOSFETs) with Schottky Barrier (SB) source and drain is 
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presented [Balaguer-2011a]. The model is based on a previously published DGMOSFET 

model [Moldovan-2007a] which has been extended to include the characteristic transport 

mechanisms of SB MOSFETs. 

The final model has been validated with numerical data obtained with the 2D ATLAS device 

simulator presented in section 2.2, where a SB DGMOSFET structure including metallic 

contacts at the source and drain regions have been defined and characterized to obtain the 

transfer and output characteristics for several bias configurations. The simulated structure was 

presented in figure 11 where it can be seen that no drain and source regions are specified, they 

are represented by two metallic contacts instead. In ATLAS, an electrode contact with 

semiconductor material is assumed by default to be ohmic. Therefore, in order to assure that 

the source and drain contacts behave as Schottky contacts instead of as ohmic contact, a 

suitable work function has been defined for both of them.  

As already indicated in section 2.2, the ATLAS models [ATLAS-2010] used to simulate the 

SB DGMOSFETs are the UST (Universal Schottky Tunneling) and the BTB (Band-To-Band 

Tunneling). The contribution of both types of carriers, electrons and holes, is considered in all 

the simulations. Lightly doped NMOS devices with two channel lengths (2 µm and 3 µm) 

have been simulated and modeled. We have also used different metal work functions to 

validate our model; in this respect, in sweeping this parameter we have indirectly included the 

effects connected with image force and dipole barrier lowering [Pearman-2007]. The model 

characterizes both the electron and hole currents in the device for the usual operation regimes. 

In this respect, we have identified and modeled the main current components that contribute 

to the calculation of the total current. The inclusion of the quantum, velocity saturation and 

short channel effects needed for the correct description of thin silicon layers and short channel 

devices will be considered in future works as an extension of the model presented here. The 

use of long channel devices is the best option to identify and analyze the different current 

mechanisms involved in the charge transport since short channel effects can be neglected. 

None of the parameters included in the model depend on the channel length.  

The main characteristics of the SB DGMOSFET model are the fact that it is explicit and 

analytical [Balaguer-2011a], which makes it very useful from the compact modeling 

viewpoint. This model differs from others published so far for SB MOSFETs [Xiong-2005, 

Knoch-2007] which are numerical models where iterative algorithms have to be used in order 

to obtain the main device magnitudes, such us the current, the characteristic capacitances, etc.  
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4.2.1. Ambipolar current general model  
 
The modeling of SB DGMOSFETs current was performed by separately modeling the 

contribution of electrons and holes. For the electron current calculation we have used as a 

starting point the analytical and explicit expression given in the previous chapter for an 

undoped DGMOSFET (29) [Moldovan-2007a]: 
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Following a modeling procedure similar to the one presented in reference [Moldovan-2007a] 

for the calculation of the electron current, we have obtained an analogue analytical expression 

for the hole current.  
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where β has the same value as for equation 28. 

Several investigations have demonstrated that SB MOSFETs threshold voltage depends on 

the height of the barrier formed between the Si and the S/D metallic contact [Zhang-2008]. In 

order to model this behavior, we have used as a starting point the threshold voltage model 

presented in reference [Moldovan-2007a] and modified it by introducing a parameter to 

account for the barrier height dependence. In this way, the expressions to model the threshold 

voltages for electrons and holes are the following, 
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(48) 

 
 
where φbn and φbp are the Schottky barrier for electrons and holes calculated in equations 43 

and 44. The values found for the fitting parameters were Kn = 0.6 and Kp = -1. 

In equation 47 the charge Qn
’ for electrons is calculated as follows [Moldovan-2007a]: 
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where β has the same value as presented previously and Q0 and V0n are calculated as follows: 
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In a similar way, Qp’ for holes can be obtained from the following expression:  
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where β and Q0 are calculated as given before for electrons and V0p is calculated as follows: 
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The charges QS_p and QD_p for the drain current calculation are analytically computed using 

the following expression: Qp at the source (V=0, corresponding to QS_p) and at the drain 

(V=VDS, corresponding to QD_p):   
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Where VT_p is given in (48) and ∆VT_p is calculated by means of the following equation: 
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The electron charge calculation follows a similar procedure as described in [Moldovan-

2007a].  
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Once the drift-diffusion components of the current for electrons and holes have been obtained, 

we can add them to obtain an ambipolar current model accounting only for drift-diffusion 

mechanisms which will fit simulation data well above the threshold voltage. 

 

4.2.2. Current model for electrons. Tunneling current 
compon ent  

 

 

We have adapted the drift-diffusion current model to the SB transistor; to do so, a parameter 

has been added to the electrons and holes mobility models (µn, µp) to take into account the 

effect of the Schottky barrier formed for both type of carriers. In this respect, the electrons 

and holes mobilities can then be calculated as follows, 

 
( ) ( )bnnnnbn

SB
n DC φµφµ +=  

( ) ( )bppppbp
SB
p dC φµφµ −= exp  

(55) 

 
 
where Cn, Dn, Cp, dp are fitting parameters whose values are the following, Cn = 1.62, Dn = -

2.08 (1/eV), Cp = 194.11 and dp = 24.54 (1/eV). An optimized complementary silicide 

structure requires a silicide for NMOS having a low barrier to electrons (Φbn), and for PMOS a 

low barrier to holes (Φbp). 

In order to model the subthreshold and near threshold behavior, we had to introduce further 

transport mechanisms. Following the previous modeling scheme, we focus on electrons and 

holes mechanisms separately. To model the electrons behavior in subthreshold region, we 

introduced a current component that accounts for the tunneling at the contact Schottky 

barriers [Pearman-2007]: 
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A is the Richardson constant (1.20173*102 Acm-2K-2) [Padovani-1966, Crowel-1969a] and 

E00 (eV) is a constant of the material and it is associated with the WKB expression for the 

transmission of the barrier for carriers of energy E=0). This parameter [Jang-2002, Crowel-

1969b] is calculated as: 
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where m* is the effective electron mass and α is a parameter that depends on the SB barrier 

height for electrons, 

bnbn UF φφα +=)(  (58) 
 
F and U are fitting parameters that have the following values: F = 21.8 and U = 36.6 (1/eV). 

We have combined this tunneling component with the drift-diffusion component in the 

following way to obtain the total electron current: 

 

ntunnelingndiffusiondrift
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nDS II

II
I

___
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=  (59) 

 
The thermionic emission current component has the same dependence on VGS (exponential 

one) that the diffusion current component. In the deep subthreshold operation regime, the total 

current is a combination of these two components. In this respect, the thermionic emission 

component has been included in the diffusion one by means of the threshold voltage and 

mobility dependencies on the Schottky barrier height. 

Equation 59 is built as an interpolation function to account for the different weight of the 

drift-diffusion, thermionic emission and tunneling current components (this equation has been 

used by several authors before, see for example Ref. Tsormpatzoglou-2009). Using this 

expression the total current behavior can be obtained because each current component 

behaves as the dominant mechanism in a specific operation region according to the bias. 

These current mechanisms have been calculated separately considering in the calculation that 

the other components do not exist. In this respect, in strong inversion the total current tends to 

the drift component (equation 45) as the tunneling current calculated from equation 56 is, in 

this case, much higher. For very low gate voltages the main current components to take into 

account are the thermionic emission and diffusion ones, for medium gate voltages (also within 

the subthreshold operation regime), and the tunneling component is the one that contributes 

mainly to the total electron current. 

In figure 70 the electron current obtained using the previous model is shown together with the 

simulation data from ATLAS. As can be seen, the modeled data fit the simulation accurately 

and reproduce the different subthreshold slopes obtained in the simulation data. 
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Figure 70. Drain current (accounting only for the electron contribution) including drift-diffusion and 

tunneling in SB DGMOSFETs with S/D metal contacts whose work function is equal to 4.5 eV and L = 3 
µµµµm. The simulation results obtained from ATLAS are plotted in solid lines and the modeled data in 

symbols. 
 

 
 
In figure 71 the different components that contribute to the total current are depicted. In the 

case of the electron there are two components as explained in this section that are the drift-

diffusion component and the tunnel current component. 
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Figure 71. Drift-diffusion and tunnel current contribution to the total current for V DS = 1.0 V. The 

simulated current obtained by ATLAS is plotted in solid line, the total current obtained from the model is 
plotted in solid triangles, the drift-diffusion component of the total current is plotted in hollow circles and 

the tunnel current component of the total current is plotted in hollow squares. 
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4.2.3. Drain current model for holes. GIDL current component  
 

 
The next step in our modeling process was aimed at the calculation of the hole current. In this 

respect, as already stated at the introduction, an important mechanism to take into account is 

the band to band tunneling [Racko-2008]. The ATLAS [ATLAS-2010] model for the BTBT 

includes barrier lowering due to image charges, therefore, the model used to obtain the 

simulation data is consistent with the BTBT model proposed in [Adell-2007] that will be used 

here, and that has been adapted to account for the hole current component as follows: 
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where A is a constant (4x1014 V-1s-1cm) and B (V/cm) is a tunneling probability parameter 

where we have introduced a dependence on the barrier height for holes Φbp, 
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where S = -40x106 cm-1  and T = 100 MV/cm. 

In [Adell-2007] the parameter σ (equation 60) has a value of 2.5, but in our model we have 

used σ = 1 [Semenov-2002]. 

 

Finally the electric field at the silicon surface, ES in equation 60, is calculated as follows 

[Adell-2007], where we have introduced a fitting parameter R = 2 (V).  
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The BTBT current component is quantitatively important in the operation region when there 

is no inversion charge at the drain side. The total SB DGMOSFET hole current was obtained 

by adding this BTBT current to the drift-diffusion current as follows: 
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( ) pBTBTbppdiffusiondriftpDS III ____ φγ+=  (63) 

where  

 

)exp()( bpbp xV φφγ =  (64) 

 

with V = 0.34  and x = -10.88 (eV)-1. 

 

The model develops explicit expressions to account for the main current components of SB 

double gate MOSFETs. We have chosen this compact modeling approach focusing our efforts 

in obtaining a set of equations that can be easily implemented in a circuit simulator. Another 

way to tackle the problem could have been based on a modification of the boundary 

conditions at the sides of the channel. This approach might be regarded less empirical, 

although it would surely be affected by a higher numerical burden in terms of iterative 

algorithms that could pose important difficulties from the circuit simulation viewpoint. 

In figure 72, the hole current obtained using the previous model is shown in symbols. As can 

be seen, simulation data are reproduced taking into account only the BTBT effect, despite of a 

tunneling mechanism, similar to the one included in the calculation of the electrons current, is 

also available for holes. In this case there is no need to include this mechanism, as it is 

masked by the BTBT component. 
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Figure 72. Drain current (accounting only for the hole contribution) including drift-diffusion and BTBT 
for a SB DGMOSFET with S/D metal contacts whose work function is equal to 4.5 eV and L = 3µµµµm. The 

simulation results obtained from ATLAS are plotted in solid lines and the modeled data symbols. 
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In figure 73 the different components that contribute to the total hole current are depicted. In 

this case, the two components explained previously are the drift-diffusion and the GIDL 

current component. 
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Figure 73. Drift-diffusion and GIDL current contributions to the total current for V DS = 1.0V. The 

simulated current obtained by ATLAS is plotted in solid lines, the total current obtained from the model 
is plotted in solid triangles, the drift-diffusion component is plotted in stars and the GIDL current 

component is plotted in hollow squares. 
 
 

4.2.4. Complete current model  
 

 

The total current model for the SB DGMOSFET is therefore calculated by adding the electron 

and hole contributions: 

pDSnDSDS III __ +=  (65) 

 

Using this model, the output characteristics for different gate voltages have been plotted, see 

figure 74. As can be observed, the model fits reasonably well the simulated drain current 

[Balaguer-2011a]. 
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Figure 74. Drain current versus VDS for VGS=0.5V and 1V in SB DGMOSFETs with S/D metal contacts 
whose work function is equal to 4.5 eV and L = 3µµµµm. The simulation results obtained from ATLAS are 

plotted in solid lines and the modeled data in symbols.   
  

 
We have also used the model presented below to reproduce the simulation data obtained for 

SB DGMOSFETs with different values for the work function of the metal contact material 

used in the source and the drain and different channel lengths. Although some fitting 

discrepancies can be observed in figure 74; in general, the model agrees reasonably well with 

the 2D simulation data. Taking into consideration that this is the first version of an analytical 

and explicit model (from a compact modeling viewpoint) for SB DGMOSFETs, and the 

discrepancies are not severe, the overall accuracy is good enough. 
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Figure 75. Transfer characteristics for different drain voltages for a SB DGMOSFETs with S/D metal 
contacts whose work function is equal to 4.2 eV and L = 2µµµµm. The simulation results obtained from 

ATLAS are plotted in solid lines and the modeled data in symbols.  
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Figure 76. SB DGMOSFET drain current versus VDS for V GS = 0.5V and 1V. The S/D metal contacts work 
function is equal to 4.2 eV and L = 2µµµµm. The simulation results obtained from ATLAS are plotted in solid 

lines and the modeled data in symbols. 
 
 

In the previous figures it can also be seen that simulation data are accurately reproduced by 

the model. The different transport mechanisms that take place in the SB device for the 

different voltages in the gate and the source and drain and for the two types of carriers are 
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correctly taken into account in the model giving as a result a good fitting. It must also be 

remarked that changes in barrier height are accurately described by introducing in the 

mobility calculation the barrier height as a parameter.  
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Figure 77. Transfer characteristics for different drain voltages for a SB DGMOSFET with S/D metal 
contacts whose work function is equal to 4.2 eV and L = 3µµµµm. The simulation results obtained from 

ATLAS are plotted in solid lines and the modeled data in symbols.  
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Figure 78. SB DGMOSFET drain current versus VDS for VGS = 0.5V and 1V. The S/D metal contacts work 
function is equal to 4.2 eV and L = 3µµµµm. The simulation results obtained from ATLAS are plotted in solid 

lines and the modeled data in symbols.  
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A good fitting can also be seen in the figures above for SB DGMOSFETs with different 

channel lengths. Different metal workfunctions were used in the plots shown below. 
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Figure 79. Transfer characteristics for different drain voltages for a SB DGMOSFET with S/D metal 
contacts whose work function is equal to 4.3 eV and L = 2µµµµm. The simulation results obtained from 

ATLAS are plotted in solid lines and the modeled data in symbols.  
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Figure 80. SB DGMOSFET drain current versus VDS for VGS  = 0.5V and 1V.  The S/D metal contact work 
function is equal to 4.3 eV and L = 3µµµµm. The simulation results obtained from ATLAS are plotted in solid 

lines and the modeled data in symbols.  
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Figure 81. SB DGMOSFET drain current versus VDS for V GS =0.5V and 1V.  The S/D metal contact work 
function is equal to 4.3 eV and L = 2µµµµm. The simulation results obtained from ATLAS are plotted in solid 

lines and the modeled data in symbols. 
 

To wrap up we will summarize the main results presented in the previous pages. We have 

developed a model for SB DGMOSFETS which includes the contribution of electrons and 

holes (for holes the model is based on a drift-diffusion current expression developed 

previously for n-type undoped DGMOSFETS). It also incorporates the main transport 

mechanisms presented in SB DGMOSFETs that differ from those presented in conventional 

DGMOSFETs, such as tunneling through the metal-semiconductor junction and band to band 

tunneling (BTBT) at the channel end, close to the drain. The ambipolar behavior is inherently 

taken into account. The model has been successfully applied to reproduce the simulation data 

obtained from ATLAS for different values of the source and drain metal contact work 

function. A good agreement was achieved for both the transfer and output characteristics, and 

for several bias configurations, different channel lengths and metal workfunctions, as can be 

seen from the previous figures. 
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5. Surrounding gate transistors advanced modeling 
 

5.1. Introduction 
 
This chapter is devoted to an important group of multi-gate MOSFETs. In these devices the 

gate completely surrounds the silicon core where conduction takes place (they are known as 

Gate-All-Around (GAA) MOSFETs or Surrounding-Gate Transistors (SGTs)). These 

transistors are thought to be the architecture choice when dealing with channel lengths below 

10 nm (see the figure below [Faynot-2011], and also figure 8).  As it will be shown in the next 

section, the geometrical confinement of the inversion charge is maximum for this device 

geometry (much higher than in DGMOSFETs) and also the complexity of the physics needed 

in the modeling process.  

 

 
Figure 82. Device architecture evolution for the scaling landscape of the coming years [Faynot-2011]. 

 

Before summarizing the description of the following sections, we point out the most 

important features of SGTs. As explained in chapter 1, the use of several gates has 

demonstrated good electrostatic control of the channel charge and, hence, the possibility of 

scaling beyond the potential of traditional bulk MOSFETs. Structures such as SGTs are the 

most promising in this respect: drain-induced barrier-height lowering, threshold voltage roll-

off, subthreshold voltage and OFF state leakage are greatly reduced.  

These kind of transistors have not only been studied theoretically but they have been 

fabricated and their functionality has been accurately tested [Chen-2008, Chen-2010, Sato-

2010]. The next step in their development is the implementation of compact models that could 

correctly describe the behaviour of these multi-gate transistors. Although some models have 

already been published [Iñiguez-2005, Jiménez-2004, Roldán-2008b], the modelling for these 

devices is still at an early stage. Therefore, this is a very interesting field that must be further 

developed. 
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The reduction in the dimensions of multi-gate structures, and their geometrical particularities, 

leads to a high degree of inversion charge confinement [Balaguer-2011b, Roldán-2008b, 

Nazarov-2011]. For SGTs, this effect is more critical or relevant since the electron gas is 

quantized in 2D and there is only one degree of freedom for the carriers transport, usually in 

the direction perpendicular to the area of confinement 

This fact makes the characterization and modeling of quantum effects mandatory to 

accurately describe their electrical and transport properties [Moreno-2010, Moreno-2011, 

Nazarov-2011, Jiang-2012]. However, accounting for a pure physical description of QMEs on 

the inversion charge and drain current would make circuit simulation time-consuming due to 

the complexity of the analytical expressions needed; and therefore, inappropriate for IC 

design houses. For this reason, and in line with the results presented before for DGMOSFETs, 

analytic modeling has been carried out by means of a semiempirical approach [Roldán-2008b, 

Roldán-2010]. So, in order to coherently follow an approach similar to that presented in 

chapter 3 we will first focus on the study of quantum effects in SGTs. Then, we will deal with 

the inversion charge centroid characterization and modeling [Roldán-2008b], which will be 

the basis to calculate the inversion charge.  

Cylindrical SGTs will be the devices mainly studied in this chapter. For the first time, QMEs 

have been included in an explicit inversion charge model for these transistors; this was done 

maintaining the main advantages of a previous model on which we based ours [Iñiguez-2005, 

Jiménez-2004]. The new model accounts for the threshold voltage shift to characterize the 

charge distribution [Roldán-2008b]. This approach helps to describe and comprehend the 

quantitative influence of the main physical effects on the inversion charge. The model was 

validated with data obtained from the simulator presented in section 2.4 (solving self-

consistently the 2-D Poisson and Schrödinger equations, without limitations on the number of 

subbands). This fact makes our model a good complement as well as an improvement to 

others obtained using the analytical solution of the Schrödinger equation [Gnani-2004]. 

Before the model is fully developed, in section 5.2, QMEs are studied in depth in a parallel 

way to what we showed for DGMOSFETs. This study was also focused on the calculation of 

the Q factor (see equation 5), already introduced for DGMOSFETs. The Q factor 

characteristics for different SGTs geometries (Tox and TSi variations were included) and for 

the usual operation regime were analyzed. Some preliminary results related to the Q factor for 

SGT devices were already presented in [Roldán-2008a], however an enhanced study is 

presented here. 
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Section 5.4 is focused on the study SGTs with high-κ materials as gate dielectric to replace 

the traditional SiO2. A model based on the previous one has been developed to incorporate the 

inclusion of these materials as gate insulators (QMEs included). We did so by enhancing the 

inversion charge centroid model developed for silicon devices. A comparison with simulation 

data proved the accuracy of the model. Finally some results related to the low-field mobility 

are presented in section 5.6. The aim of this section will be to present results similar to those 

for the DGMOSFETs to complete the modeling landscape of these devices. 

 

5.2. Quantum mechanical effects 

 

Here we will characterize the influence of quantum mechanical effects on the inversion 

charge of SGTs with both cylindrical and rectangular cross-sections by means of the Q factor 

defined in equation 5. Following the approach employed in section 3.2, different geometries 

and gate voltages were used. Firstly we characterized the cylindrical ones; secondly, and for 

the sake of clarity, we also introduced rectangular SGTs. In this manner the influence of the 

oxide-semiconductor interface perimeter and the cross-section, in particular the corners of the 

rectangular shapes, were analyzed. 

The structure simulated in the cylindrical case is shown in figure 14. The basic technological 

characteristics correspond to a midgap metal gate and an undoped silicon substrate (the 

devices were supposed to operate at room temperature in all the cases considered in this 

section).  The crystallographic orientation considered is (001)/<001>. 

For the cylindrical device, different oxides thicknesses were used. On the one hand, a set of 

simulations were performed with a constant oxide thickness (Tox = 1nm) changing the 

cylinder radius; the results are plotted in figure 83a. On the other hand, a constant insulator 

capacitance was used as a reference; this case is shown in figure 83b. Since the oxide 

capacitance of a cylindrical SGT is given by the equation below [Roldán-2008b], it is clear 

that for each silicon core radius R a different Tox was needed to keep Cox constant. 
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The simulation data for the SGTs considered are given below. 
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Figure 83. Cylindrical SGT Q factor versus gate voltage (a) Tox = 1 nm (b) Cox = 3.45x10-6 F/cm2. R =2.5nm 
(solid lines), R = 3.75nm (dashed lines), R = 5nm (dotted lines), R =7.5nm (dashed-dotted lines), R =10nm 

(double dotted-dashed lines). 
 
In the figure above, it can be seen that the geometrical confinement is much higher than in 

DGMOSFETs. For R = 2.5nm, a size that could be compared to Tsi = 5nm in DGMOSFETs, a 

Q factor above 0.9 is achieved with respect to a value of 0.7 for DGMOSFETs (see figure 15). 

This result is reasonable since the inversion charge in SGTs is quantized in two dimensions; 

hence a much higher Q factor is expected. At high inversion charges the Q factor (in this 

operation regime we showed that only ECEs were important in DGMOSFETs with values of 

0.11 and 0.16 for Tox =1 nm (Tox = 2 nm) for the Q factor) is also higher. For SGTs a value 

around 0.2 is achieved in strong inversion. Most important at these high gate voltage values is 

the fact that the Q factor curves for different radii do not merge as in DGMOFETs (see figure 

15). This fact suggests a higher influence of GCEs than in DGMOSFETs, even in strong 

inversion where only ECEs are supposed to be significant. 

For the thicker SGTs a hump can be seen in the Q factor for gate voltages around the 

threshold voltage. This effect is not seen in DGMOSFETs. The explanation lays on the 

stronger role played by GCEs in SGTs because of the bidimensionality of quantum 

confinement. The behaviour of GCEs in the interval of gate voltages where GCEs diminish 

and ECEs rise (corresponding to the interval where the threshold voltage is to be found) is 

different to what we found in figure 15 for DGMOSFETs. This different behavior is linked to 

the way the inversion charge distribution behaves in the volume inversion regime in SGTs, 

and also to the way the charge moves closer to the semiconductor-insulator interface due to 

ECEs when the gate voltage is increased. If GCEs are very high (for R values below 7.5nm) 

this effect can not be seen.  
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There are no great differences between figures 83a and 83b. The approaches used for a 

constant oxide thickness, and a constant oxide capacitance do not show important differences. 

However, a slight difference can be found for the higher radii. Higher values of the Q factor 

can be found for the case with constant oxide thickness (figure 83a) at low gate voltages. For 

high gate voltages, slightly higher values for the Q factor can also be observed in these cases. 

However, in general, these differences are negligible. 

In order to shed more light in the previous analysis, we have also considered rectangular 

SGTs. The inversion charge for several of these SGTs is shown below (the side length of the 

rectangular cross-section is given in the insets). 
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Figure 84. Inversion charge for rectangular SGTs versus gate voltage, Tox = 1 nm. The size of the cross-
section is shown in the inset. (a) Classical (b) quantum calculation. 

 
The difference between the classical and quantum charge rise as the size of the rectangle 

decreases, as expected. In addition, these devices show approximately the same threshold 

voltages than their cylindrical counterparts. The Q factor is shown below. 
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Figure 85. Rectangular SGT Q factor versus gate voltage. 
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The 10nm x10nm device (comparable to a SGT with R = 5nm) shows a slightly lower Q 

factor than its cylindrical counterpart (the rounded device presents a lower cross-section area). 

The hump referenced above in the gate voltage range corresponding to the threshold voltage 

can also be seen here for the devices with greater cross-section. It is interesting to highlight 

that at high inversion charges the Q factor for the transistors with the lower cross-section is 

much higher than the rest. This is not the case for cylindrical SGTs. An explanation for this 

behaviour can be connected to the fact that the achievement of the strong inversion regime 

does not make much difference in terms of charge distribution when the areas influenced by 

the corners of the device (in terms of charge distribution) represent an important portion of 

the total cross-section.  

 

For the case of DGMOSFETs we studied the range of oxide and silicon thicknesses where 

quantum effects were needed to correctly model the inversion charge. For SGTs, see the 

cylindrical SGT with R = 10nm for which the Q factor is the lowest, the Q factor is over 0.2 

for all the gate voltages considered, therefore quantum effects would have to be taken into 

consideration in a general manner in inversion charge models. A similar conclusion can be 

drawn for rectangular SGTs as can be observed in figure 85.  

5.3. Inversion charge centroid for cylindrical SGTs 

 

When the diameter of cylindrical devices shrinks, geometrical quantum confinement effects 

show up, as in the DGMOSFET case, making the self-consistent solution of the 2-D Poisson 

and Schrödinger equations essential (see figures 86 and 87).  

 

 
Figure 86. Electron density contour plot in a cross section of a SGT with R = 6.25 nm and Tox = 1.5 nm at 

room temperature, VG= 0.6 V 
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Figure 87. Normalized electron density along the diameter of the silicon section of a SGT with R = 6.25 nm 

and Tox = 1.5 nm at room temperature for different gate voltages. The classical distribution is shown in 
solid line (VG =1.5V), the quantum distributions are plotted (VG =0.3V dashed line, 0.5V dotted line, 0.8V 

hollow squares, and 1V hollow triangles). 
 

In the figure above, volume inversion effects are clearly seen when quantum effects are taken 

into account. Not only the spatial distribution of the charge but also its value depends on the 

consideration of quantum effects, as shown in figure 88 where the inversion charge versus 

gate voltage for an SGT with R = 6.25 nm at room temperature is plotted with (solid line) and 

without (dashed line) the inclusion of quantum effects.  
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Figure 88. Channel charge (per unit length) of a SGT with R = 6.25 nm at room temperature. The classical 

(quantum) simulation results are plotted in dashed (solid) line. 
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It has been shown in the previous section the need to include quantum effects in the inversion 

charge models, and we have done so using a strategy already successfully applied for 

DGMOSFETs [Balaguer-2012], where the equations employed for the classical version of the 

model, particularly the expressions connected with the inversion charge calculation, have 

been extended to take into consideration quantum confinement effects.  

This was carried out by introducing an enhanced oxide capacitance and a modified threshold 

voltage. The enhanced oxide capacitance was calculated by characterizing the quantum 

charge distribution in the semiconductor through the determination of the inversion layer 

centroid, as in the case of the DGMOSFET, which allowed us to account for the oxide 

interface separation of the inversion charge distribution. The centroid was used to obtain a 

modified oxide thickness which led us to a more accurate calculation in modeling devices 

with thin gate oxide layers. 

The conventional definition of the inversion layer centroid [Roldán-2001, López-Villanueva-

1997] has been adapted to the particularities of the geometry of SGTs [Roldán-2008b]. 

Firstly, we defined a ∆ parameter as follows: 
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 (67) 

 

where the inversion charge per unit gate length QI is calculated in cylindrical coordinates, 

assuming that the inversion charge density is not dependent on the rotation angle, 

0

2 ( )
R

IQ r rdrπ ρ= ⋅ ∫  (68) 

 

Second, the inversion charge centroid zI calculation is performed as follows: 

Iz R= − ∆  (69) 

 

where R is the radius of the semiconductor cylinder. In order to model these centroid data, we 

have used the following empirical equation: 



 151 

0 0

1 1 1

2 ( )

n

I

I I I

N

z a bR z N R

 
= +  +  

 (70) 

 

where a, b, zI0, and n are constants independent on the bias, and NI (NI = QI/2πRq) is the 

electron density per unit area. We calculated the inversion charge centroid making use of our 

simulator; the results are plotted using solid lines in figure 89, and the analytically obtained 

data using equation 70 are shown in symbols. The centroid shows the expected behavior; it 

can be seen that its value decreases as the inversion charge increases since the charge 

distribution shifts toward the Si/SiO2 interface. 

The model reproduces correctly the centroid values obtained for SGTs with different radii and 

for the gate voltage range employed in figure 89.  
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Figure 89. Inversion charge centroid for a SGT at room temperature with R= 4, 6.25, 8nm. The simulation 
results obtained including quantization are plotted in lines, the data obtained making use of the previously 

described model are plotted in solid squares. 
 

  

The parameters used to fit the simulation data are the following: a = 0.55 nm, b = 0.198, 

zI0=5.1 nm, n = 0.75, and 

 

12 2 18 3
0( ) 8.26 10 4.9 10 ( )IN R cm cm R cm− −= × − × ⋅  (71) 
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The centroid model has been validated for the range of radii used in this work (diameter ≤ 16 

nm). The threshold voltage of the SGTs simulated has also been corrected to account for the 

shift that takes place in this parameter when quantum effects are taken into account [Tsutsui-

2005, Uchida-2001]. We calculated the energy values (calculated as q∆VTQM) associated with 

the threshold voltage difference obtained for different SGTs (shown in figure 90 in hollow 

triangles), making use of the simulated classical and quantum inversion charge versus gate 

voltage curves (see figure 88). The threshold voltage was obtained by calculating the second 

derivative maximum of the inversion charge as a function of the applied gate voltage curves. 
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Figure 90. Energy values connected with the threshold voltage shift obtained by comparing the classical 

and quantum charge simulations versus SGT radius (hollow triangles). Energy levels (energy eigenvalues 
of Schrödinger equation in cylindrical coordinates for a SGT) versus radius are plotted in solid symbols. 
The lower energy levels obtained using the longitudinal effective mass in Schrödinger equation associated 
with the zero (first) [second]-order Bessel function of the first kind are plotted in solid squares (triangles) 
[stars], respectively. The lower energy level obtained using the transversal effective mass is in solid circles. 
 
 

These data are modeled by using an empirical fitting term ∆VTQM that is given in the 

following expression, 
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A good agreement is achieved. For the sake of comparison, the lower energy levels obtained 

from an analytical solution of the Schrödinger equation in a cylindrical structure such as an 

SGT (see [Gnani-2004]) are also shown. The mathematical expression for these energy levels 

is given by 
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(73) 

 

The zero superscript indicates the use of a null potential energy in the Schrödinger solution. 

The wave functions are obtained by means of Bessel functions of the first kind and order m 

(Jm(x)), so µm,n is the n-th zero of Jm(x), and m k* is the effective mass normal to the oxide 

interface. It can be seen in equations 72 and 73 that there exists a R-2 dependence in both 

cases, as would be expected. The extracted energy values can be found between the second 

and third lowest energy levels for the higher radius structures and between the first and 

second energy levels for the shorter radius devices. In this respect, it is important to highlight 

that the lower energy level has been used, as a general rule, as a reference of the conduction 

band minimum shift (∆EC) produced by quantum effects. However, we show (see figure 90) 

here that the ∆EC needed to obtain the extracted energy values connected with the threshold 

voltage variation is higher. These results make sense since electrons are found in several 

subbands with different energies, and therefore, ∆EC should represent an average of the lower 

energy levels where electron charge can be found. 

5.4. Inversion charge including quantum effects.  

 

Making use of the new centroid model developed in the precedent section, we have improved 

a classical inversion charge model [Iñiguez-2005] to include quantum effects. With this in 

mind, we focused our study on the influence of separating the inversion charge distribution 

from the oxide interface, estimating a new and (from the modeling viewpoint) more realistic 

oxide thickness. The results obtained led us include a correction in the oxide capacitance. In 

particular, the classical oxide capacitance has been replaced by another, where the capacitance 

of the oxide layer is in series with the capacitance of a silicon layer; the thickness of which 

corresponds to the value of the inversion charge centroid. The new total capacitance can 

therefore be calculated as 
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torSemiconducoxTotal CCC

111 +=  (74) 

 

where Cox is the well-known value of a cylindrical capacitor with external radius equal to (R + 

Tox) and internal radius equal to R. The oxide capacitance is calculated by means of the 

expression 66 and the semiconductor capacitance is calculated using the following 

expression: 
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(75) 

 

where εSi is the silicon permittivity.  

The starting point for the calculation is an initial guess of the inversion charge that we call Q’ 

[Iñiguez-2005]. 
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where Vth = kT/q, VGS is the gate–source voltage, and V is the channel potential (V = 0 at the 

source; all our calculations are performed at this point). The expressions for V0 and Q0 are 

given below: 
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(77) 

 

where ni is the intrinsic carrier concentration, φMS is the metal-semiconductor work-function 

difference, and q is the electronic charge. 

The inversion charge in equation 76 is used to calculate the threshold voltage VT and ∆VT, 

which are to be included in the final expression of the inversion charge. Note that the 

quantum threshold voltage shift modeled in the previous section is introduced in the VT 

calculation described below 
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At this point, it is interesting to highlight the use of CTotal in equations 78 and 79. If CTotal is 

substituted for Cox, the classical charge model is recovered. CTotal is calculated by introducing 

Q’/q = NI in equation 70 to calculate the inversion charge centroid. Then, the semiconductor 

capacitance (equation 75) is calculated to obtain finally CTotal (equation 74). The threshold 

voltage VT and ∆VT are calculated using Q’ ((equation 76), which is an inherent part of the 

equation set developed in [Iñiguez-2005]) to obtain the final inversion charge which is 

calculated as follows. 
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(79) 

 

We have used the model described in the previous section to reproduce the simulation data 

obtained for SGTs of different sizes with the following technological parameters: NA = 1010 

cm-3 and Tox = 1.5 nm. The simulation results are shown in solid lines in figure 91, while 

symbols represent the inversion charge data obtained analytically by means of equation 79. 

For the sake of clarity, the data are plotted in Coulomb per centimetre since the curves in 

Coulomb per square centimetre crossed over for the considered SGTs. For this reason, we 

changed from one to another, applying the Gauss law, i.e., dividing by 2πR. A good fit was 

achieved. 
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    (a)                                                                (b) 

Figure 91. Channel charge (per unit length) at the source (V=0) of several SGTs at room temperature 
(R=3, 4, 5, 6.25, 8 nm). The simulation results, obtained taking quantum effects into account, are plotted 

in solid lines; the modeled data are shown in solid squares. 
 

 

The simulation data obtained by the self-consistent solution of the 2-D Poisson and 

Schrödinger equations are reproduced correctly for a wide range of radius and gate voltage 

values. The main characteristics of the model and what makes it important from the compact 

modeling point of view is that it presents simple mathematical equations and an explicit 

calculation scheme that can easily be extended for the calculation of the drain current. 

 

5.5. Inversion charge in cylindrical SGTs with high- κ 

dielectrics  

 

As we already pointed out in the introduction of this chapter, in this section we have extended 

the model presented above [Roldán-2008b] by introducing high-κ dielectric materials as the 

insulator of SGTs instead of SiO2. To do so, a model for the inversion charge centroid, based 

on the model developed in the previous section, has been introduced. Among several high-κ 

dielectric materials we have focused on HfO2 as gate insulator. The results obtained with the 

model have been compared to simulation data provided by a self-consistent solution of the 2D 

Poisson and Schrödinger equations (section 2.4). It will be seen that the model reproduces 

correctly the inversion charge centroid data of several SGTs with different values of the 

silicon radii (4, 6.25 and 8 nm) and values of the HfO2 effective mass in the range of m*/m0 
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[0.1-0.7]. Making use of the centroid developed for HfO2 as gate insulator, the inversion 

charge including quantum effects has also been calculated [Balaguer-2009]. 

It has been remarked in the first chapter that high-κ materials will be used as gate insulators to 

allow the continuous scaling process [Colinge-2008, Huff-2005, Chiu-2006, Nazarov-2011]. 

They facilitate an increase of the insulator physical thickness and the reduction of parasitic 

tunneling currents. In the present case, since the potential barrier height of the HfO2/Si 

interface (∆EC = 1.5 eV) is much lower than in the conventional SiO2 (∆EC = 3.1 eV), the 

penetration of the wave functions in the insulator of HfO2/Si structures is higher and, 

consequently, the influence of the insulator electron effective mass on the silicon inversion 

charge distribution rises. The electron effective mass in HfO2 is not well defined as reported 

in [Chiu-2006]; in fact, values that range from 0.1m0 to 0.7m0 can be found in the literature. 

This dispersion of the insulator electron effective mass values, as well as the dispersion in the 

reported conduction band offset values, could be linked, as suggested in [Chiu-2006], to the 

thin film characteristics as well as the way it is grown (leading to amorphous or 

polycrystalline thin films). In this context, an inversion charge centroid model dependent on 

the insulator electron effective mass is very interesting.  

The simulation data presented have been obtained using the simulator described in section 2.4 

[Godoy-2007a]. The technological parameters were the following: an undoped substrate 

(NA=1012 cm-3), a midgap metal gate and an oxide thickness of 1.5 nm. The penetration of the 

wave functions within the insulator is taken into account; this is known to be an important 

issue [Haque-2002]. Although both the oxide effective mass and the potential barrier height 

(∆EC = 1.5 for the silicon/HfO2 interface) are essential parameters to obtain the correct 

inversion charge distribution in the device [Tienda-Luna-2008]; there is a lot of controversy 

about the effective mass in HfO2 and this parameter is not well defined in the literature since 

different values have been tabulated [Chiu-2006]. In this work we have used a range of values 

of the HfO2 effective mass from 0.1m0 to 0.7m0, which are considered to be the effective 

mass limiting values [Chiu-2006]. 

 

In order to model the centroid of the inversion charge we have used, as a starting point, the 

empirical equation presented previously in section 5.3 for conventional SGTs with SiO2 as 

gate dielectric (equation 70). As already detailed before, zI is the position of the inversion 

charge centroid calculated from the insulator-semiconductor interface making use of the 

equations 67 and 69 already described in section 5.3. 
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As the aim of this work is the generalization of this model when a high-κ material is used as a 

gate dielectric instead of SiO2, in particular, we will focus on HfO2 in the forthcoming part of 

the section. Firstly, the centroid of the inversion charge of SGTs with different silicon radii 

has been calculated by simulation following the procedure sketched in [Roldán-2008b]. In 

order to check the appropriateness of an empirical expression such as (70) we have simulated 

several SGTs with different oxide thicknesses and values of the relative permittivities k.  

 

The results are shown in figure 92. As can be seen, the simulated centroid neither depends on 

the oxide thickness nor on the relative permittivity; it just shows a strong dependence on the 

inversion charge density (the same gate insulator effective mass has been used for all the 

curves shown in this figure). Therefore, the use of equation 70 as a starting point for the 

modeling of the inversion charge centroid is coherent; see that Tox and k are not included as 

parameters in (70). 
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Figure 92. Simulated inversion charge centroid versus inversion charge for different values of the oxide 

thickness Tox and relative permittivity k.  
 

A new step forward in our scheme was the simulation of the centroid of SGTs with HfO2 as 

gate insulator for different silicon radii (R = 4 nm, 6.25 nm, 8 nm) and different values of the 

insulator effective mass. With these data we modified the inversion charge centroid equation 

presented in [Roldán-2008b] (equation 70) to account for the insulator electron effective mass 

variation. The parameters used in this case were the following: n = 0.8, b = 0.1975 and zI0 = 

5.5 x 10-7 cm. 
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The parameter “a” shows a clear dependence on the effective mass of the HfO2 (m* = [0.1-

0.7] x m0), their value has been fitted with the following equation: 

 

)1.0/(36.055.0)( 0
** −−= mmma  (80) 

 

The parameter NI0 depends on the SGT radius as follows: 

RRfcmxRN I )(1026.8)( 212
0 −= −  (81) 

 

where the function f(R) is calculated using the following expression: 

 

[ ] 372418 )104(1066.6103)( −−−+= cmxRxxRf  (82) 

 

In order to obtain a centroid model that correctly fits the simulation data for a wide range of 

inversion charges and especially in strong inversion, a new factor has been included 

depending on the effective mass of the gate insulator that multiplies NI0, which is calculated 

making use of the following expression: 

 

13.1)/(417.0)( 0
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Finally, the new centroid model is calculated as follows: 
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Using this new expression developed for the inversion charge centroid we were able to 

reproduce simulation data for different silicon radii (R = 4 nm, 6.25 nm, 8 nm) [Balaguer-

2009]. The results are plotted in the following figures. 
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Figure 93. Inversion charge centroid for a SGT with R = 4 nm versus inversion charge density at room 

temperature. Simulation results are shown in lines and modeled data in symbols. 
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Figure 94. Inversion charge centroid for a SGT with R = 6.25 nm versus inversion charge density at room 

temperature. Simulation results are shown in lines and modeled data in symbols. 
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Figure 95. Inversion charge centroid for a SGT with R = 8 nm versus inversion charge density at room 

temperature. Simulation results are shown in lines and modeled data in symbols. 
 
 

Figure 93 shows the inversion charge centroid in a SGT with a radius of 4 nm for different 

values of the HfO2 effective masses versus inversion density. The simulation data are plotted 

in lines and the modeled data obtained using equation 91 are plotted in symbols. Similar data 

for SGTs with R = 6.25 nm are plotted in figure 94 and for R = 8 nm in figure 95. A good fit 

of the simulation data can be observed in all cases both at weak and strong inversion 

[Balaguer-2009]. 

 

We have also calculated the inversion charge using the model previously developed and 

described in equation 79 and the new centroid model that considers HfO2 as gate dielectric. 

The model allowed us to reproduce simulation data for SGTs of different radii and different 

values of the insulator gate effective mass (m* = [0.1- 0.7] x m0), assuming an undoped 

substrate. In figures 96, 97 and 98, the inversion charge in SGTs versus gate voltage is 

represented for radii of 4 nm, 6.25 nm and 8 nm respectively. Simulation data are plotted in 

lines and model data are plotted in symbols, as before. 
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Figure 96. Channel charge (per unit length) at the source for a SGT with R = 4 nm versus gate voltage at 

room temperature. The simulation results are plotted in lines and the modeled data in symbols. 
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Figure 97. Channel charge (per unit length) at the source for a SGT with R = 6.25 nm versus gate voltage 

at room temperature. The simulation results are plotted in lines and the modeled data in symbols. 
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Figure 98. Channel charge (per unit length) at the source for a SGT with R = 8 nm versus gate voltage at 

room temperature. The simulation results are plotted in lines and the modeled data in symbols. 
 
 

As can be seen, the inversion charge calculated using the model fits reasonably well the 

simulation data [Balaguer-2009]. It is important to highlight that for the thinnest SGTs (figure 

96) the influence of HfO2 effective mass on the inversion charge centroid is higher. This fact 

is due to a greater structural confinement of the inversion charge, even at low electron charge 

densities, that produces a higher penetration of the wave functions in the gate oxide. Through 

the results obtained in this section we have also demonstrated the validity of the inversion 

charge model of the previous section when changing some device characteristics like the 

material used as gate dielectric. 

 

5.6. Mobility characterization SGT 
 

This section is devoted to the low-field mobility characterization and modeling of cylindrical 

SGTs. In section 3.6 we already presented a study to characterize the different low-field 

mobility components for DGMOSFETs; in line with it, we present this study for cylindrical 

SGTs. Phonon and surface-roughness mobility components will be analyzed and modeled, as 

in chapter 3. The mobility model we present here is analytical and explicit therefore, 

following the general approach used along this manuscript, it can be used in circuit simulators 

integrated with already existing SGT compact models [Moldovan-2007b, Roldán-2008b, 

Jiménez-2004, Gnani-2004] where the description of the inversion charge and drain current is 

implemented. 
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The model developed has been compared to a set of mobility curves with different 

geometrical features and surface-roughness characteristics obtained by means of a state-of-

the-art simulator that accounts for phonon and surface-roughness scattering [Ruiz-2011, see 

also section 2.4 in this document]. As a reminder, it is important to highlight that the 

simulator includes an adaptable grid in order to characterize correctly the geometry of the 

SGTs considered; for the inversion charge calculation a self-consistent 2D solver for 

Schrödinger and Poisson equations in the transversal cross-section of GAA square devices 

under the effective mass approximation is used [Tienda-Luna-2008]. This approximation is 

accurate enough for electrons in wires of the size simulated for this work [Bescond-2007, 

Wang-2005]. Both, electrons and holes are included in the Poisson equation although only 

electrons are treated from a quantum point of view. For the mobility calculation (phonon and 

surface-roughness scattering mechanisms are included), for a given subband i, we have used 

the Kubo-Greenwood formula [Kubo-1957]: 
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where ni is the population, meff is the effective conduction mass, gi is the density of states, τi is 

the relaxation time of the subband i and f(E) is the Fermi distribution function. The effective 

mobility is obtained by a summation over the three doubly degenerated Si valleys and over all 

contributing subbands. 

Both acoustic and optical phonons are considered in this study. The relaxation time for the 

acoustic phonon scattering is calculated as follows: 
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where dj and gα are the degeneracy factors of the j-th subband and the α valley respectively. 

Dla is the deformation potential, ρ and c are the density and longitudinal sound velocity of 

silicon respectively. gj (E) is the density of states of the j-th subband and Wij is the overlap 

integral calculated as 
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(87) 

On the other hand, the relaxation time for inter-valley optical phonon scattering is given by 
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where, Dk, Ek and Nk are the deformation potential, energy and occupancy number of optical 

phonons respectively. The plus and minus signs correspond to the phonon absorption and 

emission process. 

 

To calculate the surface-roughness mobility the method developed in [Tienda-Luna-2011] 

was used, which is a generalization for arbitrarily oriented devices with 2D confinement of 

the method proposed in [Jin-2007a] for thin films, was used. Besides, it was assumed that the 

power spectrum of the interface random roughness follows an exponential model 

characterized by the parameters ∆ and Lsr [Goodnick-1985] which are the rms value and 

correlation length of the surface roughness, respectively. 

 

The devices under study are cylindrical SGTs with different radii going from 8 nm to 15 nm, 

a gate insulator 1 nm thick and a mid-gap metal gate (φm = 4.61 eV). Phonon and surface-

roughness limited mobility components (isolated by using Matthiessen’s rule) were modeled 

separately and finally merged again by Matthiessen’s rule. Regarding the application of 

Matthiessen’s rule, we must remark that the comments highlighted in section 3.6 hold also 

here [Stern-1980, Fischetti-2002, Esseni-2011, Driussi-2009].  

Following a procedure similar to the one used in section 3.6, we have modelled, as a first step, 

the phonon mobility component according to [Roldán-2003, Jiménez-Molinos-2008] 

employing the phonon limited mobility model developed in [Gámiz-1995], where the 

temperature was fixed at T=300 K, 
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where Ninv is the electron density in the device channel, Ninv0 = 9 x 1012 cm-2 and µph0 = 470 

cm2/Vs are constants and β(TSi) and δ(TSi) are fitting parameters that only depend on TSi and 

can be calculated using the following expressions: 
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and  
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In both expressions TSi is given in nm. In figure 99, simulation data (symbols) and the 

modeled data (lines) are depicted. It can be seen that a good fit is obtained for different SGTs 

with different radii. In this figure it can be observed that the phonon limited mobility 

decreases as TSi is reduced due to the increase of the structural confinement of the inversion 

charge, and the resulting increase in the phonon scattering probability (see figure 4 in refernce 

[Godoy-2007b]). 
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Figure 99. Phonon limited mobility for cylindrical SGTs with different radii. Solid lines (symbols) are 

used for the modeled (simulated) results. 
 

The surface-roughness mobility component has been extracted from the total mobility curves 

by means of Matthiessen’s rule (1/µsr=1/µtotal-1/µph). The analytical expression used for 

modeling this component is given below (in line with [Roldán-2003, Tienda-Luna-2012]), 
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A minimization procedure has been followed to obtain the empirical equation for the A 

function given below for the three different values of the surface-roughness parameter (∆= 0.5 

nm, ∆= 0.35 nm and ∆= 0.2 nm) considered, where TSi is given in nm. 

( ) ( )( ) ( )( )( )[ ] 22647.26 1057.01018.010.157.010.63, −−∆++−∆+=∆ SiSi TTA  (93) 
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We have reproduced the simulated data for the total mobility simulated data well making use 

of the previous expressions, as it can be seen in figure 100. The errors are in a reasonably 

range for all the electron densities and for all device sizes and surface roughness considered. 

The final total mobility has been obtained by Matthiessen´s rule including the phonon 

(equation 89) and surface-roughness (equation 92) mobility components. The results are 

shown in figure 100 for different values of the radius and surface-roughness parameter ∆.  
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Figure 100. Total mobility (phonon and surface-roughness scattering mechanisms are considered) for (a) 

R=8nm, (b) R=10nm, (c) R=12nm and (d) R=15nm cylindrical SGTs. Solid lines are used for the 
simulation results while symbols represents the analytical model. Different parameters for the surface 

roughness have been used. 
 

As can be seen, the simulation data is correctly reproduced by the model for all the devices 

and operation regimes considered. 
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6. Conclusions 
 
The main goal of this thesis was the development of advanced models for different multi-gate 

devices; on the one hand conventional multi-gate devices like DGMOSFETs and SGTs and 

on the other hand novel structures like Schottky Barrier (SB) MOSFETs, in particular for this 

latter case, we chose SB DGMOSFETs. The models developed are based mainly on explicit 

analytical expressions that can be easily implemented in circuit simulators. In this respect, the 

new contributions presented here can be incorporated easily in a wider compact model. 

Due to the limitations in the availability of experimental data, the models presented in the 

different sections have been validated by means of numerical data obtained from state-of-the-

art simulators developed in our research group (The nanoelectronics research group at the 

University of Granada) in most cases, and also by means of commercial simulators, such us 

ATLAS (Silvaco) for the SB DGMOSFETs. 

An important feature to highlight about the multi-gate MOSFET models introduced is the 

exhaustive inclusion of quantum effects on the inversion charge calculation. The geometries 

of the devices considered throughout the manuscript made it necessary since, in addition to 

electric confinement effects, structural confinement effects are very important. One of the 

most representative parts of this work has been dedicated to the study of these effects and the 

circumstances when they need to be included in the models. This fact was deeply explained at 

the beginning of chapter 3 for DGMOSFETs. In the characterization of low-field mobility 

quantum effects have also been deeply considered.  

Among the main results and studies obtained the following can be counted: 

-We analyzed the inversion charge geometrical and electrical confinement in DGMOSFETs. 

In the subthreshold region, electrical confinement can be neglected and only geometrical 

confinement must be taken into account if the silicon layers are thinner than 20 nm, otherwise 

it can also be neglected. Electrical confinement effects are only important above threshold, 

but they do not have to be considered if oxide layers are thicker than 2 nm. We obtained these 

results by representing the Q factor for a wide range technological data and bias voltages.  

-A complete inversion charge model for DGMOSFETs accounting for quantum effects, for n-

type and p-type devices and for different substrate crystallographic orientations has been 

developed. The inclusion of quantum effects is implemented by enhancing the oxide 

capacitance including the role of the inversion charge centroid and its derivative. The 

differences found for the usual substrate crystallographic orientations lead to different 
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inversion charge distributions. In all cases, the inversion charge models have been validated 

making use of simulation data and obtaining a good fit for all the cases considered.  

-Another important topic was related to the mobility characterization in DGMOSFETs. Monte 

Carlo simulations were used to analyze how Coulomb and surface-roughness scattering affect 

the low-field mobility. Single-gate MOSFETs were also studied as a first step. For both type 

of devices we performed large number of simulations for different geometrical structures and 

densities of interfacial charged centers at the silicon-oxide interface and we came to the 

conclusion that for both devices the Coulomb-limited mobility due to charges (at both 

interfaces) can be calculated by adding the contribution of each interface using Matthiessen’s 

rule. The DGMOSFET mobility characterization was complemented with the analysis of 

surface-roughness scattering. It was shown that the curves corresponding to the thickest 

silicon films tend to merge because electric field confinement predominates over structural 

confinement, making less influent the silicon thickness value. For the thinnest structures, 

volume inversion does not disappear even at high inversion charges, this fact determines the 

distance between the inversion electrons and the oxide-semiconductor interfaces and, 

therefore, Coulomb and surface-roughness scattering. Mobility models for this component can 

be simplified since the roughness of each interface can be calculated using Matthiessen’s rule 

to add the components due to each interface separately.  

-An advanced model of the drain current of DGMOSFET was also developed. A previously 

existing classical model was used to include quantum effects, velocity overshoot and 

saturation velocity, and short channel effects such us DIBL and channel length modulation. 

The current model was validated using simulation data obtained from a multisubband Monte 

Carlo simulator developed within our research group. Two different devices with nanometric 

dimensions were considered, one of them with HfO2 as dielectric interface and the other one 

with SiO2. In both cases the model reproduced simulation data accurately. 

 

Another important chapter dealt with Schottky barrier devices. In order to maintain the 

coherence in relation to the multi-gate devices used along this manuscript, Schottky barrier 

DGMOSFETs have been modeled. The main characteristic from the structural point of view 

is that traditionally highly-doped drain and source regions are replaced by metal contacts. 

Consequently, new transport mechanisms appear in addition to drift-diffusion.  

-A drain current model has been developed including the tunneling current component that 

injects carriers into and out the channel through Schottky barriers (source and drain contacts 

were metallic). For these devices, in particular for SB DGMOSFETs, it was shown that in the 
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deep subthreshold region the total current is a combination of the diffusion and thermionic 

emission current.  

-In addition, BTBT (band-to-band tunneling) is also important in SB DGMOSFET devices for 

hole transport characterization. These mechanisms have also been considered.  

-The main advantage of the current model presented is that it is explicit, very useful for the 

compact model community. In this sense, it differs from most of the models published so far 

for SB MOSFETs (numerical models with iterative algorithms that are not useful in circuit 

simulators). 

- The current model was developed for long channel devices, therefore, no short channel 

effects were considered. This feature will be studied in the future. The contribution of 

electrons and holes has been included to calculate the total current which correctly reproduces 

the ambipolar behaviour of SB MOSFETs. The SB DGMOSFET structure was created and 

simulated for different values of channel length as well as for different metal workfunctions 

values for the drain and source contacts. By doing this, we have included the effects 

connected to image force and dipole barrier lowering. The output characteristics for different 

gate voltages, as well as the transfer characteristic, were compared with simulation data 

(obtained with ATLAS), obtaining in all cases a reasonably good fit. 

 

Surrounding gate transistors, SGTs, have also been subject of this thesis. We have developed 

models in line with those presented for DGMOSFETs.  

-An explicit inversion charge model that takes into account quantum mechanical effects 

making use of a new version of the inversion charge centroid has been developed. The 

threshold voltage was corrected to model the influence of quantization effects. The model was 

compared to simulation data for SGTs with different geometries (self-consistently solving the 

2D Poisson and Schroedinger equations), obtaining in all cases a good agreement both in the 

subthreshold and above threshold regions. 

-The inversion charge model was generalized to consider high-κ dielectrics as gate insulators 

instead of the traditionally used SiO2. The selected material to base the study was HfO2. The 

inversion charge model was modified to account for the specific characteristics of high-κ 

dielectrics. The accuracy of the new model was also checked with simulation data. 

-A systematic study of quantum mechanical effects in SGT (both cylindrical and rectangular) 

was performed. In this case, the Q factor calculated from simulation data was also used to 

represent the relative influence of confinement effects for different device geometries and 

operation regimes. For these devices, as expected, the geometrical confinement is higher than 
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in DGMOSFETs. It was highlighted the need to account for quantum effects in inversion 

charge models for all the geometries and operation regimes considered.  

-A section has also been dedicated to characterize the low-field mobility in SGTs. Models for 

the phonon and surface-roughness mobility components were introduced and simulated 

movility curves accounting for these scattering mechanisms were reproduced. Finally a total 

mobility model was obtained by using Matthiessen’s rule that worked well for the mobility 

curves obtained for different devices were the geometrical, surface roughness and bias 

conditions were modified. 
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7. Conclusiones 
 
El principal objetivo de esta tesis ha sido el desarrollo de modelos compactos avanzados para 

dispositivos multi-puerta. Por una parte hemos estudiado dispositivos multipuerta 

tradicionales como el transistor MOSFET de doble puerta y el transistor SGT y por otra parte 

el estudio se ha centrado en nuevas estructuras como el transistor MOSFET de barrera 

Schottky (SB MOSFET), en particular, para este último caso, nos hemos centrado en el SB 

MOSFET de doble puerta. Los modelos desarrollados en el presente trabajo están basados 

principalmente en expresiones analíticas explícitas que pueden ser implementadas fácilmente 

en simuladores de circuitos. Por esta razón, las nuevas contribuciones presentadas en esta 

tesis se pueden incorporar fácilmente en otros modelos compactos existentes para crear 

nuevos modelos más amplios. 

Debido a las limitaciones en la disponibilidad de datos experimentales, los modelos 

presentados en las diferentes secciones se han validado en la mayoría de los casos con la 

ayuda de datos numéricos obtenidos a partir de simuladores que se han desarrollado 

recientemente en nuestro grupo de investigación (el grupo de investigación de nanoelectrónica 

de la Universidad de Granada). Con la misma finalidad, también se han usado simuladores 

comerciales como ATLAS (Silvaco) para los modelos correspondientes al transistor SB 

DGMOSFET. 

Una caraterística importante a destacar de los modelos de transistores multipuerta presentados 

es la inclusión de efectos cuánticos en el cálculo de la carga en inversión debido a  que las 

geometrías de los transistores estudiados a lo largo de esta tesis lo hacían necesario. Por esta 

razón, además de los efectos de confinamiento eléctrico, los efectos de confinamiento 

estructural han sido tenidos en cuenta. Una de las partes más representativas de este trabajo se 

ha dedicado al estudio de estos efectos cuánticos y a las circunstancias en las que es necesario 

incluirlos. Este hecho ha sido  explicado con detalle al inicio del capítulo 3 para el caso de 

transistores MOSFET de doble puerta. Igualmente, en la caracterización de la movilidad de 

bajo campo, los efectos cuánticos también se han considerado. 

Entre los principales resultados y estudios obtenidos, podemos citar los siguientes: 

- Se ha analizado el confinamiento eléctrico y geométrico en la carga en inversión para 

transistores MOSFETs de doble puerta. En la región subumbral los efectos del confinamiento 

eléctrico se pueden despreciar y sólo habría que tener en cuenta los efectos del confinamiento 

geométrico si la capa de silicio es menor que 20 nm, por el contrario, si es mayor también se 

pueden despreciar estos efectos. A través del estudio realizado hemos llegado a la conclusión 



 173 

de que los efectos del confinamiento eléctrico sólamente son importantes por encima de la 

tensión umbral, pero no es necesario considerarlos si las capas del óxido aislante son mayores 

de 2 nm. Estos resultados se han obtenido mediante la representación del factor Q para un 

amplio rango de datos tecnológicos y voltajes. 

- Se ha desarrollado un modelo completo para la carga en inversión de transistores MOSFETs 

de doble puerta teniendo en cuenta efectos cuánticos, tanto para dispositivos de tipo p como 

de tipo n con sustratos de diferentes orientaciones cristalográficas. La inclusión de efectos 

cuánticos se ha implementado a través de una modificación en el cálculo de la capacidad del 

óxido incluyendo el centroide de la carga en inversión y su derivada. Las diferencias 

encontradas para las orientaciones cristalográficas usuales nos han conducido a diferentes 

distribuciones de cargas en inversión. En todos los casos, los modelos de carga en inversión 

se han validado a través de datos obtenidos por simulación y en todos los casos considerados 

se ha obtenido un buen ajuste. 

- Otro punto importante de este trabajo está relacionado con la caracterización de la movilidad 

en MOSFETs de doble puerta. Se han usado simulaciones Monte Carlo para analizar cómo el 

scattering culombiano y por rugosidad superficial afectan a la movilidad de bajo campo. 

Como paso previo al estudio de transistores de doble puerta, se han estudiado en primer lugar 

transistores de puerta simple. Para los dos tipos de dispositivos se han realizado un gran 

número de simulaciones para diferentes estructuras geométricas y distintas densidades de 

cargas en la interfaz silicio-óxido. A partir de estos datos hemos llegado a la conclusión de 

que para los dos tipos de dispositivos la movilidad limitada por Coulomb debido a las cargas 

(en ambas interfaces) se puede calcular sumando las contribuciones de cada interfaz usando la 

regla de Matthiessen. La caracterización de la movilidad en un transistor MOSFET de doble 

puerta se ha complementado con el análisis del scattering por rugosidad surperficial. Se ha 

demostrado que las curvas correspondientes a transistores con capas de silicio más grueso 

tienden a converger debido al que el confinamiento por campo eléctrico predomina sobre el 

confinamiento estructural, lo que hace menos influyente el grosor de la capa de silicio. Para 

las estructuras con silicio más delgado, la inversión en volumen no desaparece incluso para 

cargas en inversión grandes. Este hecho determina la distancia entre los electrones en 

inversión y las interfaces óxido-semiconductor y, por lo tanto el scattering coulombiano y por 

rugosidad superficial. Los modelos de movilidad para este componente se pueden simplificar 

ya que la rugosidad en cada interfaz se puede calcular haciendo uso de la regla de Matthiessen 

para añadir los componentes debidos a cada interfaz de manera separada. 
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- También se ha desarrollado un modelo avanzado de corriente de drenador para un MOSFET 

de doble puerta. Para esto se ha partido de un modelo de corriente clásico previo al que se le 

han añadido efectos cuánticos, saturación de la velocidad y efectos de canal corto como el 

DIBL y la modulación de longitud de canal. El modelo de corriente desarrollado se ha 

validado con datos de simulación obtenidos a partir de un simulador multisubbanda de Monte 

Carlo que ha sido desarrollado en nuestro grupo de inestigación. Para validar el modelo se han 

utilizado dos dispositivos nanométricos con diferentes dimensiones, uno de ellos con HfO2 

como dieléctrico y el otro con SiO2. En ambos casos el modelo reproduce correctamente los 

datos de simulación. 

 

Otro capítulo importante de la tesis trata de los dispositivos con barrera Schottky. Para 

mantener la coherencia con respecto a los dispositivos multipuerta estudiados a lo largo de 

este trabajo, se han modelado transistores Schottky de doble puerta. La principal característica 

desde el punto de vista estructural es que las regiones de fuente y drenador tradicionalmente 

altamente dopadas se han reemplazado por contactos metálicos. Por esta razón hay que tener 

en cuenta mecanismos de transporte diferentes al de difusión y deriva. 

- Se ha desarrollado un modelo de corriente incluyendo una componente de corriente túnel 

que inyecta portadores dentro y fuera del canal a través de barreras Schottky (los contactos de  

fuente y drenador son metálicos). Para estos dispositivos, en particular para el transistor SB 

MOSFET de doble puerta, se ha demostrado que en la región subumbral la corriente total es 

una combinación de la corriente de difusión y la corriente de emisión termoiónica. 

- Además, una corriente de túnel banda a banda (BTBT) es importante en los transistores SB 

MOSFET para la caracterización del transporte de huecos. Este mecanismo también se ha 

considerado. 

- La principal ventaja del modelo de corriente presentado es que es explícito, muy útil para la 

comunidad dedicada al desarrollo y uso de los modelos compactos. En este sentido, este 

modelo difiere de la mayor parte de los modelos publicados hasta ahora para SB MOSFETs 

(modelos numéricos con algoritmos iterativos que no pueden ser usados en simuladores de 

circuitos). 

- El modelo de corriente presentado en esta tesis ha sido desarrollado para dispositivos de 

canal largo, por lo que no hemos considerado efectos de canal corto. Esta característica se 

estudiará posteriormente. Las contribuciones tanto de huecos como de electrones se han 

tenido en cuenta para el cálculo de la corriente total que reproduce adecuadamente el 

comportamiento ambipolar de los transistores SB MOSFET. La estructura de transistor SB 
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MOSFET de doble puerta se ha creado y simulado para diferentes valores de la longitud del 

canal y diferentes valores de la función trabajo del metal de los contactos de fuente y 

drenador. Haciendo esto hemos incluido los efectos relacionados con las fuerzas imagen y 

disminución de barrera por dipolos. Las características de salida para diferentes voltajes de 

puerta así como la característica de transferencia obtenidos se han comparado con datos de 

simulación (obtenidas con ATLAS), obteniendo en todos los casos un ajuste razonablemente 

bueno. 

 

Los transistores SGT también han sido estudio de esta tesis. Se han desarrollado modelos 

compactos avanzados en la misma línea de los desarrollados para transistores MOSFET de 

doble puerta. 

- Se ha desarrollado un modelo explícito de carga en inversión que tiene en cuenta efectos 

cuánticos haciendo uso para ello de una nueva versión del centroide de carga en inversión. La 

tensión umbral se ha corregido para modelar la influencia de los efectos cuánticos. El modelo 

se ha comparado con datos de simulación de diferentes transistores SGT de distintas 

geometrías (el simulador resuelve de manera autoconsistente las ecuaciones dePoisson y de 

Schrödinger), obteniendo en todos los casos un ajuste tanto en la región subumbral como en  

la región umbral. 

- El modelo de carga en inversión se ha generalizado para considerar dieléctricos high-κ como 

aislante de puerta en lugar del SiO2 usado tradicionalmente. El material elegido como base 

para el estudio ha sido HfO2. El modelo de carga en inversión se ha modificado para tener en 

cuenta las características específicas de los dieléctricos high-κ. La bondad del nuevo modelo 

se ha validado con datos de simulación. 

- Se ha realizado un estudio de caracterización de los efectos cuánticos en transistores SGT 

(redondos y rectangulares). En este caso el factor Q calculado a partir de los datos de 

simulación se ha usado para representar la influencia relativa de los efectos cuánticos por 

confinamiento debidos a las diferentes geometrías y se ha observado que es más alta que en el 

caso de los transistores MOSFETs de doble puerta. Se ha remarcado la necesidad de tener en 

cuenta los efectos cuánticos en los modelos de la carga en inversión para todas las geometrías 

y los regímenes de operación considerados. 

- Se ha dedicado una sección para caracterizar la movilidad de bajo campo en transistores 

SGTs. Se han introducido modelos para las componentes de movilidad por fonones y 

rugosidad superficial y se han reproducido curvas simuladas teniendo en cuenta estos 

mecanismos de scattering. Finalmente, un modelo de movilidad total se ha obtenido usando la 



 176 

regla de Matthiessen con la que se han obtenido buenos resultados para diferentes dispositivos 

para los que se ha modificado la geometría, las condiciones de rugosidad superficial y de 

tensiones aplicadas. 
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Gámiz, Solid State Electronics, 67, pp. 30-37, 2012. 
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