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La realidad existe de manera independiente de la mente humana.
La naturaleza es reqular, al menos en alguna medida.

El ser humano es capaz de comprender la naturaleza.

Al parecer, ante la turbacion que nos crea el cuestionar estas afirmaciones, los
cientificos de hoy en dia hemos decidido obviar su discusion, junto con la trascen-

dencia que ésta conlleva.
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Overview

The main motivation of this study is to characterize the natural electromagnetic
phenomena occurring in the Earth-ionosphere cavity, with the aim of extracting
information from the natural processes which are involved in its generation and

propagation.

This story starts at the end of the XIX century, with various scientists start-
ing to think on the Earth as a global electromagnetic circuit. A great historical
review of the beginnings of this topic was made by Besser [4]. The study of the
electromagnetic natural noise recovered its interest with the work by Williams [3],
who related the Schumann resonance parameters with the global temperature, set-
ting the basis to study the global climate by means of the electromagnetic natural
emissions. Recently, several studies prove that these phenomena can be employed

for prediction of natural disasters like earthquakes or volcano eruptions, e.g. [6].

We perform two independent experimental studies based on the measurement
of these signals on a large time scale (in the order of years). Time series recorded
at ground level are employed for the first study, and records from DEMETER
satellite are analyzed in the second. Signals in the Extremely Low Frequency
band, 3 Hz - 3 kHz, and in the VLF band, 3 kHz - 30 kHz, are discussed in this

dissertation.

Then, a way to model the full 3D Earth-ionosphere cavity by means of TLM
method is presented. The model employes parallelization techniques, due to the
memory and computation requirements to model the problem. The model is val-
idated through comparison with analytical solutions to simplifications of the real
cavity, as well as results from experimental measurements of the modeled phe-
nomena. Finally, the first results obtained with this tool are presented, like for
instance the effect of an atmospheric disturbance on the SR, or the implications

of the day-night asymmetry of the cavity.

xXVii






Chapter 1

Introduction

Up to the moment, Environmental and Geophysical Sciences have not considered
natural electromagnetic phenomena as a means to test the Earth’s state, mainly
due to the fact that (1) many of these phenomena are not known in depth yet, that
is to say, there are experimental measurements but not models generating results
coherent with these measurements; and (2) variations generated by anomalies or
changes in the environment are small and, therefore, difficult to measure and

model.

Is it possible to get a reliable short term prediction of an earthquake? Is it
possible to measure the global warming of the Earth through a natural thermome-
ter? An affirmative answer to these questions would be a significant advance to

environmental sciences and to disaster prevention.

Regarding the first question, the debate on what must be understood as a
seismic prediction arises [1]. We can define the following prediction levels: (1)
Time-independent risk with a fully probabilistic prediction in terms of the area
under study; (2) time-dependent and cyclic risk in the sense that the longer the
time elapsed since the last earthquake event, the longer the expected time for
a new earthquake to occur; (3) Prediction based on facts which anticipate the
seismic event, with a probabilistic calculation, with the aim of alerting authorities
but with an uncertainty of weeks or months; (4) Deterministic prediction of the

location, magnitude and moment at which the earthquake will occur.

Naturally, this last option is the more desirable for the scientists involved and

for the society in general. Present predictions are vague up to the point that, by
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using historical studies together with satellite determination of movements of the
Earth’s crust and voltage measurements at its interior, scientists can predict with
high probability of success a seismic event in a time span of 30 years [8]. Short
term prediction will not arise from the study of Earth’s crust movement, but from
electromagnetic phenomena, instead, and not only from phenomena happening at
the Earth’s surface but also at the ionosphere: DEMETER (Detection of Electro-
Magnetic Emissions Transmitted from Earthquake Regions) satellite was launched
into orbit in June 2004 to measure different ionosphere variables, especially at

regions with high seismic activity E]

Regarding the second question, in 1992, a paper was published in Science mag-
azine, in which a mechanism for detecting the global temperature in the tropic
regions was proposed IH] This method was based on the study of an electro-
magnetic phenomenon of natural origin, the Schumann resonance frequencies [10],
which occurs inside the natural cavity formed by the Earth’s surface and the lower
ionosphere, both defining two enormous concentric conducting surfaces separated
by a lossy dielectric, the atmosphere. The size of this cavity is peculiar: together
with a perimeter of around 40,000 km, the height of the ionosphere is only 50 - 60
km during daytime and around 80 - 90 km during nighttime.

Schumann resonances consist of ELF oscillations generated by lightning events,
which propagate through the whole cavity as Transverse Magnetic (TM) modes,
thus providing a tool for the study the parameters of the lower ionosphere and
the intensity of lightning activity. Studies carried out by Williams during a six-
years span proved the existence of a correlation between annual variations in the
amplitude of the first Schumann resonances and the temperature at the Tropics,
calculated through the time average of the number of lightning strokes in the Earth.
Constant discharges simultaneously produced in the Earth are electromagnetic
field sources which propagate in the atmosphere, continuously reflecting at the
Earth’s surface and the ionosphere. In the ELF band, and due to the atmosphere
conductivity, waves can propagate several turns around the Earth’s perimeter

generating the mentioned resonances.

Natural electromagnetic phenomena occurring around us can be classified into
three categories: (1) those associated with lightning strokes in the atmosphere, (2)
those happening in the plasma of the ionosphere and the magnetosphere, and (3)
those generated at the lithosphere IH] Multiple different phenomena are being

observed in the two first categories, such as optic emissions at the mesosphere,
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as a consequence of lightning discharges and which lead to think of an electrody-
namic coupling between mesosphere and ionosphere. The third category is com-
pletely new and gathers evidences indicating that seismic-electromagnetic phenom-
ena could be a means to obtain short-term earthquake predictions [6]. Emissions
in the frequency range from Ultra Low Frequency (ULF) to Very High Frequency
(VHF) (including DC) originate at the lithosphere, and also perturbations caused
by earthquakes have been detected on the atmosphere and the ionosphere. Nev-
ertheless, the mechanisms generating these emissions and the coupling between
lithosphere-atmosphere-ionosphere are nowadays hardly understood. It becomes
evident that analytical models are unable to describe the complexity of the sys-
tem, and numerical methods are necessary to corroborate hypotheses by studying
the concordance between obtained results and experimental measurements. In
this sense, we consider very interesting the proposal of the technical committee
of Electromagnetic Theory of the Institute of Electric Engineers of Japan, leaded
by professor Masahi Hayakawa, from the University of Electro Communications of
Tokyo (Japan), to create a research topic termed “Natural Electromagnetic Phe-
nomena and Electromagnetic Analysis”. This research joins experiences in the

field of natural electromagnetic phenomena and computational Electromagnetics.

As concerns experimental observations of signals produced by seismic events,
together with DEMETER satellite launched into orbit with French Government
majority stake, Japanese government has started two research projects based
on a network of terrestrial observatories: Frontier/RIKEN to study the seismic-
electromagnetic effects inside the Earth, and Frontier/NASDA to study the effects
at the atmosphere and/or ionosphere. The American company QuakeFinder (lo-
cated in Palo Alto, California) is investing millions of dollars in ULF sensors
located on ground and in launching into orbit a satellite intended for seismic pre-
vention (http://www.quakefinder.com). At present, there exists research groups
concerned with this field in Japan, Russia (with active collaboration between
them), China, Taiwan, France, Italy, Greece, USA, Ukraine, Mexico, Israel, India,

and Germany, at least.

Besides these observatories, which can be regarded as recent ones, a network of
observatories for ELF signals is working in multiple countries. These observatories
emerged in the 60s and, by means of electric and/or magnetic sensors, a record

of the electromagnetic field in the frequency band ranging from a few to 40 - 50
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Hertz is made (although some stations are able to record up to several hundreds
of Hertz) ]

1.1 Resonances inside the Earth-ionosphere cavity

Our planet is a solid conducting sphere covered with a thin layer of dielectric
atmosphere. The width of this layer is around 30 km. This means that 99% of the
atmospheric mass is located below that height and that only 1% is above this point.
Nevertheless, this part plays a fundamental role in the electromagnetic behavior of
the whole atmosphere, since conductivity gradually increases 6 magnitude orders,
generating the ionosphere, a layer located above 60 km during daytime and above

90 km during nighttime.

The ionosphere plays an essential role in radio propagation and its effect on
electromagnetic waves strongly depends on frequency. In the GHz band, its role
reduces to a small perturbation in the signals (above a few tens of MHz it is
practically transparent), in the HF and LF bands, signals reflect, and in the ELF
and VLF bands, propagation is seriously affected, even for small distances. Radio
waves of a few Hertz may travel around the Earth and go back to the starting
point. If the phase difference generated in this journey is 2x, a global resonance
phenomenon is produced. W.O. Schumann predicted the existence of these reso-
nances in 1952. Sixty years later, natural electromagnetic phenomena are a pow-

erful tool in the study of global lli;ghtning activity and the properties of the lower

12

The Radio Engineering History begun around one hundred years ago, during

ionosphere at planetary scale |1,

the end of the 19th century. Several scientists started to conceive the Earth as
one element of a radio system. Although some controversies remain when it comes
to establish the first author on the field, there is an excellent review by Besser
|, which extensively documents these origins. At those times, electromagnetic
radiation was observed either from lightning activity or from discharges generated
at the laboratory. Later, radio waves with harmonic variation were used for signal
transmission. Once the ionosphere was discovered, a great expansion in shortwave
radio was produced (HF band, between 3 and 30 MHz). During and after the II
World War, radar was developed for military applications, and it was emploﬁ
|

later for remote-sensing the environment. W.O. Schumann predicted in 1952
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the existence of resonances in the whole Earth-ionosphere cavity. Experimental
evidence of this fact was achieved in 1960 by Balser and Wagner ] The fre-
quency values calculated by Schumann and the measurements are in disagreement
by a few Hertz for all the resonances. This fact is well known and it is attributed
to the conductivity profile with height of the real cavity ], not accounted for in

the calculations made by Schumann.

During the second half of the XX Century, a strong research on the VLLF and
ELF bands emerged with goals (mainly of military kind) in global radio com-
munications and submarine communications. With the decay of the Cold War,
research in the ELF band was drastically reduced. However, the interest in Schu-
mann resonances emerged in the 90s to use them as a tool to study the global
warming through monitoring of global lightning activity in storms generated by
atmospheric convection, which depends on the Earth’s surface temperature [3].
This interest has also grown due to the possibility of locating high-intensity light-
ning strokes which generate transient ELF signals (Q-bursts), causing variations

in the mesosphere (sprites, elves, etc.).

Three research problems emerge in a natural way from the resonances at the
Earth-ionosphere cavity: i) the Physics of radio propagation, ii) the characteriza-
tion of lightning through their electromagnetic radiation, and iii) the derivation
of the properties of the lower ionosphere, since it is the outer limit of the electro-
magnetic ca and, in addition, there exist electromagnetic couplings with the

12]

atmosphere

The Earth-ionosphere system can be regarded as a waveguide, a cavity, or a
capacitor, depending on the wavelength under consideration. We will consider a
waveguide if the Earth’s radius, a, is much longer than the wavelength, A, i.e.,
a >> A. Natural oscillations become quasi-electrostatic in the opposite case,
a << X and the field description can be reduced to the charge and discharge process
of a spherical capacitor. The term resonator is appropriated when the wavelength
is comparable to the Earth’s perimeter, A ~ 2wa. Due to its three-dimensional
character, three types of resonances are produced in the Earth-ionosphere cavity.
In addition to Schumann resonances, associated to the Earth’s perimeter, those
produced when an integer number of half wavelengths match the ionosphere height
must exist, and they are known as transverse resonances. The third type is con-
cerned with azimuthal propagation and appears, very slightly, as a splitting of the

Schumann resonances in a non-uniform and anisotropic model of the cavity.
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Resonance frequencies can be derived in an approximated way for Schumann
resonances as well as for transverse resonances. In the first case, the condition
to be met is that the phase shift due to the journey around the Earth, with a

perimeter around ( 2wa ~ 40 Mm ), is an integer multiple of the wavelength:

fo= —n="T5n (1.1)

2ra

As for the transverse resonances, the condition to be met is that the effective

height, h ~ 75 km, of the cavity is an integer multiple of a half-wavelength.

F, = ip =2 10%p Hz (1.2)

For frequencies of tens of Hertz, attenuation in the atmosphere is only of a few
tenths of dB per 1,000 km, which allows the signal to travel several turns around
the Earth before significant damping. On the other side, transverse resonances
are local phenomena due to the high level of atmospheric attenuation at these
frequencies, around 20 dB/1,000 km, which causes that the wave cannot travel
far from the source (lightning strokes) and, therefore, the resonance has local
nature. Transverse resonances are better observed at night since hiss noise from

the ionospheric plasma is much lower under nighttime conditions.

In the VLF band, the signal wavelength is of the order on 100 km and it
could be said that the FEarth-ionosphere system behaves as a cavity. However,
resonance frequencies at this band are usually referred to as cut-off frequencies
for the Earth-ionosphere waveguide in the specialized literature IEE] Due to
the high losses occurring at these frequencies, signals from lightning travel only a
small portion of the Earth-ionosphere cavity. Under this situation, the problem

can be approximated as a parallel conducting plates waveguide.

As it will be discussed in Section [[3] for the ideal case of a spherical shell
cavity without losses defined by perfectly conducting spheres, frequencies allowed
to propagate, for TE and for TM modes, correspond to resonance frequencies
obtained by imposing boundary conditions on the limiting surfaces, defining the
region where the solution is valid (boundary value problem). Although this model
shows a very limited practical validity, it allows us to provide new theoretical
background to the actual problem. However, it is also worth noting that analytical

solutions (semi-analytical, approximated and/or semi-empirical) are formulated in
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the frequency domain, where each harmonic must be defined from ¢ = —oco to
t = —oo, while the actual problem consists of a superposition of the transients
excited by successive lightning strokes generated on Earth at a rate of several tens
per second. Translation of concepts in the frequency domain to the time domain
may cause a partial loss of its original meaning. This is the reason why talking
about resonance frequency or cut-off frequency may have similar meaning in the

system under study.

Let us now present a review of the different parameters and different approaches

for the propagation of electromagnetic signals in the Earth-ionosphere cavity.

Cummer IB], approaches the study as follows. The Earth’s crust is usually
considered as an homogeneous medium with the vacuum permeability, po, conduc-
tivity 0,=10% S/m, and relative permittivity e=15. Due to the difference between
this conductivity and that corresponding to the lower atmosphere, it is usual to
consider a perfect conducting behavior to model the Earth’s crust. If conductiv-
ity is finite, instead, several times the depth of penetration must be considered
and the homogeneous Earth’s crust may be substituted by an equivalent reflection
coefficient. This supposed homogeneity works well for the sea and most of the
materials in the Earth’s crust, but fails in the modeling of the lower conductivity

of the polar icecaps.

Tonosphere is usually considered as a cold plasma, inhomogeneous and anisotropic,
this model being valid as long as the field associated to the wave does not modify it,
condition which is not met near high intensity lightning strokes IE] The study of
electromagnetic wave propagation in a cold plasma is carried out through Maxwell

equations and Lorentz Force law, which provide an equation for the current [20]:

RN

9Jn - dn R =
ot + Van = man (Jn X bE) -+ Eowan (13)

where wp, (\/Ng?/ (mey)) is the plasma frequency of each particle species, wgy
(qB/m) is the gyrotropic frequency, and v, is the collision frequency. Vector
b g is the unitary vector along the terrestrial magnetic field, Bg, d1rect10n The
total current is obtained by adding the contribution from all species, J T=>, J

The concentration (or distribution) of electrons and positive ions are strongly
dependent on height and the night-day condition. The collision frequency also

varies with height but it does not depend on local time. Negative ions also appear
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and the number of them is determined from the neutrality charge of the system.
Solar radiation is the main source of ionization, while nighttime main sources are
energetic electron precipitation, ionization by meteorites, and cosmic rays [21]].
The contribution to the current by ions is not usually considered for the study of
the Earth-ionosphere cavity, but its effect is very significant in the ELF band due
to its high density for low heights.

The study of radio wave propagation in the Earth-ionosphere cavity requires
different approximations to be made. Some of them simplify the ionosphere model
as inhomogeneous and anisotropic cold plasma and others approximate the con-
ductivity profile (density of electrons), the terrestrial magnetic field orientation

and the frequency range in which the obtained solution remains valid.

A first approximation for anisotropic conductor is met if v >> w for all fre-
quencies of interest and all heights at which the wave is expected to reach. In

this case, the term 8J/ Ot can be neglected when compared to I/J This causes J

—

vector to be a linear function of E vector and the system behaves as an anisotropic
conductor whose conductivity is frequency independent (anisotropic but non dis-

persive medium).

A second approximation, termed isotropic plasma condition, is met when v >>
wp for all heights. In this case, the cross product term in Lorentz equation can be

neglected and the medium turns to be isotropic (but dispersive).

If both approximations are valid, the medium turns into an isotropic conduc-
tor with o; = €y w,?/v. This approximation is usually adopted in the day-time

propagation due to the electron concentration [18].

We can highlight other simplifications that have been considered in the analyt-
ical solution through modes, such as: Greifinger and Greifinger [ﬂ] approximate
the conductivity profile to an exponential model and neglect the magnetic field;
these same authors [23] improve the model by adding a vertical terrestrial mag-
netic field; Wait ] considers an Earth’s crust with finite conductivity and solves

by decomposing the solution in terms of propagation modes.

Morente et al. ] embraces the study of the cavity as explained below. In the
Earth’s atmosphere, there are about 2,000 permanently active thunderstorm cells
which produce approximately 50 lightning events every second dg] These light-

ning discharges are the strongest source of natural electromagnetic noise and are
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radiated mainly at ELF and VLF bands. The observed signals can be divided into
two groups: atmospherics and whistlers @] Atmospherics are, broadly speak-
ing, all the electromagnetic signals produced by lightning discharges that remain
trapped in the cavity between the Earth’s surface and the ionosphere. Their fre-
quency range varies from a few Hertz to tens of kiloHertz. Besides atmospherics,
whistlers are the other group of electromagnetic pulses generated by lightning
strokes. When a lightning flash occurs in the Southern Hemisphere, radio noise is
generated at all frequencies. Part of the electromagnetic energy is produced as a
right-hand circular-polarized wave with a propagation vector parallel to the Farth’s
magnetic field. These electromagnetic waves, following the geomagnetic field lines,
travel from the Southern Hemisphere to the Northern Hemisphere, where they can
be detected by radio receivers. A whistler frequency spectrum ranges from about
100 Hz to over 10 kHz, since this kind of signal is an electromagnetic wave prop-
agating in the Earth’s magnetic plasma and has a resonance frequency at the
electron gyrofrequency. It must therefore have frequencies lower than the lowest
gyrofrequency along the propagation path. While atmospherics are confined be-
tween the ground and lower layers of the ionosphere in a cavity approximately
90 km wide, the whistler modes separate from the Earth’s surface between two or
three terrestrial radii, traversing from the ionosphere into the magnetosphere, then
propagating along the geomagnetic field to the opposite hemisphere, and, finally,
traversing the ionosphere again in the downward direction towards the ground.
The dispersion characteristics of a typical whistler in the magnetospheric plasma
are such that the group velocity increases with frequency. Thus, the lower frequen-
cies arrive later than the higher ones, and the received signal is typically a series

of descending glide tones, which can be heard on a loudspeaker like a whistle ]

1.2 Electromagnetic phenomena associated to earth-

quakes and volcanic eruptions

We call Seismo - Electromagnetics to the discipline recently emerged to study
electromagnetic phenomena originated by seismic events. Nowadays, many exper-
imental observations have been carried out, but there is still a lack of theoretical
models able to generate data in good agreement with these measurements IB] The
frequency range for these phenomena covers from DC to VHF bands, but we will

concentrate on those which are more relevant (or which seem to be more relevant
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according to recent research) for short-term earthquake prediction. This interest
in non-seismic observations appears as a consequence of the doubts about if merely

seismic observations can predict seismic activity [§].

1.2.1 Electric seismic signals

Laboratory experiments show that igneous rocks under high torsion turn into a
battery able to supply a current flux and produce charge densities |28, ] This
would explain the electric signal generation, but not their propagation, since some
observatories near the epicenter have detected the signal while others, also near,
have not been able to measure it, which suggests the presence of a certain selection,

apparently caused by inhomogeneities or heterogeneities in the lithosphere [29].

1.2.2 Seismic emissions at ULF band

First, we should clarify the meaning of ELF and ULF for the Seismo-Electromagnetics
discipline. In the following table, the frequency ranges for each band are shown
for three different areas of knowledge. Column termed “ITU” corresponds to In-
ternational Telecommunication Union, (http://en.wikipedia.org/wiki/ITU:Radio:
Bands#ITU), column termed Seismo-Electromagnetics corresponds to the term
used in this field, which can be found in Bleier and Freund [§|, and column termed
Geo-Electromagnetics corresponds to the geophysical area defined in Nickolaenko

and Hayakawa [12].

In this section, we will adopt the Seismic-Electromagnetics criterion in order

to be coherent with the literature.

“ITU” “Seismo-Electromagnetics” “Geo-Electromagnetics”
“3-30 Hz” “ELF” “ULF” “ELF”
“30-300 Hz” | “SLF” “ELF” “ELF”
“300 Hz- 3kHz” | “ULF”  “VF (voice frequency)” “ELF”
“3-30kHz” “VLE” “VLE” “VLF”

Although the history of seismic originated emissions is very recent, the most
extended belief in the scientific community is that it will become a very impor-

tant tool for seismic prevention. Clear evidences have been observed in large
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earthquakes indicating that, one or two weeks before, a wide peak followed by
a calm period is produced, with a sudden increase days before the earthquake
B |. The most relevant emission frequency is 0.1 Hz. The separation between
charges due to micro fractures has been proposed as the generating mechanism

|, although there is not much agreement between expected and measured data,
mainly due to the fact that the model employed does not take into account the
lithosphere structure B] Nevertheless, fractal characteristics analogous in ULF

emission associated to earthquakes and magnetic storms have been observed [34].

In the ELF band, many evidences of emissions previous to large earthquakes
with ground epicenter have been also reported , @], but the generation and
propagation mechanisms are not clear enough. Tsarev and Sasaki [37] explain the
propagation by modeling the Earth’s crust as a waveguide for ELF waves gen-
erated by seismic mechanisms. Other researchers propose models which include
alterations of the ionosphere due to the seismic/volcanic phenomena, or even ar-
tificial phenomena (input and output spacecraft, for instance), this variation gen-
erating changes in the Schumann resonances measured from terrestrial stations

|. In specific cases, these anomalies in Schumann resonances can be explained
by interference between the direct wave from the storm area in South America
and the wave dispersed by anomalies produced by an earthquake in Taiwan, with
the measurement station located in Japan [39]. In other situations, anomalies are
partially explained by generation of gyrotropic waves in the conductivity changes

with origin in the ionosphere zone, close to the earthquake region [40].

1.2.3 Lithosphere-atmosphere-ionosphere coupling

The detection of perturbations in the atmosphere as well as in the ionosphere has
been a great surprise. The perturbation of the atmosphere affects the propagation
of VHF waves, which reach a much higher range at days previous to the earthquake

| and, at the moment, there is still no explanation of how pre-seismic phenomena

modify the refraction index at these frequencies.

In other frequency ranges, sub-ionospheric propagation of VLF waves shows
daily phase variations, with minimum values at sunrise and sunset. However,
variations in the hour at which these minima occur have been observed during
earthquake events @] Experimental evidences of this phenomenon have already

been observed by the National Space Development Agency of Japan (NASDA),
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under the Earthquake Remote Sensing Frontier Project, where a network of seven
VLF and ELF measurement stations have been settled. The explanation for this
phenomenon seems to rely on a displacement of the lower ionosphere frontier,
of a few kilometers, which could be produced by superficial earthquakes with
intensity above 6. Coupling channels could have three main explanations: (a)
chemical channel, based on variations in the atmospheric conductivity caused by
gas emissions which would disturb the electric field at ground level and would
induce a redistribution of the ionosphere plasma; (2) acoustic channel, due to
gravity waves that would affect the ionosphere; (3) electromagnetic channel: the
ULF waves would propagate up to the inner part of the magnetosphere, interacting

with energetic protons and producing precipitation at the lower ionosphere.

1.3 Resonances in a spherical shell cavity

In order to find the resonance frequencies for a spherical cavity formed by the
Earth and the ionosphere, Maxwell equations have to be solved, with the use of
the constitutive equations for the electric and magnetic field. Due to the dispersive
character of the medium, it is usual to describe the situation in the frequency
domain. In the ELF band (from 3 Hz to 3 kHz), the magnetic field effect can be
neglected and the medium permittivity can be considered as an scalar function
which depends on position and frequency € <?,w>. In this frequency range, the

Earth can also be regarded as a perfect conductor.

The model that Schumann employed in his first work Im] considered a permit-
tivity profile for the atmosphere given by

N 1 a<r<b
e('r,w):{
e r>b

where a is the inner radius and b the outer radius of the concentric spheres. To

model the ionosphere as a perfect conductor, the limit ¢ — oo was taken.

The solution of Maxwell equations without sources in the frequency domain
is easier to obtain by using Debye potentials , ] (U and V are associated to

the electric and magnetic part of the electromagnetic field, respectively). In the
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case that the ionosphere is not considered as a perfect conductor, although homo-

geneous, an additional condition on Debye potentials must be imposed, condition
known as Sommerfeld radiation condition E}

I

The modal analysis is realized by alternatively imposing zero value for the
Debye potentials. TM modes (or electric wave) are obtained by making V' = 0,
U # 0, while TE modes (or magnetic wave) are obtained imposing U = 0, V' # 0.

For TM modes, the boundary condition is obtained by derivation of the U
potential with respect to r. The resonance frequencies are obtained through the
dispersion relation, but, in order to get an analytical expression, a series expan-
sion must be performed, based on the small difference between the Earth’s radius
(a=6,370 km) and the ionosphere’s height (between 60 and 100 km for daytime
and nighttime). Bearing this in mind, the following expression for the resonance

frequencies can be found
fn= % n(n+1) (1.4)
This expression was published by Schumann in 1952 and referred to as Schu-
mann resonance or Schumann resonances (both terms are included in the paper).
The first resonances occur at 10.6, 18.3, 25.9, and 33.5 Hz. The fields for this prop-
agation mode have mainly radial electric field component and azimuthal magnetic
field component. They are TM modes, which are usually referred to as TEM
modes due to the orthogonal character of the fields and the direction of propa-
gation. This fact explains the low height-dependence of the field [12]. For this
propagation mode we can talk of zero frequency, for n = 0. This is the case of
static solution generated by the Earth-ionosphere capacitor charged with a po-
tential of some hundreds of kilovolts, with zero magnetic field and electric field
oriented from the ionosphere towards the Earth, and values of 120 V/m at points
near the surface (fair weather field) ]

Bliokh et al. ] derives a more approximated formula

Baa = \/n(n+1) (1— b;a) (1.5)

where = 27/ and b stands for the ionosphere radius (not its height).

Schumann resonances correspond to waves that can travel several turns around

the Earth and, therefore, they can be observed at any point of the planet, thus
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carrying global information of the ionosphere properties. This fact is the reason
why Schumann resonances have generated a great interest in using them as a
tool for the study of the properties and state of the ionosphere and the global

distribution of radiation sources at the ELF band [12].

In an analogous manner as regards TE modes, the boundary condition is im-

posed directly from V potential, and the dispersion relation obtained by approxi-

Bpn = \/n(na;F D + (bp_ﬁaf (1.6)

where two indexes are present, related with the transversal and longitudinal prop-

mating fa, b >> 1 is:

agation. The first one, p, specifies the number of half wavelengths matching the
cavity height, while the second index, n states the number of wavelengths matching
the terrestrial perimeter. The fundamental transverse resonance (p = 1), referred
to as cut-off frequency, is around 1-2 kHz, and, since these resonances are bet-
ter detected at night [44], the ionosphere height could be roughly 100 km and
f10 =~ 1.5kHz.

In this section, we are going to derive longitudinal and transverse resonance
frequencies, but now using vector potentials and starting form Maxwell symmet-
rical equations [45]. We will numerically solve the dispersion relation without the

need of imposing any approximation concerning the cavity dimensions.

Maxwell symmetrical equations in the frequency domain and for linear, homo-

geneous and isotropic media can be written in the form:

VxE=—M- jw,u[? (1.7a)
Vx H=J+ jweE (1.7b)
VB = g€ (1.7¢)
V- H = qun/ 1 (1.7d)

Let us introduce the vector potentials for the electric and the magnetic field, to-
gether with the scalar potentials related with the vector potentials through Lorenz
contrast. If

V.B=0, M=o, (1.8)
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then
N 14 RN
HA =—-VxA (19&)
W
Ey=-Vo¢,— jwA (1.9b)
1 RN RN
e =—-V-A (1.9¢)
Jwe
If
V-D =0, J =0, (1.10)
then
RN ]_A RN
EFr=——-VxF (1.11a)
€
Hr=-V¢, — jwF (1.11Db)
1 = -
Om = = V- F (1.11c)
JwiLe

Combining both sets of equations, a wave equation for the potentials can be

obtained:

VA 1 A = —,ﬁ (1.12a)

VIF 4 B2F = —eM (1.12b)

where 32 = w?ue. The following vector identity is used to calculate the V? oper-

ator:

RN

v25:§<V~G>—§x<€x5) (1.13)

where G stands for A or F', and ¢ stands for ¢, or ¢,,. Considering G = rG,., the

solution can be decomposed into TM" and TE" modes:

~1 0G,
¢ = e o (1.14a)
(V2 +5%) GT =0 (1.14b)

If we consider points far away from the sources, we can obtain one field in

terms of the rotational of the other field and express the fields as shown in Table

intl
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TABLE 1.1: Expression for electric and magnetic field components.

TE’ <F — i F A= 0) ™" (A — A, M = 0)
E =V x F jwluerVxA
2

E, 0 e (& +8°) 4
E —1_ 1 JF, 1 19%A,

0 ¢ rSin[0] 9¢ Jwpe r 0roo
E 110F, 11 0%4,
j er o0 jwpe rSin[0] 9rdg
H L Y xVxF v x A

A I

H| 2o (&+8)F 0
H 1 10%F, 1_1 0A

0 Jjwpe r Orob wrSin[f] ¢
H 11 P —110F,

¢ jwpe rSin[6] Ordp wor 00

The equation that is still to be solved is the Helmholtz scalar wave equation:

G,
(V*+ 5% — = 0, (1.15)
where G, stands for F, in TE" modes and for A, in TM" modes. The solution of

this equation is obtained by the variable separation method:

Gr(r,0,9) = f(r)g(0)h(¢), (1.16)

where function ¢g(f) can be represented by the Associated Legendre polynomials of
the first and the second kind (P!"[Cos(0)], Qm'[Cos(6)]), while azimuthal depen-

dence is solved using complex exponential functions or sine and cosine functions.

For the distance dependence, it is required the use of functions based on the

spherical Bessel functions (jn(ﬁrn(ﬁr)) and Hankel (h%l)(ﬁfr),hg)(ﬁr)) func-
§

tions, introduced by Schelkunoff |46] through relation

™

Q—BTBnH/z(ﬁr)a (1.17)

B, (Br) = Brb.(8r) = Br

where Bn stands for the new functions, b, are the spherical functions and B,,1;/»

the cylindrical functions.

For the spherical cavity, the solution is composed of functions in the form:
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G (r, 0, ¢) = <A1jn(6'r) + BlYn(ﬁr)) -
- (CPM[Cos(0)] + Da@[Cos(6))]) - (1.18)
- (C3Cos(me) + D3Sin(mo)) ,

with m, n integer values. The coefficient Dy must equal zero since ()" represents
singularities at & = 0, 7. The solution for n = 0 vanishes, as well as for the case
|m| > n. For spherical cavities, By must vanish to avoid singularities at the origin.
Since this point is outside of the space defined by the Earth-ionosphere cavity
(it would be better to talk of a spherical shell), both Bessel functions have to be

considered in the solution

G (r,0,0) = (Aj(m) + BY(m)) P™[Cos(6)] [CCos(me) + DSin(me)]. (1.19)

It is interesting to notice a remark on the m value in the associated Legen-
dre polynomials: the relationship between associated and ordinary polynomials is

described through expression ]

m/2 am
dzxm

P(z) = (1 —2%) P, (), (1.20)
from which it can be deduced that negative values of m are not defined. However,
if P,(z) is expressed through Rodrigues formula, m values can be negative as long
as they are confined in the interval —n < m < n and the relation between P (z)
and P, ™(z) turns to be ]:

P, (1.21)

Boundary conditions impose the tangential components of the electric field to
be zero at the conducting surfaces, Ey(r = a) = Ey(r =b) = Ey(r = a) = E4(r =
b) = 0. As regards the TE" modes, the condition is directly imposed on the Bessel
functions, while for the TM" modes, the derivation of these functions has to be

carried out. Therefore, for TE" modes, it can be found that

~

AJ,(Ba) + BY,(Ba) =0, (1.22a)
AJ,(Bb) + BY,(8b) =0, (1.22b)
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and eliminating constants

Jn(Ba)Y,,(8b) = Yo, (Ba)Ju(Bb) = 0. (1.23)

Regarding the TM" modes

0 - 0 ~
0 - 0 ~
A J(80) + BV, (80) =0, (1.24D)

and eliminating constants

A

Jn(3b) = 0. (1.25)

A

d - 0 0 ~ 0
—J,(Ba)=—Y,,(6b) — =Y, (Ba)=—
= Ju(Ba) 5 Va(BY) — 5 Va(a) -

We can plot the functions implied in the dispersion relationship. For example,
we can consider a spherical cavity like Earth-ionosphere one but with radii 1 and
2 (arbitrary units) in order to better understand how resonant frequencies are

distributed.

In Figure[d] J,(Ba)Y,(8b) — Y, (Ba).J,(6b) is plotted as a function of 5. Reso-
nant frequencies correspond to zeros of the function. For each value of n, the curve
cuts at zero and each one can be numbered by an index p. Then, [, represents
the p zero of the n curve. For each p we have different values of 5, and therefore

different resonant frequencies.
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FiGURE 1.1: TE dispersion relationship.
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A similar plot can be obtained from TM" dispersion relationship. Following

the same example, in Figure [L21we plot the corresponding function from Equation

L2351
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FiGure 1.2: TM dispersion relationship.

Similar behavior can be observed except at the origin, where the curves have
another zero for each value of n, beginning with different concavity. For example,
near to f=4, 6, 10 both kinds of modes have similar resonances. In fact, we can
amplify near to one value (see Figure [[3]) and it can be observed that resonances

for each value of n are very close but TE" resonances are slightly smaller than

T™".

F1GURE 1.3: Detail of (dashed line) TM" and (solid line) TE" dispersion rela-
tionships.

For TM" modes, we can consider the first zero as p=0, in such way that for p >

1 the resonant frequencies for both kinds of modes are similar. This is consistent
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with the approximate resonant frequencies obtained by Bliokh et al. ], and
expressed by Equation [LOl Regarding the last equation, it is only valid when
(b—a) << a, fa, b >> 1. Then, the next step is to consider the Earth-ionosphere
cavity dimensions (a = 6,370 km, b = 6,470 km). Figure[[4shows both functions
for n=1 to 4.

e /N |
/A R
RN SRR\ e
/. Nz

000 002 004 006 008 010
B [km™]

Arbitrary Units

F1GURE 1.4: (dashed line) TM" and (solid line) TE" dispersion relationships
for the Earth-ionosphere cavity.

From the plots, it can be observed that, due to Earth-ionosphere cavity dimen-
sions, the resonant frequencies for TE" and TM" for p > 1 match at every value of
n. For p =0 and TM" modes, we obtain the Figure It can be observed that
for n = 1 the dispersion relation is almost met for every value of S and this fact

justifies the denomination of Quasi-TEM mode.

[ ] — n=1
2 01 /1
c L ]
D i | n=2
2 00
g f — ] ——  n=3
02: 1 — n=4
~0.0000 0.0002 0.0004 0.0006 0.0008

B [km™]

FIGURE 1.5: Detail of Figure [[4] showing SR for TM" modes.
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TABLE 1.2: Comparison of the SR central frequencies obtained (1st column)
numerically by us, (2nd column) anallytically by Schumann, and (3rd column)
anallytically by Bliokh, for the lossless cavity.

Numer. | Schumann | Bliokh
1 [10.51 10.59 10.50
2 |18.20 18.34 18.20
3 125.74 25.94 25.74
4 133.23 33.49 33.23
5 140.70 41.02 40.70
6 |48.16 48.54 48.16
7 |55.61 56.05 55.61
8 163.06 63.55 63.05
9 |70.50 71.05 70.49
10| 77.94 78.55 77.94

TABLE 1.3: Comparison of transverse resonance frequencies obtained by differ-
ent approaches.

p—1 p=2 p=3
WG 1498.96 | 2997.92 | 4496.89
Theor.(n=1) | 1499. 2997.94 | 4496.9
Theor.(n—4) | 1499.34 | 2998.11 | 4497.01
1499. 2997.94 | 4496.9
1499.33 | 2998.11 | 4497.01
1499. 2997.94 | 4496.9
1499.33 | 2998.11 | 4497.01

We summarize the results in the following Tables where resonant frequencies
for n=1,...10, p=0 for TM" modes, and n=1,...3 and p=1,...3 for TE" are obtained
by solving numerically the dispersion relationships. We have used Equation as

initial values in the iterative procedure.

From Tables [[2] [[3] we can observe that Schumann resonances are in the

lower part of ELF band whereas transverse resonances belong to lower part of
VLF.

Schumann resonance frequencies obtained from numerical solution of disper-
sion relationship agree very well with approximate formula obtained from Bliokh,

specially for higher values of n.
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As we commented before, due to dimensions of the Earth-ionosphere cavity,
resonant frequencies for TM" and TE" almost coincide for every value of n (see
Table [L3). In the same way, these frequencies agree with approximate formulae
from Nickolaenko IB], labeled as Theor. in Table[l.3l The first row corresponds to
simple model of waveguide in which cut-off frequencies are defined by the relation

of height of the waveguide, which must be multiple of half wavelength.

After resonant frequencies have been obtained, we can obtain fields from po-
tential vector as is explained in Table [Tl Using the dimensions of the real cavity,
we can represent the spatial dependence of the fields for every mode, but we are
going to concentrate about the ones which represent Schumann resonances (see
Figure [[L). For a lossless cavity, the dependence of the fields with height is weak.
For E,, variations about 0.1% are obtained by means of J,, and 5% by means Y,
in the whole height of the cavity (from 0 to 100 km). A similar behavior can be

observed for the other components.

Hphi, n=1

Er, n=1 Er, n=2

FIGURE 1.6: E, and H, fields in the Earth-ionosphere cavity, for m=0 (i.e.,
symmetry in ¢), near to the ground.

When the excitation source has symmetry along the ¢ coordinate, only fields
for m = 0 can be excited. In that case, only £, H,, and Ej are different from zero
However, for the dimensions of Earth, the component Fj is 3 orders of magnitude

lower than E,, and therefore the relevant fields can be reduced to E, and H,.
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1.4 Earth-ionosphere as a plane-parallel waveguide

In the VLF band, the wavelengths associated are in the order of hundreds of
kilometers, and the Earth-ionosphere cavity can be considered as a waveguide.
Due to the high losses presented in this band, the electromagnetic signals produced
by lightning at these frequencies can only propagate few thousands of km before
vanishing and, therefore, they cannot interfere with themselves by completing
circles around the Earth’s surface. In the literature, the resonant frequencies
defined by p > 1 (sferics, transverse resonances) are known as cut-off frequencies.
As we have shown before, due to the special dimensions of the cavity, for each
value of p we have only one value in a way almost independent of n under TE" or
TM" assumptions. Considering Maxwell equations without sources, assuming z as
the propagation direction, and an orientation of plates normal to y axes (then the

problem becomes z-independent) we can write:

E, = m (—wwa;;z) (1.26a)
By =5 +1euw2 <_768§ ) (1.26b)
H, = m (+z’ew8£/ ) (1.26¢)
== +1€W2 (—78;;) (1.264)
8;;;3 + (v +euw?) E. =0 (1.26e)
8;% + (v + epw®) H, = 0 (1.26f)

where 7 is the propagation constant. In this problem, we can separate the solution
into components in TE* and TM* modes, if we consider £, =0 or H, = 0. Then,
the field structure is completely different than the one from a spherical cavity
problem. For both kind of modes we obtain the same dispersion relationship that

defines cut-off wave numbers:

B = \/euwz - [(?’—;)2} — B.0) = 2T = ) = 5?(2) -5y

(\V]
[\
f=
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where h is the height of the waveguide and p an integer different from zero. Prop-
agation in a plane-parallel waveguide can be considered as two TEM waves prop-
agating in the oblique directions to both plates, and with an incident angle with

discrete values and defined by cut-off wave numbers [48].

1.5 Electricity in the atmosphere

On an regular day, over flat desert country, or over the sea, the electric potential
increases with altitude by roughly 100 volts per meter. Thus, there is a vertical
electric field of 100 V/m in the air, directed to the Earth, usually named as Fair
Weather field. This field, due to the small conductivity of air, generates a current
density of about 10 pA/m? from the ionosphere to the Earth. The total electric
current reaching the Earth’s surface at any time is nearly constant, roughly 1,800
A. The problem is: How is the positive charge maintained there? How is it pumped
back? @]

The batteries are the thunderstorms and their lightnings. Lightning storms
carry negative charges to the Earth. It is the thunderstorms throughout the world
who are charging the Earth with an aver@e of 1,800 A, which is then being

|-

Lightning discharges are associated with specific climatological and weather

discharged through regions of fair weather

conditions, which are able to maintain the separation of electric charge and its
accumulation to the levels exceeding the breakdown level, but the thunderstorms
may occur in many possible locations. There are always approximately 2,000 ac-
tive thunderstorm cells over the whole Earth [12]. Even nowadays, finding the
global distribution of lightning strokes is not a simple task as it may seem. One
way is, since there is an obvious coupling between weather conditions and lightning
distribution, using the former to describe the general distribution of the lightning
activity over the Earth. The World Meteorological Organization (WMO) long-
term climatological data from 1956 present the global distribution in space of the
thunderstorm days, averaged for different periods of time [50]. Direct climato-
logical data and re-calculated distributions indicate a few distinct areas with an
extremely high lightning activity. These territories were called global thunder-
storm centers, and they are found in Central Africa and Madagascar, South and

Central America, Caribbean Basin, South-East Asia and Indonesia. These results
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are in extreme good agreement with those from the Optical Transient Detector

(OTD), reported almost 50 years later by Christian et al. ], see Figure [ 7
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FIGURE 1.7: The annualized distribution of total lightning activity (in units of
fl km~2 yr~!. Extracted from “ﬁ]

Other method concerning spatial distribution of lightning is based on measur-
ing electromagnetic radiation from the strokes. Such systems reliably work and
worked over the land, like the National Lightning Detection Network (NLDN)
works in the USA IB @] and in Japan [53|, or some commercial networks over
European countries [54]. Also, the VLF satellite measurements onboard Ariel 4

can give information about the global lightning map.

Spaceborne optical detectors IE] are another source of information about spa-
tial lightning distribution. Many problems appear in this case linked with the
limited data resolution and synchronization, with fine and unrepeatable coverage

of the ground surface.

Finally, ELF radio waves and Schumann resonances have the substantial ad-
vantage of their global nature. The problem with ELF lies in signals overlapping
making very difficult their separate processing except for super-powerful strokes

(Q-bursts), which occur approximately once in a minute.

The thunderstorm activity is a function of local time. Its diurnal pattern is
conditioned by heating of the ground soil by the Sun, which provides the atmo-
spheric convection. Since thunderstorms become most active in the afternoon local

time, the maximum of the global activity is found somewhere between the point of
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local noon and the evening terminator (day-night interface). In Nickolaenko and
Hayakawa ], a relation between the main storm centers is shown, see Figure [[.8
During the year, the thunderstorms drift to the North and to the South following
the Sun. As a result, the global lightning distribution undergoes modifications

from month to month.

Lightning Activity a.u.

Africa
America |

a 4 B 12 16 0 24

UT hr

FiGURE 1.8: Diurnal variations of the lightning activity in the three principal
regions. Extracted from @]

1.6 Experimental Schumann resonance studies

In this section, we describe a Schumann resonance observatory and its most re-
cent experimental results. Fist of all we show the typical Schumann resonance
amplitude obtained from the first measure that we did in June, 2011 with a mag-
netometer designed and developed by our research team, Figure[[L9. The spectrum
recorded in the mountains of Alfaguara (close to Granada) at noon time contains
four Schumann resonances. Such successful measurements of Schumann resonance
are rare in the cities because of the high level of man-made interference present
here. An observatory must be placed in a rural region far away from power supply
and communication lines. The figure corresponds to N-S magnetic field compo-
nent. The waveform was recorded by the data acquisition system working with a
sampling frequency of 128 Hz. The record had 483,136 points, was divided into
samples 20 s long, and each sample was processed by using the Discrete Fourier
transform algorithm. Then the total individual amplitude spectra were averaged,

and the effective amplitude spectrum was thus obtained (see Chapter 2). The
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presented spectrum in Figure corresponds to a record of approximately 1 hour
length. The data are un-calibrated and the fourth resonant is amplified by the
response of the magnetometer. We can observe in the resonances a typical narrow
band man-made interference at the frequency around 50 Hz. Amplitude of such
a signal (and its lower harmonics) may sometimes become so powerful that the
rest of the spectra become jammed, and the Schumann resonance peaks cannot

be observed.

1.0 L B

0.8/

0.6/

04!

Amplitude a.u.

'—d"—-.‘ [odid

0.2/

0 10 20 30 40 50 60
Frequency(Hz)

-

F1GURE 1.9: Uncalibrated Schumann resonance spectrum recorded in Granada,
Spain, June 2011.

The observatory should be a lonely place without any industrial activity, away
from the traffic and even from pedestrians that inevitably shake the ground. Mag-
netic antennae are buried into the ground to avoid the signals induced by vibrations
and by the wind. For our station, both horizontal magnetic field components are
detected with two magnetometers with Nillomag77 alloy core covered with about
1,000,000 turns of copper wire. They must be placed at about 100 m away from

recording instruments, to avoid interferences.

The long term Schumann resonance monitoring has shown that diurnal varia-
tions of resonance parameters may seriously deviate from day to day thus reflecting
the random nature of the sources. Typically, the final results are revealed on a

month (or even longer) time span, such as averaged diurnal variations.

Successful experimental investigations of Schumann resonance started in the

60’s, when it was understood that relatively long time accumulation of the power
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spectra of natural electromagnetic field reveals a modal peak around 8, 14, 20, and
26 Hz frequencies. It is impossible to mention all the measurements and all the
results published in the literature, so we only highlight these and name some key
authors. Detailed information may be obtained from the references containing the

names listed below.

Balser and Wagner were the first who measured SR power spectra, estab-
lished parameters of resonance and discovered diurnal variations. Satori and
Zieger record SR since May 1993 from Nagycenk (Hungary) observatory. Since
1994, Williams, Boldi, Heckman and Huang have monitored SR parameters and
monthly mapped the global location of sources of Q-bursts from MIT (USA). On-
draskova, Kostecky, Sevckit and Rosenberg begin to record data from December
2001 in the Astronomical and Geophysical Observatory of Comenius University
(Bratislava, Slovakia), and long-term analysis of Schumann resonance parameters
are being studied. Since 1998 observations of the SR have been conducted in the
Negev desert (Israel) at the Mitzpe Ramon field station by C. Price et al., and
important correlations between the Terminator Effect and SR have been reported.
Measurements in polar latitudes have been done by Fraser-Smith and Bannister
in the 1975-1998 period, and by Bloglazov, Akhmetov, Vasilév and Kosolapenko
in Observatory of Lvozero, in the Kola Peninsula (Russia). Belyaev, Schekotov,
Nickolaenko and Shvets are monitoring power spectra and the Poynting vector of
SR from Lekhta observatory, Kerelia, Russia, since 1998. Hayakawa and Hobara
from the University of Electro-Communications in Tokyo, Japan, analyze coordi-
nated measurements of ELF transients, VLF ratio signals and optical observations

of red sprites.

As a result of the research project “Study of Natural Electromagnetic Phenom-
ena for Monitoring the Environment” granted by Junta de Andalucia Government,
in summer 2012 there will be an operative new SR observatory in Sierra Nevada
(Granada, Spain), located at 2,500 m above the sea level, with two magnetometers

to measure both components of the horizontal magnetic field.
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1.7 Background of our research group in planetary

atmospheres

The research on natural electromagnetic fields in planetary atmospheres, carried
out by the research group in which this thesis has been developed, began in De-
cember 2000, when Dr. Konrad Schwingenschuh, from the Institute of Spatial
Research (IWF) of the Academy of Sciences of Austria (OEAB), scientific coordi-
nator of HASI instrument, requested to the group a study of the Schumann res-
onances in Titan’s atmosphere, to indicate the Cassini/Huygens engineers which
band was the most appropriated for tuning the mutual impedance sensor of the
PWA experiment, with the final aim of detecting these resonances in Titan. This
study was carried out and published in the Icarus Journal of the Astrophysics
American Society [55]. The scientific interest in this topic is reflected by the fact
that, soon afterwards, a special number of Radio Science magazine entitled Recent
Advances in Studies of Schumann Resonances on Farth and Other Planets of the
Solar System |56], in whose introductory section, V. P. Pasko references the work
by Gregorio Molina-Cuberos with his research group on Schumann Resonances
on Mars H] Similar studies were carried out for the Earth M, @@] Due to
memory and time calculation requirements, the model used for the cavity consid-
ered the space between two meridians, with the source located at the z-axis of a
spherical coordinate system with the sphere at its center. The symmetric shape of
the system allowed considering it as 2D which turned into a remarkable reduction

of memory and time calculation resources, allowing noticeably good results.

As regards analysis of the experimental results, J.A. Morente devised a filter-
ing algorithm which separated source terms, associated to early-time, and system
or resonance terms, associated to the late time response and with very low ampli-
tude. The separation allowed Dr. Morente to study the low-amplitude information
masked in the measurements by the much higher amplitude source terms. The fil-

tering algorithm was applied in the ELF band [61], as well as in the VLF band

l63].






Chapter 2

Time series analysis from
Magnetotelluric records ]

In this chapter we present the results of analyzing Time Series (TS), measured with
the Magnetotelluric method (MT), which contain Schumann resonance (SR) data.
Two different methods have been employed; Fourier analysis (FA) and Rescaled
Range analysis (R/S). The first is a well-known technique employed in many fields
of science, while the second was developed by E. Hurst in 1965 [63], who devoted
his lifetime to the study of the Nile floods.

The Chapter is divided into two main sections: FA and R/S. The first part
starts defining the Bartlett method, which derives from the work of J. Fourier,
the technique of fitting SR by Lorentzian curves, and the MT method. Then the
dataset employed is introduced, with its different campaigns. Finally, a study of
daily and seasonal variations of SR is carried out. In the second section we start
by defining the R/S method, and then we apply it to TS from the dataset taken in
Antarctica. Finally, we present the results of a simulation which corroborate the
main purpose of the method: estimating the lightning rate from electromagnetic

records.

31
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2.1 Spectral Analysis

2.1.1 Spectral estimation with Bartlett’s method

The spectral analysis is a very widely spread method of signal processing. It is
based on initial work by Joseph Fourier [64], which decomposes arbitrary functions
into infinite sums of trigonometric functions. There is a lot of literature about this

method (63|, and references therein), so we will not extend on it.

The core of Fourier analysis is based in decomposition on Fourier series, and
states that any arbitrary periodic function s(¢), ¢ being a real variable, (which can
include finite discontinuities) can be approximated by a (probably infinite) sum of

trigonometric functions, namely sines and cosines or complex exponentials:

[e.9]

s(t) ~ % + Z [ancos (%t) + bysin (%t)] = Z cpe”™ Tt (2.1)
n=1

n=—oo

where j is v/—1, T is the period of f(t) and a,, b,, and ¢, are the so-called Fourier

coefficients.

From the possibility of expressing arbitrary functions by a set of coefficients,
the Fourier transform (FT) S(f) arises. It is defined as:

S(f) = /00 s(t)e 2t qt, (2.2)

—00

where s(t) is the signal in time domain, and S(f) is the transformed signal, in the

frequency domain.

From definition of the FT, the Discrete Fourier Transform (DFT) can be also
defined. In this case, both the time domain signal s[n] and the transformed domain

signal S[m] are of discrete nature. If the time domain signal is NV samples length,
then the DFT is defined as

S[m] = s[n]e 2 m/N, (2.3)

The aim of using FA in our work is to estimate the amplitude spectra of both

magnetic and electric field recorded by specific instruments. There are different
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methods based on FA in order to do that. Our election was the Bartlett’s Method
|. We will briefly describe how we applied it, since the method can be slightly

different depending on the references.

The phenomenon we want to study is regarded as noise for many applica-
tions such as radio broadcasting systems, cellular phones or other communication
systems which use the atmosphere as their propagating channel. We inverse the
situation, and part of the noise (natural electromagnetic emissions from lightning)
becomes our signal, while the common signals (coming from radio stations, cellular
phones, etc.) are our noise. We want to point out that the phenomenon under
study is of very low intensity (few pT for the magnetic field and in the order of
1V /m for the electric field) and therefore hard to detect. Because of that, some
kind of external noise reduction must be performed. This is accomplished by time
averaging several spectra, and it is known as the Bartlett’s method of spectral

estimation.

Given a time series s[n| of Ny samples length, we must split it into L data
blocks of equal length (V), where Ny=N L. Then, each data block is multiplied by
a Hanning window H (see Figure[21]), which is defined by the following expression:

Hin] = 2<1—cos [m) (2.4)

The Hanning window is employed with the purpose of minimizing the effects of
truncating the initial signal. The DFT of a digital signal is the result of effectively
calculating the transform of the initial signal repeated over the whole time axis.
Therefore there is an undesired effect at the edges of the time signal, where its last
sample is attached to its initial sample, but the result of this junction does not
contain information of interest. By weighting the time samples by the Hanning

function we can reduce this effect.

The Discrete Fourier Transform (DFT) of each data block is then calculated:
N-1
=Y S[NI+n]H[n]e 7> /N, 1=0..L—1. (2.5)

n=0

The Bartlett spectral estimator F' for the time series s is:

Flfi] = | FL ]l (2.6)
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T
Hanning window

Coefficient

n/N

F1GURE 2.1: Function of Hanning window employed in this study.

The decision of L and Np are related to the time and frequency resolution
desired for the estimator. Ny is related to the time resolution, since we will obtain
an independent spectral estimator for the period Nr/ f,,, where f,, is the sampling
frequency of the TS. On the other hand, the frequency resolution of the estimator
will be L

Af = N =N (2.7)

In Figure 2.2} it can be seen the result of choosing different Ny and L param-
eters for the same time series. Four different durations (T} — 5, 15, 30, and 60
minutes) of the TS are evaluated at each panel (N7 can be inferred by multiplying
the total time length by f,,, i.e., Ny = fi,Tiotar). At each panel, a different time
length (77) for the data blocks has been chosen (1, 5, 10, 15, 30, and 60 seconds),
resulting in different L (quotient between total time and data block time, i.e.,
L = Tyo1a/T1) values. For higher values of L, the resulting estimators do not con-
tain noise, but they have poor frequency resolution. On the other hand, for lower
values of L, the spectrum obtained is very noisy. If we suppose a white Gaussian
noise N(0,1), i.e., an stochastic process with Normal distribution with zero mean
and standard deviation equal to one, superimposed to the signal of interest, the
Bartlett method reduces its energy by a factor 1/v/L IE]
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F1GUre 2.2: Different configurations for spectral estimation of a time series
with Bartlett’s method.

2.1.2 Lorentzian fit of Schumann Resonances

Once the spectrum has been estimated, it is necessary to extract and quantify
the peak resonances which appear in it, in order to be able to compare and cate-
gorize them. For this purpose, we apply Lorentzian fit for each of the estimated
spectra [68], obtained by the technique described in previous section. Lorentzian

fit consists in finding the minima square fit between the spectrum and a sum of
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FIGURE 2.3: Lorentzian fit of Schumann resonance spectrum.

Lorentzians:

- B
Frra(f) =Y — T (2.8)
n=0 (7&?’") +1
In this way, each resonance (n) is reduced to three coefficients; amplitude (given
by B,), central frequency (fiazn), and its 3 dB bandwidth (Af,,), which is related
to the Quality factor (@,,) by

fmazn

Qn = Tfn (2.9)

The parameter B, is a measure of the strength of the mode, since it stands for
the maximum amplitude of the Lorentzian curve. Several facts, like the distance
source - observer or the lightning intensity may affect this parameter. Central
frequencies (fmazn), are mainly dependent on the geometry of the cavity, and
therefore their central values are well-known. The average values given in ]
were used as starting points for our fitting algorithm. The quality factor (Q,)

gives a measure of the cleanliness of the resonance.

One Lorentzian (n=0) must be employed as well for the DC level, or otherwise
the fit of the first SR is slightly displaced to the left, in order to compensate the DC
weight. Similarly, the last resonance fitted should not be accounted for, since the
effects of the tail of the spectra modify its parameters. In other words, depending
on at which frequency we cut the spectra, the value of the last resonance differs.

An example of the Lorentzian fit can be seen in Figure 2.3
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2.1.3 The Magnetotelluric method, applied to Schumann

resonance studies

The Magnetotelluric method is intended to measure and infer the structure and
composition of the terrestrial subsoil in a passive way. However, since it is based in
recording electric and magnetic fields, we will use MT campaigns data to extract
the recorded Schumann resonances. The three components (NS, EW and vertical
or radial) are measured for the magnetic field, and NS plus EW for the electric
field. From them, the impedance tensor of the ground can be inferred, thus giv-
ing information of the composition |69, [70]. The measurements are repeated at
different positions in order to cover broad areas, resulting in geographical maps
of the subsoil in the area under study. The daily deployment of the equipments
is an issue for SR studies, since local conditions, like the precise alignment of the

sensors or sources of interferences, may vary for each measurement of a survey.

A very wide range of frequencies is employed in the measurement, ranging from
less than 1 mHz to up to 20 kHz, with multiple hardware configurations in order
to have good resolution at different scales. Measurements at different frequencies
give information from different depths of the ground, so the method is able to
draw 3D maps of the subsoil. It is important to note that only a small portion of

the recorded spectra is useful for SR studies (roughly 1 - 50 Hz).

Since the equipments are very sensitive, SR are present in these measurements,
both in magnetic and electric field time series. From the study shown in Chapter
[[l we know that the main components containing SR are H, and E,. MT method
records the first one, but not the second. This is an important fact to keep in
mind because we will not be able to reconstruct the Poynting vector from these
measurements, and therefore many techniques like for instance direction finding
of Q-bursts, are not available from these surveys. On the other hand, SR can be
found in all horizontal E measurements, as well as in few B, time series (less than
5% of them). Dedicated SR stations usually do not measure these fields, so they
can give information which usually is not taken into account. In Figure 4] a
typical deployment of the instruments during a M'T campaign is shown. Following
MT nomenclature, x direction stands for North - South, while y does so for East

- West direction.
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F1GURE 2.4: Deployment of the MT measurement equipment.

The equipment employed in the surveys of this study is from Metronix H] An
ADU-06 data logger was employed, connected to EFP-06 electrodes and MFS-06

magnetometers. We briefly describe the instruments below.

2.1.3.1 Data logger ADU-06

ADU stands for Analog Digital Unit. It is in charge of digitizing the continuous
measurements from the sensors and either storing or sending them. The five
sensors (three magnetic, two electric) are connected to it. It has in-built GPS in
order to obtain precise time and position for each recorded time series. Its most
relevant characteristics are summarized in Table 2., and a picture of it is shown
in Figure

Technical characteristics of ADU-06
Spectral range DC to 20 kHz
Sampling frequencies | 2-64-128-256-512-1,024-4,096-40,960 Hz
A/D conversion 24 bits, independent for each channel
Synchronization GPS clock +£130ns.
Weight Around 6.5 kg
Dimensions 230 x 200 x 180 mm?
Power consumption | 7-12 W (5 channels), depending on configuration

TABLE 2.1: Technical data of ADU-06.
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F1cUrE 2.5: ADU-06 data logger employed in this study.
2.1.3.2 Electric field measurements

EFP stands for Electric Field Probe. Each sensor is composed by a pair of elec-
trodes like the ones shown in Figure (left panel). The manufacturer recom-
mends deploying them at a distance of roughly 100 m. Each pair of electrodes will
be oriented in NS or EW directions. The voltage values obtained, when divided
by the distance between them, give the amplitude of the electric field, usually
expressed in [mV /km].

2.1.3.3 Magnetic field measurements

The acronym MF'S stands for Magnetic Field Sensor. It is based on induction coils
of several thousand turns around a high-permeability ferromagnetic core. It has an
embedded low-noise pre-amplifier which permits to obtain sensibilities of around
few cents of pT. It is covered by a cylindrical plastic shield. Its total dimensions

are 1250 mm length and 75 mm diameter. It weights around 8.5 kg.

Induction coils do not measure the magnetic field itself but, instead, its first

derivative with time, as it is expressed on the induction law:

ddo

— 2.1
=, (2.10)

‘/ind:n
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FIGURE 2.6: Electrode EFP-06 employed for electric field measurement (left
panel). Magnetometers MFS-06 (left) and MFS-07 (right) (right panel).

where V;,4 is the inducted voltage at the wire, n is the number of turns and & is

the magnetic flux which crosses its section. The flux can be calculated as
® = BA = pou.HA,

where B is the flux density parallel to the sensor axis, po is the permeability
constant in vacuum, y. is the permeability of the core, A is the cross section area,
and H is the amplitude of the magnetic field. For a sinusoidal magnetic field, we

can express H in terms of the phasor H = Hei*t, The induced voltage is therefore:

Vind = Vina€®t = 2mjnpopcAf He?* = jfSoH.

The parameter Sy is defined as the sensor’s sensitivity constant which gives the

relation between the magnetic field’s amplitude and the induction voltage.

This is a theoretic equation and does not take into account several effects as
for instance the resistivity of the wire or its parasitic capacities. The equivalent
circuit of a MFS-06 is somewhat more complex. A better approach is depicted in
Figure 2.71

Referring to the source, the induced sensor voltage V.4, the coil resistance R,
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G

FI1GURE 2.7: Equivalent circuit for MFS-06 magnetometer.

the input resistance of the amplifier Ry, the coil inductivity L, and the capacity C
yield a damped serial resonance circuitry and the transfer function of the sensor
will show a strong peak at its resonance frequency. For the sensor itself, without

the preamplifier, we get the transfer function

Ve Rq/(Rq+ R)
Vina 1= (f/fo)?+ 32D(f/ fo)

with the amplifier’s input resistance R;, Gain G, resonance frequency f, and

attenuation D defined as

L
fo= — G=Yu 2D:\/ fa \//C+ o
2mV ALC Ve Riy+R Ry L/C

Having this in mind the resulting transfer function between the magnetic field and

the sensor output voltage becomes

- Ve JSoR4/(Ra+ R)f
sensor i 1 — (f/f0)2+j2D<f/f0)

The equivalent circuit diagram of the magnetometer leads to a frequency de-

pendent sensitivity E(f) referred to the preamplifier output of:

EQ = GSO

In order to avoid the auto-resonance of the sensor (located at around 800 Hz), a
feedback branch is attached, which acts as a filter for frequencies near f.. The

measured voltage at a MFS-06 sensor can be expressed as

_JFHDEW)

Var(f) Ty (2.11)

and the cut-off frequency of the magnetometer is f.— 4 Hz. The transfer function
including the effects of the feedback is depicted in Figure 2.8
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F1GURE 2.8: Transfer function of MFS-06 magnetometer.
2.1.4 Description of the MT Surveys

The department of Geodynamics of the University of Granada works with Mag-
netotelluric method since some years ago [72, [73]. They have built up a database
with the resulting time series, which has been available for our study of Schumann
Resonances. Up to eight independent surveys have been employed in this study.
Each of them is taken over a time span of roughly 1 month, over an area whose

radius is in the order of tens of km.

In Table 2.2] a summary of the principal parameters of each survey is shown.
Seven of them pertain to the Western Mediterranean geographical area, while the

other was performed in Antarctica.

The angular distances between the surveys and the main storm centers which
dominate the lightning generation were calculated, and depicted in Figure 2.9l The
areas with a density of flashes greater than 20 flashes/km?/year on average ]
are gray-shadowed. The epicenters of the main storm centers move from month
to month, and therefore the distances may slightly vary. From these distances, we
inferred the degree of contribution of each storm center to each of the three first
modes of SR, based on the theoretical results from Chapter [ (see Figure 2Z.10).
It is important to note that the amplitude of mode n=2 is nearly zero for sources

located in the African epicenter.
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FI1GURE 2.9: Global map with the angular distances between the MT campaigns
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TABLE 2.2: Location, key, date, and number of time series for each campaign
used in the study.

Number Location Key Date Number of Latitude Longitude
time series
1 Granada Gra  May 2005 7 37°10°N  3°34°'W
2 Almanzora Alm1 Jul 2005 ) 37°20°N 2°09'W
3 Rif Rif Feb 2006 19 35°10°N  3°50'W
4 Almanzora Alm2 May 2006 3 37°20'N  2°09'W
D Malaga Mal  Nov 2006 4 36°50’N  5°09'W
6 Alcudia Alel  Jul 2007 22 38°30°N  4°30°'W
7 Alcudia Alc2  Sep 2007 4 38°30°N  4°30°'W
8 Antarctica Ant Jan 2008 7 62°50’S  60°30°'W
West Mediterranean Antarctica
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FIGURE 2.11: Projections of By field over EW and NS axis, depending on the
angular distance between the source and the survey point.

The MT magnetometers are always oriented with EW and NS axis. Since the
main storm center relative position varies with daytime and depends on the obser-
vation point, we have calculated the inclination angles between the survey points
and the main thunderstorm areas. Since the B field propagates in ¢ direction (for
a source located at =0, see Section [[3]), we can calculate the amount of energy
which will be projected on each direction (EW and NS). These results are shown
in Figure 21Tl The square sum of both EW and NS components (because they
are depicted in amplitude) is the unity. It is interesting to note the behavior of

the projections in the Antarctic survey. Each storm center has its preferred axis
(EW for Malaysia and America, NS for Rwanda).

As commented in Section 1.3 the MT method implies measuring at different
geographical positions of the area under study. We have found that electric field
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measurements heavily vary its amplitude (up to one order of magnitude) owing
to the characteristics of the ground where the electrodes are deployed, as well as
to local effects originated by the particular orography of each measurement point.
On the other hand, magnetic field components are not affected by these local
effects, and they have all similar amplitude regardless of the measuring point of

the campaign.

2.1.5 Spectrograms from the time series

There are two large time series in the MT survey database from the Geodynamics
department. They were taken in Morocco (survey 3) and Antarctica (survey 8),
and their sample frequencies are 128 and 64 Hz. Their duration is 15 and 14
hours respectively and, therefore, the daily evolution of the SR can be observed
on them. In Figures and I3 their correspondent spectrograms have been
plotted. Each vertical line is computed from 10 minutes of the series, previously

splitted into data blocks of 3 seconds.

The spectrograms from Morocco time series (see Figure R.I2]) correspond to
the night of 5 - 6 February 2006, from 20:05 UT to 09:15 UT. The bandwidth of
the signal is up to 32 Hz, but the filters of the measurement equipment distort the
higher frequencies, so they have been depicted up to 27 Hz. In the first quarter of
the series (up to 24:00 UT) there are many saturated spectra (white lines). This is
due to electromagnetic interferences with the measurement equipment. The first
four SR can be identified at their typical frequencies (roughly 8, 14, 20, and 26
Hz). It is interesting to note that there is an increase of SR energy at around
06:00 - 08:00 UT. This time corresponds to the time of activation of the Malaysian

storms.

In Figure 2.13], the magnetic field component spectrograms from the Antarctica
time series have been plotted. They correspond to the night of 29 - 30 January
2008, from 22:00 UT to 12:00 UT. Since the sampling frequency was 128 Hz, up
to seven SR can be identified. Electric field measurements contain corrupted data
and therefore could not be plotted. Most of the SR energy is measured in the EW
component, as it is expected by the analytical model when the sources are located
either in America (22:00 UT) or in Malaysia (08:00 UT). There is an increase
on the SR energy between roughly 06:00 UT and 10:00 UT (which is noticeable
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FIGURE 2.12: Spectrogram of magnetic and electric components from 5 - 6
February 2006, taken during Morocco survey.

for higher resonances), probably indicating the activation of the Malaysian storm

center.

2.1.6 Daily variations of Schumann resonances

The volume of data contained in the database does not permit to perform an
exhaustive study of the daily variations of SR, since there are not continuous
records of them. Instead, we have small pieces at different daytimes and months.
Therefore, we will limit this part of the study to evidence a behavior that can be
observed in the second SR mode in Antarctica survey, which is related to the main

thunderstorm centers time of activation.

The angular orthodromic distance between the Antarctic survey and Rwanda

(epicenter for African storms) is roughly 7/2, so the second SR mode is highly
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FI1GURE 2.13: Spectrogram of magnetic components from 29 - 30 January 2008,
taken in Antarctica survey.

attenuated (see Figure 2.I0) for the lightning coming from there, according to the
analytical model presented in chapter [ The same situation stands for Florida
storm center, but we cannot study the effect because its time of activation is
roughly the same as in Argentina, where the second mode does contain energy.
In addition, since the Antarctica survey was performed in January, the American

influence should be coming mainly from the Argentina storm center.

We have averaged the four available spectra at African storms time window
(roughly 14:30 - 17:30 UT), as well as the four available spectra at American time
window (roughly 17:30 UT - 22:30 UT). The results are shown in Figure 214l By
looking at the upper panel (magnetic field), it can be noted that effectively the
2nd mode of NS component has lower amplitude than the third for the African
time window. This is the only spectra in the entire database where this situation
occurs for the magnetic field. By looking at the EW component for the African
time window, we observe that second and third mode have roughly the same
amplitude. We believe this is due to a mixture of influence from African storms
and storms from other areas, due to its orientation. If we look at American time
window spectra, the second mode has higher amplitude than the third, as it occurs
with the rest of the spectra of this study. As predicted by the analytical model
(see Figure2TT]), the level of the EW component is stronger for the magnetic field.

It can be observed, in Figure 14|, that Byg is correlated with Egy and vice
versa, so the effect of the 2nd mode diminishing is well observed in both Bxg and
Egw (for the time 14:30 - 17:30 UT).
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FiGURE 2.14: Averaged spectra of eight TS, from the Antarctic survey, at
African (14:30 - 17:30 UT) and American (17:30 - 22:30 UT) storm time activa-
tion.

Another interesting effect is the frequency shift that occurs for the 2nd and 3rd
SR modes. The central frequencies of the modes for the magnetic field are shown
in table Both EW components exhibit lower central frequency for the second
mode (0.5 Hz less) and higher for the third (0.5 Hz more) when compared to the
NS components. The first mode does not follow the tendency, and the maximum
shift is 0.19 Hz. Each component registers storms from different locations at dif-
ferent degrees of contributions. Different nature of the sources, as well as different

distances and path configurations may be the reason for these shifts Iﬂ]

2.1.7 Seasonal variations of the Schumann Resonances

The SR parameters of the whole TS from each campaign have been averaged, in

order to observe the general tendencies of them along the year. A Lorentzian fit
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TABLE 2.3: Central frequencies of NS and EW components (magnetic field) of
time series taken in Antarctica at the activation time of African and American
storm centers.

UT range Component Frequency (Hz)
1st mode 2nd mode 3rd mode
1430-1730 UT NS 7.69 14.56 19.86
1430-1730 UT EW 7.80 14.05 20.50
1730-2230 UT NS 7.73 14.45 20.07
1730-2230 UT EW 7.61 13.83 20.53

(see Section ZT.2)) has been applied to each spectrum, yielding amplitude, central
frequency and A fs3gp for each of the three first SR modes. Less than 10 % of
the series were not well adjusted by the algorithm and had to be disregarded.
This situation occurred mainly adjusting the first (mode 0) and fifth (mode 4)
Lorentzian curves, when they were either too strong or too weak. It is important
to note that the results are not really statistically significant, since there were only

few hours of records for each month. Anyway we could corroborate some results
and tendencies addressed in other works Ejﬁ

.

All the signals with at least 90 minutes of length were considered, leading to the
number of series for each campaign shown in Table 2.2l Each TS was splitted into
data blocks of 30s, so the frequency resolution of the Bartlett’s spectral estimator
is 0.033 Hz.

The magnetic field amplitude evolution of the SR modes can be observed in
Figure 2215 It is interesting to note the different behavior between the two com-
ponents (NS and EW) da] For the WM surveys, there is more energy in the NS
components, as it is expected by looking the results of Section 2.1.4. The EW
component exhibits certain stability throughout the study, but the NS component
clearly exhibits higher maxima for the northern warm season months. The months
with less amplitude are February 2006 and January 2008, which is in agreement

with the observations of other authors |77, [78].

Electric field measurements show high variability of amplitude between TS for
the same survey. As commented before, this is due to the changing location of
the measurement point. Up to one order of magnitude variations have been found
for the same survey, and therefore we cannot extract conclusions of their seasonal
behavior. The interesting fact is that there is no decay of amplitude as the mode

number increases (see Figure216). As opposed with magnetic field measurements,
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FI1GURE 2.15: Magnetic field peak amplitudes for the three first SR modes. Both
NS component (top panel) and EW component (bottom panel) are depicted.

the three modes of the electrical field exhibit similar peak amplitudes at each
campaign. This may indicate the convenience of these kind of measurements for

studying higher modes of the SR.

The central frequency values for the first three SR modes oscillate around 7.8,
14, and 20.5 Hz respectively (see Figure [2ZIT). It is interesting to note the correla-
tion that exists between Byg and Egy and vice versa. In many of the campaigns
there is a shift in central frequency between the two magnetic field components,
and this shift is in agreement with a shift in the electric field components. The
most prominent example is, as commented in previous section, the Antarctica sur-
vey, with shifts of 0.6 and 0.5 Hz for the second and third modes, respectively.
According to B], central frequency shifts of the SR modes may be related to the

effective size of the main storms.

The last parameter which has been calculated and plotted is the quality factor
Q (see Figures 218 and 219]). It quantifies the spectral cleanliness of the reso-

nance. High value of the QQ factor implies a narrow band resonance. The principal
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FIGURE 2.16: Electric field peak amplitudes for the three first SR modes. Both
NS component (top panel) and EW component (bottom panel) are depicted.

reason (as we will see in Chapter [@) for lower @ is the conductivity profile with

height of the cavity.

It can be seen from the Figures 2.18 and .19 that Q) factors behave similarly
for electric and magnetic field components, and they do not change too much over

campaigns. Higher modes have higher (), in general.

Lastly, it is important to note, as stated in IE], that Q factor measurements
depend on the Lorentzian fit employed. Different studies utilize slightly different
configurations, which can modify the final values of Q. Therefore caution is needed

when comparing this value with results from other studies.
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FicurE 2.18: Q factors of the three first modes of SR at different surveys, for
the magnetic field spectra.

2.2 Rescaled Range Analysis (R/S)

2.2.1 Description of the method

Time series can be regarded as the result of a sum of different components. One
component is the trend component, or macroscopic behavior, accounting for the
long term tendency of the TS. Another component would comprise the disconti-
nuities that may appear in the TS due to different reasons. There is a periodic
component, which is common in signals originated from natural processes (tides,
rotation of planets, etc.). Finally, there is a stochastic component, which includes
the fluctuations not included in the trend or periodic component. These fluctua-

tions can be of diverse nature, such as noise or unpredictable events.

The Rescaled Range Analysis is based on studying the persistence of the TS
stochastic component [63, [79]. Persistence is defined in terms of the relationship

between adjacent and nearby samples, by looking for the correlation between them.
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FiGUuRrE 2.19: Q factors of the three first modes of SR at different surveys, for
the electric field spectra.

If adjacent values of the TS are not correlated, then it exhibits random behavior.
If the correlation is positive, then distance between adjacent samples is lower than
for a random TS, this behavior being known as persistent. On the other side, if
the correlation is negative, the distance in between nearby samples is greater than

for a random TS, and this situation is called anti-persistent behavior.

A standard procedure for evaluating the persistence of a time series is described
in @], the so-called Rescaled Range Analysis (R/S), based on calculating the
Hurst exponent (Hu). It is applied to TS of 2V samples length, z[t,], where z is a
TS with a sampling frequency of f; = 1/At. For each value of the index i = 1... N,
we define a partition of the TS in segments of length M = 2 samples. Then, the

following is applied to each partition i:

1. We calculate the mean for each segment j of partition ¢

(ohs = 7 2ol = 37 3or MG = )+ (212)

=1
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2. Then we obtain the sum (integral) of the time series

yilk =Y (5[] = (2)i5) - (2.13)

=1

3. Now, we calculate the range and standard deviation for each segment j

of the partition ¢

R j = Maz (y;[k]) — Min (y;[k]) (2.14)
1 X )
Sii =\ 37 D (il = (@)ig)*. (2.15)

=1

4. The average value of R;; and S; ; is evaluated at each partition ¢, their
quotient being defined as Z[M]:

Z[M] = =M = < Z (2.16)

5. The Hurst exponent Hu, sometimes referred as K or H, is defined by

the following power relation between the Z coefficient and the number of
M Hu

This last relation is of empirical nature, and presupposes scale invariance.

samples M:

The Rescaled Range analysis finds a relation between the Z coefficient and
the number of samples M. The best-fit constant-slope of the curve logs(Z[M])
against i=logs| M| is the Hurst exponent (Hu). In general, Hu € [0.7, 0.8] for the

majority of natural geophysical processes [81].

When R/S analysis is applied to a signal which contains only Gaussian white
Noise, the Hurst exponent tends towards 0.5, being this value the boundary be-
tween persistent and anti-persistent phenomena. Signals whose Hu € (0.5, 1] are

ersistent, while the signals whose Hu € [0,0.5) are anti-persistent. According to
|, most of the natural signals are persistent. Intuitively, a process is persistent

if it tends to maintain its tendency. For instance, for a continuous, zero-mean
stochastic process which has a positive value at t = ¢y, a value of Hu near to 1

indicates that the probability of the process being positive for ¢t > ¢, is high.
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TABLE 2.4: Date and time of the records used in the R/S analysis plus an
estimation of the storm intensity ﬂﬁ]

Site Date time Estimated intensity (a.u.)
Asia  Africa  America Total
22 25 Jan 2008 2030 UT 0.2 1.5 5.0 6.7
23 26 Jan 2008 1730 UT 0.5 5.0 2.5 8.0
27 04 Feb 2008 1430 UT 1.0 4.0 0.2 5.2

2.2.2 TS from Antarctica

The method described above has been applied to time series from the Antarctica
survey, where the anthropogenic noise is almost inexistent. Signals with f,,,—512
Hz have been employed, in order to ensure good resolution even with small number
of samples. The duration of the TS is 2'® samples (roughly 9 minutes). The data
pertains to three different days and times detailed in Table 241

The Z coefficient as a function of the number of samples M has been calculated
for the mentioned time series. The results are depicted in Figure 220 (top). The
series belong to different days, times of the day and components of the magnetic
field (NS and EW), but they exhibit common behavior when analyzed trough R/S.
The estimations of the Hurst exponent Hu for the six time series of this study fall

between 0.72 and 0.93, indicating that the phenomenon is persistent.

The Hu values of Figure (bottom) have been calculated by linear adjust-
ment, of previous and following Z coefficients. We do not presuppose anymore
that Hu is independent from the scale. From Figure 2.20] three regions can be
differentiated in every curve. This indicates that a different value of Hu should
be noted at each scale rzdxége. Calculating different Hurst exponents for different

scales was suggested by [82], for the study of ocean waves.

Three different areas for Hu arise from Figure (bottom). The first area
stands for I=[2, 5|, or time scale up to 1/16 seconds, where all the signals prac-
tically have the same value of Hu. The Hurst exponent (i.e., the Z slope) takes
values between 0.75 and 0.85 depending on the series, which are the typical val-
ues for persistent natural phenomena. The next interval is for /=[6, 10], or time
scale between 1/8 and 2 seconds. Here the slopes tend to 0.5, indicating random
behavior at these time scales. For greater values of I, the slopes first increase up

to values greater than one, and then decrease towards zero.
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F1GURE 2.20: Results of the R/S analysis applied to time series from Antarctica.
Rescaled Range ana

lysis
internals. As stated in , @], variations on the pulse ratio drive the standard

deviation and the range of a noise. Therefore, the average lightning rate directly

when applied to a noisy signal, is sensitive to its

affects the R/S analysis of a signal which measures the electromagnetic fields inside
the Earth-ionosphere cavity. According to M], these variations shift the knee area

found at curves logoZ - I (see Figure [Z20]). Following the equation

— fs
M,

r (2.18)

where 7 is the average lightning rate, f, is the sampling frequency, and M, is the
sample number at which the knee transition is located, the lightning rate can be

estimated from R/S analysis.

There is not a great difference between the three signals analyzed in Figure
2.20) probably meaning that a similar average rate of lightning was involved during
the generation of all of them. That being said, the results suggest that So7 has a

perceptible lower rate of discharges than the rest, being So3 the one with higher 7.
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Since the sampling frequency is f,—512 Hz, the estimation for the lightning rate
on these signals is roughly 16 - 32 flashes per second, obtained from taking M, ~
A

2.2.3 Synthetic simulation

In order to confirm that it is possible to determine the pulse rate of a signal from
the inertia transition position of Z(N) in R/S analysis, a numerical simulation has
been performed. The radiated field of a thin wire antenna supplied by a Gaussian
pulse has been employed as single input pulse (simulating the field radiated by
lightning). The Method of Moments was employed to solve the integral equation
obtained from Hallen’s equation |83]. The load and current densities have been
obtained for each frequency of the Gaussian pulse. The resulting fields were cal-
culated directly in time domain, by Fourier transform of the sources. The field
was calculated at a point in the equatorial plane of the antenna at a distance of 5
times its length. In Figure 2227] (top), the time evolution of one pulse stroke can

be observed.

Since the antenna is a resonant system, there are preferred frequencies which
are more amplified than the rest. This can be regarded as an analogy in the
spectrum to the resonant frequencies of the Earth-ionosphere cavity. In Figure
2271 (bottom), the Fourier transform of the stroke pulse has been depicted. The
antenna resonances can be observed, and the depicted spectrum reminds to Schu-

mann resonance spectrum.

Starting from this pulse, a signal of 2!6 samples is created by periodically
repeating the discharge from Figure .21l Each discharge is composed by 774
samples, and we will suppose dt=1 (the inverse of the sampling frequency f;),
both in arbitrary units for simplicity. In order to avoid the initial transient of the
signal we will not consider the first 500 samples, and take the next 2'6. Let r
be the number of discharges per unit of time and dr= 1/r, i.e., the time between
two discharges. The quotient n.—dr/dt defines the distance in samples between

discharges. Three different values for dr have been considered: 16, 64, and 128.

When R/S analysis is applied to the synthetic signals described above, it leads
to the results shown in Figure 2.221 The three signals have common behavior of

their Z coefficient, until they reach the time scale where M=dr. From this point
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FiGURE 2.21: Field generated by thin wire antenna excited by a high bandwidth
Gaussian pulse.

the Z coefficient remains constant. Since the signal comes from a unique source
and all the discharges are equal, when the number of samples is large enough both
the range and the standard deviation become constant, and the Hurst exponent
tends to zero. In the simulation, it is easy to infer the rate of discharges from the

value of I at which the inertia of Z changes.

2.3 Conclusion

This Chapter proves the presence of Schumann resonances in magnetotelluric
records. The magnetotelluric dataset obtained by the Geophysics Group at the
University of Granada in successive campaigns performed in Antarctica and the
western Mediterranean area has been analyzed. Although not specifically designed

for detecting SR, these measurements show advantages over those taken at a fixed
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FIGURE 2.22: LogsZ-I curve of a synthetic signal simulating natural ELF noise.

station. Since they were recorded at various places separated by a distance on the
order of km, it was possible to study the influence of local effects. Furthermore, the
MT method records electric horizontal components, not frequently measured for
SR research. Finally, the broad sweep in frequency that the MT method requires
has provided interesting time series with different sample frequencies between 64
and 512 Hz. In contrast, MT measurements are not taken continuously in time,
which means that results are less statistically significant, but still suitable and can

confirm behaviors and tendencies.

All the measured components (NS and EW for the electric field, NS, EW and
vertical for the magnetic field) contain SR except the vertical magnetic field (even

though 5% of these also showed the resonances).

For the signal processing of the time series, two different methods have been
employed: spectral analysis through the Fast Fourier Transform and Rescaled
Range Analysis calculating the Hurst exponents. For the first, signals with a
sample frequency of 64 Hz and 90 minutes long have been used. At each signal,
data blocks of 30s have been taken, applying FFT plus a Hanning window to each.
The resulting spectra were then averaged in order to obtain a spectral estimator of
the signal. Subsequently, the estimation of the spectrum was adjusted by a sum of
Lorentzian in order to quantify the amplitude, central frequency and bandwidth

of each resonant mode. In addition, the spectrograms of two exceptionally long
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time series were obtained. From the spectral analysis, the following conclusions

can be formed:

1. Evidence of three main storm centers located in Asia, Africa and America
with their main activity in the local afternoon. The field amplitudes ob-
served for each component are in agreement with the predictions for the
TM" modes. Therefore, the campaigns registered in January and February
show less modal amplitude, while those taken during the northern hemi-
sphere spring and summer are the most energetic. Moreover, a decay in
amplitude with the modal order is observed in the magnetic components,
while this is not present for the electric components. The magnetic field
measurements have been shown to be robust regarding local effects, and
small shifts of km of the observation point do not affect the measurement,
while electric field measurements can vary their amplitude up to one order
of magnitude within a few km of distance. However, the frequency contents
do not vary with the shift of the point of observation either in magnetic or

in electric field measurements.

2. According to the prediction of the analytical model, measurements have
shown that a minimum of amplitude appears in the second mode of the
magnetic NS (and electric EW) component in the Antarctic campaign, when

the main center of storms is located in Africa (around 1600 UT).

3. The central frequencies for the first three SR modes averaged in the different
campaigns are 7.8, 14, and 20.5 Hz. The measurements around these central
values are subject to shifts, and seem to be correlated inversely with the size
of the source where the resonances originated. These variations are stronger

in the second and third modes than in the first.

4. In all the time series, the spectral correlation between magnetic NS and elec-
tric EW components has been proved. The same occurs between magnetic
EW and electric NS. The modes show close frequency shifts and relative

amplitudes between them.

The rescaled range analysis has been applied to series taken in Antarctica and
with a sample frequency of 512 Hz, to guarantee enough resolution with a low

number of samples in the analysis. This sample frequency is considerably higher
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than that typically used in other fixed station SR measurements (usually around
100 - 200 Hz).

The curve logsZ - logo M has been depicted, and a value for the Hurst exponent
has been obtained at each point of the curve, as the result of a linear adjustment
of the previous and following points. The resulting curve, Hu - Logs M, has three
clearly distinguishable parts. The first part comprises I = {2,5}, corresponding
to time scales between 4 and 62 ms. On this range, Hu is approximately constant,
maintaining its value between 0.75 and 0.85 for the different series analyzed, thus
indicating persistence based on a power law. Therefore, there is a fractal behavior
on this time scale. The second part (I = {6,10}) corresponds to a time scale up
to 2 seconds. In this range, the signal approximates random behavior, with Hu
taking values around 0.5. The third part of the curve corresponds to higher values

of I and the value of Hu increases beyond unity.

By following the analysis by Nickolaenko et al. M], the transition from the
first to the second part of the curve can be matched with the average rate of
discharges from which the signal originated, as stated in Equation 218 In order to
corroborate this statement, a numerical simulation has been performed, in which
each discharge is modeled by the radiated field of a wire antenna excited by a
Gaussian pulse. It is found that the Hurst exponent tends to zero for [ > 1/r,
where 7 is the rate of discharges per unit of time. According to this, the signals

analyzed show an average rate of around 16 - 32 discharges per second.
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Ionospheric effective height

determination from monitoring the
Ist cut-off frequency ]

A novel technique to draw global maps of the ionospheric effective height of the
Earth-ionosphere waveguide is presented in this chapter. The aim is to charac-
terize the dimensions and properties of the waveguide, with the purpose of better
understanding the electrodynamics which occur inside it. The technique is based
on electric field measurements taken from the satellite DEMETER. Lightning in
the atmosphere generates signals in the VLF band known as atmospherics, which
propagate in the waveguide several thousand of km before vanishing. Part of their
energy leaks up to the satellite orbit (~700 km), and therefore the first cut-off fre-
quency of the waveguide can be tracked from the space. This frequency is directly
related to the height of the waveguide. This study has revealed seasonal patterns
for this effective height, as well as dependence with the kind of surface on Earth,
which evidences coupling between the lithosphere and the ionosphere. In addi-
tion, the study indicates that there is correlation between the solar activity and
the global value of the cut-off frequency. From these results, together with data
from empirical models, it is possible to infer the electron density and other plasma
parameters at a region which is hard to study because is too low for satellites to

orbit inside it and to high for balloons to reach it.

The Chapter starts defining the DEMETER mission and specially its electrical

63
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field measurements. Then we explain the methodology employed to track the cut-
off frequency from the dataset, and the way to obtain the electron density from
the measurements. After that, we analyze and discuss the results obtained, where
certain seasonal patterns repeating over the years have been found. Finally, we
attempt to compare the results from our method with empirical reference models
for the ionosphere, putting into manifest that these seasonal patterns are not

present in them, due to the lack of measurements at this height of the ionosphere.

3.1 The DEMETER mission

DEMETER E, @] is a French micro-satellite, the first of the Myriade series, devel-
oped by CNES (Centre National d’Etudes Spatiales) for low-cost science missions.
DEMETER stands for Detection of Electro-Magnetic Emissions Transmitted from
Earthquake Regions, and it is the name of the Greek goddess of Earth. Its dimen-
sions are 60 x 85 x 110 cm, and its weight is around 130 kg. It was designed and
launched with the purpose of studying ionospheric perturbations caused by natural
phenomena and human activity. One of its main targets is to establish the con-
nection between natural disasters (primarily earthquakes and volcano eruptions)
and ionodsgleric perturbations, in order to provide knowledge for future prediction

s,
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FIGURE 3.1: Layout of the DEMETER satellite, taken from [84).

DEMETER was launched on June 29th 2004 from Baikonour (Kazakhstan)

by a Dnepr launcher. It was put on a polar Sun-synchronous circular orbit with
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98° inclination. Its initial altitude was 710 km, but it was changed to 660 km in
December 2005 by the mission center. Due to its synchronous orbit, DEMETER
always records data either at roughly 10.30 LT (down-going half orbit) or at 22.30
LT (up-going half orbit). It performs 14 orbits in one day. It gathers data between
the invariant geomagnetic latitudes £65°, and the time over the auroral regions is

used for maintenance of the satellite.

There are two operational modes of data recording: survey and burst. When
DEMETER is not over sensible zones (seismic zones, VLF transmitters, special
experiments, etc.) it operates on survey mode, and the amount of recorded data
(number of components, sampling frequency, waveforms) is sensibly lower (25 Kbit-
s/s). When DEMETER crosses certain areas, burst mode is activated and its full

capabilities of recording are activated, generating 1.6 Mbits/s of data.

Its scientific payload is composed of five different measurement instruments:
ICE (Instrument Champe Electrique), IMSC (Instrument Magnetic Search Coil),
ISL (Instrument Sonde de Langmuir), TAP (Instrument d’Analyse du Plasma),
and IDP (Instrument pour la Detection des Particles). In addition there is an
electronic unit (BANT) which processes the data on board and is in charge for

telemetering the data to the mission center.

The ICE measures the three components of the electric field by means of four
electrodes, each one located at 4 m of the spacecraft with the aid of booms. Since
it is the instrument employed for acquiring the data analyzed in this Chapter, it

is extensively described in Section B.1.1l

The IMSC @] is intended for measuring the magnetic field and is composed
of three orthogonal search coil antennae with pre-amplifiers. Each antenna has a
permalloy core, and 12,000 turns of copper wire around it. Few additional turns
are used as a feedback branch in order to avoid the resonant frequency of the RLC

system (see Section ZT.3.3). Tts cross-section is 4 x 4 mm and its length 170 mm.

The ISL Langmuir probe @] has been designed for in situ measurements of
the bulk parameters of the ionospheric thermal plasma, basically the electron den-
sity and temperature. In addition, it is possible to infer the ion density and its
variation, but with a higher error margin. The parameters are obtained with a
resolution equal to 1 s. The instrument is comprised of two sensors: a cylindrical

sensor and a spherical sensor subdivided in seven segments. The first sensor is
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a typical scalar Langmuir probe @], based on applying a bias voltage to a con-
ductor immersed in the plasma under study. The second one permits to infer the
direction of the electron flow, but it was under test during this mission and was

not extensively employed.

The TAP M] provides measurements of the main parameters of the thermal
ion population. It can directly measure disturbances on the plasma caused by
seismic events on the ground, and, in addition, it obtains the characteristics of the
plasma which are necessary to interpret measurements from ICE and IMSC (e.g.,

plasma density and ion composition).

The IDP @] is a electron spectrometer aimed to measure trapped electron
fluxes in the energy range from 70 keV to roughly 0.8 MeV, and to provide infor-
mation on the electron fluxes in the range 0.8 - 2.5 MeV. Its resolution is less than
10 keV. It is intended to study the radiation belts on Earth.

DEMETER mission defines three levels of data: 0, 1, and 2 @] The Level
0 data stands for raw data, and are directly the series telemetered by the space-
craft. Level 1 data corresponds to scientific calibrated data, while Level 2 data

corresponds to high-resolution displays (i.e. plots of the Level 1 data).

3.1.1 The ICE sensor

The ICE instrument is in charge of measuring the electric field that surrounds the
spacecraft. Electromagnetic changes in the ionosphere due to natural disasters

Ij @]), and therefore this
instrument, together with IMSC, are the most important ones for DEMETER

mission. The three components of electric field are recorded over sensible seismic

have been reported several times (e.g., ,

zones (burst mode), in order to be able to reconstruct the k vector of the detected

electromagnetic waves [96].

In order to measure the three components of the electric field, DEMETER has
four electrodes on board. Each of them is disposed at 4 meters from the spacecraft
core by means of stacer booms. They are deployed according to Figure 3.2l With
this arrangement, it exists some redundancy for reconstructing the radial electric

field component, F,, in case an electrode fails.
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E1

E3

E4

FiGUuRrE 3.2: Electrodes configuration of ICE experiment, taken from @]

DEMETER has on board attitude control, and therefore the direction X (see
Figure B2)) always points to the center of the Earth. -Z; is the velocity direction
of the satellite. In this dissertation, the measurements from F; to Es electrodes

have been employed. They roughly correspond to the East - West direction in the
Earth.

Four different channels (depending on the frequency range) are processed by the
electronic unit on board. The signals coming from the electrodes are first filtered
and then digitized. From the digitized signal, the power spectrum is computed by
this unit. Depending on the frequency range, operation mode (survey or burst),
and set up from mission center, different spectra and waveforms are stored and
telemetered to the Earth. A schema of the general configuration can be observed
in Figure 3.3

DC/ULF (0 - 15 Hz): The waveform of all electrodes is digitized with sampling
frequency f,—39.0625 Hz and 16 bits resolution, corresponding to sensibility of ~40
1V /m for electric field measurement. All the data are available for both survey

and burst modes.

ELF (15 Hz - 1 kHz): Three channels (Ei2, Ez4, and E,) are digitized with
fs=2.5 kHz and 16 bits. ELF is only available during burst mode.

VLF (15 Hz - 17.4 kHz): Only one channel of the three (Fis, Es4, or E,) is
computed by the electronic unit, and it is selected by telecommand. The filtered

analog signal is sampled at 40 kHz and digitized with 16 bits. The power spectrum



68 Chapter Bl

* = | command =HF

317 MHz

sensor 1 o OO

* 1 17.4 kHz - VLE

1 kHz

&
' t"‘"" ~
. > - : 1 Kz =ELF
- 2 17 1kmz
- +

. ' 15 Hz

DC
ULF

I R E

15Hz

]

15 Hz

sensor d

F1GURE 3.3: Schema of electronics involved in processing I[CE measurements,
taken from M]

is computed on board with 19.53 Hz frequency resolution. Then, 40 spectra are
averaged, providing a final time resolution of 2.048 s. Each averaged spectrum is
normalized by its maximum value and telemetered to the Earth with 8 bits resolu-
tion. If burst mode is activated, the waveform of the signal is telemetered together
with the computed spectra. In survey mode only spectra is telemetered, and there
exist three possible configurations. The first is as described above, the second re-
duces time resolution to 0.512 s (only 10 spectra averaged), and the third reduces

frequency resolution to 78.125 Hz by averaging over 4 consecutive frequencies. In



Tonospheric effective height from cut-off frequency 69

this work only data from the first configuration have been employed, because it
was the default configuration for the major part of the mission. In Figure 34] a

spectrogram constructed from VLF data can be observed.

18,00 T o.07
" 12.57 " = [t-077
i. 713k ; [ A 180
UTILT 23:51:00/22:32 00:01:00/21:51 00:11:00/21:30 ICIIJ 21:00/21:00
Lat. -59.31 -23.34 13.02 4927
Long. 340.22 327.56 319.74 309.75

FIGURE 3.4: ICE - VLF spectrogram of October 1, 2010 (nighttime), recorded
by DEMETER.

HF (10 kHz - 3.175 MHz): Only one channel is available, the same as selected
for VLF channel. The signal is sampled with 6.66 MHz and digitized with 8 bits.
Then, 40 data snapshots 0.6144 ms long each are used to compute 40 individual
power spectra on board every 2.048 s (the elementary interval of VLF records).
The spectra (frequency resolution of 3.25 kHz) are averaged, thus resulting in one
averaged power spectrum every 2.048 seconds. In burst mode, in addition to the
averaged spectrum, one waveform of the 40 is also telemetered. It is either the
first or the one with the strongest power (selected by telecommand). In survey
mode, only the spectra are telemetered and there are three possible configurations,
according to VLF configuration: one spectrum every 2.048 s, one spectrum every
0.512 s, and 13 kHz frequency resolution spectrum (instead of 3.25 kHz) every
2.048 seconds.

3.2 Detection of the waveguide 1st cut-off frequency

The surface of the Earth and the lower ionosphere are both conductive in the
ELF-VLF bands. The gap between the two conductive spheres contains air, the
atmosphere. When considered as a whole, we talk about the Earth-ionosphere
cavity or waveguide. While the lower boundary of the cavity is sharp and well de-
fined, the conductivity increases with height at the upper boundary, which means
that this interface is not clearly defined. It mainly depends on the electron and
neutral density profiles, which are affected by several parameters such as local

time, solar activity index, or geomagnetic field [21)|.
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Due to the geometry of the cavity, i.e. large but thin, it behaves in different
manner for different frequency ranges of waves, originated mainly due to thunder-
storms. In the ELF band, where the wavelength, A, is on the order of the Earth’s
circumference, it acts as a resonator, accommodating standing waves which are

resent in the whole cavity. These are the well known Schumann Resonances (SR)
E, ], which correspond to TM modes of the cavity, introduced in Chapter [
and studied in Chapter 2.

In addition, it also behaves as a waveguide in the VLF band, where \ is on
the order of the separation, h, between the two conductive spheres. This wave-
guiding effect can be approximated, on a first approach, by conducting parallel
plates. This effect is local and the generated signals travel a certain distance
from the source before vanishing due to losses. These signals in the waveguide
are known as atmospherics, or sferics |44, @] Sferics suffer multiple reflections
between the two conductive spheres, and its n-th mode cut-off frequency can be
related, according to Chapter [I] to the effective height of the ionosphere (h) by
Jn = 57, where c is the speed of light in vacuum, n is the cut-off frequency mode
number, and f, the associated cut-off frequency of the mode. The first cut-off

frequency is around 1.7 kHz, corresponding to an effective height of ~90 km.

Below the cut-off frequency, only the TEM mode can propagate. For frequen-
cies above the cut-off, the TM and TE modes also propagate, their attenuation
being maximum right at the cut-off frequency [98]. Therefore, there is a detectable
minimum of energy in the atmospheric spectrum for this frequency. Cummer [18]
employed the numerical method of Finite Differences in Time Domain, or FDTD

|, in order to simulate sferics propagation in the Earth-ionosphere waveguide,

his results being consistent with this minimum of energy at the cut-off frequency.

The principal source of excitation of the cavity at these frequencies is lightning.
This fact enables the interest of studying the resonances for global climate analysis
|, and, since they contain information of thunderstorm activity ], they can be

a tool to study thunderstorms and the dynamics related to them.

3.2.1 Methodology for cut-off frequency finding

In order to draw global maps of the cut-off frequency, a grid step must be chosen.

We have worked with grid steps ranging from 1° to 5°. Then a time interval (e.g.,
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one month or one season) is selected. Once these parameters are fixed, we take
all the available nighttime spectra in DEMETER, database which pertains to the
cell and average them. Ionospheric conditions are highly dependent on local time,
due to the influence of solar wind. Nighttime ionosphere is much more stable and
predictable, and the measurements are less noisy. This is the motivation to use

only night spectra.

Level 1 VLF-ICE spectra are expressed in log(uV?m=2Hz"!). The first step

realized was to linearize them, by applying to each spectrum:
Stinear[f] = 10500 [uV2m ™2 H="1], (3.1)

where Sjipeqr 18 the linear spectrum, and Sj; is the Level 1 spectrum we want to
linearize. The measurements exhibit high variable average power. For the purpose
of location of the position of a minimum of energy in frequency domain, we want
all the available spectra to contribute, so it is necessary to normalize them by its

mean power:

SNorm[f] = %;%CW[J;]) (32)

where Sy, stands for the normalized spectrum, and the angle brackets denote

the mean value of the whole spectrum.

The next step is to average all the spectra which belong to the same grid cell:

Scell [f] = % Z SNorm,n[f]a (33)

where S is the final averaged spectrum for the cell, and Syopm , are the corre-

sponding independent normalized spectra which belong to the grid cell.

Each spectrum S, is then smoothed by a digital Low Pass Filter (LPF). The
purpose of this step is to prepare the data for automatic detection of minima |.
The filter employed is of constant ripple in its attenuated band. It has 47 degrees
of freedom, and it reduces by 60 dB in its attenuated band. Its transition band
goes from 0.075 to 0.175 (frequency normalized to 1). Both its waveform (top)
and Bode diagram (bottom) can be observed in Figure B.5

An algorithm of minima detection, based on comparison with nearby samples,
is then applied to the smoothed spectra. All the local minima should be found by

the algorithm. An example of detection is shown in Figure 3.6l The found minima
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FIGURE 3.5: Waveform (top panel) and Bode diagram (bottom panel) of digital
FIR LPF employed for smoothing the averaged spectra.

are classified in two groups: those under 1.4 kHz and those above. The first group
is disregarded, since they do not correspond to the cut-off frequency. If there is
more than one minimum in the range 1.4 - 2.0 kHz, or if the first minimum is above
this range, the cut-off frequency is considered as non-detectable for that spectrum.
Otherwise the minimum in the range 1.4 - 2.0 kHz is taken as the cut-off frequency

for the corresponding grid cell.

3.2.2 Calculation of electron density at effective reflection
height

The technique described above permits to obtain the value of the first cut-off
frequency for an arbitrary area of the globe, and for an arbitrary time span. As
it is shown in Equation [[L2] the effective reflection height can be obtained from
the cut-off frequency. It is possible from these values to infer the electron density

at the effective height. In order to do that, it is necessary to know the neutral
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F1GURE 3.6: Results at the different steps of detecting the cut-off frequencies.

density (N,,) at the altitude of interest. This parameter has been extracted from
the empirical model MSIS , ], which will be introduced in Section 324

Following Ratcliffe @], the reflection of the wave in the ionosphere occurs
when
w? = wr, (3.4)

p

where w, is the angular plasma frequency, w is the angular frequency of the wave,
and v is the collision frequency of the plasma. This last parameter depends only

on the electron mobility p,
e

)
Mefle

(3.5)

UV =
where ¢, is the electron charge and m, its mass. In Pasko et al. @], the following

expression relating the electron mobility to the density of neutrals is given:

136N,
-

e , (3.6)

where N, is the neutral density and Ny is 2.688-10% m~3, i.e. the neutral density
under standard conditions at the surface of Earth. This expression will be used to
obtain the collision frequency from the neutral density given by the MSIS model.
Then, the electron density (N.) at the effective height can be inferred from

1 [g2N.
= — & ~ 8.978v/ N, 3.7
fp 27T MeEo ( )
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where f, is the plasma frequency in Hz and N, the electron density in m~3. This
expression is valid for cold plasmas |. With this method, it is possible to
interpret the effective height in terms of ionospheric electron density. Finally, the
effective conductivity (o.) at the reflection height can also be obtained:

Neg?

O = — = QeNe,ue = NeQe1-36N0/Nn' (38)
mvr

3.2.3 Results

A data set from ICE (Ej2, which corresponds to electric field measured in the
East - West direction) which comprises since January 2006 till February 2010
(i.e. roughly 20,000 nighttime half-orbits) has been analyzed, by the techniques
described above. The study reveals changes in the effective reflection height ac-

cording both to seasons as well as to the kind of Earth’s surface.

First, we examined the data in month time windows, and we found certain
patterns which tended to last for several months every year, and repeating over
the years. This motivated to perform a monthly grouping along years, as well as
a seasonal grouping of the data, in order to have better spatial resolution of the

observed variations.

In Figure[3.7] the data of same months is averaged along the four years referred
before. This averaged year evolution reveals different behaviors of the effective
reflection height for different geographical areas. In general terms, it can be noted
that the effective reflection height is of lower value for the northern hemisphere cold
season, i.e. roughly from November to March. This shift is more prominent at the
ocean, but it can be observed in land areas as well. There is a great exception over
eastern Asia and over western Pacific Ocean, where no shift can be appreciated

with season. The shift observed is in the order of 5 - 10 km.

The most prominent seasonal effect over the effective reflection height occurs
at the Pacific Ocean, only in the Southern Hemisphere (area roughly comprised
between latitudes -60° to 0° and longitudes 180° to 280°, see Figure B.9). In
this area, the effective height takes values higher than 100 km between May and
September, for the higher latitudes. It decreases to ~90 km from November to
March for the same latitudes. At the lower latitudes (roughly -30° to 0°) of the

area defined above, the effect is similar but the threshold value of the effective
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F1GURE 3.7: Map of the effective height for different months averaged among
four years. Left column corresponds to northern cold season, and right column

to northern warm season.

height is lower, shifting from ~90 km in southern cold season to ~85 km for the

local warm season. It is interesting to note that this shift appears in the four years

of the study (see Figure B.8). Owing to its seasonal nature, we believe that this

shift must be related to the change of solar irradiation between seasons, and/or

changes in the thunderstorm pattern.

Another registered variation occurs at equatorial latitudes, for both the At-

lantic and the Indian Oceans. Although these two oceans are separated by the

African continent, they shift their effective height accordingly two times per year.
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The epicenters of these disturbances are located at roughly (0°, 340°) for the At-
lantic Ocean, and at (0°, 80°) for the Indian Ocean. At the epicenters of this
disturbance, the effective height is of lower value (around 88 km) during all the
months. The area where the effective height exhibits this lower value considerably
increases during the months March - April and again during September - October,
being the low effective height area 2 - 4 times bigger than for the rest of the months.
The region where this variation is located for the Atlantic Ocean corresponds to
the inter-tropical convergence zone, where the ionosphere presents a maximum of
plasma bubbles and is highly variable @, ] Therefore, these results must be
taken with caution, since DEMETER ICE sensors may be registering other sig-
nals superimposed to the atmospherics. However, it is still intriguing the apparent

connection between the measurements at the Atlantic and Indian Oceans.

Several red points (out of scale) can be noticed in Figures B.7 - As
we explained before, there are situations where our algorithm fails to properly
detect the minimum of energy associated to the cut-off frequency. The red points
indicate either that more than one energy minimum was found on the frequency
range 1.4 - 2 kHz, or that the first minimum is above this range. This automatic
energy minimum detection on the VLF spectra mainly fails when the intensity of
the natural waves coming from above the spacecraft exceeds the intensity of the
atmospherics propagating in the Earth-ionosphere waveguide. It can be seen, from
Figure B.7l that it mainly occurs at high latitudes, where waves like VLF auroral

hiss, chorus, or lower hybrid electrostatic noise are preponderant.

These red points appear also in the Atlantic Ocean region between Brazil
and Cape Verde. The explanation here, as commented before, is that this area
corresponds to the inter-tropical convergence zone, where the ionosphere is highly
variable and presents a maximum of plasma bubbles. At this location, DEMETER

records disturbed electric field.

We have grouped the months by seasons in order to better see the shift of
the effective height over the Pacific Ocean. For each year of the study, we have
averaged two periods: May - September and November - March. The results are
depicted in Figure B.8. It can be observed that the shift mentioned above over
the Pacific Ocean occurs every year, being its nominal value and location very
similar. It is also interesting to note, on this Figure, that the shift for the months

November to March is abruptly disrupted at the western South American coast,



Tonospheric effective height from cut-off frequency

7

the effect appearing in the four years. On the other hand, this behavior is not

observed for the months May to September.
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F1GURE 3.8: Map of the effective reflection height for different seasons and
years. Left column corresponds to northern cold season (November - April),
and right column to northern warm season (May - October). A seasonal effect
which repeats every year can be observed.
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Finally, we have averaged the seasons shown in Figure B.8 grouping them in

two blocks: the northern warm season and the northern cold season (see Figure
B.9). The shift over the Pacific Ocean can be observed again. In addition, the

northern winter plot (bottom panel) reveals that the effective reflection height has

lower value around the geomagnetic equator, predominantly over ocean areas.

The observed shifts occur predominantly, although not sharply limited to, over

the ocean. Certainly we do not have a clear explanation for that, but we can

mention several hypotheses to explain this difference:

1. Tt is known that aerosols have an effect on the global electric circuit (for the

definition of the global electric circuit, see for example the review by Rycroft

et al.

|, Williams

l108)).

The values of the electric field in the global

circuit differ between ocean and land measurements and this discrepancy
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FiGUuRE 3.9: Map of the effective reflection height for the averaged seasons
among four years (2006, 2007, 2008, and 2009).

is attributed to differences in aerosol and associated air conductivity d@]
This result is due to polluted conditions over land , |. This effect can
change the current in the global electric circuit and may affect the cut-off
frequency. Another possibility is the effect that sea salt aerosols can have
over the atmosphere |. Large clouds of this kind of aerosol can induce
modifications of the electrical properties of the Earth ionosphere waveguide.
This possibility would also explain why the frontiers of the cut-off frequency
shift are not sharply related to the coast line in general. There is one place
where the border of the shift roughly coincides with the coast line (see Figure
B9 bottom panel); the western coast of South-America. Along this coast line
is the Andes Cordillera, which is a natural barrier for wind and, therefore,
for aerosols ]

. The effect of the thunderstorm activity because it is known from the Optical

Transient Detector experiment that the occurrence of thunderstorms is less
important above oceans than above land @] This cannot be an artifact
in our detection method because this method is independent of the number
of whistlers. But the thunderstorm activity also modifies the global electric
circuit. Using a model, Pasko et al. @] claimed that Positive Cloud-to-
Ground (+CG) discharges can lead to large electric fields and to the removal
of large quantities of charge from ionospheric altitudes (see also Pasko et al.

|, Fiillekrug |, and the review paper by Inan et al. m]) However,
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Rycroft et al. ] concluded that the contribution of +CG or Negative
Cloud-to-Ground (-CG) strokes to the global electric circuit is not significant
relative to conduction and convection currents associated with electrified
thunderclouds to maintaining the ionospheric potential. It remains that the
electron density at the bottom of the ionosphere can be globally different
above oceans and above land because thunderstorms are not so numerous

above oceans.

3. The effect of some Transient Luminous Events (TLE) (e.g., elves, red sprites,
blue jets, etc.) due to powerful lightning strokes. A simulation of the effect
of these strokes has been made by Rodger et al. | which shows increases
in the electron density of the lower ionosphere, with the largest increases
at ~90 km altitude. The study carried out by Mende et al. ] indicates
that elves can ionize the upper atmosphere and that it could be a significant
source of ionization in the low- to mid-latitude nighttime D region. Later on,
Chen et al. ] have shown that occurrence of elves is much more important
above oceans than above land. They also determined that the total electron
content at the lower ionosphere above elve hot zones can be increased by
more than 5%. This can also contribute to a decrease of the bottom height

of the ionosphere over oceans.

Since the electromagnetic source for the excitation of the cavity is lightning,
our results must contain information about the global lightning patterns as well.
In Gemelos et al. M], the spectral electric field intensity in the range of 5 - 10
kHz (measured by DEMETER) is related to energetic electron precipitation due
to lightning. Their results are in good agreement with our maps for the different
seasons. By observing their seasonal maps it can be noticed that an increase on
electric field intensity on the mentioned range corresponds to a decrease of the

cut-off frequency and vice versa.

As described in Section B.2.2] it is possible to calculate the electron density
as well as the conductivity at the effective reflection height obtained from the
first cut-off frequency value. These results have been plotted in Figure B.I0, for
the corresponding effective heights of Figure B.9. The necessary value of neutral
density was obtained from MSIS model.

Monitoring the cut-off frequency in order to extract the mentioned parameters

can provide valuable information about the waveguide properties since it is a tool
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FicurE 3.10: Map of neutral density, electron density, and conductivity at ef-
fective height. The values correspond to the seasonal average (May - September
for northern summer and November - March for northern winter) of years 2006
- 2009. The density of neutrals was obtained from MSIS model for the corre-
sponding effective height shown in Figure Then, the electron density and
conductivity are calculated.

to effectively remote sensing the lower D-region of the ionosphere , ] Direct
relation between the cut-off frequency and the electron density is shown by Shvets
and Hayakawa M] and Ohya et al. M] This region of the ionosphere is one
of the less observed regions, due to the fact that in-situ measurements could not
be done because this region is too high to be reached by balloons and too low
for satellite orbits. Therefore, information from this region must be obtained by
remote sensing, which is done with satellites as well as with ground-based radars,

natural or man-made VLF waves, and optical measurements (e.g., ])

By looking at Figure[3.8] it can be noticed that there is a general decrease of the
cut-off frequency over the four years. It can be observed at northern cold season
plots, for ocean areas near the geomagnetic equator. Winter plots at these areas
show decreasing average values for the cut-off frequency (i.e. increasing reflection
heights) from 2006 to 2009. We explain this behavior due to the decreasing solar
activity, measured Ehygmeans of F10.7 index, along these years, extensively reported

).

The F10.7 index is a measure of the solar radio flux per unit frequency (i.e.

by Solomon et al.
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noise produced by the Sun) at a wavelength of 10.7 cm at the Earth, often ex-
pressed in solar flux units. At this wavelength, the radiation arriving the Sun
ionizes the ionosphere. It is an excellent indicator of overall solar activity levels,
and there exist records of it since 1947. It is a basic parameter for space weather

models.

Lower solar activity implies lower electron density at the ionosphere, thus in-
creasing the effective height of the ionosphere and lowering the cut-off frequency.
In order to confirm that, we calculated the global average value (all valid points
between +60° latitude) of the effective height for each month of 2006 - 2009.
Then a 13-month running average was computed in order to minimize the sea-
sonal effects described above. In Figure B.I1] this result is compared with the
13-month Zurich average | of the F10.7 cm solar flux parameter, extracted
from http://hitp://sail.msfe.nasa.gov/. It can be observed that during the major
part of the time span both parameters decrease, except for the last six months
where the solar flux parameter starts increasing. The ripple of the average cut-off
frequency curve is caused by the seasonal patterns described above. Although a
time span larger than 4 years is required to confirm that, the Figure B. 11l suggests
that it may be possible to use the global cut-off frequency of the Earth-ionosphere

waveguide as a proxy for the solar activity.
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Ficure 3.11: Comparison of F10.7 cm solar flux and global cut-off frequency
detected by DEMETER. The global cut-off is calculated each month for the
entire globe (latitude +60°) and then a 13-month running average is plotted, in
order to minimize seasonal effects. F10.7 cm solar flux index is also a 13-month
running average, documented in “ﬂ]
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3.2.4 Comparison with IRI and MSIS models

IRI stands for International Reference Ionosphere @], and it is an empirical
model which is the international standard for values of electron density, electron
temperature, ion temperature, total electron content, and ion composition in the
non-auroral ionosphere for magnetically quiet conditions. It comprises values for
the mentioned variables in the range between 50 and 2,000 km of altitude. It does
not rely on theoretical assumptions but, instead, its data is inferred exclusively
from empirical measurements. The major data sources are the worldwide network
of ionosondes ], the powerful incoherent scatter radars (Jicamarca, Arecibo,
Millstone Hill, Malvern, St. Santin) ], the ISIS and Alouette topside sounders

|, and in situ instruments on several satellites and rockets. It is maintained by
a workgroup sponsored from both URSI (International Union of Radio Science)
and COSPAR (Committee On Space Research).

The Mass-Spectrometer-Incoherent-Scatter (MSIS) model @, ] describes
the neutral temperature and densities in the upper atmosphere. Data sources in-
clude measurements from several rockets, satellites (OGO 6, San Marco 3, AEROS-
A, AE-C, AE-D, AE-E, ESRO 4, and DE 2), and incoherent scatter radars (Mill-
stone Hill, St. Santin, Arecibo, Jicamarca, and Malvern) ] The model expects
as input year, day of year, Universal Time, altitude, geodetic latitude and longi-
tude, local apparent solar time, solar F10.7 flux, and magnetic Activity (Ap) index.
For these conditions the following output parameters are calculated: number den-
sity of He, O, Ny, Oy, Ar, H, and N, total mass density; neutral temperature and

exospheric temperature.

It is the first time that the first cut-off frequency, and its corresponding effec-
tive reflection height of the Earth-ionosphere waveguide is extensively inferred over
the whole Earth, including ocean areas, and therefore there are not experimental
data to compare with. The International Reference Tonosphere model, which is of
empirical nature, do not contain much information about D and E regions of the
ionosphere, owing to this lack of measurements, as stated in Bilitza and Reinisch
]. The measurements employed to build the model correspond mainly to in-
coherent scatter radar systems and data from rockets. Therefore, the information
is reduced to a very small dataset over land areas, and no data from above the

oceans are available.
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The results of computing the boundary layer between D and E regions, for
the two seasons of 2007, from the IRI model is depicted in Figure It was
computed with the Fortran code available at http://nssdeftp.gsfe.nasa.gov/models/
ionospheric/iri/. the boundary has been calculated at 22.30 LT, the time at which
DEMETER collects data, owing to its Sun-synchronous orbit. It can be seen that
the only changes that can be observed depend basically on the latitude and they

are caused by the angle between the Earth’s equator and the position of the Sun.
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FIGURE 3.12: Map of the height of the boundary between D and E region
calculated with IRI 2007 model.

We calculated the effective reflection height maps for each month (2006 - 2009)
based on models IRI, to obtain the electron density profile, and MSIS, to obtain
the neutral density profile. From them, we obtained the altitude at which the
condition from Equation is satisfied. In Figure BI3 the results for the year
2006 are depicted. Other years yield similar maps. All the calculations are made
at 22.30 LT, the time at which DEMETER, gathers data. It can be observed that
the models do not contain information about the seasonal shifts detected in our
measurements and described in Section B.2.3l It is also interesting to note that
the model predicts total shifts of no more than 3 - 4 km, while the maps from

Figure 3.1 contain shifts greater than 10 km.
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F1GURE 3.13: Map of the effective reflection height at 22.30 LT, calculated with
IRI4+MSIS models.

3.3 Conclusion

A large data set of electric field measurements from DEMETER has been em-
ployed to draw average maps of the effective reflection height with dependence of
geolocation. There exist previous works which use the cut-off frequency to calcu-
late the effective height of the Earth-ionosphere cavity from ground observations,
e.g., |135-137|, but it was never done before, to the knowledge of the authors,
by using data taken from spacecraft. This technique has the clear advantage of
monitoring most of the surface of Earth. Ground based studies of the cut-off

frequency can only obtain averaged values along the path that the atmospheric
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wave followed (from source to point of observation), while measurements at the
satellite are directly related to the ionosphere conditions in the vicinity of the
measurement point. Thus, we present detailed maps (up to 2° resolution) over the
whole Earth (£60° latitude) for the effective reflection height of the ionosphere
or the D-region altitude, which is inversely proportional to the cut-off frequency.
From these measurements, it is possible to infer the electron density as well as the
conductivity at the effective height, although it is necessary to extract the neutral

density parameter from a model, MSIS in this case.

The main result of this study is that we observe, during nighttime, certain
seasonal patterns (mainly over the oceans), which repeat over the four years of the
study, for the effective reflection height of the ionosphere. In addition, we suggest

that the global cut-off frequency could be used as a proxy of the solar activity.






Chapter 4

The Transmission-Line Matrix
method (TLM)

In this chapter, the TLM method is described and analyzed, together with its ad-
vantages and drawbacks with respect to other time domain methods. The method
is introduced and an historical review of its advances follows. This review per-
mits to get introduced to the method in a gradual way, starting with the simplest
2D nodes, and finishing with the formulation for the 3D symmetrical condensed
node, which enables the study of heterogeneous anisotropic media. Other aspects,
such as the source modeling or the boundary conditions implementation are also
discussed. Finally, we justify the election of this method in order to model Earth-

ionosphere cavity in the following chapters.

4.1 Introduction

The use of electrical networks for solving differential equations is a well-known
technique for scientists and engineers. For instance, the oscillating movement of a
mass connected to a string is often studied by means of an equivalent RLC circuit
in which a simple analogy can be established between the mechanic and the electric
quantities. In this manner, the knowledge of one of the solutions allows a direct

knowledge of the solution for the other problem.

87
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Harmonic oscillation is essentially a non-propagating local phenomenon which
can be solved by an analogous electric circuit. The study of propagating phenom-
ena through equivalent networks is conceptually equivalent but now the circuits
must be defined in terms of transmission lines. The reason for this choice is that
transmission lines are able to take into account all the phenomena underlying in
propagation phenomena: delays, transmission, reflection, etc. Effectively, ideal
transmission lines are defined in terms of two parameters, capacitance and in-
ductance per unit length, C' and L, respectively, or, alternatively, transmission
line speed, v;—1/ V/C'L, and characteristic impedance Z :\/L/T (or characteristic
admittance Y=1/7). The transmission line speed allows defining wave propaga-
tion delays, while the characteristic impedance or admittance allows defining the
transmission and reflection coefficients required to describe wave propagation at

interfaces.

The solution of Maxwell equations using electric networks was already proposed
in the 1940s by Kron |, Whinnery et al. |. The concepts in this work seem
to be the basis for Johns and Beurle to develop a conceptually new numerical
algorithm in 1971 M], the Transmission Line Matrix Method or TLM method.
This method is a numerical approach, devised in the time domain, which has been
extensively used since then for the computer simulation of wave propagation prob-
lems, mainly of an electromagnetic nature, but also for problems in acoustics or
particle diffusion |. The method is not only a numerical model for solv-
ing certain phenomena, but most of all, it is a conceptual algorithm that does not
solve approximately the analytical equations governing the phenomenon, but deals
directly with the original phenomenon by means of an equivalent transmission line
circuit, instead. This conceptual nature of TLM makes this method a powerful tool
which allows considering challenging problems from a hybrid numerical-conceptual

point of view in an elegant and suitable way.

The TLM method sets up a spatial and time discretization associating to each
elementary volume of the original medium to model, an equivalent cell unit or
TLM node. The electromagnetic properties of the TLM node, namely: capac-
itance, conductance, electric or magnetic resistance, must be equivalent to the
elementary volume of actual medium for each spatial direction. Thus, the TLM
nodes constitute a transmission line network where voltages and currents behave
similarly to the electromagnetic fields in the original system. Defined the node, the

difficult task, the TLM algorithm is quite simple. The delay at the transmission
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lines comprising the node and its size define a time delay or time step, At, which,
together with the node size, controls the valid frequency band for the time domain
solution. Space and time are discretized according to the node size and this time
step. For the n-th time calculation, t=nAt and a set of voltage pulses represented
by a column matrix V" are incident at each node in the TLM mesh, which after
scattering at the node center, produce a set of reflected pulses represented by a
column matrix V,". The two pulse sets are related by the scattering matrix of the
node, S, by equation

V=SV (4.1)

It is important to note that the details of the node geometry and, thus, of
the analogy with the actual medium to model is fully contained in the scattering
matrix, S. The rest of the algorithm is basically identical for other nodes or, even,

other types of propagation (acoustic, diffusion, etc.).

Reflected pulses propagate through all the lines in the nodes and become inci-
dent pulses at neighbor nodes for the next time step. Time synchronism must be
imposed for the nodes so that all the voltage pulses in the mesh are simultaneously
incident at all node centers at each discrete time nAt. As a result, the algorithm
provides voltage pulses at all positions and time, which, by means of the analogy

can be converted to the desired electromagnetic quantities.
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F1GURE 4.1: Dynamics of the TLM algorithm at three consecutive time steps
for a mesh formed with 2D parallel nodes.

The dynamics of the TLM method is sketched in Figure [4.1] for a typical two-
dimensional (2D) mesh consisting of interconnected parallel nodes that will be
described later. Four voltage pulses are launched at a single given node. After

propagating during a time step, they reach neighbor nodes, becoming the new
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incident voltage pulses, and reflect again at node centers and next time calculation.

The process is repeated for each time step.

4.2 Historical review of TLM nodes

4.2.1 Two-dimensional parallel nodes

Since its origin, this method has been developed in different geometries and using
different node structures , , ] Initial geometries were devised for dealing
with two-dimensional modes at waveguides. Figure[d.2h shows the parallel or shunt
node. Four lines of unitary capacitance and inductance C' and L, respectively,
characteristic admittance Y, are connected as shown, in order to model TE,
modes at rectangular waveguides. The 2D geometry of the node, with actual
connections between the lines at the node center, allowed considering the lumped

element equivalent circuit shown in Figure [4.2b.

The differential equations describing the circuit in Figure are:

9 9 v,
av, 9 oI,
nd ov, 0 ol
— _y — J— — — z
L= Loy (o= L) = L% (4.4)

On the other hand, let us consider a TE,; 2D mode for a rectangular waveg-
uide with quantities £, H,, and H, propagating in y-constant planes. The term
defining the mode is not unique in the literature, in our choice, it defines an elec-
tric field transversal to the propagation constant-y plane. The partial differential

equations defining these modes are:

0H, OH, OE,

0z oxr ot (4:5)

0E,  OH.
o Mo (4.6)

and oF OH.
v -, T (4.7)

0. Mo
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FIGURE 4.2: (a) Topology of the 2D parallel node without stubs, and (b) equiv-
alent lumped-element circuit.

It is direct to notice that both systems of equations are analogous if we identify:

E.=V,, H, =1, H,=—1,, e=2C, iw=2L. (4.8)

In other words, the study of the original electromagnetic propagation problem
can be carried out by considering how individual voltage pulses propagate through
a mesh of connected parallel nodes. This problem is quite simpler if one bears in
mind that in its journey through individual lines, only a time delay must be taken

into account and that at the node centers, pulses scatter to the different lines.

The existence of an actual circuit for the node in Figure f2h allows obtaining
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the scattering matrix relating incident and reflected pulses by simply taking into
account reflection and transmission coefficients at transmission line discontinuities.
For instance, a unitary voltage pulse entering the node through port 1, with a
characteristic admittance of Yy, reaches the center, with a load admittance of 3Yj,
which means that it will be scattered to all the lines in the node according to the

reflection and transmission coefficients, I' and 7', given by:

Yo — Y] 1 2Y( 1
S s T = 0 _ (4.9)
Yo+ Y 2 Yo—Y, 2

Considering incidence from all the lines in the node, the particular geometry of
the parallel node without stubs is summarized by expression [LI]with the scattering

matrix being defined by

-1 1 1 1
1l 1 -1 1 1

G == (4.10)
1 1 -1 1

The speed at individual lines, v;, and at the modeled medium , v,,, will be

related through analogy by

1 1 (v

T ViEE JI2C V2

(4.11)

U,

And, if the node has equal dimensions, Al, the time step is given by expression
V= Al/At

The pulses at four lines connect the node to adjacent node, allowing propaga-

tion. These lines are termed main or link lines.

A posterior modification of the node considered the inclusion of a capacitive
stub, i.e., an additional open ended line o admittance Y'Y ] This line is
not connected to adjacent nodes but to the node center. Its aim is not propaga-
tion but controlling the capacity of the node and, thus, the permittivity of the
modeled medium. The equivalent lumped element circuit is shown in Figure
but with an extra capacitance, CY Al/2 at the center, which makes the modeled
permittivity to be:

e=20(14Y/4). (4.12)
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FIGURE 4.3: (a) Topology of the 2D parallel node with stubs, and (b) equivalent
lumped-element circuit.

The scattering matrix can be recalculated considering the four main lines and

the new extra capacitive stub, to obtain

—2-Y 2 2 2 2y
: 2 —2-Y 2 2 2y
§=— 92— . 4.13
Y 2 2 2-Y 2 2y (4.13)
2 2 2 —2-Y 2
2 2 2 2 Y —4

But, as mentioned above, the important point to be noticed is that the only
difference between one and other node relies on the scattering matrix. Once this

matrix has been obtained, the algorithm is again summarized by expression [4.1l
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4.2.2 2D series nodes
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FIGURE 4.4: (a) The 2D series node with stubs, and (b) lumped element equiv-
alence.

After the parallel nodes, Johns @] developed dual 2D nodes, the series nodes,
to deal with TM,, modes in rectangular waveguides. Figure shows the 2D

series node with stubs and its equivalent lumped element circuit. Lines 1 to 4
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are the link lines, mainly responsible of propagation, while line 5 is an inductive
extra stub, of impedance Z relative to the characteristic impedance of the main
lines, Zy. This stub allows controlling the conductance of the node circuit and
therefore the permeability of the medium to be modeled. The analogy relates now

the quantities in the following manner:

ol oV,
5 = O (4.14)
ol oV,
— =0, (4.15)
nd v, V. ol
g = 2L+ Z/4) o (4.16)

The existence of actual connections between lines allows defining a lumped
element circuit from which the analogy, scattering matrix and other quantities

may be derived, resulting

247, 2 2 I

! 2 247 -2 2 2
S — _ . 4.17
o 2 2 247 2 2 (4.17)

) 2 2 247 =2

—27 27, 27, —27;, 4—-27

4.2.3 The first 3D node: the asymmetric expanded node

A significant difficulty arose when dealing with fully three-dimensional (3D) media.
Initial efforts concentrated on obtaining nodes consisting of 3 parallel and 3 series
2D nodes connected, as shown in Figure ] The common voltage at
each parallel node defined each component of the electric field, while the common
current at each series node defined each component of the magnetic field. The node
was termed asymmetrical expanded node, since it was asymmetric and defined each
field component at a different point and even at different time in an scheme that
resembled the Yee’'s FDTD scheme IIE]

The expanded character of the node made boundary conditions and excitation
difficult to implement and its asymmetry, even in the case that symmetric media

were to be modeled, was indeed undesirable. Several attempts were made to
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FiGURE 4.5: The 3D asymmetrical expanded node.

obtain symmetrical and condensed nodes but symmetry was incompatible with
actual connections to define equivalent lumped element circuits, at least in an

easy and conceptually clear form M ]

4.2.4 A new conceptual approach: the 3D symmetrical con-

densed node

A significant improvement was achieved when, in 1986, P.B. Johns changed the
way in what the TLM nodes have to be considered @, |. He realized that the
constraint of actual connections made it impossible to get condensed and symmet-
ric nodes, so he considered thinking of the nodes in a new and conceptual way. He
proposed the 3D node shown in Figure [£.6] in which 12 link lines of characteris-
tic impedance Zy=1/Yy, formally connected at its center, these connections being

directly governed or defined by Maxwell equations.

Each line is now thought of as a means of propagating a certain component of
the electric and the magnetic field along a specific direction, together with a means
of injecting capacitance, conductance or resistance to the medium. For a Carte-
sian node of dimensions (Az, Ay, Az), line 1, for example, defines E,=V;/Ax
and H,—-V;/(ZyAx) propagating along the y direction. It is worth noting that

electric fields are oriented from points of higher electric potential to points of lower
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F1GURE 4.6: The 3D symmetrical condensed node.

electric potential, so the polarity between voltage and electric field in the analogy
is inversed. This explains the need of also inverting the polarity of magnetic fields
and currents. However, for historical reasons, most of the authors working with

TLM still maintain this oppositely defined analogy and so we will do.

Other important effect of the existence of a given line is the total capacitance
and inductance, Cj;,. and Lj;,., that each line introduces to the node describing
the medium. In terms of the capacitance and inductance per unit length, C' and

L, and node length, Al, these quantities are dependent on the line length Al/2.

1 1
Cline — QCAZ’ Lline — §LAZ (418)

It is more interesting to define them in terms of characteristic admittances and
impedances, since now the parameters are not length-dependent. Effectively, the
total capacitance and inductance introduced by this and the rest of link lines is
given by

Cline = %YOAt, Liine — %ZOAt. (4.19)
Extra lines, not represented in the figure, are also considered to provide indepen-

dent control of electromagnetic parameters. Three capacitive lines (13 to 15, with
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relative admittance Y,, Y, and Y., respectively add capacitance to each Cartesian

direction. Line 13, for instance, defines F,—Vj3/Ax and adds a capacitance

1
Clinel3 = 53/1%At (420)

to the node.

Short circuit or inductive stubs 16 to 18, of relative impedances Z,, Z, and
7, respectively, define magnetic field and add inductance to the node. Line 16,

for instance, defines H,—1I;3/Ax and introduces an inductance
1
Liiners = QZzZOAt (4.21)

to the node.

Optionally, infinitely long or resistive stubs, 19 to 21, of relative electric conduc-
tance G, Gy, and G, respectively, and 22 to 24, of relative magnetic resistance,
R,, R,, and R, respectively, are responsible of modeling electric and magnetic
losses by means of pulses entering these lines which never reflect back to the node

center due to its infinite length.

Table summarizes the field components defined, the direction of propaga-

tion, capacitance, and inductance defined by each line.

FIGURE 4.7: Parallel and series sub-circuits to define E, and H, in the 3D
symmetrical condensed node.

Although conceptually intuitive, the global 3D node is difficult to deal with

because there is no actual circuit containing all the lines in the node. Stub lines
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TABLE 4.1: Magnitudes related to the link and stub transmission lines.

Line E H k | Capacitance | Inductance
1 E,=Vi/Ax H,=-L/Az |y YoAt/2 ZoAt /2
2 E,=V,/Ax H,=+L/Ay |z YoAt/2 ZoAt /2
3 E,=V;/Ay H,=+L/Az |x YoAt/2 ZoAt /2
4 E,=Vy/Ay H,=-1;/Az | z YoAt/2 ZoAt /2
5 E,=Vs5/Az H,=+I;/Az |y YoAt/2 ZoAt /2
6 E,=Vs/Az H,=-I/Ay |z YoAt/2 ZoAt /2
7 E.=V;/Az H,=—-1;/Az |y YoAt/2 ZoAt /2
8 E,=V3/Ay H,=+Ig/Ax | z YoAt/2 ZoAt /2
9 E,=Vy/Ax H,=—-Iy/Ay |z YoAt/2 ZoAt /2
10 E, =Vi/Az H,=+I1/Ay | z YoAt/2 ZoAt /2
11 E, =Vi1/Ay H,=-11//Az | z YoAt/2 ZoAt /2
12 E,=Vip/Az | H,=+Ly/Az |y | YoAt/2 ZoAt/)2
13 E, = Vis/Ay Y, Yo At /2
14 | B, =Vi/Ay Y, YoAt/2
15 E, =Vi5/Ay V.Y At/2
16 H, =+1i/Ax Z.ZoAt /2
17 Hy = +]17/Ay ZyZOAt/Q
18 H,=+15/Az Z,ZyAt )2
19 E, =Vig/Ay G.YoAt/2
20 | B, = Vay/Ay G,YoAt)2
21 E,=Va/Ay G.Y At/2
22 H, = +1/Ax R, ZoAt/2
23 Hy = +]23/Ay RyZOAt/Q
24 H, =+1/Az R.ZyAt/2

cannot even be represented. The node must be understood as a conceptual cir-
cuit in which connections between lines are not real but are formal connections
describing Ampére’s and Faraday’s laws, instead. For simplicity’s sake and from
a mathematical point of view, Maxwell equations are vector differential equations
which are usually split into six coupled scalar equations. In a similar manner and
to simplify the situation, the node can be regarded as six coupled 2D transmission
line circuits or 2D nodes. Figure 6 shows the sub-circuits corresponding to E, and
H.. Three of them are termed parallel or shunt nodes, which, by means of its com-
mon voltage, capacity and electric conductance are able to describe a component of
Ampére’s law, including Joule losses. The other three sub-circuits are series nodes,
defining a common current, conductance and magnetic resistance, thus describing

the three components of Faraday’s law and the associated quantities |.

This separation of components allows a better understanding and control of
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the analogy required to model a certain isotropic medium with permittivity e,
permeability u, electric conductivity o., and magnetic conductivity ,,. Although
not considered in this text, anisotropies may be derived by choosing different values
of the parameters, as long as the parameters are defined in terms of principal
directions. Regarding the parallel node for F,, Figure d.7h, the common voltage
defines E, by E, = V,/m. The total capacitance and electric conductance of this
circuit and the medium capacitance and conductance along the z direction must
coincide, respectively. This yields the following expressions relating the node and

the medium to model

At At AyAz
e e (4.22)
AyAz
Yy = . 4.2
G 0 O Ar ( 3)

Similarly, considering the series node for H, shown in figure [L.7b, and identifying
the total inductance of the medium and inductance of the circuit, it results that

the line parameters must be chosen to meet

At At AxAy
40— + ZogLy— = .
07t ey = A

(4.24)

Regarding the magnetic resistance of the medium, the magnetic resistive line must
fulfill

(4.25)

and similar equations can be obtained for the rest of lines.

The above equations provide information for defining the parameters of the
stubs, since simple manipulation results in the following expressions for the pa-

rameters defining the lines:

2e AyAz

"= VAL Az : (4.26a)
y = szt AZ? —4, (4.26b)
2 Y(?Zt Any ; (4.26¢)
e,
L= Zi’“A‘t AZ§Z , (4.260)

2n_Ardy (4.26f)

N ZoAt AZ
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G -
G, = %Aﬁz, (4.26h)
G. = ‘%AZ?U, (4.261)
R, = %Aziz, (4.26j)
R, = %Aﬁz, (4.26k)
R. = %A2§y. (4.261)

There is some degree of freedom in choosing the stub characteristic impedances
and admittances appearing in the previous equation, the only condition being that,
for stability’s sake, that all these quantities must be positive. This condition fixes
an upper allowable value for the time step, At, with the interesting fact that
choosing this maximum allowable time step causes that at least one of the stubs

vanishes and minimal dispersion error.

Regarding the derivation of the scattering matrix for this node, transmission
and reflection coefficients are no longer valid, since there are no actual connec-
tions for the node. In his initial works, Johns derived the scattering matrix, S, by
imposing Maxwell equations to the node, together with energy and charge conser-
vation laws and conditions of electric potential continuity dﬁi This is an elegant
but complicated task to do because of the great number of equations to be dealt

with, most of them nonlinear equations.

Fortunately, this process can be greatly simplified by applying the concept of
common and uncommon lines introduced to the series and parallel nodes described
above I@] The process considers a unitary pulse entering the node through a
link line. This line and the opposite appear in a series circuit and in a shunt
circuit, the common lines. For example, for a pulse incident through port 1, this
line and line 12 simultaneously appear in the 2D circuits of figure [L7h and B 7b.
Lines 1, 12 are the common lines. It is not clear how they are connected, since
they must connect in both 2D circuits. On the other side, the rest of lines in these

two circuits only appear in one or the other sub-circuit, the uncommon lines. In
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our example, lines 2, 9, 13 and 19 are the uncommon lines for the parallel node

and lines 3, 11, 18 and 24, are the uncommon lines of the 2D series circuit.

The difference with respect to common lines is that the connections of uncom-
mon lines are perfectly clear and, therefore, the circuit coefficients define how the
pulse from line 1 scatters to the uncommon lines in an easy way. As regards the
pair of common lines, they simultaneously appear in the parallel and the series
sub-circuit so the coupling between them impedes the use of the circuits to obtain
the pulses reflected to the common lines. Alternatively, the use of the original
components of Ampere’s and Faraday’s laws allows defining the coupling by sim-
ple imposing charge conservation at the shunt node and continuity of electrical
potential at the series node. These consist of a pair of linear equations from which

simple manipulation provides the pulses reflected at both common lines.

To fix ideas, let us obtain pulses reflected at the node when a unitary voltage

pulse enters through line 1 by using the scheme described above.

1. Reflection at uncommon lines in the parallel sub-circuit:

The pulse V=1 reaches the node center through a line with characteristic
admittance Y. According to the parallel sub-circuit, it connects to a load

admittance Y; given by
Y = Yo 4 Yy + Yig + Yig + Yig = 3Yy + VY, + G, Y. (4.27)

The corresponding transmission coefficient, 7, is given by

2Yy
T=0. 4.28
Yo+ Y7 ( )
So, reflected pulses at the uncommon lines are
T T T T 2

2. Reflected pulses at uncommon lines of the series sub-circuit:

Now considering the circuit in figure [£2b, port 1, of impedance Z,, meets a

load impedance Z;,, given by

Zy, =Js+ 21+ Zig+ Zig+ Zoyw =32y + Z,Zy + R, Zy. (4.30)
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The transmission coefficient is now:

275,

- =L 4.31
TS 7, (4.31)

The uncommon lines are series connected, so, reflected pulses at these lines
are obtained with the new transmission coefficient together with a voltage

division, resulting

Zo 2

d,=Vi=-V=r2=—- 4.32
PN T A Z+ R (320

7.7, 27,
L=V = = : 4.32b
€ 18 =T 7. i1+ 7. +R. ( )
R.Z 2R.
Vi, 0 (4.32¢)

~ T, T 1+ Z +R.

3. Pulses reflected at common lines:

To determine pulses reflected at lines 1 and 12, let us consider the charge
conservation condition at the parallel sub-circuit of Figure [£.7h,
L =IL+41+1I,+ I, + Iy + I}

(4.33)

and the continuity of electric potential at the series sub-circuit of Figure [L.7b

—Vi+ Vs =V +Via+Vig+ Vo =0

(4.34)
=—(1+ay)+2d,+b,.+e,+Vy, =0.
Simple calculations allow obtaining the desired reflected pulses
Y, + G, Z,+R,
xz — s 4.35
¢ 2(4+5@+Gz)+2(4+zz+Rz) (4.35)
Y.fl? G{L‘ ZZ RZ
by = ———2 _ i (4.35b)

204+Y,+G,) 2(4+Z.+R.)

For pulses entering through capacitive or inductive stubs, the problem is sim-
pler since they only appear in a parallel circuit or in a series circuit. This means
that they are uncommon lines and the circuit itself describes the situation through

the reflection and transmission coefficient.

Finally, ports 19 to 24 are resistive ones, so no incident pulses are ever expected

and do no require elements at the scattering matrix.



104 Chapter [l

The final result for the scattering matrix of standard lossy Cartesian node is:

Qgz o ds 0 0 0 0 0 ca 0 —d. brz gz 0 0 0 0 iy
o gy 0 0 0 dy 0 0 by  —dy 0 cr  9a 0 0 0 —iy 0
d. 0 ay: cy 0 0 0 cy 0 0 by. —d 0 gy 0 0 0 —is
0 0 cy ayx dy 0 —dg byx 0 0 cy 0 0 gy 0 iz 0 0
0 0 0 dy Azg cz bza —dg 0 cz 0 0 0 0 gz —ig 0 0
0 dy 0 0 Cz azy [ 0 —dy bzy 0 0 0 gz 0 Ty 0
0 0 0 —dg boo c. are d 0 c. 0 0 0 0 g- iz 0 0
0 0 cy bye —da 0 d aya 0 0 cy 0 0 gy 0 —ig 0 0
cy bay 0 0 0 —dy 0 0 azy dy 0 cy ez 0 0 0 iy 0
0 —dy 0 0 e by e 0 dy azy 0 0 0 0 gz 0 —iy 0

—d. 0 by= cy 0 0 0 cy 0 0 ay: d. 0 gy 0 0 0 Qs
bes cy —d. 0 0 0 0 0 o 0 d. az> gz 0 0 0 [ R
Cca o 0 0 0 0 0 0 Ca 0 0 ce  fa 0 0 0 0 0
0 0 cy cy 0 0 0 cy 0 0 cy 0 0 fy 0 0 0 0
0 0 0 0 c. c. c. 0 0 c. 0 0 0 0 f 0 0 0
0 0 0 erx —egq 0 er —ew 0 0 0 0 0 0 0 ha 0 0
0 —ey 0 0 0 ey 0 0 ey —ey 0 0 0 0o 0 hy 0

Ll ex 0 —es 0 0 0 0 0 0 0 e, —es 0 0 0 0 h. |
(4.36)
where the elements of S matrix are given by
. — __YotGy Zq+Ryq d — 2 gy = 2Y,
rq 2(4+Yp+Gp) 2(4+Z4+Rq)’ q 4+ Z4+Ry’ P A4Yp+Gy?
b — __YotGp __ ZgtRy o — 2% b — 4=ZstRq
rq 2(4+Yp+Gp) 2(4+Z4+Ry)’ q A+ Z4+Ry’ 47 4+ Z4+Ry’
o= 2 f, = —44Y,—G, i = 2
P 44Yp+Gp) P A44Yp+Gyp 0 9 4+Z4+Ry’
(4.37)

with {p,q}={xy}.

As regards field definition through node incident pulses, Johns proposed a
calculation of charge and magnetic flux storage at the node to define electric
and magnetic field components ] This procedure is rather difficult because
it requires a relatively deep theoretical knowledge. Nevertheless, one additional
advantage in considering separated sub-circuits is that individual information pro-
vided by the parallel and series circuits allows a more direct the determination of
expressions for the electromagnetic field in terms of the incident pulses. To do so,
Thevenin’s theorem is applied to each parallel node leading to a simple parallel
circuit in which each line in the node is substituted by a series connection of a
voltage source of value twice the incident voltage and an impedance equal to the
characteristic impedance of the transmission line ] The common voltage at
the node center can be then derived by simple Circuit Theory calculations. As
regards E,, Figure shows the circuit after applying Thevenin’s theorem. The

voltage for this circuit, V,, is analogous to E,Ax, which simply yields

E, = DV VAV 4 YLV 4
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F1GURE 4.8: Thevenin’s equivalent circuit for the E, parallel circuit.
In a similar manner, the y and z components of the electric field are given by

2 . . . . .
Vi+ Vi +VE+ Vi +Y, V). (4.39)

I —
Y Ay(4+Yy+Gy)(

2 . . . . .
= (Vi + Vi + Vi + Vg + Y. Vi) (4.40)

B —
T A4+ Y.+ Gy

F1GURE 4.9: Thevenin’s equivalent circuit for the H, series circuit.

Similarly, applying Thevenin’s theorem to the series nodes and by identify-

ing current at the node with magnetic field components, leads to the following

expression for H,:

2 . _ A A A
H. = Vi Vi = Vi + Vi + YLV 4.41
AzZy(4+ Z. + R.) ( 1t Vs 1+ Vig+ 18) (4.41)
The other series nodes provide expressions for H, and H,,
AxZy(4+ Z, + Ry) 4 5 T Vs 16
and
2 ‘ . . ‘ ‘
Vo = Vs = Vo + Vig +Y2Vi) . (4.43)

H, =
Y AyZo(4+Zy+Ry)(
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4.3 Excitation

Sources can be excited by adding extra voltage sources to existing pulses in the
TLM mesh. To do so, the expressions from above must be considered in the
following manner. Let us consider that a value Ejy, is to be excited as the x
component of the source electric field. In order to avoid that excitation of Ey,
also excites other field components, identical pulses at lines 1 and 12, and at lines
2 and 9 are set. Choosing identical incident excitation pulses of amplitude a,
incident from each line at the node for E,, except for the resistive one, meets
this condition. The only component of the electromagnetic field generated by this

excitation pulses would be

2a,

Az(4+Y, + Gx)(

Eo: = 44+Y,) (4.44)
which provides the value a, for the incident pulse through lines 1, 2, 9, 12, and 13.

Similar expressions can be obtained to only excite y or z electric field components.

Similarly, to only excite a given component of the magnetic field, opposite
current pulses must be launched to opposite lines at the corresponding series node.
Let us consider the lines in the series circuit for H, shown in figure [L.7b. Choosing
~Vi=VhL=Vi= -V} =Vy/Z. = b.Z to excite a source field Hy,, the only

non-zero component of the electromagnetic field excited is

B 274,
C A2Z(4+ Z, + R.)

Hy, 4+ 2.) (4.45)

which allows easily obtaining b,.

Summarizing, the incident pulses needed to excite a field E = (Eoz, Eoy, Eos,

—

H = (Hyy, Hoy, Ho. are given by:

Vi = % (Aa:EOI4 tﬁjﬁ ;;xGx — AzZOHOZ%;:RZ) , (4.46a)
Vy = % (AxEof +4Y’” ;xG’” AyZ0H0y4 tﬁ’ ;yRy) : (4.46b)
Vi = % (AyE0y4 +4§ji }tyGy AzZOHOZ%;:RZ) , (4.46¢)
V) = % (AyE0y4 tﬁ ;yGy - AxZOHOI4 +4Z+”C Zin) : (4.46d)



TLM 107

Vi = % <A2Eoz4 +4§j: ;;ZGZ AxZoHoa;4 +4% ;le) ; (4.46e)
Ve = % <A2Eoz4 +4Y+z ; G _ AyZoHoy4 ZZ;’ ;yRy) : (4.46f)
V= % <A2Eoz4 +4§j: ;;ZGZ — AxZoH0x4 +4Z+QCZ+$R96> : (4.46g)
Vi = % (Ay 0y4 tﬁi }tyGy + AxZoHoa;4 +4im ;me) , (4.46h)
Vg = % <Axon4 +4Yj ;xGx - AyZoHoy4 ZZ;’ ;yRy) : (4.461)
Vio = % (AZEOZ4 +4}i ;ZGZ AyZoHoy4 +4Z+y ;y&,) : (4.46))
Vi = % (AyEoy4 Zyj 32 NN Zi;R) : (4.46K)
Vi, = % (A;:;Eof +4Yx ;CG”C AzZOH0Z4 ZZ;ZRZ) : (4.461)
Vi = %A;:;Eof Tj’_: ;me, (4.46m)
Viy %AyE0y4 tﬁf ;yGy : (4.46n)
R (4.460)
Vie = %ZxZoAxHogg%;mRm, (4.46p)
Vi = %ZyZOAyHOy%;yRy, (4.46q)

4.4 Boundary conditions

The problem of imposing boundary conditions to allow the use of finite size even
when an infinite free space is required is an important and difficult problem. Sev-
eral works are available in the literature in this sense |. Fortunately, the
problems to be modeled in this work are confined problems concerned with nodes
reaching conducting regions. In this particular case, it is enough to consider the
node lines reaching the conducting zone to be connected to a load impedance,

Z. This load impedance causes that pulses be reflected back to the node center
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according to simple reflection coefficient at the boundary, 7,

71 — 7o

— L% 4.47
7, 7, (4.47)

Th

4.5 Particular case: isotropic media modeled with

SCN

A particular but usual case is that in which an isotropic medium with parameters
€, i, 0. and oy, is to be modeled by a symmetrical condensed node. Let n:\/m
stand for the medium impedance and v,,—1/,/ep for the medium velocity. Let us
also suppose that we want to model the medium with nodes with identical length
Al along the tree Cartesian directions. We can arbitrarily choose the characteristic

impedance of the link lines, so let us choose Zy—n.

The time step value which makes each stub parameter to vanish can be obtained
by imposing the relative admittances or impedances in equation [£.26l It results

that choosing
dt

Al AL AlJER (448
- = .

v 20U,

i.e., speed of pulses at the line twice the wave speed of the medium, and all the
extra stubs vanishes, which turns into an important saving in memory and time
requirements for computation purposes. Besides, in this particular but usual case,
the scattering matrix becomes very simple,

0 12 1/2 0 0 0 0 0 1/2 0 -1/2 0
1/2 0 0 0 0 1/2 0 0 0o —1/2 0 1/2
1/2 0 0 1/2 0 0 0 1/2 0 0 0 —1/2
0 0 1/2 0 1/2 0 -1/2 0 1/2 0 1/2 0
0 0 0 1/2 0 1/2 0 -1/2 0 1/2 0 0
o 0 1/2 0 0 1/2 0 1/2 0o —1/2 0 0 0 (4.49)
0 0 0o —1/2 0 1/2 0 1/2 0 1/2 0 0
0 0 1/2 0 -1/2 0 1/2 0 0 0 1/2 0
1/2 0 0 0 0 -1/2 0 0 0 1/2 0 1/2
0o —1/2 0 0 1/2 0 1/2 0 1/2 0 0 0
~1/2 0 0 1/2 0 0 0 1/2 0 0 0 1/2
0 /2 —1/2 0 0 0 0 0 1/2 0 1/2 0

In addition, numerical dispersion behavior is better. Similar simplifications can

be found if expressions for field definition and excitation are considered.
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4.6 Frequency response considerations

The study of the frequency response of Cartesian 3D symmetrical nodes is de-
scribed by Morente et al. @, |. Basically, the numerical discretization causes
frequency dependence in the results even if the actual medium may be non-
dispersive. This undesirable effect is usual in low frequency numerical methods.
The result common to all these methods is that spatial division must sample at
least ten times the shortest valid wavelength, thus controlling the maximum valid
frequency in the results. Of course, time sampling must also be taken into account
to define the maximum valid frequency, but Shannon theorem is less restrictive

than the spatial condition sampling mentioned above.

In this sense, results provided by nodes with stubs are valid for lower frequen-
cies than those results obtained by nodes without stubs. The use of stubs is always
related to the need of storing part of the energy at the node center by producing
energy to flow to the stubs instead of going to the main lines. This is so because
the node length is too long and a direct propagation of all the energy to the main
lines would produce a group speed faster than it should. In a certain sense, it can
be thought of as a reminder that a node longer than needed is being used and the
stub lowers the group velocity to adjust node size and speed at individual ports.
In fact, these conceptual reasons provided to understand the Physics underlying
the process, are confirmed by the dispersion characteristics analysis which goes to
the simple and well-known result on the wavelength sampling result, the node size
must be at least one tenth of the node size, which, on the other hand, is common

to other low frequency numerical methods such as Moments method or FDTD.

This condition is the basis for the choice of the parameters. First, a maximum
valid frequency for the results is chosen. From this frequency, the minimum valid
wavelength is determined. The node size, Al, must be at least about one tenth of
the wavelength. For the simplest case of an homogeneous mesh of nodes without
stubs, Al and the medium velocity determines the time step. A design frequency
resolution, A f, is also necessary, and it determines the number of time calculations,
Ny, to be carried out for reaching that resolution by means of Af=1/(N,At).
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4.7 Cylindrical and spherical nodes

Some problems show cylindrical geometry, which seems to advise that the use of
cylindrical nodes should be better than Cartesian ones. The situation is quite sim-
ilar to that described in the Cartesian case. The basic difference is the substitution
of coordinates and elementary lengths. Thus directly making the following sub-
stitutions in the Cartesian node expressions yield a suitable cylindrical condensed

node IIE]

T, Ax < Ar,
Yy <P, = Ay < rAp, (4.50)
Z 4z, Az + Az,

Similarly, for obtaining a spherical node, the following substitutions have to

be made:
T <, Ax < rsin 0Ap,
y >, = Ay + Ar, (4.51)
z2 40, Az < 1A,

These curved nodes avoid the staircase approximation required by the use of

Cartesian nodes. Nevertheless, they present some drawbacks.

e For the cylindrical case, the z-axis is a singular region which requires ap-
proximation. In any case, lines from all the nodes at the z-axis connect at

this axis and a special node is required for this region.
e The same holds for spherical nodes at polar points (6 = 0).

e The nodes do not have identical length for the three directions and the
node size grows as the distance to the axis (cylindrical) or center (spherical)

increments.

e This means that stubs are always required, especially high for external nodes,
which turn into more memory and time calculation requirements, together

with inherent dispersion problems.

For the reasons mentioned above, our TLM simulations will be carried out
using Cartesian homogeneous nodes. The problem of staircase approximation is
only apparent, since this curved detail is not relevant at low frequencies where the

method is valid.
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4.8 Final considerations about the choice of the
TLM method

An interesting question arises concerning the reason why TLM method has been
chosen for calculations in the following Chapter. Why choosing TLM method

instead of more popular methods, such as FDTD?

The response is difficult and most likely has a great degree of subjectivity.
TLM method and FDTD present multiple similarities but TLM requires more
memory resources for each elementary volume to be modeled. While FDTD needs
6 components of the electromagnetic field, the TLM method uses 12 voltages
in its best formulation. Despite this drawback, TLM presents some advantages
which justify our choice. It is true that TLM uses more variables but it also
provides more and better information than FDTD. Namely, all the field quantities
are provided at the node center at the same time. All the transversal fields are
also known at interface between nodes and intermediate time steps. These two
facts simplify source excitation, boundary conditions and even hybridization with
other methods, numerical or analytical. The formulation of the scattering matrix
is essentially stable, since energy and charge conservation are imposed, as well as

continuity of potential. This makes TLM a stable method, with simple operations.

Finally, the conceptual basis of TLM method always keeps in mind the Physics
of the problem since it is not involved with equations that substitute the original
phenomenon, but it is directly concerned with the phenomenon itself. This con-
ceptual approach is difficult to deal with at first, but after some experience allows

considering new elements as new concepts, or circuits, to be added to the basic
TLM node.

Maybe one of the most outstanding examples in this sense is that of single
wire modeling with TLM |. In this sense, for example, a thin wire can
be considered as an inductive and capacitive element which couples to a given
component of the electric field. So, a simple circuit describing the node is adapted
to the 3D symmetrical condensed node. A new scattering matrix is obtained and,
since then, the same basic algorithm as in a basic case is launched. Figure
is a plot of the transmission line circuit to add to the node geometry for the case
of a thin conducting wire with a resistive nonlinear load. Nonlinearity is simply

modeled by changing the line parameters according to the field obtained at the
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previous time calculation. Figure [L.11]is a comparison of the results for a linear
antenna loaded with a non-linear resistive load. The interesting point in this

example is that the node length is 47.6mm, while the antenna radius is only 5mm

f16:).

[ee] O
Vis(x.y.2) ~ " Vis (x.y,241)
—_— —_—
Vm(x-yvz)
Zs > Zs
Zg
Vw(x.y.z) Zl Z[ v“{x.y.z)
A B
—_—

V5. Ve Vo, Vig (x3.2)

FIGURE 4.10: Transmission lines structure for modeling a thin-wire antenna
with SCN node. Extracted from M]

current (A)

50

F1GURE 4.11: Current in a thin-wire antenna charged with nonlinear load.
Extracted from ﬂ@]

Finally, another interesting application directly resulting from the versatility of
the TLM method is concerned with metamaterial modeling. Materials with Double
Negative Properties (DNG) at certain frequencies are usual in recent years. These
artificial materials have interesting applications such as perfect lens focusing or
electromagnetic invisibility (cloaking). Some of these materials are built by means
of transmission lines with capacitors and inductors connected in a dual way as that

shown in lumped element circuits of transmission lines. TLM is able of modeling
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this in an almost direct way: we have only to interchange inductive stubs with
capacitive stubs. No recalculation of scattering matrix is needed. Field, source or
boundary expressions are also maintained. It becomes clear then that the effort
carried out to study wave propagating in vacuum is the same as that required
for metamaterial modeling. Figure is the TLM result of wave propagation
around a conducting cylinder coated with a DNG material which shows the TLM

capability for modeling remarkably difficult situations without significant added
burden ﬁrﬁ

o !

(b)

-2

(a)

FIGURE 4.12: (a) Magnetic field mapping in the vicinity of a PEC cylinder. (b)
Magnetic field mapping in the vicinity of a cloaked PEC cylinder once stability
has been reached. Extracted from |






Chapter 5

Parallelization of the TLM |Q]

This chapter is devoted to the design of a parallel algorithm capable of modeling
the Earth-ionosphere cavity with Transmission-Line Matrix method (TLM). We
briefly review the different approaches available when using parallel techniques,
which depend basically on the hardware underneath. The final decision was to
start parallelization under shared memory environments, by using OpenMP di-
rectives. This election seems natural for a group with no previous experience on
parallelization of algorithms, and who needs reliable results in a short period of
time. The main difficulty when simulating the Earth-ionosphere cavity with TLM
is that it is huge but very thin. We describe the inherent difficulties of using a
spherical topology, which may seem the logical way to approach the problem. Fi-
nally, we decided to use cubic Cartesian topology. This decision implies the need
of using at least 5-10” nodes to accomplish the required spatial resolution. In ad-
dition, due to the spatial arrangement of the cavity, some preprocess is necessary,
as we will see. The preprocess converts the problem to one-dimensional (1D),
and therefore any arbitrary geometry conveniently preprocessed can be solved by
our parallel algorithm. This fact converts our code in a very promising tool for
facing new problems. Then, the designed algorithm is described, as well as the
optimizations applied to it, and how it was implemented with OpenMP directives.
Finally, we show two independent benchmarks of the algorithm, for slightly differ-
ent versions of it. The results show that, for small problems, superlinear speedup
can be achieved, due to the re-use of the caches. For large problems, like the
Earth-ionosphere waveguide one, speedups up to 16 have been measured with a

32 cores computer.

115



116 Chapter [l

5.1 Parallelization techniques

For some years, CPUs have been evolving into a new paradigm. The maximum
speed for processors seems to have reached its peak, due to issues relating to
the dissipation of power, as well as problems with cross-talking between nearby
lines. Manufacturers are no longer trying to increase the speed of CPUs, reducing
it instead, in order to obtain better consumption ratios EE] Despite the use of
Graphic Processing Units (GPUs), which is growing as an emergent technology for

large scientific calculations , |, the new approach of CPU manufacturers is

to ship computers which include multiple CPUs [171]. Not long ago, if you wanted
to speed up your algorithm, according to Moore’s law, you had only to wait for a
new CPU to appear on the market. With the new paradigm, the algorithms must
be revised, adapted and rewritten to take advantage of multi-CPU computers, and

to keep them competitive, in order to solve problems of increasing complexity.

Numerical simulations are an important tool for the study of electromagnetic
phenomena and for designing electromagnetic devices IIB, Iﬁi Depending on the
problem, analytical solutions are often impossible and experimental approaches
are frequently too expensive for essay-error iteration; or they may not even be
feasible when studying natural effects, like the electromagnetic cavities of plan-
ets and moons in the solar system. When simulating Maxwell equations, the
transmission-line modeling method (TLM) presents some interesting advantages
over other methods; it has inherent stability ], and has F and H fields calcu-
lated at the same spatial point and time. These two facts are the main differences
with Finite Difference Time Domain (FDTD), which defines each component of
the electromagnetic field at a different position and even at a different time |-
Another advantage of TLM is that unlike random-walk algorithms ], it calcu-
lates solutions for every point of the lattice, which provides versatility for defining
boundaries or sources, and simplifies connectivity with other numerical or analyt-

ical algorithms.

The parallelization techniques can be categorized attending to the hardware
underneath. Different hardware approaches have been designed in the last years
in order to boost the power of scientific calculations. We will briefly introduce
the most common ones and explain their advantages and drawbacks. The prin-
cipal idea behind all the approaches is to have several circuits (CPUs or cores)

available for performing the computations. The differences arise in the way that
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they communicate between each other and the nature of the circuit itself (case of
GPUs).

5.1.1 Shared memory

The Shared Memory (SM) environments are computers with several sockets for
microprocessors inside a single machine. In addition, each socket may accommo-
date a processor with multiple cores. The principal difference with other hardware
solutions is that all the cores/CPUs of the system have access to the same memory
addresses. Therefore, the exchange of information between threads is straightfor-
ward, and no special manual operations must be performed in the code to exchange
information. Therefore, porting serial codes to SM paradigm is less critical than
porting to other parallel architectures. However, there are still many new situa-
tions inherent to parallel programming, such as race conditions, synchronization,
deadlocks or memory allocation policies which have to be accounted for, espe-
cially if we expect optimal performance. The communication between CPUs and
the memory is internal and sustained by dedicated buses, so SM is the hardware

solution which presents less global latency when accessing to memory.

Another concept which must be taken into account is the internal disposal of
memory. The SM platforms can be either UMA (Uniform Memory Access) or
NUMA (Non Uniform Memory Access), being the second much more common
when the system holds a large number of circuits. UMA stands for systems where
there are not preferred areas of memory for the individual cores, and the time ac-
cess to an arbitrary portion of memory is the same regardless of the CPU accessing
to it. On the other hand, NUMA architectures present different latency depending
on which processor acceses which portion of memory. By doing this, the global
latency can be reduced. In the practice, the most powerful SM machines are of
NUMA nature, because this implementation permits a larger number of CPUs.
The concurrent memory accesses by multiple CPUs become the bottleneck for
large simulations which need a lot of memory (up to tens of GBytes in our case),
and they are the main limitation for scalability. In this sense, it is worth noting
that the more the number of processors in a computer, the less the available band-
width for each core to access memory. In addition, the total amount of memory
is not highly scalable. For instance, the most powerful machine that we use in
this work comprises 32 cores (4 CPUs of 8 cores each), with 96 GB of RAM in
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a NUMA deployment. There are not efficient SM computers with more than few
hundred cores. The programmer must take into account the NUMA architecture
and take some countermeasures (see below) to exploit efficiently the slow (when
compared to CPU calculations) memory accesses. The most common Application
Package Interface (API) used to exploit the parallel capabilities of SM computers
is OpenMP.

Distributed memory Shared memory

=z -%-

FIGURE 5.1: Hardware schemes for (left) Distributed Memory and (right)
Shared Memory environments.

5.1.2 Distributed memory

The paradigm of Distributed Memory (DM) is more often known as cluster solu-
tions. Several networked computers are all used for the same scientific calculation,
and therefore we have all CPUs available from all the nodes. The bottleneck of this
approach is the network communication between processes of different machines.
Special network technologies, like for instance InfinyBand, have been developed to
minimize this fact, but the passing of data between machines is much slower than
for a single machine with multiple processors. On the other hand, this approach is
much more scalable, in the sense that clusters with even thousands of independent
cores are common. The total memory of the system does also scale very well,
since each machine added to the cluster adds its memory to the global system.
The principal drawback of this solution, in addition to the cost of acquiring and
maintaining a cluster, is that the programmer must manually take care of the
communication between processes, and therefore the port of serial codes becomes
much more complicated. The typical API employed to work in these environments

is Message Passing Interface (MPT).
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It is very common in large clusters to use a hybrid solution between SM and
DM. Nowadays clusters are usually comprised by several SM platforms, which
execute SM code implemented with openMP directives, and they interact with
other platforms in the cluster through MPI.

5.1.3 Graphics Processing Units (GPUs)

The use of GPUs for scientific calculations is growing fast, e.g., @, Iﬂ] GPUs
were special kind of CPUs intended to deal with specific vector operations related
to the display of 2D and 3D graphics. One GPU module can be composed of
several thousands of GPUs. The principal problem of these systems is that the
amount of memory available for each GPU is very limited, and their access to
RAM is very slow. Usually these special processors are used to carry out low-level
logical operations. Therefore, programming them efficiently becomes even trickier,
and the approach is quite different to when programming in SM or DM platforms.
Again the different approaches can co-exist on a single system, and a SM computer
can include a GPU module. One interesting application of GPUs is to use them
as a virtual memory space IIE] The idea behind is that the GPU module can
re-calculate data each time we need it, with the purpose of not having to store all

the results in memory but, instead, computing it on the fly as we need them.

There exist other dedicated parallel architectures, such as Vectorial Processing
Units, Application-Specific Integrated Circuits (ASICs), Asynchronous arrays of
simple processors (AsAPs), which will not be covered here, since a complete review

of all the hardware available for parallelizing is out of the scope of this text.

5.2 Modeling of the Earth-ionosphere cavity

The main difficulty when modeling the Earth-ionosphere cavity arises from the
asymmetry of its dimensions. The radius of Earth is approximately 6,370 km,
while the height of the lower-ionosphere is only about 100 km. This makes a huge
but thin spherically shaped cavity. Different works IE, @, Iﬂ] have simulated the
Earth-Tonosphere cavity of Earth, providing valuable information about it. They

use the inherent symmetries of the cavity in order to extract the resonances with
E, ] report the first full-3D-FDTD

minimum computation. The works of

r
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models of the cavity. In this work we go one step further by providing a full-3D
parallelized TLM solution. This model enables the possibility of studying complex
problems, like the interaction of multiple storms in arbitrary positions, the day-
night asymmetry, the influence of solar proton events or the influence of local

events like earthquake precursors, for instance.

In the Earth’s atmosphere, lightning discharges from the thunderstorms are
believed to be the strongest source of natural electromagnetic noise existing in
the spherical shell cavity. Most of the energy produced by these natural events
is propagated both at extremely low frequency, ELF: 3 Hz - 3 kHz, and very low
frequency, VLF: 3 kHz - 30 kHz electromagnetic bands. Atmospherics or sferics is
the term generally used to denote the natural electromagnetic radio noise in the
VLF band. For the ELF band, Schumann resonance is the term employed. Any
electromagnetic perturbation in a spherical shell can be described as a superposi-
tion of TE" (transverse electric to r) and TM" (transverse magnetic to ) modes,
except for the TEM ones, which represent the static solution, taking the form of a
plane wave without cut-off or resonance frequencies IB] The TM" modes can be
divided into two different kinds. One consists of modes with Wavelerggths related

;

]. The

other kind of TM" and all the TE" modes have half-wavelengths proportional to

to the Earth’s diameter; these are known as Schumann resonances

the distance between the ground and the ionosphere; these are known as sferics
M, @] As commented before, Schumann resonances are modes globally coupled
with the Earth-ionosphere cavity, which should be detected anywhere on Earth
and their resonant frequencies are in the ELF band. Transverse modes, on the
other hand, are included practically in the VLF band and are local phenomena

because their energy remains concentrated around the excitation source |14, |-

The electromagnetic wave propagation of atmospheric signals in the ELF range
associated with the Schumann resonances can be modeled by considering the sys-
tem as an inhomogeneous lossy cavity formed by two conducting spherical surfaces.
This is justified by the relatively high conductivity values on the ground surface,
around 4 S/m for seawater and from 1072 to 107° S/m for land surface, and on
the strong increase in atmospheric conductivity, which changes from 107'* S/m
near ground level to 1072 S/m at a height just below 100 km, with an apprecia-
ble increment on the slope at an altitude of around 60 km |, as is shown in
Figure With these values, at 25 Hz, a frequency in the middle of the range

of interest, the ratio between the displacement and conductivity current, wegy/o,
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Conductivity profiles
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FiGure 5.2: Conductivity profiles for Earth’s lower atmosphere. Extracted
from Pechony and Price |

is 1.4 - 10° at ground level and 1.4 - 107¢ at a height of 100 km; consequently, the
atmosphere behaves like a dielectric with low losses at ground level, becoming a

good conductor for higher regions.

5.3 Parallelization

A first approach to the problem will suggest using spherical nodes, due to the
spherical nature of the problem. However, using spherical TLM nodes adds two

issues which have to be addressed:

1. The nodes have different size in each of its directions and, moreover, the size
of the node is variable and depends of its position (see Figure [5.3]). This
different sizing implies the use of capacitive and inductive stubs at the node,
which turns into dispersion errors at high frequencies ﬂﬂ], which have to be
accounted for. This requirement of using very high inductive or capacitive
stubs for these directions implies the use of a time step much lower than
the allowed for the shortest direction. This high decompensation between
lengths for a single node is on the basis of the serious dispersion problems

mentioned.

2. Secondly, the spherical geometry has an indetermination at =0 (see Figure
£.3). When translated to TLM and the spherical shell problem, we find that

for this location there is a special interface where several nodes must be
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attached all together to a punctual area, and therefore the standard TLM
node is no longer valid, requiring the use of a specific node for this singular
point. This same problem has also been reported for cylindrical systems
with the z-axis I’J?B] (see Figure B.3).

FiGURE 5.3: Problems associated to a spherical grid approach.

We had previous experience in working with spherical nodes , @], and
we finally decided to employ the cubic Cartesian node to avoid the problems of
dispersion and indetermination at certain points and interfaces. However, there

also exist two drawbacks for this selection which we discuss below:

1. The first is only apparent and related to the modeling of a spherical shape
by cubes. The justification to this decision is that the size of the cubes is
much smaller (5 or 10 km) than the radius of the sphere to model (6,370
km), and therefore, the model adjusts quite well the initial shape. In other
words, although a Cartesian model of a sphere seems imperfect, the differ-
ences observed are concerned with high frequency details outside the band

of interest,.

2. Secondly, since the smallest size of the cavity is 100 km in the r direction,
the maximum size of the TLM node will be 10 km, in order to have at least
10 nodes in the r direction. However, 10 km of size is very small node for the
¢ and 0 directions (the Earth’s perimeter is about 40,000 km), where no such
a huge resolution is required. This means that the use of ten nodes along the
r direction implies the use of about 4000 nodes for both angular directions

which turns into memory and time calculation problems. The solution to
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that is indeed parallelization, to reduce the amount of time required for the

computations.

Due to the singular shape of the Earth-ionosphere cavity (spherical and very
thin compared to its radius), if we try to fit the cavity on a Cartesian grid, most of
the cells obtained will not belong to the concentric cavity, since they are located
below the ground level or outside the ionosphere where the high conductivity
avoids propagation. Taking the cell size as 10 km, and bearing in mind that the
external radius of the cavity is approximately 6470 km, there are over 2 - 10° cells
in a box that fits the geometry. Only around 5 - 107 (2.5%) of the cells belong to
the concentric cavity itself. One 3D-SCN node needs, in its most simple form, 100
Bytes for a parallelizable solution. Fitting the problem in a Cartesian grid would
require 200 GBytes of RAM memory. If we find a topology which only accounts
for the relevant nodes, we will reduce the amount of RAM to 5 GBytes.

To program 3D-SCN nodes, each node would need at least 12 floats (no variable
permittivity or permeability), or 18 for variable permittivity and permeability, for
storing the line voltages, plus one integer at least to denote the kind of material
simulated. We will neglect the amount of space required to store the matrices,
since each matrix is used by several amount of nodes (all nodes which belong to

the same medium). This yields 52 - 76 Bytes per node.

In addition, parallelizing the independent matrix multiplications of Equation
[41] requires doubling the memory size required to hold the problem. Since the
input voltage for one node is the output voltage for another node, V! and V'
must be stored in different variables. Doubling the required memory size is a non-
avoidable penalty of engaging parallelization, since we do not know the order in
which the matrix multiplications will be performed. Therefore, we need a minimum
of 100 Bytes (148 Bytes for the heterogeneous case) to hold a node, as mentioned

above.

5.3.1 Preprocess

Our approach is to create an algorithm that attempts to work efficiently regardless
of the geometry of the problem. Therefore, there is no general topology we can take
advantage of. The problem is split into two parts: the preprocess and the TLM

calculation itself. The purpose of the preprocess is to assign a unique identification
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number to each node, independent of its spatial position. Each node must know
the type of media it is simulating and the unique numbers of its adjacent nodes
(see Figure B.4]). This adds a penalty of 6 integers (24 Bytes) to the memory

requirements of each node.

In our algorithm, the geometry presented above needs less than 9 GBytes to be
stored, because only the relevant nodes are taken into account. Thus, the second
part no longer knows about the initial location of the nodes; instead, it has a
one-dimensional vector of cells and data about the neighboring nodes in between.
Any geometry of the problem is simplified to this concept, where the variable of

interest is the total amount of nodes.

Inititial geometry of the problem

Preprocess

Unidimensional arrangement
TR \EEERFR (T (Erren s [T

Each cell stores:

- Unique D number
- Neighbars D

- Type of media

FIGURE 5.4: Role of the preprocess.

The preprocess is a fast operation compared to the TLM computation, and any
method of implementing it (parallel or otherwise) will satisfy our needs. Basically,
it consists in evaluating all the cells in the initial Cartesian grid in order to discover
whether they belong or not to the geometry of interest. If the cell belongs, a unique
identifier is assigned to it. The unique identifiers of its neighbors are also stored,
together with and identifier of the cell medium. With this approach, if we want to
face different problems than the spherical shell cavity, we will have only to write
the preprocess code which translates the initial problem to this one-dimensional
arrangement. The core computations can be efficiently coded and be used for any

geometry.
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Parallel-TLM iteration process
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F1GURE 5.5: Diagram of the parallel-TLM iteration process. At each time-
step there are two parallel zones; thread synchronization between them must be
ensured. The gray boxes represent the portions of memory involved during the
iteration.

5.3.2 The TLM core computation

The TLM algorithm presented in Chapter [ is suitable for spatial parallelization,
since calculations of new V" and reordering of V" into V' for a given time step
are independent. The main block of our algorithm is the iteration over time steps,
calculating for each cell the new reflected pulses V7 (t+ 1) from the reflected pulses
V' (t) of adjacent cells.

Initially, this step in our algorithm consisted of two different parallel parts
(See Figure 0. The first part transformed reflected pulses from nearby cells
into incident pulses of the connected cells. This step was of a purely reordering
nature and no specific calculations had to be made but, instead, large portions of
memory had to be swapped. The V" vectors were permuted and translated into V!
vectors, by using the information stored in the neighboring variables. The second

part calculated V" at each node by multiplying V! by the scattering matrix (S).

However, it is possible to optimize the above algorithm. The idea is to avoid
the large swapping of memory for reordering the pulses after reflection. Instead,
we just swap the pointers of the two data structures. Of course, by doing this, we
are not performing the reordering (or neighboring) process. The neighboring is
implemented implicitly in the matrix multiplication, adding considerable complex-
ity to this portion of code, but reducing the overall time of execution. We avoid
one of the three memory reads required for each pulse, and in addition we avoid
all the memory writing related to reorder the elements (again one per pulse). The

initial algorithm reads each reflected pulse (operation which requires two memory
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Parallel-TLM iteration process, optimized
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FIGURE 5.6: Diagram of the parallel-TLM iteration process optimized

accesses, one for determining the neighbor and one for obtaining the value of the
pulse itself) and writes it into a new incident pulses structure (V)), and after-
wards reads it again, computes the matrix multiplication and stores the results
into V,. The second approach directly reads the pulse and the neighbor, computes
the multiplication and stores the new V", at the cost of more binary operations
(if decisions), which are much faster than memory accesses and writings. The
nomenclature of V" and V;’ is not correct under this new paradigm, because we
are not storing V' anymore. A more appropriate calling for the variables is V"

and VO,

The main complexity added for merging the two parallelizable sections into
only one (see Figure B.6)) is that the new unified code is different for nodes which
have at least one side at the edge of the problem. These nodes use their own
reflected pulses as input voltage, instead of the neighbor ones. Different code
for matrix multiplication must be written for each case of having one side at the
border of the geometry. Finally, nodes with more than one side on the border
require extra computations, but they are a small portion of the total (9% for
the Earth-ionosphere waveguide). Therefore, we define an extra variable for each
node which stores information about the borders of the node. This leads to a
final memory size of 128 Bytes per node (12 floats for V", 12 floats for V"9 one
integer for the kind of medium, 6 integers for the six neighbors, plus one integer

to store information about its borders).
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5.4 Implementation

The parallelization architecture chosen is Shared Memory (SM), using openMP
directives and writing the code in C. Under this architecture, all the CPUs have
access to the same memory space, except for the cache, where each CPU has its
own. This architecture makes the exchange of data extremely simple compared to
Distributed Memory (DM) environments |. Concurrent write access to mem-
ory becomes the bottleneck operation on SM environments, since the multiple core
CPUs share the same memory access bus, this fact affecting scalability. However,
each CPU has its own cache, thus giving a larger total cache memory with more
CPUs in use. The machines emplﬁ ﬁhis study all have NUMA architecture
16

memory disposal, as described in

The TLM computation loop employed is shown in high-level pseudo-code be-

low, where the OpenMP directives have been included:

#pragma omp parallel private(private variables)
{ for(t=0..TotalTime)
{ #pragma omp single
{ //Swap the pointers to the voltage data structures
&Vr & &Vr01d;
//system feeding
for(i=0..NumberOfFeeds) V[il= feeding;
//store the relevant output
for(i=0..NumberOfOutputs) output=V[i];
}
//matrix multiplication and neighboring together
#pragma omp for schedule (static)
for(i=0..Nodes) Vr[i]=S* (Neighboring(Vr01ld[i]));
Yend for(t)
Yend pragma parallel

The main loop of the code is inside a #pragma omp. In this way, the overhead
of creating (and destroying) new threads needs to be computed only once for all
the execution. It mainly consists of iteration over time steps, which is not paral-

lelizable, and which needs synchronization of the threads which work inside each
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iteration. Each time step iteration is divided into two blocks; a sequential block

and a parallel block. The sequential block performs three different operations:

e Swap V" by V"9 As we mentioned before, V" and V"' must be stored in
separate memory addresses in order to enable parallelization. At the begin-
ning of a time step, the reflected pulses from the previous iteration become
the incident pulses on the neighbor nodes. In our implementation we limit
here to swap the pointers of the vectors V" and V9 and the complexity of
neighboring swapping is done implicitly in the matrix calculations, avoiding
extra reading and writing to memory, although adding a penalty of more

processing and larger code, as commented before.

e System feeding. Our initial electromagnetic problem may have sources on its
initial definition. These sources bring external voltage pulses to the system,

which are added in this portion of code.

e Output storage. Some key nodes are marked as output and therefore the
temporal evolution of their voltages is necessary to reconstruct the fields’
evolution afterwards. All the line voltages at each time step from these
output nodes are stored in memory, and dumped to disk at the end of the

computation.

The parallel block is in charge for the matrix multiplication of each node. It is
composed of a parallel for. Since the V| calculation can be performed indepen-
dently for each node, the OpenMP directive (#pragma omp for) isin charge to dis-
tribute the computations between the available number of threads. Therefore, each
thread will compute a portion of the total range of i. Since the clause schedule
(static) is present, all the available threads will iterate an equal amount of the
i range. If this clause would not be present, the default behavior is to balance
the amount of load dynamically, with an extra computation cost for monitoring
and redistributing the work to different threads. This approach is useful when

different iterations may require considerable different amount of CPU time.

In order to reduce the total time of computation, several optimizations have
been included here, which make the real code complex and hard to interpret. The
most complex one, deals with the implicit neighboring of the nodes in the matrix
multiplication. It is implemented in such a way that the nodes on the edges of

the initial geometry are treated in a different manner than the internal nodes.
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The code is different but the amount of computation remains similar for internal
and external nodes, except for the nodes which are edge in more than one of its
sides. In this case the computations are a bit larger (six extra if else sentences).
The number of nodes being edge in more than one side is usually small on most
geometries. For the case of the Earth-ionosphere cavity, roughly 9% of the nodes
are multi-edge. It is worth noting that for our problems scheduling the parallel
for as static improves the performance of the algorithm, although 9% nodes

require a bit more computation than the rest.

As we have seen in Equation [£36] S is a disperse matrix with many zeros, so
direct implementation of the matrix multiplication is preferable to using optimized
libraries, such as AMD Core Math Library (ACML). For the general case of vari-
able permittivity and permeability, 126 multiplications and 108 additions have to
be carried out for each cell in order to obtain V, from the matrix multiplication.
All these computations are independent between cells and comprise the most par-
allelizable part of the TLM algorithm. Synchronization between threads is of vital
importance in the algorithms presented above. All the threads must finish the one

time step before any of them starts computing the next time iteration.

Many simulations of the Earth-ionosphere cavity do not need to account for
variable permittivity or permeability, and the electric conductivity of the nodes
is the same regardless of the direction. Under this situation, we can avoid the
use six stubs on the SCN node (see Section [LH). Then, the matrix S is consider-
ably simplified and therefore the number of multiplications and additions can be
substantially reduced. In fact, the resulting matrix can be defined by only three

coefficients:
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a ¢ d 0O 0 O
c a O 0 d 0
d 0 a ¢ 0 0 0
0O 0 ¢ a d 0 —d
0O 0 0 d a ¢ a
0O d 0 0 ¢ a c
0 0 0 —d a a
0O 0 ¢ a —-d 0 d
c a 0 0 0 —=d 0
0O —d 0 0 ¢ a c
—-d 0 a ¢ 0 0
a ¢ —d 0 0

G
204+ G)

If we define the intermediate variables

a(Vi + Vi) + (Vi + V§);
(Vi + Vi) + a(V5 + Vy);
(Vs + Vi) +e(Vi + V§);
(V5 + Vi) + a(Vi + V§);
a(VEi+ Vi) + (Vi + Vy);
(V5 + Vi) + a(Vg + Vip);

C

a

I

Mg QT
I

a

then, the reflected pulses can be obtained as

Vi=A+7Z, VI=E+V;
Vi =B+Y; V/=F+U;
Vi=C+X;, VI=EFE-V;
Vi=D+W; VJ=D—-W;

c 0 —d

a —d 0
c 0 a
a c 0 c
—d 0 ¢ 0
0 —d a 0
d 0 ¢ 0
a 0 0 c
0 a d O
0 d a O
c 0 0 a
0O ¢ 0 d

where d—1/2, and the other two depend on the conductivity G:

Vi =B-Y;
Vip=F —U;
V1r1:C—X;
Vi, =A-Z;

o O O O O

2@ QL O O

reducing the computation to 18 multiplications and 36 additions per node.
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5.5 Algorithm benchmarking

5.5.1 Rectangular cavity

In order to see the relevance of the parallelization of the code, we have bench-
marked a canonical problem of a 3D rectangular cavity run on different platforms.
In addition, the results obtained served to validate the code, since it is a problem
with known analytical solution. The problem consists of a 3D rectangular cavity
with perfect conducting walls and an homogeneous dielectric medium inside. We
introduce an initial pulse and let it propagate. In order to study the scalability
of the algorithm, we have performed four different simulations of the problem, in
which we change the size of the cavity as well as the number of time iterations.
The general node which accounts for variable permittivity, permeability and con-
ductivity has been employed, together with the implementation which does not

perform the reordering implicitly. The dimensions of each simulation can be seen
in Table (.11

TABLE 5.1: Description of the four simulations performed for benchmarking.

Legend | No. of nodes | Memory size | Time iterations | step-node computations
P1 104 1.72 MB 10° 10°
P2 4-10% 6.88 MB 2.5 - 10* 10°
P3 106 172 MB 103 10°
P4 5-107 8.6 GB 210! 10°

P4 simulates the largest cavity, with a number of nodes of the same order as
the Earth-ionosphere cavity. P3 has still more nodes than P1 and P2 by two orders
of magnitude. The time iterations were compensated in each simulation in order
to have the same total number of step-node computations in all the simulations.
An step-node is a unit of computation which comprises the process of computing
one matrix multiplication to obtain V, plus the reordering required for that node.
The number of step-nodes in a simulation is calculated by multiplying the time

iterations by the number of nodes.

The calculations of P1 and P2 were repeated, decreasing the time steps by
a factor of ten. The results showed a total decrease in the execution time by a

factor of ten regardless of the number of CPUs employed for the calculations. This
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trial illustrates the sequential nature of the iteration over time, i.e., doubling the
time iterations will always double the required computation time, regardless of
the RAM required by the problem, the number of nodes or the amount of CPUs
employed.

We have measured the total execution time over different computers and using
a different number of CPUs, in order to determine the scalability of our algorithm.

Three different computers have been used in the benchmarking process:

e SuperMicro8 (SM8). Server with 2 AMD opteron quad-core processors 2.0
GHz and 32 GB RAM, in Not Uniform Memory Access (NUMA) configura-
tion. The OS is OpenSUSE 11.4 and the compiler employed is opencc 4.2.4

(level 2 of optimization).

e SunFirel6 (SF16). Server with 8 AMD opteron dual core processors 2.2 GHz
and 64 GB RAM, in Not Uniform Memory Access (NUMA) configuration.
The OS is SUSE Linux Enterprise 10 and the compiler employed is Opencc
4.2.4 (level 2 of optimization).

e SuperMicro32 (SM32). Server with 4 AMD opteron eight-core processors 2.0
GHz and 96 GB RAM, in Not Uniform Memory Access (NUMA) configura-
tion. The OS is OpenSUSE 11.4 and the compiler employed is opencc 4.2.4

(level 2 of optimization).

The use of level 2 of optimization (-O2) leads to a decrease of 5 times the exe-
cution time of a single CPU execution, when compared to level 0 of optimization,
but at a cost of worse scaling. Nevertheless, the best absolute times are obtained
with this level of optimization (-O2). The code has been written in C and is

exactly the same on every machine and in every simulation.

In Figure 5.7, we show a summary of the results obtained with the different
computers presented above. On the left side, the total execution time is presented
as a function of the number of CPUs employed in the calculation. On the right
side, the speedup (execution time with 1 CPU / execution time with n CPUs) is
presented, again as a function of the number of CPUs. In an ideal case, doubling
the number of CPUs would double the speedup.

Regarding the total time execution pictures, we can observe the speed of servers

when execution is carried out over one CPU, SunFirel6 being the slowest and
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SuperMicro32 the fastest for all the simulations. It can also be seen that as
the size of the problem increases (from P1 to P4) the computation of step-nodes

becomes more costly.

Regarding the results shown in Figure .71 one can see that there is not a
simple relation between the scalability of the algorithm and its size. It depends
on multiple variables, such as multi-core configuration, disposal of RAM memory

or the total size of cache.

The worst results are obtained by SunFirel6, and this is probably due to its
internal arrangement of CPUs. It is composed of 8 dual-core circuits, in contrast
to SuperMicro8 (2 quad-cores) and SuperMicro32 (4 eight-cores). It seems that
larger multi-core circuits give better results than many smaller (dual-core) circuits

for our algorithm.

Maximum speedups are obtained for smaller problems (P1 and P2), and we
believe this is due to the cache effect, as stated by Ciamulski and Sypniewski

|. The cache sizes (L2) for the different machines are 8- 512 KB = 4 MB for
SuperMicro8, 16- 512 KB = 8 MB for SunFirel6, and 32 - 512 KB= 16 MB for
SuperMicro32. By looking at Table (.1l we can see that cache size and memory
usage in P1 and P2 simulations are in the same order of magnitude, thus access
to RAM is drastically reduced for these simulations. For P3 and P4, the memory
usage required exceeds the cache capacity by two or three orders of magnitude,

and therefore the speedup does not reach its maximum values.

Under specific circumstances, superlinear speedup is achieved by our algorithm.
It occurs for the smallest memory size problem (P1), with platforms SuperMicro8
and SunFirel6. The superlinear speedups achievements are summarized in Table
The values which correspond to superlinear speedup are shown in bold font.
This behavior is due to a better re-use of the cache memory, which is much faster
than RAM memory. We can see that this behavior is architecture-dependent, since
the superlinear speedup is not achieved for the same problem under SuperMicro32

platform.

The maximum speedup obtained is 11.3, for P2, using SuperMicro32 with 16
CPUs. This is a good result if we compare it with other TLM parallelization
attempts. In @], speedups of up to 8.72 are obtained with 12 CPUs in a dis-
tributed memory environment, while in | a speedup of 7.1 is obtained with the
use of GPUs.
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TABLE 5.2: Speedups obtained in P1 simulation.

2 cores | 4 cores | 8 cores | 12 cores | 16 cores

SuperMicro8 2.33 4.82 8.87
SunFire 16 2.15 5.98 9.97 6.71 4.98
SuperMicro32 1.99 3.84 6.76 7.43 6.56

5.5.1.1 Memory allocation policy

The mentioned computers are constructed under NUMA architecture. That means
that the access time (for both reading and writing) may vary depending on which
CPU wants to access which portion of memory. As programmers developing code
for a SM environment, we cannot decide in which physical address we want to
store each variable or vector, this is done internally by the OS. The default policy
is to reserve memory on the nearest memory space. Since the reservation is made
at the beginning of the code by a single thread, some memory areas hold all or
most of the variables, i.e., all their available space. However, there is a tool called
numactl which allows the programmer to specify some rules to the OS on how
to reserve memory. We can ask for using only certain portions of the memory,
for instance. An interesting policy is the round-robin memory allocation, which
has been used in this study to boost the performance of the algorithm. The idea
behind round-robin planification is very simple; it consists in filling the resources
(the RAM memory in this case) in a circular way, taking into account all the
different physical areas. In this way, all the different portions of memory will hold
part of the data. Since each CPU has its preferred areas of memory, showing
less latency when accessing to them, if we do not specify any numactl policy, the
data will be likely be stored contiguously, meaning that few CPUs will show low
latency when accessing to them while the rest will need long times to retrieve
data. In addition, there will be competition between the nodes when trying to
write through the same bus. This situation is avoided by making use of the round-
robin memory allocation policy, which establishes that the data will be distributed
equally among the different physical areas of the memory. With this situation, the
global execution time of P3 and P4 is considerably decreased when using several
CPUs, as it is shown in Figure 5.8 This optimization does not affect P1 and P2,
since most of the variables fit in the local caches, and the results are practically

the same regardless of the memory policy set. On the other hand, speedups up
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to 12 for P3 and 15 for P4 have been achieved, with the use of 32 cores in SM32

computer.

5.5.2 Modeling atmospherics

The algorithm described in Section [5.3] has been employed to simulate a local
portion of the Earth-ionosphere waveguide, on a very first approximation. The
purpose of this simulation is again to benchmark the algorithm. The surface of
Earth behaves like a good conductor in the Very Low Frequency range (VLF, i.e.,
in the order of kHz), with conductivity ~1072 S/m for ground and ~3.2 S/m for
sea water @] Above the ground there is air, which is of dielectric nature. As the
altitude increases the number of free electrons increases too, the density of neutral
decreases, and the air starts behaving like a conductor. A typical conductivity
profile with altitude is shown in Figure Since the atmospherics are attenuated
by the conductivity of the system, they are of local nature and exist only in an
area of few thousand km. Therefore, for the benchmarking purpose of this section,
we will consider as a first approximation to the waveguide two conducting parallel
plates separated by a dielectric of varying conductivity, and we will neglect the

sphericity of the waveguide.

The main excitation sources of the waveguide are lightning, they generate a
broadband signal which differs in orientation, strength and duration depending of
its nature (cloud to ground, cloud to cloud, Q-bursts, etc.). A typical stroke in
positive cloud to ground lightning generates a current which has been depicted
in Figure |. This current has been employed as excitation source in our

problem.

The signal originated by the stroke travels a certain distance guided between
the two parallel plates before vanishing due to losses. On a first approximation,
the system can be regarded as a parallel infinite plates waveguide. According to

|, for a lossless waveguide of this geometry the cut-off frequencies are located
at f, = nc/2h, where c is the speed of light in vacuum, h is the distance between
the parallel plates, n is the mode number, and f,, the associated cut-off frequency
of the mode (see Chapter 1).

The problem has been simulated with our algorithm, both for a lossless and

for a lossy waveguide. For the lossless waveguide, the conductivity is supposed
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F1GURE 5.10: Detail of the first cut-off frequency for the lossless and the lossy
Earth-ionosphere waveguide.

to be zero in the dielectric. For the lossy waveguide, the conductivity profile
from Figure is applied. In both cases the parallel plates are taken as perfect
conductors. A detail of the first and second cut-off frequencies are depicted in
Figure .10, which corresponds to electric field in the z direction, at a distance
of 45 km in the y direction from the source (see Figure L.11] for definition of the
directions). It is interesting to see the effect of the conductivity, which increases
the value of the cut-off frequencies, being equivalent to have a narrower waveguide.
The quantitative results of this simulation are in agreement with the experimental

results from Chapter [Bl

We have measured the total execution time over different computers and using
a different number of CPUs, in order to determine the scalability of our algorithm.

Two different computers have been used in the benchmarking process:
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F1GURE 5.11: Spatial arrangement of the problem

e SuperMicro8 (SM8). Server with 2 AMD opteron quad-core processors 2.0
GHz and 32 GB RAM, in Not Uniform Memory Access (NUMA) configura-
tion. The OS is OpenSUSE 11.4 and the compiler employed is opencc 4.2.4

(level 2 of optimization).

e SuperMicro32 (SM32). Server with 4 AMD opteron eight-core processors 2.0
GHz and 96 GB RAM, in Not Uniform Memory Access (NUMA) configura-
tion. The OS is OpenSUSE 11.4 and the compiler employed is opencc 4.2.4

(level 2 of optimization).

The problem benchmarked makes use of symmetry and the initial grid is two-
dimensional. According to Figure 5.11] the symmetry is applied in the z direction.
The conductivity profile is extended along z direction, and the output measured at
a certain distance on the y direction. The node size is 1.5 km, the time step is 2.5
s, the number of time steps is 7,500, and the total number of nodes is ~10° (67
nodes in z, 15,000 nodes in y). For this simulation, the optimized algorithm from
Section [5.3] has been employed, together with the simplified node which permits
to substantially reduce the computations. The excitation is placed next to the

ground, in the center of the waveguide.

With this configuration, a total of 7.5-10° step-node computations must be
performed to solve the problem. The total execution time and relative speedups
are shown in Figure[5.12] for the two platforms. A maximum speedup of 6 is arisen
with SM8, when making use of its 8 CPUs. On SM32, we obtain a maximum
speedup of 16 when using 30 CPUs.

Due to the size of the problem (roughly 128 MBytes), again we obtain better
results when the round-robin memory allocation policy is employed. The compar-
ison is plotted in Figure .12
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5.6 Conclusion

We have described the different hardware solutions for computing parallel-intensive
code. Then we have focused on modeling the Earth-ionosphere cavity by means
of an efficient parallel algorithm based on TLM. The inherent parallel areas of
the method have been pointed out, and a translation from arbitrary topology
to 1D has been defined (preprocess). We have parallelized it for shared memory
architectures, by using OpenMP directives. Several optimizations have been made
recursively to the initial code, and the most important ones are briefly explained.
The solution obtained is benchmarked by two independent studies, which yield
similar results over different computers. In order to obtain the maxima speedups, it
is necessary to set a policy of round-robin memory allocation, in order to minimize
the effects of the NUMA architecture. Speedups of up to 16 have been measured
by using 32 CPUs, for models of the size of the Earth-ionosphere cavity. Under
certain circumstances (small memory requirements which allow the model to fit in

the caches), superlinear speedup has been achieved.



Chapter 6

Modeling the Earth-ionosphere

cavity

In this chapter, we present the first results for our 3D parallel algorithm, when
applied to the study of the Earth-ionosphere cavity and the Schumann resonances.
First, the employed model for lightning, i.e., the source or excitation for the sim-
ulations, is introduced. Then, a simulation of the cavity without accounting for
losses is performed. The results are in excellent agreement with the analytical
solution for the problem, including the spatial distribution of the modes. After
that, a conductivity profile which varies with height is added to the model, and the
resulting SR frequencies are lower than for the lossless cavity, as expected. Finally,
three simulations which make use of the 3D nature of our model are presented,
with the aim of showing the future potential of the tool. However, processing the
large and complex amount of output data that the models give will require specific
techniques, like for instance the one shown by Morente et al. |, which will not
covered here, since the data analysis from the models deserves a deep study which

is beyond the scope of this thesis.

6.1 Model employed for lightning discharges

The excitation of all the simulations presented in this chapter was based on a
vertical current of 5/10 km length, i.e., the length of one node. The time evolution

of the current is generated by a double exponential, as it was introduced in Section

141



142 Chapter [l

(5.2 see Figure 5.9 following the equation
= [0 (€7at — €Bt) (61)

with the typical values for a positive cloud to ground lightning of 1/a—88 pus,
1/6=1.55 us. A typical value for Iy, for a severe stroke, can be up to 50 kA
or even more. However, in the simulations, we employed arbitrary units, and I,

usually equals to 1.

In Figure [6.I, DFT modulus of the current employed for lightning can be
observed. The response is constant in the ELF band, so the spectra that we
will show in the following simulations correspond to the impulse response of the

system.

DFT of the lightning current
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F1GURE 6.1: DFT modulus of the current employed to model the lightning
sources for the model.
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6.2 FEarth-ionosphere cavity without losses, SR de-

pendence with distance to the source

The first simulation we want to present in this chapter is the simplest one, and it
is interesting in order to validate the algorithm presented in the previous chapter,
when applied to the whole Earth-ionosphere cavity. The cavity has been considered
as the space between two concentric spheres of 6,370 and 6,470 km, with perfect
conducting walls at the borders and no conductivity in the interior. The spherical
shell has been modeled by cubic nodes, in this case of Al=5 km of size. The total
number of nodes is ~4.14-10%, and the amount of RAM required is ~61.5 GBytes.
Around 1.1 GBytes is employed for storing the outputs. For a spatial grid with
5 km resolution, the time step required is 8.34 us. The number of time iterations
calculated was 2.4-10°, and therefore the simulated time length is ~2 s. With
these parameters, when the FFT is computed, a frequency resolution of 0.5 Hz is
achieved. The total time of computation required when using 32 cores on SM32

(see Section [.5.0) is roughly 6.0-10° s, i.e., around seven days.

The excitation source of the cavity has been located at 6=0 and r=6,372 km,
i.e., the North Pole. The excitation corresponds to a vertical positive Cloud to
Ground (+CGQG) lightning, and its current is shown in Figure[5.91 This stroke starts
at t—0, and lasts for 500 us.

With this spatial arrangement, the problem has symmetry over the ¢ coordi-
nate, and the therefore the outputs had been located all $=0. A total of 101 nodes
are marked as output, and they are equally spaced along the coordinate 6, from
0 to m, for r=6,370 km, i.e., at the surface, because it is the common location for

SR measurements.

As expected from Section [L3] the two relevant components of the electromag-
netic field are E, and H,. In Figure 6.2 we have plotted the six components of
the output corresponding to = /4, in order to show this fact. The other output
nodes show similar results, where the two components mentioned are much greater

than the rest.

In order to corroborate the results from the simulations, we have plotted the
relationship between the modal amplitude of the six first SR and the angular
distance to the source for the 101 nodes marked as output (=0, 6= /100,...,
0=m), in Figure [6.3] This result is in agreement with Figure
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FI1GURE 6.3: Dependence of SR modal amplitude with @, for the lossless cavity.

The simulation has been repeated changing only the size of the spatial grid to
Al=10 km. Doubling the size of the nodes reduces by a factor of eight the number
of nodes, at the cost of a poorer fitting of the spherical geometry and worse spatial
resolution. The maximum valid frequency is also reduced by a factor of two, but
this is not important for the study of SR, because the top frequency is still 3
kHz (the condition is A > 10Al). The amount of memory required is reduced to
9.1 GBytes (with 1.1 GBytes for storing the results). The time of computation,
again with 32 cores in SM32, is reduced to 7.6-10* s, i.e., roughly 21 hours. The
magnetic fields in ¢ direction at an angular distance of 7/4 of the two simulations

are compared in Figure

The six maxima from each spectra of H, have been extracted and averaged,
with the aim of using them as a proxy of the resonance position. The results are
shown in Table [6.1] for both simulations.

It can be observed that the results for the central frequencies of the six SR are
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FIGURE 6.4: Comparison of Hy at 6= /4, for the two simulations (5 km and
10 km).

TABLE 6.1: Central values in Hertz for the six first SR, lossless cavity. The last
file shows the values obtained with the analytical solution for the same cavity.

Ist SR | 2nd SR | 3rd SR | 4th SR | 5th SR | 6th SR
10 km 10.24 17.74 24.98 32.35 39.63 46.93
5 km 10.47 17.99 25.48 32.96 39.98 47.47

Analytical | 10.51 18.20 25.75 33.24 40.71 48.17

similar in the two simulations and with the results from the analytical solution.
For the case of the 10 km size simulation, the errors for the central frequencies are

always under 3%. This error is reduced to less than 1.5% for the 5 km simulation.

6.3 Earth-ionosphere cavity with losses

The next simulation that we will present shares all the configuration with the
previous one, with the exception that the conductivity profile from Figure
has been added to the cavity, and that the number of time iterations has been
increased to 480,000 (for the 10 km model) in order to obtain better frequency
resolution. The frequency resolution achieved is 0.125 Hz. The computation time

required is therefore roughly 42 hours, for the 32 cores computer.
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FiGURE 6.5: Conductivity profile for the lossy cavity which does not take into
account the day-night asymmetry. Extracted from [58].

In Figure [6.6] we have plotted the output spectra for the magnetic field for
three different values of the distance to the source (0=n/4, 7/2, 3w/4). Tt is

interesting to note that the resonances are not sharp and well defined for the lossy

cavity, as a main difference with the lossless cavity, its quality factor, ), being a

new parameter to take into account.

In addition, the frequencies are sensibly lower than in the previous model. The

central values of the frequencies, obtained as an average from all the outputs, are

summarized in Table Since the frequency of the resonance varies depending

on the distance to the source at which is measured, the standard deviation of the

distribution for each frequency has been also calculated.

TABLE 6.2: Central values (f.) in Hz and standard deviation for the four first
SR, lossy cavity. The central values differ depending on the distance to the

source.

Ist SR | 2nd SR | 3rd SR | 4th SR
fe 10 km 8.11 14.57 20.96 24.42
Std. dev. 10 km | 0.260 0.384 0.502 0.601
fe b km 8.23 14.76 21.26 27.78
Std. dev. 5 km 0.343 0.451 0.538 0.551
Experimental [12] 7.8 13.9 20.0 26.0
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6.4 Chi-Chi earthquake simulation

The team from the University of Electro-Communications, Department of Elec-
tronic Engineering in Chofu, Tokio, Japan, continuously monitors the three or-
thogonal components of the ELF magnetic field at the Nakatsugawa observatory
(35.4° N, 137.5° E), since the beginning of 1999. The 21 of September of the same
year, a severe earthquake occurred in Taiwan (the so-called Chi-Chi earthquake),
with its epicenter located at (23.77° N, 121° E). Several papers have appeared
relatjﬁthis earthquake with anomalies in the electromagnetic spectrum, e.g.,

.

This study is motivated by the paper by Hayakawa et al. I@], in which they
report an anomalous behavior in the 4th mode of the SR during several days prior
and after the earthquake. SR frequencies are known to be stable along time ],
but the measurements from the Japanese team found, for these days, shifts on
the magnetic field 4th SR of 0.6 - 0.8 Hz. In addition, its amplitude is extremely
enhanced (see Figure [6.7).

The authors suggest that the reason for this anomaly in the 4th SR is an
ionospheric perturbation which may occur prior to an earthquake, like the ones
reported by Hayakawa et al. | or Molchanov and Hayakawa [95], for instance.
These perturbations occur at the lower part of the ionosphere, centered over the
epicenter of the earthquake. They consist on an increase of the conductivity in

the area of the disturbance, lowering the effective height of reflection of the cavity.

According to their calculus, in order to produce such effect on the 4th SR,
the principal excitation source must be located in the South American center of
storms (see Section 2ZZT4]). Under this situation, the Source, the disturbance and
the point of observation are roughly aligned (see Figure 6.8).

We have employed our model to simulate this situation. A single lighting
located at (0° N, 50° W), i.e., in South America, serves as a source, which occurs
at t = 0. The outputs chosen are in Japan (35.4° N, 137.5° E). A matrix of 5x5
points centered on the mentioned coordinate has been chosen as output. The
distance between points of the matrix is 500 km. The output points have been
called JO - J24 (see Figure [6.9).

Since there is almost no information regarding the disturbance, we have run

the model with different parameters for the disturbance. Each of them is modeled
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FIGURE 6.7: Comparison of SR spectra on 10 September (normal condition) (a),

and on 16 September (abnormal condition) (b), for the magnetic field. Extracted
from Hayakawa et al. “@]
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FicUuRrE 6.8: Configuration of the direct and scattered path for an American
Source. Extracted from Hayakawa et al. “@]



150 Chapter [l
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FIGURE 6.9: Definition of the output points for the simulation.

by a 3D-cone like the one in Figure[6.10, with its center C'is placed at the spherical
coordinates (r=6,470 km, #=1.1559 rad, ¢=2.1118 rad), i.e., above the earthquake
epicenter, and oriented towards the center of Earth. Therefore, each disturbance
is completely defined by h, r, R, and its conductivity value o4. In table the

parameters of each of the disturbances employed are summarized.

TABLE 6.3: Parameters for the different disturbances employed.

R [km]| | r [km] | A [km] | og [©2 - m]
D, 1000 10 75 10
D, 100 100 100 50,000
D, 10 10 100 50,000

FIGURE 6.10: Definition of the disturbance parameters.

This model was run for Al = 10 km, during 120,000 time steps, which corre-
sponds to 2 s (At=1.66 us) of total time simulated. It took roughly 10 hours of
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computation on a 32 cores computer for each model, leading to a total time of 40
hours (3 disturbances plus one model without any disturbance, for comparison).

A frequency resolution of 0.5 Hz was achieved.

Below, two outputs of our model are presented, Figures [6.11] and [6.12)), where
both Hy and H, components for the 4 models are depicted together, for compari-

son. These plots put into manifest some remarkable points:

1. Disturbance D, seems not to substantially vary the SR frequencies, while
Dy, and D, do. The reasons may be the lower conductivity of D, and/or the
length of the disturbance (h, = 75 km, h, = h, = 100 km).

2. In J4 output, there is an enhancement of the 4th resonance for models D,

and D., together with an increase on its central frequency, for Hy. This is in

agreement with the experimental results by Hayakawa et al. |. However,
this change in the 4th resonance only appears for one of the components and

it cannot be observed in the output J12.

3. There are variations in other SR, as for example the Hy component of the
1st SR in output J4, or the Hy component of the 2nd SR in output J12

Chi-Chi earthquake model, Htheta field, output 37 Chi-Chi earthquake model, Hphi field, output 37
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FIGURE 6.11: (left) E, and (right) H, components measured in Japan (J12),
for the 4 models.

This model proves the effect on SR of a local variation of the atmospheric
conductivity. However, little is known about these changes and their connection
with earthquakes. In addition, the source employed in the model is an extreme
simplification of the real source of the cavity, where many thunderstorms are active
at the same time, generating a global rate of several tens of strokes per second.

That being said, we will show another interesting result from our model; the effects
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FIGURE 6.12: (left) E, and (right) Hg components measured in Japan (J4), for
the 4 models.

of a disturbance can be detected far away from it. As an example, we show the
magnetic recorded field by our model in the North Pole (Figure [6.13). Due to the
angular distance (7/2) between the source (over the equator) and the Pole, the
even resonances cannot be measured in the magnetic field components (see the
results without disturbance). However, the reflection of the signal generated by

the stroke over the disturbance causes the 2nd SR to appear in models Dy, and D..

Chi-Chi earthquake model, Htheta field, output 52 Chi-Chi earthquake model, Hphi field, output 52

10

20 30
Freqguency (Hz)

40 50

45e-10 . 4e-10 -
5 a : a
‘ - H b ——
4e-10 S 358-10 [} c
h no Dist. no Dist.
35e-10 l set0 Lol
3e-10 | g \
= Al T 2510 [ N-
[ ; i . =, n
@  25e10 A 1 oot 2 \ i A
=) i [\ i = 2810 foieiopd “ TR
g oo oy A ST R W AN A
g ! I s £ 1se10 ! 1 y \
15e-10 : ; :\ / \ ,4% ;
\ /N : \
/ AN 1810 | A NA
le-10 g A2 v 3 X, :
5611 L 5e-11 |- / !
0 0 .

10

20 30
Freguency (Hz)

40

50

FIGURE 6.13: (left) E, and (right) Hg components measured in the North Pole,
for the 4 models.

6.5 Modeling different storms

This simulation is intended to study if different storms would produce different
SR components. Three different parameters of the storm (spatial size, rate of
lightning, and variation of intensity of each individual stroke) have been taken into

account for generating eight different storms. This is the first simulation where
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more than one individual stroke excites the cavity. Under this new situation, we
do not get anymore clean spectra but, instead, a very noisy one where Bartlett’s
method must be applied in order to see the SR, (see Section [ZT.T]). This implies
having to simulate a much longer time, in order to have enough data to average
and still keep a reasonable frequency resolution. The cavity of 10 km size per cell
has been employed for the eight storms. For each kind of storm, 10 independent
simulations of 8 s length (480,000 time steps) each have been carried out, leading
to 80 s of data for each storm. Each simulation has been split into two segments
(4 s each), and then averaged together with the other segments pertaining to
simulations with the same storm parameters. The frequency resolution achieved
is 0.25 Hz. It is worth noting that each simulation required roughly 7.2-10° s,
i.e., 20 hours, so the total amount of computation time for the 32 cores computer
(see Section B.5.0]) was 5.76-10° s, i.e., almost 67 days. This points out the cost
of adding several sources spatiated at random times. In addition, the storm with
a single lightning as a source (canonical source, or St.) has been modeled for

comparison purposes.

In Table[6.4] the characteristics which define each of the eight storms are sum-
marized. Two radius for the storms (10 and 2,000 km) have been employed, to-
gether with two lightning rates (5 and 100 lightning/s) and two kinds of individual
intensity for the strokes (fixed or uniform density of probability).

TABLE 6.4: Different storms simulated. Ula,b] stands for the Uniform distribu-
tion of probability in the interval [a,b].

radius [km] | rate [s~!] | Intensity factor

Sty 10 5) 20

St 10 5 U[0,40]

Sts 10 100 1

Sty 10 100 U[0,2]

Sts 2,000 5) 20

Stg | 2,000 5 U[0,40]

Sty 2,000 100 1

Sts | 2,000 100 U[0,2]

St 1 X 800

Each kind of storm resulted in a final single spectrum for each output node,

after applying Bartlett as mentioned above. The storm was located centered at
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0 = 0, and the 101 nodes were marked as output along this coordinate (¢ = 0...7).
The spectra were cut at 30 Hz and then, we applied a Lorentzian fit of four peaks
for the outputs located at 7/4, w/2, and 47 /5. The Lorentzian fit scheme employed

responds to the following equation

194, 1

N\ 2
— TTW; [ f-ft
=1 ( wi/2 ) + 1

Srie(f) = yo + (6.2)

where A; accounts for the amplitude of the peak, f! represents the central fre-

quency of the resonance, and w; gives a measure of its quality factor.

As an example, three of these spectra form storm 1 (St;) are plotted in Figure
6.14] together with the results of a Lorentzian fit to extract the main parameters
of the SR.

In Figure 615 the three first SR frequencies and their corresponding A f34p
have been plotted. However, it is difficult to relate these results with the charac-
teristics of the storms. It may be necessary to perform even longer simulations, in
order to stabilize the random nature of the storms (location, time, and intensity

of each stroke) and obtain statistically significant results.

6.6 Study of the effects of Day-night asymmetry
on SR

The last simulation which will be presented in this thesis models the day-night
asymmetry of the cavity, which is produced by the solar wind. The solar radiation
is the main responsible for the ionization of the ionosphere, and the side of the
Earth which receives direct radiation presents a much more conductive ionosphere,
lowering the effective reflection height. The two conductivity profiles employed in
this model are defined in Figure 5.2l The cavity is modeled for an equinox day,
i.e., the Sun is located in the equatorial plane of Earth. The terminator, i.e., the
interface between the two conductivity profiles, is located at ¢ = 0, 7. Midnight
time is located at ¢ = 7/2, and noon at ¢ = 37/2.

For this asymmetrical cavity which accounts for the two conductivity profiles,

24 simulations were run; the source (single lightning) was placed at the equator
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source.

different distances from the
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Central frequencies (f.) and quality factors (Q) at a distance of 11/4 to the storm
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FIGURE 6.15: (blue) Central frequency and (red) A f34p for the different storms,
at a distance of 7/4 to the source.

(0=m/2), and each run simulated a storm located at a different local time, i.e.,
»=0, 7/12...237/12. In addition, for comparison purposes, a model with the
source located at (0=m/2, ¢—0) was computed for the symmetrical cavity. The
time iterations employed at each simulation was 240,000, leading to a frequency
resolution of 0.25 Hz (nodes of 10 km length). Therefore the total amount of
computer time for the 32 cores computer was roughly 500 hours, i.e., almost 21

days.

In Figure 616 the H, component is plotted for both models (day-night and
symmetrical), with the source located at 00 LT (midnight). The output was taken
at the coordinate (0 = 7/6, ¢ = 7/2), which is located at a distance of 7/3 from
the lightning. It is interesting to see that SR frequencies have lower value in the
day-night cavity. The third resonance is almost inexistent, due to the distance

between the source and the point of measurement.

Another output is shown in Figure It corresponds to the coordinate
(0 =7/3, » = m/6), where the first four SR can be observed. The values of their

central frequencies are shown in Table
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TABLE 6.5: Central values (f.) in Hz for the four first SR, at the output coor-
dinate (6 = /3, ¢ = w/6), for the symmetrical and the day-night cavity.

Ist SR | 2nd SR | 3rd SR | 4th SR
Symmetrical 8.00 14.49 21.23 28.48
Day-night 7.25 13.49 19.98 | 26.98
Experimental [12] 7.8 13.9 20.0 26.0

Finally, we will show the magnetic field components for different location of
the source. We have chosen 4 different sources, those located at 00:00 LT, 06:00
LT, 12:00 LT, and 18:00 LT. In Figure[6.I8] the output for each source was located
at a relative distance of 7/3 towards North. With this position for the source and
for the observer, in a symmetrical lossless cavity there will be only H, component.
However, for this problem we find a small component in Hy, although it is 2 orders
of magnitude lower than H,. It is interesting to see that for the sources located over
the terminator, i.e., interface between day and night, this component is enhanced
with respect to the sources located at 00:00 LT and 12:00 LT. The changes in H,

are very small and correspond mainly to the amplitude of the modes.

Day-night model, Hthetafield, output 16 Day-night model, Hphi field, output 16
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F1GURE 6.18: Comparison of H components for four different times of the
storm, with an output relative displacement from the source of § = —x/3.

Finally, in Figure [6.19] we repeated the previous simulation but changing the
relative position of the observation point with respect to the source (the lightning)
to 0 = —7/6, ¢ = —7/6. Now the two components are almost equal (for a
symmetrical lossless cavity they should be equal), and the largest changes between
the location of the source with respect to the asymmetrical cavity are found in the

higher modes.
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6.7 Conclusion

Several models of the Earth-ionosphere cavity have been presented in this Chapter.
The main purpose is to validate the model, by showing that it yields results which
are consistent with analytical calculations, as well as with other models, e.g., @],
and finally with experimental results. We show few of the multiple possibilities
that our model enables, like the choice of parameters of the cavity, addition of
singularities such as earthquake precursors, modeling the storms, etc. However,
obtaining conclusions about these phenomena and their relation with SR is not
an straightforward task. In some cases, a huge number of runs may be necessary,
especially if we add random parameters to the simulation, e.g., real storms, in
order to get statistics of them. In other cases, it may be necessary to develop new
techniques of data processing, like improving the extraction of SR parameters by

Lorentzian fit or even defining new parameters for the study of SR.






Chapter 7

Conclusions and future outlook

7.1 Conclusions

This thesis is devoted to the study of the electromagnetic noise in the Earth-
ionosphere cavity. The various contributions to the study of these phenomena
may be separated into two main categories: the results from experimental mea-

surements and a study based in modeling the problem with the TLM method.

In this sense, Chapter 2l analyzes signals measured at ground level, and relates
its main results with the analytical model of the cavity, presented in Chapter [l
The daily and seasonal variations of the ELF signals are discussed, and linked
to the global storm activity. In Chapter B the measurements are taken from
DEMETER spacecraft, which orbits in the upper region of the ionosphere (~700
km). A method for monitoring the effective reflection height of VLF signals is
presented, and it is employed to study its variations in monthly, seasonal, and

annual time scales.

The second part, the simulation of the problem, starts by reviewing the main
characteristics of the TLM method, in Chapter [ We justify the chosen configu-
ration of the method for the study of the Earth-ionosphere cavity. Chapter Bl deals
with the principal problem for the model, the huge amount of resources required
for modeling the whole cavity in 3D, which is solved by parallelization and an
abstraction of the initial geometry. In Chapter [6] the model is validated and some

simulations are presented.

Below, we present, the main conclusions from each of the Chapters of this thesis.

161



162 Chapter [7.

Chapter [2] proves the presence of Schumann resonances in magnetotelluric
records. All the measured components (NS and EW for the electric field, NS,
EW and vertical for the magnetic field) contain SR, except the vertical magnetic

field (even though 5% of these also showed the resonances).

From the spectral analysis, the following conclusions can be formed:

1. Evidence of three main storm centers located in Asia, Africa, and America
with their main activity in the local afternoon. The field amplitudes ob-
served for each component are in agreement with the predictions for the TM”"
modes. Therefore, the campaigns registered in January and February show
less modal amplitude, while those taken during the northern hemisphere
spring and summer are the most energetic. Moreover, decay in amplitude
with the modal order is observed in the magnetic components, while this is
not present for the electric components. The magnetic field measurements
have been shown to be robust regarding local effects, and small shifts of km
of the observation point do not affect the measurement, while electric field
measurements can vary their amplitude up to one order of magnitude within
a few km of distance. However, the frequency contents do not vary with
the shift of the point of observation, either in magnetic or in electric field

measurements.

2. Measurements have shown that a minimum of amplitude appears in the sec-
ond mode of the magnetic NS (and electric EW) component in the Antarctic
campaign, when the main center of storms is located in Africa (around 16:00
UT). This behavior is explained according to the analytical model predic-

tions.

3. The central frequencies for the first three SR modes averaged in the different
campaigns are 7.8, 14, and 20.5 Hz. The measurements around these central
values are subject to shifts, which may contain information about different
geophysical processes, such as the properties of the storms, the solar wind,
or seismic events, for instance. These variations are stronger in the second

and third modes than in the first.

4. In all the time series, the spectral correlation between magnetic NS and elec-
tric EW components has been proved. The same occurs between magnetic
EW and electric NS. The modes show close frequency shifts and relative

amplitudes between them.
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The rescaled range analysis has been applied to series taken in Antarctica,
where the anthropogenic noise is almost inexistent, and the persistent nature of
the SR has been proved. By following the analysis by Nickolaenko et al. IB], this
analysis permits to estimate the average rate of discharges from which the signal
originated. According to this, the signals analyzed show an average rate of around
16 - 32 discharges per second. In order to corroborate this statement, a numerical

simulation was performed.

In Chapter Bl a large data set of electric field measurements from DEMETER
has been employed to draw average maps of the effective reflection height with
dependence of geolocation. There exist previous works which use the cut-off fre-
quency to calculate the effective height of the Earth-ionosphere cavity from ground
observations, e.g., @ |, but it was never done before, to the knowledge of the
authors, by using data taken from spacecraft. This technique has the clear ad-
vantage of monitoring most of the surface of Earth. Ground based studies of the
cut-off frequency can only obtain averaged values along the path that the atmo-
spheric wave followed (from source to point of observation), while measurements
from satellite are directly related to the ionosphere conditions in the vicinity of the
measurement point. Thus, we present detailed maps (up to 2° resolution) over the
whole Earth (£60° latitude) for the effective reflection height of the ionosphere or
D-region altitude, which is inversely proportional to the cut-off frequency. From
these measurements, it is possible to infer the electron density as well as the con-
ductivity at the effective height, although it is necessary to extract the neutral

density parameter from a model, MSIS in this case.

The main result of this study is that we observe, during night time, certain
seasonal patterns (mainly over the oceans), which repeat over the four years of the
study, for the effective reflection height of the ionosphere. In addition, we suggest

that the global cut-off frequency could be used as a proxy of the solar activity.

After that, the TLM method is introduced and we review its most relevant
configurations. The final decision for our models is to employ the cubic Cartesian
SCN. This decision is made in order avoid problems of dispersion and indetermi-

nation at certain areas which are inherent to the spherical SCN.

In Chapter B we describe the different hardware solutions for computing

parallel-intensive code. Then, we focuse on modeling the Earth-ionosphere cavity
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by means of an efficient parallel algorithm based on TLM. A translation from ar-
bitrary topology to 1D (preprocess) is required to efficiently simulate the problem.
The solution obtained is benchmarked by two independent studies, which yield
similar results over different computers. To obtain the maxima speedups, it is
necessary to set a policy of round-robin memory allocation, in order to minimize
the effects of the NUMA architecture. Speedups of up to 16 have been measured
by using 32 CPUs, for models of the size of the Earth-ionosphere cavity. Under
certain circumstances (small memory requirements which allow the model to fit in

the caches), superlinear speedup is achieved.

Finally, in Chapter 6] several models of the Earth-ionosphere cavity have been
presented. The main purpose is to validate the model, by showing that it yields
results which are consistent with analytical calculations, as well as with other mod-
els, e.g., @], and finally with experimental results. We show few of the multiple
possibilities that our model enables, like selection of cavity parameters, addition
of singularities such as the ones which are generated as earthquake precursors,
modeling storms, etc. However, obtaining conclusions about these phenomena
and their relation with SR is not a straightforward task. In some cases, a huge
number of runs may be necessary, especially if we add random parameters to the
simulation (e.g., real storms), in order to get statistics of them. In other cases, it
may be necessary to develop new techniques of data processing, like improving the
extraction of SR parameters by Lorentzian fit or even defining new parameters for
the study of SR.

7.2 Future outlook

The work presented in this thesis is far from finished. In fact, it is just starting.
Our team, under the project “Study of Natural Electromagnetic Phenomena for
Monitoring the Environment”, is engaged in the design, construction, and deploy-
ment of a fixed SR measurement station. Currently we are in the deployment
phase, and it is scheduled to be operative by the end of summer 2012. The chosen
location for the station is Sierra Nevada, Granada, Spain. Continuous measure-
ments with high sensitivity will be recorded for both horizontal components of
the magnetic field. Together with classical Fourier analysis, we want to work in

applying deeper fractal analysis than the one presented in Section We are
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also very interested in sharing the SR records with other research groups in order

to get feedback and compare our results with other SR stations.

And, as it can be observed from Chapter @ the results from the models are
far from complete. The presented 3D-parallel TLM algorithm is a powerful tool
to study the electromagnetic signals propagating in the Earth-ionosphere cavity.
Further optimizations must be performed to the algorithm, together with porting
the code to distributed memory environments (clusters), for instance. We believe
in the possibility of bridging the gap, or at least reducing the distance, which exists

nowadays between models and experimental results in SR studies.






Chapter 8

Resumen y conclusiones

8.1 Introduccidon

Hasta ahora las Ciencias del Medio Ambiente y Geofisicas no han considerado a
los fendémenos electromagnéticos naturales como método de diagnoéstico del estado
de la Tierra debido a que: (1) atin no se conocen en profundidad muchos de estos
fendbmenos, es decir, hay medidas experimentales pero no modelos que generen
resultados coherentes con dichas medidas; y (2) las variaciones producidas por
anomalias o cambios en el Medio Ambiente son pequenas y, por tanto, son dificiles

de medir y modelar.

.Es posible la prediccion fiable y a corto plazo de un terremoto? ;Existe un
termometro que nos mida el calentamiento global del planeta? La respuesta
afirmativa a estas preguntas seria un avance muy importante para las ciencias

medioambientales y la prevencion de desastres.

Para la primera cuestion, las predicciones actuales son vagas hasta el punto de
que, usando estudios historicos junto a determinaciones via satélite de movimien-
tos de la corteza terrestre y medidas de tensiones en su interior, los cientificos
pueden determinar con gran probabilidad la ocurrencia de un terremoto en un
plazo de tiempo de 30 anos [8]. La prediccion a corto plazo no vendra del estudio
de movimientos de la corteza terrestre sino de fenémenos electromagnéticos, y no

solo procedentes de la superficie terrestre sino incluso de la ionosfera.
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Respecto a la segunda cuestion, en 1992 apareci6 en la revista Science un articulo
en el que se propone un mecanismo de deteccion de la temperatura global del
tropico [3] basado en el estudio de otro fenomeno electromagnético de origen na-
tural: las frecuencias de resonancia de Schumann [10], que ocurren en la cavidad
natural formada por la superficie de la Tierra y la baja ionosfera, las cuales for-
man dos enormes superficies esféricas concéntricas conductoras, separadas por un
dieléctrico con pérdidas, la baja atmosfera. Las dimensiones de dicha cavidad son
peculiares: frente a un perimetro de unos 40,000 km, la altura de la ionosfera es
de tan solo 50 - 60 km durante el dia y 80 - 90 km durante la noche. Las re-
sonancias de Schumann consisten en oscilaciones ELF (del inglés, Fztremely Low
Frequency) producidas por los rayos y que se propagan a través de toda la cavidad
en forma de modos TM (del inglés, Transverse Magnetic), proporcionando una
herramienta para estudiar los parametros de la baja ionosfera y la intensidad de
la actividad tormentosa. Los estudios llevados a cabo por Williams durante seis
anos demostraron la correlaciéon entre las variaciones anuales de las amplitudes de
las primeras resonancias de Schumann y la temperatura del tropico, evaluada a
través del promedio temporal del nimero de rayos en la Tierra. Las constantes
descargas que se producen de forma simultanea en la Tierra son fuentes de campos
electromagnéticos que se propagan a través de la atmosfera, reflejandose sucesi-
vamente en la ionosfera y en la superficie terrestre. En la banda ELF y debido a
la conductividad de la atmosfera, las ondas pueden dar varias vueltas a todo el

perimetro terrestre dando lugar a la apariciéon de resonancias.

8.1.1 Resonancias en la cavidad Tierra-ionosfera

La Historia de la radio ingenieria comenz6 hace unos cien anos. En esta época la
radiacion electromagnética que se conocia provenia de los rayos o de las descar-
gas generadas en el laboratorio. Posteriormente, las ondas de radio con variacion
armonica se usaron para la transmision de senales. Descubierta la ionosfera, se
produjo una gran expansion de la radio en onda corta (banda HF, entre 3 y 30
MHz). Durante y después de la IT Guerra Mundial, se desarroll6 el radar en el
ambito militar, posteriormente usado para investigacion de medios electromagnéti-
cos naturales. En 1952 se predijo, por parte W. O. Schumann |10], la existencia
de resonancias en toda la cavidad Tierra-lonosfera. La evidencia experimental se
realizo en 1960 por parte de Balser y Wagner B] Durante la segunda mitad del

siglo de la radio se produjo una fuerte investigacion en la banda VLF y ELF con
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objetivos, como no, militares, en comunicaciones de radio globales y comunicacion
con submarinos. Con la finalizacion de la guerra fria la investigacion en la banda
ELF decay6 fuertemente. Sin embargo, en los 90, el interés en las resonancias de
Schumann volvié como una herramienta para estudiar el calentamiento global a
través de la monitorizacion de la actividad global de rayos en las tormentas gener-
adas por la conveccidon atmosférica, que depende de la temperatura de la superficie
terrestre. También ha contribuido en aumentar el interés en esta banda la posibil-
idad de localizacion de rayos con gran intensidad que generan senales transitorias

ELF (Q-bursts), causando modificaciones en la mesosfera (red sprites, elves, etc.).

Se puede ver el sistema Tierra-ionosfera como una guia de ondas, una cavidad
o un condensador, dependiendo de la longitud de onda que estemos considerando.
Hablaremos de guia de ondas si el radio de la Tierra a >> A es mucho mayor que la
longitud de onda A (caso de resonancias transversales). Las oscilaciones naturales
se vuelven cuasi-electrostaticas en el caso contrario a << A y la descripcion de
campo se puede reducir al proceso de carga y descarga de un condensador esférico.
El término resonador es apropiado cuando la longitud de onda es comparable con

la circunferencia de la tierra \ ~ 27a.

Las frecuencias de resonancia se pueden deducir de forma muy aproximada
tanto para las resonancias de Schumann como para las transversales. En el primer
caso, la condicion es que el desfase debido a la circunvalacion de la onda a todo el

perimetro terrestre ( 2wa ~ 40Mm ) sea miltiplo entero de la longitud de onda:

c
fn==—n="75n
2ma
Para las resonancias transversales, la condicién es que la altura efectiva de la

cavidad sea multiplo entero de media longitud de onda :

c
F,=—p=210° Hz

A frecuencias de decenas de Hz, la atenuacion de la atmosfera es de solo unas

pocas décimas de dB por 1,000 km, lo que permite a la senal dar varias vueltas

a la Tierra antes de atenuarse. Sin embargo, las resonancias transversales son

un fenomeno local debido al alto factor de atenuacién de la atmosfera a estas

frecuencias, entorno a 20 dB/1,000 km, lo que hace que la onda no se propague
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lejos de las fuentes (los rayos), por lo que la resonancia tiene un caracter mucho
mas local. La resonancia transversal se observa mejor durante la noche debido
a que la ionosfera es mucho mas estable y predecible y el ruido proveniente del

plasma ionosférico es mucho menor.

8.1.2 Fenémenos electromagnéticos asociados con terremo-

tos (y/o erupciones volcanicas)

Podemos llamar Seismo-Electromagnetismo a la disciplina surgida recientemente
para estudiar los fendmenos electromagnéticos originados en los movimientos sismi-
cos. Actualmente hay acumuladas multitud de observaciones experimentales, pero
faltan modelos teoricos que generen datos concordantes con dichas observaciones

|. El rango de frecuencias de estos fenomenos va desde DC (del inglés, Direct
Current) hasta VHF (del inglés, Very High Frequency), pero nos centraremos en
describir aquellos méas relevantes (o que parecen serlo segin las investigaciones
recientes) para la prediccion a corto plazo de terremotos. Este interés en observa-
ciones no-sismicas surge en paralelo con las dudas de si observaciones puramente

sismicas puedan predecirlos [§].

Podemos destacar los siguientes fenémenos:

1. Senales sismicas eléctricas procedentes de la torsion elevada que sufren las

rocas igneas.

2. Emisiones sismicas de ondas electromagnéticas en el rango de décimas de
hercio debidas a un proceso de separacién de carga en micro fracturas de
rocas. También se producen alteraciones en la ionosfera que generan, a su

vez, perturbacion en las resonancias de Schumann.

3. Acoplamiento litosfera-atmosfera-ionosfera que afecta a la propagacion en
las bandas VLF, LF y VHF y cuya causa primaria estaria en la perturbacion
de la ionosfera por parte de fenémenos previos a terremotos superficiales

(principalmente en Tierra) y con intensidad superior a 6.
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8.1.3 Resonancias en una corona esférica

Para encontrar las frecuencias de resonancia de una cavidad esférica constituida
por la Tierra y la ionosfera debemos resolver las ecuaciones de Maxwell junto con
las ecuaciones constitutivas para el campo eléctrico y para el campo magnético.
Debido al caracter dispersivo del medio es usual trabajar en el dominio de la
frecuencia. Dentro de la banda ELF (considerada desde 3 Hz hasta 3 kHz) se puede
despreciar el efecto del campo magnético terrestre y considerar la permitividad del
medio como un escalar funcion de la posicion y de la frecuencia e [?, w] En este
rango de frecuencias también podemos considerar a la Tierra como un conductor

perfecto.

El modelo considerado por Schumann en su primer estudio Im] considera un

perfil de la atmosfera definido por:

[4 ] 1 a<r<b
€
e r>b

y para considerar la ionosfera como conductor perfecto se efectiia el limite € — oc.

La soluciéon de las ecuaciones de Maxwell sin fuentes en el dominio de la fre-
cuencia se obtiene de forma maés simple usando los potenciales de Debye , ]
(U y V asociados a la parte eléctrica y magnética respectivamente del campo elec-
tromagnético). En el caso de no considerar la ionosfera como conductor perfecto,
pero si homogénea, debemos anadir una condiciéon adicional a los potenciales de

Debye conocida como condicién de radiacion de Sommerfeld ]

El analisis modal se obtiene haciendo cero alternativamente cada uno de los
potenciales de Debye. Los modos TM (u onda eléctrica) se obtienen haciendo
V =0,U # 0y los modos TE (u onda magnética) haciendo U = 0,V # 0.

Para los modos TM, la condiciéon de contorno se obtiene a partir de la derivada
de U con respecto a r. El valor de las frecuencias de resonancia se obtiene a
partir de la relacion de dispersion, pero para obtener una expresion analitica hay
que efectuar un desarrollo en serie basindose en la diferencia entre el radio de la
Tierra ( a = 6,370km ) y la altura de la ionosfera (entre 60 y 100 km para el dia

y la noche). Con esto, se obtiene para las frecuencias de resonancia:

fnZQLv”(”Jrl),

wa
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expresion publicada por Schumann en 1952 y referenciada como resonancias o reso-
nancia (ambas expresiones figuran en la bibliografia) de Schumann. Las primeras
resonancias dan unos valores de 10.6, 18.3, 25.9 y 33.5 Hz. Los campos para
este modo de propagacion tienen componente eléctrica en la direccion radial y
componente magnética en la direccion acimutal. Son modos TM, a los que en
la bibliografia se les suele llamar TEM debido al caracter ortogonal de los cam-
pos vy la direccion de propagacion. Este hecho explica la débil dependencia de
los campos con la altura ﬁ En este modo de propagacion podemos hablar de
frecuencia cero cuando n—0. Este caso corresponde a la solucion estatica gener-
ada por el condensador Tierra-ionosfera cargado con una diferencia de potencial
de algunos cientos de kilovoltios, con campo magnético cero y campo eléctrico

orientado desde la ionosfera hacia la Tierra, con valores de 120 V/m en puntos

proximos a la superficie (fair weather field) ]

Bliokh et al. ] obtiene una férmula mas aproximada en la forma:

Bna:\/n(n—i-l) (1_b;a)

siendo = 27/A, y b el radio de la ionosfera (no la altura).

Las resonancias de Schumann corresponden a ondas que pueden dar varias
vueltas a la Tierra y por tanto pueden ser observadas en cualquier punto del plan-
eta, llevando informacion global de las propiedades de la ionosfera. Este hecho es
el que ha despertado un gran interés en el estudio de las resonancias de Schumann
como una herramienta para el estudio de las caracteristicas y estado de la ionosfera

y de la distribucion global de las fuentes de la radiacion ELF (los rayos) IB]

De forma andloga, para los modos TE, la condiciéon de contorno se obtiene
directamente del potencial V', y la relaciéon de dispersion a la que se llega con-

siderando las aproximaciones ka, kb >> 1:

_ n(n+1) pr
5pn~\/ a? Jr(b—a)’

donde aparecen dos indices relacionados con la propagacion transversal y longitu-

dinal. El primero indica el nimero de medias longitudes de onda que caben en
la altura de la cavidad y el segundo indica el nimero de longitudes de onda que

caben en la circunferencia terrestre. La resonancia transversal basica (p = 1), que
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se conoce como frecuencia de corte, estd entorno a 1-2 kHz, y como estas resonan-
cias se detectan mejor por la noche ] la altura de la ionosfera estd proxima a

los 100 km y f1 = 1.5kHz.

Las frecuencias de resonancia se pueden obtener numéricamente como los pasos
por cero de la funcién obtenida a partir de la aplicacion de las condiciones de con-
torno a los campos. En la Figura Rl las hemos representado, para los modos TE"
(linea solida) y TM" (linea discontinua). Podemos ver como para ambos modos y
para los diferentes valores de n, los pasos por cero que definen las frecuencias de
resonancia se producen para el mismo valor del nimero de ondas [, excepto para
la parte proxima a frecuencia cero en los modos TM", donde podemos comprobar

que los modos se separan.

TN AN f=
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F1GURE 8.1: Relacion de dispersiéon para los modos TM" y TE" en la cavidad
Tierra-ionosfera.

En la Figura se representa la funcién de dispersion para valores pequenos
de [y para los cuatro primeros modos TM", de donde se puede obtener los valores

de las cuatro primeras frecuencias de Schumann.

8.1.4 Electricidad en la atmosfera

En un dia despejado se puede medir un campo eléctrico en el aire de 100 V/m,
orientado hacia la tierra. Es lo que se conoce como fair weather field, el cual
genera, debido a la pequena conductividad de la atmosfera, una corriente global
de unos 1,800 A. Esta corriente es la corriente de descarga de un inmenso conden-

sador formado por la ionosfera y la Tierra cargado a una diferencia de potencial



174

Chapter Bl

02 o
2 o1 /|
c [ ]
) [ 1
2 00
2 o1 —

, ~__

_0-2:‘ A B U R
0.0000 0.0002 0.0004 0.0006 0.0008
B [km™]

n=1

n=2

n=3

n=4

F1GURE 8.2: Detalle de la Figura Bl donde se ven los cortes por cero que

representan las SR.

de varios cientos de miles de voltios. El mecanismo de carga de este condensador

natural es la actividad tormentosa, con los rayos como bateria suministradora de

la diferencia de potencial.

Unas 2,000 tormentas estan activas de forma permanente en la globalidad de la

Tierra. Su distribucion no es uniforme, sino que tienden a concentrarse en tres ni-

cleos importantes: Africa Central, América del Sur y Central y el Sudeste Asiatico

(ver Figura B3).
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FIGURE 8.3: Distribucién anual de la actividad tormentosa global (rayos).

Unidades de rayos km~2 afio~!. Extraido de ]

La actividad tormentosa es también funcién de la hora local. El maximo se da

pasado el mediodia, alrededor de las 15:00 LT.
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8.1.5 Medidas de las resonancias de Schumann

A lo largo de los 60 afnos de historia de las resonancias de Schumann se han lle-
vado a cabo numerosos estudios experimentales. En Nickolaenko and Hayakawa

| se describen todos los resultados experimentales de dichos estudios. El interés
actual se centra en observatorios que de forma continua miden la senal temporal
en diferentes rangos de frecuencia, lo que permite hacer estudios a largo plazo y
simulténeos de los diferentes parametros de las resonancias de Schumann (ampli-
tud, frecuencia de pico, factor de calidad) para establecer modelos sobre la elec-
trodinamica de la atmosfera. Actualmente hay observatorios ubicados en Europa
Central, Japon o Estados Unidos principalmente. Para finales de verano de 2012,
esperamos también contar con la primera estacion de medida en Espana, disenada,
construida e instalada por nuestro grupo de investigacion bajo el proyecto Estudio
de fenomenos electromagnéticos naturales para el diagnostico del medio ambiente.
Se ubicara en el Parque Nacional de Sierra Nevada, a 2,500 metros de altitud.
En la Figura se muestra un espectro del campo magnético medido por uno
de los magnetometros que han sido disenados y construidos por nuestro grupo de
investigacion para dicha estacion. Los datos estan sin calibrar por lo que la cuarta

resonancia aparece amplificada por la resonancia del magnetémetro.
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FiGURE 8.4: Resonancias de Schumann medidas en Granada, Espana, junio de
2011. Espectro no calibrado.
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8.1.6 Historial del grupo de investigacién en atmoésferas plan-

etarias

La investigacion sobre los campos electromagnéticos naturales en las atmosferas
planetarias llevada a cabo por el grupo de investigacion en el que se ha realizado
esta tesis comenz6 cuando, en diciembre del 2000, el Dr. Konrad Schwingenschuh,
del Instituto de Investigacion Espacial (IWF) de la Academia de ciencias de Aus-
tria (OEAB), coordinador cientifico del instrumento HASI, solicité al Dr. Juan
Antonio Morente un estudio de las resonancias Schumann en la atmosfera de Titan
para indicar a los técnicos de la mision Cassini/Huygens la banda de frecuencias
mas apropiada a la que sintonizar el sensor de impedancia mutua del experimento
PWA, con el fin de detectar estas resonancias en Titan. Este estudio se realizo y
fue publicado en la revista Icarus de la Sociedad Americana de Astrofisica [55]. El
interés cientifico por el tema lo pone de manifiesto el hecho de que poco tiempo
después se publicé un nimero especial de la revista Radio Science con el titulo:
Recent Advances in Studies of Schumann Resonances on Earth and Other Planets
of the Solar System |56], en cuya introduccion V. P. Pasko cita otro de los trabajos
realizados por Gregorio Molina-Cuberos con su grupo de investigacién sobre las
Resonancias de Schumann en Marte [57]. Estudios analogos fueron llevados a cabo
en la Tierra M, @] Debido a las limitaciones de memoria y tiempo de calculo,
el modelo efectuado de la cavidad considera el espacio entre dos meridianos y la

alimentacion solo se produce en el eje Z de un sistema centrado en la esfera.

Un anéalisis de las medidas efectuadas por la sonda Huygens fue realizado por
J.A. Morente, usando un algoritmo de filtrado a partir de la reconstruccién de

la senal en el Dominio del Tiempo lo que permiti6é identificar las frecuencias de
resonancia en la banda ELF M] y VLF @l]j

8.2 Analisis de las series temporales de registros

magnetoteliiricos

El método Magnetotelirico (MT) intenta determinar la estructura y composicion
del subsuelo a través del tensor impedancia obtenido a partir de las medidas de

campo eléctrico (en sus componentes N-S; E-O y vertical) y de campo magnético
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(en sus componentes N-S; E-O) en funciéon del tiempo @, Iﬂ] Las medidas se
repiten en diferentes localizaciones para cubrir una determinada area de terreno.
El rango en frecuencias de las medidas varia desde 1 mHz hasta 20 kHz para

suministrar informaciéon a diferentes profundidades.

El Departamento de Geodinamica de la Universidad de Granada trabaja con
el método magnetotelirico desde hace algunos anos B, B], lo que ha permitido
generar una base de datos de senales temporales con diferentes duraciones y efec-
tuadas en distintos puntos geogréficos. En la Tabla se muestran los datos
geograficos de las medidas, donde se puede ver que éstas se ubican en Andalucia,
Marruecos y en la Antartida. Con estas series se ha efectuado un doble estudio:
Anélisis Espectral de Fourier, que permite determinar las caracteristicas de las res-
onancias de Schumann, y Anélisis R/S desarrollado por E. Hurst IE], que permite

determinar componentes estadisticas de las series.

8.2.1 Analisis Espectral

Las senales magnetoteltricas son unos valores discretos de voltaje que correspon-
den a valores de campo eléctrico y campo magnético medidos por las antenas del
sistema. La transformada discreta de Fourier de esta serie no aporta mucha in-
formacion debido a que contiene mucho ruido asociado tanto a los sensores, como
a la propia senal (de hecho se habla de en la literatura de ruido electromagnético
natural). En la parte del campo magnético la sefial tiene una intensidad del or-
den de pT, mientras que el campo magnético terrestre oscila alrededor de 30 uT,
es decir, mas de un millon de veces superior en intensidad. Por eso es necesario
aplicar el Método de Bartlett @] a la senal: se trocea en intervalos cuyo ntimero
de muestras nos defina suficiente resolucion en frecuencias; se le aplica a cada in-
tervalo una ventana de Hanning para minimizar el efecto de truncado de la senal;
se evalua la Transformada Discreta de Fourier también en cada intervalo y, final-
mente, se hace la media (en modulo, que es la parte que nos interesa) a todos los

intervalos en que hemos dividido la senal completa.

Los pardmetros que nos interesan calcular del espectro en moédulo de la senal
(obtenido a partir del procedimiento de Bartlett) son: los valores de pico de las
resonancias, las amplitudes de estos picos y el factor de calidad, definido como el

cociente entre el valor de pico y el ancho de banda en que este valor de pico cae 3
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F1GURE 8.5: Mapa con las distancias angulares entre las campanas del estudio
y las principales zonas tormentosas.

dB:

o fmaz,n
Qn = N

Estos parametros se pueden obtener haciendo un ajuste mediante Lorentzianas

63

al B
FLfit(f):Z ; =
=0 <7Aﬂ}zzv”) +1

donde cada resonancia B,, es la amplitud de la resonancia n con frecuencia central
Jmaxn ¥ ancho de banda Af,.

8.2.1.1 Descripciéon de las medidas Magnetoteliaricas

Para el analisis de las medidas es fundamental determinar la distancia angular
entre los principales centros tormentosos que dominan la generacion de rayos y los
puntos geograficos donde se efectuaron las medidas. Estas distancias, junto con
las areas con densidad de rayos mayor que 20 rayos / km? / ano se muestran en
la Figura Estas distancias nos determinan la amplitud de cada modo segin
se ha visto en el Capitulo 1. Es importante senalar que la amplitud del modo
correspondiente a n = 2 es cercano a cero para las medidas en Antartica con

fuentes localizadas en Africa Central.
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Ademas de la distancia angular hay que tener en cuenta la proyecciéon de la
componente ¢ del campo magnético (componente principal) de cada una de las

fuentes en cada uno de los puntos donde se han efectuado las medidas.

Como hemos senalado anteriormente, las medidas magnetoteltricas se efectian
en diferentes localizaciones de una zona amplia lo que anade una variable més, de
caracter local. El campo eléctrico se ha mostrado mas sensible a los cambios de
localizacion, mientras que el campo magnético no se ve afectado por las variaciones

locales.

De todas las series temporales suministradas por el departamento de Geod-
indmica, hay dos que tienen una duracién que permite hacer un seguimiento de la
evolucion diaria de las resonancias de Schumann. Estas series han sido tomadas
en Marruecos y en la Antartida y tienen una duraciéon de 15 y 14 horas respecti-
vamente, lo que ha permitido hacer sendos espectrogramas que se muestran en las
Figuras 8.6 y

En el espectrograma correspondiente a Marruecos se pueden identificar las
cuatro primeras resonancias (entorno a 8, 14, 20 y 26 Hz) y un incremento en la
amplitud de la senal en el intervalo de 06:00 - 08:00 UT, que corresponde a la
hora de activacion del centro tormentoso de Malasia (Asia). El espectrograma de
la Antartida es mucho méas limpio debido a la poca actividad humana en la zona
y se pueden distinguir hasta 7 resonancias. Este punto de medida tiene la mayor
parte de la energia en la componente EO del campo magnético, que corresponde
a los centros tormentosos de América y Malasia, y también tiene una activacion a

las 06:00 - 08:00 UT, que de nuevo corresponde al centro tormentoso de Malasia.

8.2.1.2 Variaciones diarias de las resonancias de Schumann

Debido a la discontinuidad con que se efectuaron las medidas, no se ha podido efec-
tuar un estudio sistematico de la variacion diaria de las resonancias de Schumann.
Sin embargo, la ubicacion de la Antartida respecto a los principales centros tor-
mentosos permite identificar importantes comportamientos diurnos de la segunda
resonancia que se muestran en la Figura B8 donde se muestra el espectro de los
campos magnético y eléctrico, en intervalos temporales donde se activan los cen-
tros tormentosos en Africa (14:30 - 17:30 UT) y en América (17:30 - 22:30 UT) y

para las dos componentes horizontales. Se puede observar que, efectivamente, el
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FIGURE 8.6: Espectrograma de las componentes eléctrica y magnética de la
noche del 5 al 6 de febrero de 2006, tomada en la campana de Marruecos.
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FI1GURE 8.7: Espectrograma de las componentes magnéticas del 29 - 30 de enero
de 2008, tomada en la campana Antéartica.
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FiGURE 8.8: Variacion del segundo modo de las RS para las sefiales medidas en
la Antartida.

segundo modo para el campo magnético generado por las tormentas de Africa en
la componente N-S tiene menor amplitud que el tercer modo. Esto es debido a la
distancia angular que hace que para el segundo modo se tenga un minimo. Por
el contrario, en la componente E-O, los dos modos se igualan en amplitud debido
a que en esta componente intervienen otros centros tormentosos que, aunque de
mucha menor intensidad, también contribuyen al campo global. El centro tormen-
toso de América no cumple la condicion de minimo asociado a la distancia angular
y, como ocurre en el resto de espectros estudiado, el segundo modo tiene mayor
amplitud que el tercero. Para este centro tormentoso y como predice el modelo

analitico, la componente E-O es la mayor en el campo magnético.

En el analisis de estas medidas también se puede comprobar que hay una
pequena variacion en la frecuencia central entre ambas componentes de los campos
(en la Tabla se muestran para el campo magnético) y la tendencia de esta

variacion depende del modo, de acuerdo con otros estudios experimentales Iﬂ]
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TABLE 8.1: Frecuencia central de las componentes N-S y E-O del campo mag-
nético de los espectros de la Figura [R.8l

Hora (UT)  Componente Frecuencia (Hz)
ler modo 2do modo 3er modo
1430-1730 UT NS 7.69 14.56 19.86
1430-1730 UT EO 7.80 14.05 20.50
1730-2230 UT NS 7.73 14.45 20.07
1730-2230 UT EO 7.61 13.83 20.53

8.2.1.3 Variaciones estacionales de las resonancias de Schumann

En el estudio de las variaciones anuales también hay que senalar que la muestra de
medidas no es estadisticamente significativa pero puede servir para corroborar re-
sultados obtenidos en otros trabajos como los de Ondraskova et al. [74] o Roldugin
et al. @] Se han utilizado senales de al menos 90 minutos de duracién, divididas

en bloques de 30 segundos, para aplicarles el método de Bartlett.

En amplitud, la componente E-O del campo magnético medido en Andalucia y
Marruecos muestra cierta estabilidad anual mientras que la componente N-S pre-
senta maximos coincidentes con las estaciones mas calidas en el hemisferio Norte.
Los meses de menor amplitud corresponden a enero (medida efectuada en 2008)
y febrero (medida efectuada en 2006), corroborando los resultados de otros au-
tores |77, (78|, ver Figura8Q. El campo eléctrico presenta una variacion local muy
grande (hasta un orden de magnitud), por lo que no se puede extraer ninguna
conclusion sobre la variacion estacional. Sin embargo, las amplitudes para los tres
primeros modos estudiados del campo eléctrico presentan similar amplitud en cada
campana, por lo que este campo se presta mas al estudio experimental de modos

altos de las resonancias de Schumann.

Las frecuencias centrales de los tres primeros modos oscilan entorno a 7.8, 14
y 20.5 Hz, existiendo correlacion entre las componentes Bys v Ego v viceversa.
Los cambios mas significativos coinciden, como en la seccién anterior, en las me-
didas efectuadas en la Antartida en el segundo y tercer modos. Segun [74], estos
desplazamientos en frecuencia de las resonancias de Schumann estén relacionados

con el tamaino efectivo del nicleo tormentoso.

Por tltimo, el factor de calidad () no muestra variacion en las diferentes cam-

panas y tiene tendencia a ser mayor para los modos més altos.
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FicURrE 8.9: Amplitud del campo magnético para las tres primeras resonancias
de Schumann.

8.2.2 Analisis Rescaled Range (R/S)

Las series temporales pueden ser descompuestas en: (1) una componente de ten-
dencia que recoja el comportamiento macroscopico del sistema generador de la serie
y su tendencia a largo plazo, (2) otra componente que recoja las discontinuidades,
(3) otra con la componente periddica que suele ser frecuente en procesos naturales
(mareas, rotacion de planetas, etc.) y, finalmente, (4) una componente estocas-
tica que recoja las fluctuaciones y que podriamos denominar genéricamente como
ruido. El anélisis R/S estudia la persistencia de la componente estocéstica en las
series temporales 63, Iﬂ] a través del exponente de Hurst (Hu). Para el ruido
blanco gaussiano, Hu=0.5, las senales con Hu entre 0.5 y 1 se califican como per-
sistentes, y antipersistentes si Hu es inferior a 0.5. Las senales naturales suelen
ser persistentes |80]. Este coeficiente se relaciona con el coeficiente Z obtenido a

partir del cociente entre el rango R y la desviacion estandar S de la sefial (de ahi
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FicUurE 8.10: Resultados del andlisis R/S aplicado a senales medidas en la
Antartida.

el nombre R/S del método) mediante una ley de potencia:

(%)

donde M representa diferentes escalas en la serie temporal.

Este analisis ha sido aplicado a las senales magnetoteliricas medidas en la
Antartida, donde el ruido antropogénico es practicamente inexistente. Los re-
sultados se muestran en la Figura R0, donde se observan tres zonas diferentes.
Una primera para I=[2,5] que corresponde a una escala temporal de hasta 1/16 s,
donde Hu oscila entre 0.75 y 0.85, dependiendo de la serie analizada. La segunda
zona corresponde al intervalo de escalas entre 1/8 y 2 segundos (I entre 6 y 10),
donde el valor de Hu tiende a 0.5, indicando un comportamiento aleatorio. La
tercera parte corresponde a valores del exponente de Hurst que no siguen una ley

de potencias y por tanto éstos no tienen un sentido claro.
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FI1GURE 8.11: Curva LogyZ-I de una simulaciéon emulando el contenido ELF
de una serie temporal.

Otro aspecto muy importante del analisis R/S es que permite definir valores
de magnitudes con claro caracter estocastico. El nimero de rayos que en prome-
dio se producen cada segundo en la Tierra es una de esas magnitudes porque su
valor influye en el rango y la desviacion estandar de la senal. Nickolaenko et al.

| propone que dicha magnitud se puede evaluar a partir de la escala donde el
exponente de Hurst cambia su tendencia de un valor constante. Con el objetivo de
comprobar esta hipotesis, se ha efectuado una simulacién numérica consistente en
generar una sucesion de senales electromagnéticas similares a la que generan los
rayos, controlando su secuencia y aplicando el método R/S a las diferentes series.
En la Figura se muestra la representacion de Z en funciéon de la escala para
las tres series obtenidas variando la secuencia de senales a través del niimero de
muestras entre cada descarga (en la figura se muestran las curvas para 16, 64 y
128 muestras). Se puede ver como se confirma la hipotesis pudiéndose identificar
claramente a partir del cambio en la pendiente del logaritmo de Z (proporcional
al exponente de Hurst) la razon de senales por segundo. A partir de la Figura 810
se puede inferir una razoén de entre 16 y 32 rayosdfgor segundo, que esta de acuerdo

).

con los valores experimentales de esta variable
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8.3 Determinacion de la altura efectiva de la ionos-
fera a partir de la 12 frecuencia de corte de la

guia de ondas.

El satélite francés DEMETER fue disenado y lanzado con el proposito de estudiar
las perturbaciones causadas en la ionosfera por fenémenos naturales. Uno de sus
principales objetivos es establecer la conexion entre desastres naturales (princi-
palmente terremotos y erupciones volcanicas) y perturbaciones ionosféricas para
futuros sistemas de prediccion E, |. A través del sensor de campo eléctrico
(ICE) es posible medir las tres componentes de campo a través de la ionosfera
en una Orbita circular sincrona con el Sol a unos 700 km de altura. De todas las
bandas en que puede efectuar medidas, nos interesa la banda VLF, en la que el
satélite efectiia mediciones a 40 kHz y envia el espectro de potencia promediado
y normalizado, porque es en ella donde estd la primera frecuencia de corte de la
guia de ondas, formada por la superficie de la Tierra y la ionosfera. Debido a que
la distancia a la que se propagan las ondas electromagnéticas hasta atenuarse en
esta banda es de pocos miles de kilobmetros podemos aproximar la geometria a una
gufa plano-paralela donde la primera frecuencia de corte, f., corresponde a una

longitud de onda igual al doble de la altura de la guia, h:

C

fc:ﬁ

donde ¢ es la velocidad de la luz.

En el espectro medido por el satélite en la banda VLF esta frecuencia de corte
corresponde a un minimo situado entre 1.4 y 2.0 kHz, tras un acondicionamiento
de la senal |2]. A partir de la altura efectiva podemos determinar parametros muy
importantes en la zona correspondiente a la altura efectiva, inaccesible para me-
didas in-situ tanto para satélites como para globos sonda, como son la densidad

de electrones o la conductividad efectiva.

Con el fin de poder hacer un mapa global de la altura efectiva se ha seleccionado
un paso espacial de entre 1° y 5° y un intervalo temporal, que dependera del
estudio que estemos efectuando. A continuacion, se toman todas las medidas noc-
turnas efectuadas por DEMETER en el intervalo espacio-temporal y se efecttia un

promedio que suministre un espectro tnico. A partir de este espectro un algoritmo
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detecta el minimo correspondiente a la frecuencia de corte de la gufa. La razén de
seleccionar las medidas nocturnas es que la estabilidad del plasma de la ionosfera
hace que las senales tengan mucho menos ruido. Las medidas consideradas se han
efectuado desde enero de 2006 hasta febrero de 2010.

En la Figural8.12] se muestra un mapa global con el valor de la altura promedio
en los 4 anos para los doce meses. La oOrbita del satélite se sitiia entre +65° de
latitud, por lo que solo esta franja aparece en el mapa. Se puede observar que la
altura efectiva es menor en el hemisferio norte en las estaciones frias, basicamente
entre noviembre y marzo, siendo més notable este descenso en las zonas de océano.
Hay una gran excepciéon en el Este Asidtico y en el Pacifico Oeste. La variacion

observada es de 5 a 10 km.

En cuanto a variaciones estacionales, la més destacable se produce en el Océano
Pacifico Sur donde la altura efectiva es superior a 100 km entre mayo y septiembre,
para luego decrecer a 90 km desde noviembre a marzo (Figura BI3). Debido al
caracter estacional, la causa de esta variacion debe venir (directa o indirectamente)

de cambios en la irradiacion solar recibida y/o cambios en la climatologia local.

Otra variacion que puede observarse ocurre en latitudes ecuatoriales, tanto
en el Océano Atlantico como en el Océano Indico, que aunque separados por
el continente africano, experimentan idénticos cambios en la altura efectiva dos
veces por ano. En general se observa que los mayores cambios se producen sobre

el océano. Se plantean como posibles causas:

1. Efecto de los aerosoles en el circuito eléctrico global M, ]

2. Efecto de la menor actividad tormentosa en el océano frente a la de los

continentes.

3. Efecto de eventos transitorios luminosos (elves, sprites, jets, etc.) cuﬁcur—
12

.

rencia es mucho mayor sobre los océanos que sobre los continentes |

A partir de la altura efectiva se puede calcular la densidad de electrones con-

siderando que a esa altura se produce una reflexion total de una onda electro-

mainética que incida normalmente en la ionosfera, debiéndose cumplir la relacion

|:
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FiGUurRE 8.12: Mapa de la altura efectiva de la ionosfera para los 12 meses,
promediados entre 2006 y 2009.

donde w, es la frecuencia angular del plasma a esa altura, w la frecuencia angular
de la senal y v la frecuencia de colision. A partir de la densidad de electrones
y tomando como dato la densidad de neutros del modelo MSIS [101), [102], es
posible calcular también la conductividad de la ionosfera a la altura efectiva. En la
Figura8.I4lse muestra el mapa global de la densidad de electrones y conductividad

efectiva a la altura efectiva promediados por estaciones.

La medida de la actividad solar es muy importante para el estudio del Medio

Ambiente. A través del indice F10.7 [126] es posible establecer una correlacion
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FiGURE 8.13: Mapa de la altura efectiva de la ionosfera para dos épocas del
ano, promediadas entre 2006 y 2009.
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entre la actividad solar y la frecuencia de corte medida durante el periodo 2006-
2009 por el satélite DEMETER. En la Figura se puede ver como durante
este periodo se ha detectado un decrecimiento global de la frecuencia de corte que
se puede explicar por una menor actividad solar, medida a través del parametro
solar F'10.7. El rizado que se observa en la curva de la frecuencia de corte esta
causado por las variaciones estacionales descritas anteriormente. Seria conveniente
en estudios futuros establecer esta correlacion en un periodo de tiempo mucho méas

largo.

Comparison of 1st Cutoff frequency and F10.7 cm Solar Flux
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F1GURE 8.15: Comparativa del pardmetro F10.7 y la frecuencia de corte inferida
a partir de los datos de DEMETER.

Los datos presentados en este estudio revelan por primera vez la frecuencia de
corte y su correspondiente altura efectiva de reflexion en la totalidad de la Tierra,
incluyendo las areas sobre los océanos. Hay una gran falta de medidas en las re-
giones D y E de la ionosfera ] y las que hay (utilizadas en los modelos empiricos
IRI y MSIS) no revelan todos los detalles mostrados en las figuras anteriores, como
las variaciones estacionales y las variaciones tan acusadas en la altura efectiva de

la ionosfera.

8.4 El método TLM

El método de la Matriz de Lineas de Transmisién o método TLM es una aproxi-
macion numérica en el dominio del tiempo a las ecuaciones de Maxwell desarrollada
por Johns y Beurle en 1971 M], estableciendo un modelo equivalente del prob-
lema basado en circuitos de lineas de transmisién. Esta naturaleza conceptual, en

contraposicion a una simple aproximacion numérica, hace que el método sea una
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poderosa herramienta capaz de resolver no solo problemas de propagacion de on-
das electromagnéticas sino también problemas de actustica o difusion de particulas,

por ejemplo |-

El método TLM establece una discretizacion del espacio y del tiempo en celdas
elementales o nudos TLLM. Las variables voltaje e intensidad sustituyen a los cam-
pos electromagnéticos, mientras que los pardmetros caracteristicos de las lineas de
transmision modelan el medio por el que se propaga el campo. En cada instante
temporal ¢ = nAt, una secuencia de pulsos incidentes, V', son dispersados en cada

nudo TLM, transforméndose en voltajes reflejados, V', a través de la ecuacion:
Vi =SV,

donde S es la matriz de dispersién que modela el medio. Estos voltajes reflejados
se convierten en incidentes en el instante temporal siguiente y en los nudos vecinos.
El procedimiento basico en la resoluciéon numérica de un problema fisico mediante
el método TLM consiste en establecer un nudo que genere ecuaciones diferenciales

equivalentes a las del problema y calcular su matriz de dispersion.

Inicialmente, el método TLM fue propuesto para problemas bidimensionales
usando diferentes nudos con distribucion de lineas de transmision en paralelo y en
serie Im, , ] Después, se resolvieron problemas tridimensionales usando
el nudo asimétrico expandido , , IE] Pero no fue hasta 1986 cuando P.
B. Johns cambi6 la manera de entender el nudo TLM a través del nudo simétrico
condensado , ], consistente en 12 lineas unidas formalmente en su cen-
tro a través de las ecuaciones de Maxwell (lineas principales) y que dan cuenta
de la propagacion, junto con otras 6 lineas, representadas por stubs inductivos
y capacitivos, que representan las inhomogeneidades del medio en permeabilidad
magnética y permitividad eléctrica. Si el medio tiene pérdidas, tanto eléctricas
como magnéticas, a estas 18 lineas hay que anadirles otros 6 stubs de pérdidas,
uno por cada direccion del campo eléctrico y de campo magnético. La matriz de
dispersion resultante tiene dimension 18x24 y los coeficientes vienen definidos por

las caracteristicas electromagnéticas del medio.

La excitacion en el método TLM no es inmediata. En principio el campo inci-
dente aparece como un voltaje incidente por la linea principal correspondiente.
El problema es que pueden aparecer otros campos asociados al voltaje incidente

anadido que no tienen equivalente en el problema original. Sin embargo anadiendo
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otros pulsos de voltaje incidente por otras lineas se puede compensar este efecto

f16d).

La discretizacion espacio-temporal genera un medio numeérico dispersivo IIE, IEI],
por lo que como norma general de los métodos numéricos de baja frecuencia como
es el TLM, el muestreo espacial debe ser como méximo 1/10 la longitud de onda
minima de la senal de excitacion. Naturalmente, el muestreo temporal debe ser
controlado también, pero el teorema de Shannon impone una restriccion casi siem-

pre menor a la comentada.

El uso del método TLM para otras geometrias, como cilindricas o esféricas,
es similar al cartesiano. Sin embargo, aparecen los siguientes inconvenientes: i)
aparecen singularidades en el eje Z tanto en cilindricas como en esféricas; ii) el
tamano de los nudos se va incrementando con las coordenadas radiales tanto en

cilindricas como en esféricas, por lo que el método se vuelve muy dispersivo.

Como ventaja de estos métodos es que evita el mallado en escalera cuando la

geometria del problema tiene superficies cilindricas o esféricas.

La pregunta clave que surge cuando se resuelve numéricamente un problema es
. Por qué se elige un método y no otro? En nuestro caso, ;Por qué se elige TLM y
no el més popular basado en diferencias finitas en el dominio del tiempo, FDTD?
En principio TLM requiere mas memoria que FDTD y como nuestro problema es
computacionalmente grande, esto es un inconveniente. Sin embargo TLM es in-
condicionalmente estable y todas las componentes de los campos estan ubicadas en
el mismo punto e instante. Ademés, el método TLM supone un modelo del prob-
lema fisico, lo que hace que inicialmente el método tenga més dificultad, pero hace
que aporte mas y mejor informacion de la solucion que otros métodos numéricos.
Asi el método TLM puede usarse para resolver problemas tan diferentes como la
radiaciéon de una antena de hilo |, donde el sistema tiene dimensiones fisi-
cas dispares, o el modelado de metamateriales con propiedades electromagnéticas

singulares que permiten disenar capas de invisibilidad electromagnética |-
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8.5 Paralelizacion del método TLM

En los métodos numéricos, disponer de una herramienta de calculo con suficiente
potencia es una necesidad continua. La potencia de las CPU (del inglés, Cen-
tral Processing Unit) parece haber alcanzado su maximo y la opcion mas efec-
tiva para incrementar la potencia de célculo es la paralelizacion usando milti-
ples CPU y/o con multiples nicleos. La paralelizacion se puede realizar, con los
medios disponibles en nuestro entorno de investigacion, mediante tres vias: sis-
temas con memoria compartida, sistemas con memoria distribuida y unidades de

procesamiento grafico (GPU, del inglés Graphics Processing Unit).

Los sistemas de memoria compartida consisten en una unidad o placa con var-
ios procesadores que a su vez suelen estar compuestos de varios niicleos. Esta
unidad dispone de memoria RAM (del inglés, Random Access Memory) accesible
a todos los nticleos a través de un sistema de comunicacién interno que opera a
una velocidad de acceso alta. Es precisamente este acceso a memoria por parte
de los diferentes niicleos el cuello de botella de esta tecnologia, en especial cuando
el nimero de nicleos accediendo a la misma memoria es alto. Para mitigar este
problema, en maquinas con muchos procesadores se suele utilizar la arquitectura
NUMA (del inglés, Non Uniform Access Memory) que permite un acceso mas
rapido por parte de cada ntcleo a una parte de la memoria, con lo que la par-
alelizacion es més eficiente. La paralelizacion con sistema de memoria compartida
deja de ser eficiente a partir de la centena de ntcleos, aproximadamente. El proto-
colo o APT (del inglés Application Package Interface) mas usado en estos sistemas
es OpenMP.

Los sistemas de memoria distribuida consisten en un nimero de sistemas de memo-
ria compartida unidos mediante un sistema de comunicaciéon que permite el tran-
sito de informacion de unos nticleos con otros. De nuevo es este sistema de co-
municacion el cuello de botella del proceso de paralelizacion. El protocolo o API

maés usado en este tipo de sistemas es MPI (del inglés Message Passing Interface).

Las GPUs estan disenadas especificamente para operaciones vectoriales por lo
que su potencia de calculo es mucho mayor que la de las CPUs, pero la memo-
ria disponible es muy limitada. La programacion con ellas es muy especifica y

completamente diferente a los sistemas de memoria compartida o distribuida.
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La simulacion numérica de la cavidad Tierra-ionosfera tiene como dificultad
principal la desproporcion de sus dimensiones (100 km de espesor frente a un
radio esférico de 6,370 km). Los rayos son la principal fuente de campo elec-
tromagnético y su espectro se concentra fundamentalmente en las bandas ELF y
VLF. Puesto que las ondas electromagnéticas en la banda ELF pueden dar varias
vueltas a la tierra es necesario un modelo tridimensional de la misma. Para esta
banda de frecuencias podemos considerar que la corteza terrestre es un conductor
perfecto, las capas bajas de la ionosfera como dieléctrico perfecto y a medida que
subimos en altura ir incrementando la conductividad, véase Figura R.I6, hasta

poder considerar de nuevo la condiciéon de conductor perfecto a 100 km.

Conductivity profiles
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FIGURE 8.16: Perfiles de conductividad de la atmodsfera. Extraido de Pechony
and Price @]

8.5.1 Paralelizacion

Dada la geometria de la cavidad, un modelo esférico permitiria un modelado ge-
ométrico mas 6ptimo. Sin embargo la singularidad en el eje Z hace que la union
de nodos sea complicada y que las dimensiones de los mismos sean variables, lo
que genera una gran dispersion numérica en la malla. El modelado en nudos carte-
sianos evita este problema pero genera un modelado en escalera, en el sentido de
que las formas esféricas deben ser aproximadas por cubos. Para evitar problemas
de dispersion hemos preferido usar el modelo cartesiano aunque evidentemente el
esférico queda como un objetivo futuro.

Las propiedades electromagnéticas de las celdas comprendidas entre un radio de

6,370 km y otro de 6,470 km tienen una permitividad eléctrica y permeabilidad
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magnética igual a la del vacio pero presentan una conductividad en funciéon de la
altura. En una primera version hemos considerado a la ionosfera como un plasma
isotropo. La introduccion de la anisotropia se ha dejado como un objetivo futuro.
Con el fin de reducir el tiempo de calculo se han incrementado los requerimientos
de memoria, por lo que cada nodo necesita un minimo de 100 Bytes de memoria.
Para un tamaio de celda de 10 km? son necesarias del orden de 5 107 celdas para

rellenar toda la corona esférica por lo que se requieren unos 5 GBytes de memoria.

La paralelizacion requiere un esfuerzo de programacion muy grande por lo que
hacer un programa paralelizado 6ptimamente para cada problema es inviable, para
una herramienta tan versatil como el método TLM. Por ello se ha elaborado un
preproceso que transforma cualquier problema (tridimensional, bidimensional o
unidimensional) en unidimensional y que sirve de entrada para el programa cen-

tral de cdlculo que ha sido paralelizado y que es comtn a cualquier geometria.

El preproceso consiste en asociar a cada nudo (identificado mediante un ntimero
tinico) con los identificadores de sus nudos vecinos. Asi cualquier geometria se
transforma en una agrupacion unidimensional de nodos donde cada uno tiene in-
formacion sobre las caracteristicas electromagnéticas de la celda que define y los
numeros identificadores de sus vecinos, incluyendo las condiciones de contorno si

el nudo cae en la frontera.

En proceso de calculo principal y que se ha paralelizado consiste en que en cada
instante temporal los voltajes incidentes en cada nudo se transforman en reflejados
a través de los coeficientes de la matriz de dispersién. Si usamos un sistema de
punteros asociados a los nudos vecinos, estos voltajes reflejados se pueden escribir
en las direcciones de memoria en las que luego se lee el voltaje incidente. Por tanto
cada nucleo puede encargarse de unos nudos concretos en cada instante temporal
con la condiciéon de que todos los ntcleos se sincronicen al final de cada iteracion

temporal.

8.5.2 Implementaciéon y pruebas de rendimiento

El programa desarrollado utiliza la arquitectura de memoria compartida usando
las directivas openMP y ha sido escrito en lenguaje C. Durante el proceso de par-
alelizacion ha sido necesario desarrollar estrategias locales como la multiplicacion

de los voltajes incidente por la matriz de dispersion para reducir al minimo el
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nimero de operaciones, asi como la propia redefiniciéon de la matriz en base a tres

coeficientes.

Para comprobar el funcionamiento del programa en diferentes arquitecturas se
ha elegido una cavidad rectangular con diferentes dimensiones segtin se muestra

en la TablaRB2l Las arquitecturas probadas han sido tres:
1. SuperMicro8 (SM8) con 2 procesadores AMD opteron de cuatro nicleos a
2.0 GHz y 32 GB de RAM.

2. SunFire (SF16) con 8 procesadores AMD opteron de doble niicleo a 2.2 GHz
y 64 GB de RAM.

3. SuperMicro32 (SM32) con 4 procesadores de 8 niicleos a 2.0 GHz y 96 GB
de RAM.

TABLE 8.2: Descripciéon de las cuatro simulaciones empleadas para las pruebas
de rendimiento.

Leyenda | N° de nudos | Memoria | iter. temporales | nodos-iteraciones
P1 104 1.72 MB 10° 107
P2 4-10% 6.88 MB 2.5-10% 10°
P3 106 172 MB 103 10°
P4 5-107 8.6 GB 210 107

Los resultados obtenidos demuestran que el tiempo de ejecucion crece lineal-
mente con el nimero de iteraciones temporales, independientemente del nimero
de ntucleos utilizados. Este hecho pone de manifiesto la secuencialidad de éstas.
En la Figura [B.17 se muestra una serie de graficas con el tiempo total de ejecucion
y la aceleracion (cociente entre el tiempo empleado con 1 nicleo y el empleado
con n niucleos). Se puede observar que no hay una relacion simple entre escalabil-
idad del algoritmo y su tamano sino que intervienen miiltiples variables como la
configuracion de la CPU en niicleos, disposicion de la memoria RAM o el tamano
de la caché. La influencia de la caché se pone de manifiesto en que la maxima
aceleracion se consigue en los problemas P1 y P2 llegandose incluso a alcanzar
aceleraciones superlineales (aceleracion superior al ntimero de ntcleos utilizados).

La méxima aceleraciéon conseguida ha sido 11.3 con 16 ntcleos en el ordenador
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SuperMicro32 en el problema P2, que es un buen resultado de paralelizacion si se

compara con otros trabajos [181, [188|.

Comparativa de las simulaciones
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FIGURE 8.17: Aceleraciones obtenidas para la cavidad rectangular.

En la optimizacion de la paralelizacion para problemas grandes (P3 y P4)

ha sido fundamental el uso de la herramienta numactl que permite modificar la



198 Chapter [l

Scalability of TLM algorithm
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Ficure 8.18: Comparaciéon de la aceleracion obtenida al utilizar el esquema
round-robin.

politica de asignaciéon de memoria a un esquema de tipo round-robin, de manera
que la memoria sea asignada uniformemente entre los diferentes segmentos de la

arquitectura NUMA.

Como ejemplo de la versatilidad del programa en el tratamiento de diferentes
geometrias también se ha simulado la propagacion de una senal electromagnética
en la banda VLF, para lo cual se ha modelado aquella parte de la cavidad a la que
llega la senial (la atenuacion de la atmosfera es muy grande a estas frecuencias) por
lo que la geometria se convierte en una guia de placas plano-paralelas infinita. Se
ha estudiado el caso con pérdidas y sin pérdidas. El tamano de la celda usado en
esta simulacion es de 1.5 km y se han simulado 7,500 instantes temporales de 2.5 us
con un total de 10° celdas. Las simulaciones se han efectuado en dos ordenadores,
SM32 y SM8. Se ha logrado una aceleracion maxima de 6 en SM8 usando los 8
ntcleos disponibles y de 16 usando 30 niicleos en SM32. Debido al tamano del
problema, la gestion de la memoria usando round-robin ha sido determinante. En
la Figura se pone de manifiesto la aceleracién conseguida al emplear esta

técnica.

8.6 Simulacion de la cavidad Tierra-ionosfera

El estudio numérico de la cavidad electromagnética Tierra-ionosfera lo hemos efec-
tuado simulando cinco problemas: la cavidad sin pérdidas, con pérdidas, ionosfera
deformada por un efecto provocado por seismo, simulacion de tormentas con difer-

entes extensiones y nimero de rayos, y por ultimo la cavidad asimétrica con las
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zonas dia-noche.

El modelo de rayo tiene una transformada de Fourier cuyo médulo es constante
en la banda ELF por lo que la respuesta del sistema en frecuencia serd equivalente

a la respuesta impulso.

8.6.1 Cavidad sin pérdidas

La cavidad consiste en dos esferas concéntricas conductoras perfectas con radios
6,370 y 6,470 km. Se han usado dos tamanos de celda con lados de 5 y 10 km.
Para el primero ha sido necesario un total de 4.14 108 celdas y 61.5 GBytes de
memoria de RAM. La simulacion ha requerido 7 dias de calculo. Para la segunda
simulaciéon el nimero de celdas se ha reducido en un factor 8, la memoria RAM
utilizada por la simulacion ha sido de 9.2 GBytes y el tiempo de célculo ha sido
de 21 horas. En la Tabla [83] se muestran las resonancias de Schumann obtenidas

con ambas simulaciones y se comparan con las analiticas.

TABLE 8.3: Frecuencias de las SR en Hz para las seis primeras resonancias en
la cavidad sin pérdidas.

lera SR | 2da SR | 3era SR | 4ta SR | 5ta SR | 6ta SR
10 km 10.24 17.74 24.98 32.35 39.63 | 46.93
5 km 10.47 17.99 25.48 32.96 39.98 | 4747
Analiticas | 10.51 18.20 25.75 33.24 | 40.71 48.17

8.6.2 Cavidad con pérdidas

Con igual configuracion que en el caso anterior se ha incluido un perfil de conduc-
tividad obtenido de |. Ahora las frecuencias de resonancia se hacen menores

y se aproximan a las experimentales, segiin se muestra en la Tabla 8.4l

El efecto de la conductividad en la cavidad también hace que las resonancias
no sean tan acusadas y aparece el factor de calidad como otro pardmetro a tener

en cuenta.
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TABLE 8.4: Frecuencias de las SR en Hz para las cuatro primeras resonancias
en la cavidad con pérdidas, junto con la desviaciéon estdndar de la medida.

lera SR | 2da SR | 3era SR | 4ta SR

f. 10 km 8.11 14.57 20.96 24.42
Desv. std. 10 km 0.260 0.384 0.502 0.601
fo 5 km 8.23 14.76 21.26 27.78
Desv. std 5 km 0.343 0.451 0.538 0.551
Experimentales [12] 7.8 13.9 20.0 26.0

8.6.3 Simulacién del terremoto de Chi-Chi

Medidas efectuadas en el observatorio situado en Chofu, Japon, registraron anoma-
lias en las resonancias de Schumann asociadas al terremoto ocurrido el 21 de Sep-
tiembre de 1999 en Taiwan, [13, 188-190]. Estas anomalias se han justificado
mediante una deformacién de la ionosfera provocada, de una forma que no se
conoce, por fendbmenos previos al terremoto en si. La deformacion de la ionosfera
se ha simulado numéricamente mediante un cono truncado con dimensiones vari-
ables con conductividad alta. Se han situado varios puntos de observacion. El
total de simulaciones efectuadas ha requerido 40 horas de computo. En la Figura
se muestran diferentes componentes de los campos en diferentes puntos de
observacion, y con diferentes perturbaciones de la ionosfera, incluyendo el caso
sin perturbar. Se observa como efectivamente se detectan anomalias pero estan
son de una intensidad menor que las detectadas en el observatorio. Ademés, en
la simulaciéon se han detectado anomalias lejos de la deformacion, y a modo de
ejemplo se muestra la aparicion de la segunda resonancia en el Polo Norte, que no

deberia medirse cuando la tormenta se encuentra en el ecuador.

8.6.4 Modelado de tormentas

Un total de 8 tipos de tormentas se han simulado variando el radio de alcance, la
razon de rayos y la intensidad de los mismos. La simulacion ha requerido 67 dias
de calculo. La senal medida en diferentes puntos de observaciéon tiene ahora una
componente estocéstica por lo que ha sido necesario usar el método de Bartlett

para obtener las resonancias de Schumann. En la Figural8.20lse muestra el espectro
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FiGURE 8.19: Componentes (izq.) E, y (der.) H, medidas en Japon, para los
4 modelos de deformacion.

de diferentes senales y su ajuste mediante Lorentzianas. Seria necesario hacer
simulaciones mucho mas largas para poder obtener resultados estadisticamente

significativos.

8.6.5 Estudio del efecto de la asimetria dia-noche

Por tltimo se ha efectuado una simulacion mas real del estado de la cavidad Tierra-
ionosfera, con una zona de dia donde la altura efectiva de la ionosfera se reduce,
mientras que por la noche se hace mayor. Se han introducido por tanto dos perfiles
de conductividad. Las fuentes se han situado en el ecuador, para diferentes horas
locales. La simulacion ha requerido 21 dias de calculo. En la Tabla 6.5 se muestran
las resonancias de Schumann en un punto de observacién y se comparan con la

cavidad simétrica y el valor experimental.

TABLE 8.5: Frecuencias de las 4 primeras SR, para la cavidad simétrica y la
cavidad dia-noche, medidas en la coordenada (6 = /3, ¢ = 7/6).

lera SR | 2da SR | 3era SR | 4ta SR

Simétrica 8.00 14.49 21.23 28.48
Dia-noche 7.25 13.49 19.98 26.98
Experimental [12] 7.8 13.9 20.0 26.0




202

Chapter [l

Amplitude [a.u.]

Amplitude [a.u.]

Amplitude [a.u.]

FIGURE 8.20: Espectros resultantes de la tormenta Sro
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8.6.6 Conclusiones

Las simulaciones efectuadas confirman que el método numérico y el programa
desarrollado pueden simular muchos aspectos y situaciones de la cavidad elec-
tromagnética Tierra-ionosfera, generando resultados muy concordantes con las
predicciones tedricas y con las medidas experimentales. Sin embargo la infor-
macion generada por el método es tan amplia y al mismo tiempo las simulaciones
son tan costosas computacionalmente que serd necesario un gran esfuerzo inves-
tigador para sacarle todo el partido a esta herramienta. Queda pues como un

objetivo futuro.

8.7 Conclusiones

Esta tesis esta dedicada al estudio del ruido electromagnético natural en la cavidad
Tierra-ionosfera. Las contribuciones efectuadas se pueden agrupar en dos clases:

andlisis de medidas experimentales y estudio numérico con el método TLM.

En el Capitulo 2 se analiza la senal electromagnética medida en la superficie
terrestre y se relaciona con los principales resultados analiticos revisados en el
Capitulo 1. Variaciones diurnas y estacionales del campo electromagnético nat-
ural en la banda ELF son discutidas y relacionadas con la actividad tormentosa
global de la Tierra. En el Capitulo 3 se analizan las medidas efectuadas por el
satélite DEMETER, con orbita situada a 700 km de altura, del campo eléctrico
en la banda VLF y se desarrolla un método de obtencion de la altura efectiva de
reflexion, se presenta un mapa global de la misma y se hace un estudio de sus

variaciones mensuales, estacionales y anuales.

La segunda parte de la tesis estudia la aplicacion del método TLM al estudio
de la cavidad electromagnética Tierra-ionosfera. En el Capitulo 4 se hace una
revision del método y se justifica su eleccion. El Capitulo 5 estd dedicado a re-
solver el principal problema que plantea el estudio numérico: la gran necesidad de
recursos computacionales debido a las dimensiones tan dispares que presenta la
geometria. La paralelizacion del algoritmo numérico después de una linealizacion
de la geometria es la solucion planteada. En el Capitulo 6 el modelo numérico se

valida y se aplica a diferentes problemas.
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Presentadas por capitulos, las principales conclusiones obtenidas en esta tesis se

enumeran a continuacion.

En el Capitulo 2 se muestra la presencia de las resonancias de Schumann en las
medidas magnetoteliricas. Estas resonancias estan presentes de forma clara en las
componentes horizontales de los campos eléctrico y magnético. En la componente
vertical del campo magnético solo se han evidenciado en un 5% de las medidas. A

partir del analisis espectral se han obtenido las siguientes conclusiones:

1. Evidencia de los tres principales centros tormentosos en Asia, Africa y América,
siendo su periodo de mayor actividad pasado el mediodia local. Las am-
plitudes observadas estan de acuerdo con las predicciones analiticas para
los modos TM". Las campanas de medidas efectuadas en enero y febrero
muestran menos amplitud en las resonancias mientras que las efectuadas en
verano y otono (en el hemisferio Norte) son mas energéticas. El decaimiento
en amplitud con el orden de cada modo se ha observado para el campo mag-
nético, pero no para el eléctrico. Este ultimo también se ha mostrado més
sensible a variaciones locales en el punto de medida, llegando a variar hasta
un orden de magnitud en su amplitud, mientras que el campo magnético se
muestra robusto y con variaciones minimas en su amplitud. Sin embargo
las frecuencias centrales de las amplitudes no muestran variaciéon ni para el

campo eléctrico ni para el magnético.

2. Las medidas efectuadas en la Antartida muestran un minimo de amplitud en
el segundo modo de la componente N-S del campo magnético (equivalente
a E-O del campo eléctrico) cuando el centro tormentoso se sittia en Africa

(entorno a las 16 UT) segin predice el modelo analitico.

3. La frecuencia central de las tres primeras resonancias de Schumann pro-
mediadas en las diferentes campanas de medidas son 7.8, 14 y 20.5 Hz. Las
variaciones de estas frecuencias pueden contener informacion sobre diferentes
procesos geofisicos como pueden ser tormentas, viento solar o terremotos.

Estas variaciones son mayores en la segunda y tercera resonancia.

4. En todas las series temporales se ha encontrado correlaciéon entre la com-
ponente N-S del campo magnético y la E-O del eléctrico y viceversa. Esta
correlacioén aparece tanto en variaciones de la frecuencia central como en las

amplitudes.
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También en el Capitulo 2 se ha efectuado un anélisis de algunas series tempo-
rales obtenidas en la Antartida mediante el método Rescaled Range (R/S), y se
ha demostrado la naturaleza persistente de la sefial. Segtin Nickolaenko et al. [82],
este analisis permite hacer una estimacion de la razon de rayos promedio en toda
la Tierra, encontrandose un valor de 16-32 rayos/s en la senal analizada. También

se ha efectuado un estudio numérico que confirma la validez de esta hipotesis.

En el Capitulo 3 se ha elaborado un mapa global de la Tierra (excluyendo
zonas aurales) de la altura efectiva de reflexion, con los datos del campo eléctrico
medido por el satélite DEMETER. Aunque hay trabajos previos de evaluacion de
la altura efectiva de la ionosfera a partir de la frecuencia de corte determinada
desde dispositivos terrestres, p.e. [133-135|, nunca habia sido evaluado con medi-
das efectuadas desde un satélite. Este método presenta la ventaja de muestrear
la region D de la Ionosfera de una manera mucho mas uniforme. A partir de
esta altura efectiva también es posible determinar la densidad de electrones y la
conductividad efectiva a esa altura, aunque para ello es necesario disponer de la

densidad de neutros (se ha usado el modelo MSIS en esta tesis).

Como resultado principal de este estudio, se ha observado, al menos durante
la noche, cierto diagrama estacional que se ha repetido durante los cuatro anos de

estudio de la altura efectiva de la ionosfera, especialmente sobre los océanos.

A continuacién, se introduce el método TLM efectuando una revision de los
aspectos, asi como sus ventajas e inconvenientes, mas importantes. Esto ha justifi-
cado nuestra eleccion de usar un sistema cartesiano para modelar la corona esférica:

evitar los problemas de dispersion e indefinicién inherentes al nudo esférico.

En el Capitulo 5 se describe la soluciéon adoptada frente a las necesidades
de paralelizacion que los altos requerimientos computacionales del problema han
exigido. El codigo paralelizado desarrollado para modelar la cavidad electromag-
nética Tierra-ionosfera ha requerido ademas una linealizacion del problema que
haga que el esfuerzo de paralelizacion sea independiente del problema. El programa
ha sido chequeado con dos problemas diferentes, presentando un rendimiento com-
putacional similar en diferentes ordenadores. La aceleracion necesaria se ha lo-
grado incorporando ademés una optimizaciéon del uso de la memoria compartida
por las diferentes CPUs en arquitectura NUMA a través de las directivas round-

robin. Se han conseguido aceleraciones numeéricas de hasta 16 usando 32 niicleos.
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Bajo determinados tamanos del problema se han conseguido aceleraciones super-

lineales gracias al papel de la memoria caché de cada CPU.

Finalmente, en el Capitulo 6 se presentan las simulaciones numéricas de difer-
entes condiciones de la cavidad Tierra-ionosfera, lo que ha permitido comprobar
el funcionamiento del programa y del método numérico en diferentes problemas.
Primeramente se ha modelado la cavidad sin pérdidas, lo que ha permitido repro-
ducir las resonancias tedricas. La introduccion de un perfil de conductividad en
el programa permite obtener las frecuencias de resonancia experimentales. Prob-
lemas que requieren un modelo tridimensional también han sido simulados. La
transicion dia-noche con alimentacion en el ecuador, perturbaciones de la ionosfera
por fendémenos previos a un terremoto, asi como su repercusion en las resonancias
de Schumann, y la simulacion de una zona tormentosa con generacion aleatoria de
rayos de diferente intensidad han sido problemas resueltos, y la soluciéon obtenida
estd de acuerdo con las evidencias experimentales, aunque es necesario un pro-
ceso mucho més elaborado de toda la informacion generada con cada simulacion

numérica, lo que queda como un objetivo futuro de investigacion.
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