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Preface

One of the most fascinating and important phenomena studied by Statistical
Physics is the so-called Self-Organized Criticality (SOC). Since Bak, Tang
and Wiesenfeld (BTW) coined this term in 1987, more than 30001 articles
written in these last 21 years about the topic validate the statement which
this thesis start with.

The concept of Self-Organized Criticality was introduced with the ambi-
tious aim of being the explanation of the ubiquity of certain mathematical
functions which describe some properties of real systems in Nature. Due to
the initial impact of the work of BTW, SOC has been able to go beyond
the frontiers, not only of its original discipline (Statistical Physics), but also
of Physics itself, being a concept used on articles in Biology, Geology, Neu-
roscience, Ingeneering, Chemistry, Mathematics and even in Social Sciences
like Psychology and Humanities.

This burst of works and the broad range of fields in which SOC can be applied
have made difficult to find one general and broadly accepted vision about
what SOC really is; in fact, there is not a definition of SOC in literature, but
(and depending on the discipline used to study it) there are many different
definitions, sometimes mutually incompatible, of the term.

The aim of this thesis is not to review all the work published about the
topic up to date. This thesis tries to cover some general aspects of SOC from
the perspective of phase transitions and their associated universal features,
and this is what the reader should expect from the book.

In chapter 1, the basic ideas about this topic are presented. After justi-
fying its importance, the difference between self-organization, criticality and
Self-Organized Criticality is clarified. It is pointed out under which condi-
tions the latter is expected, and a preliminary definition for SOC, established.

1Source: ISI Web of Knowledge, http://www.isiwebofknowledge.com/
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Also, it is introduced the paradigmatic example of SOC, the sandpiles, with
the original model of BTW as well as its stochastic version by Manna, and
the more realistic Oslo ricepile model. These examples allow to understand
how the features defined in the first part of the chapter as characteristic of
SOC are applied to specific models.

Meanwhile, the usual observables used in the study of these models are intro-
duced, recalling the concept of critical exponent, which allows to talk about
universality classes in SOC. The basic concepts related with phase transitions
can also be found in appendix A.

In chapter 2, SOC is treated from the point of view of a non-equilibrium
phase transition with many absorbing states. This allows to use the typical
observables defined in these systems to analyze SOC systems. Next, it is built
a bridge connecting these magnitudes with the ones defined in the previous
chapter, and conservation is used to define a universality class embracing
both stochastic sandpiles and absorbing state systems: the Conserved Di-
rected Percolation (C-DP) class.

After that, similarities and differences between this universality class, which
this thesis is focused on, and the absorbing-state-system paradigmatic class
(Directed Percolation, DP) are pointed out.

In the end, a continuous equation is deduced in order to describe at a meso-
scopic level the behavior of the already defined C-DP universality class.

Chapter 3 is devoted to compare the two above mentioned universality
classes, as well as to justify the importance of the availability of tools able
to distinguish clear and simply whether a system under suspect belongs to
one or the other universality class.

Two novel and conceptually simple criteria are presented for differentia-
tion, and their performance is tested by using two models historically miss-
classified as representatives of DP among sandpiles.

A different perspective from which SOC can be seen is by using elastic
interfaces in random media. This is the scope of chapter 4.

It is shown how to translate the SOC language into the interfaces one, and
the opposite procedure. Next, the apparent incompatibilities between the
observables measured in each description are explained. Thus, it is stated
that certain types of SOC and interface models are just two different ways
to observe the very same phenomenon. This last assertion is also justified by
means of Renormalization Group (RG) arguments and RG functions mea-
surements.
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Chapter 5 addresses the controversial topic of non-conservation in SOC,
confirming its essential part in the existence of Self-Organized Criticality.
Hence, an ultimate definition of SOC can be made.

Also, examples in Nature, historically claimed to be SOC, are analyzed in this
chapter, to determine whether they are critical or not. It is shown that a very
concrete degree of dissipation can be present for a system to continue being
critical, stating in this way up to which point the condition of conservation
can be relaxed in SOC.

The last chapter (chapter 6) is devoted to present some of the experi-
ments showing the features of SOC theoretical models. Some of the earliest
experiments, which did not observe the critical behavior of SOC, are studied.
But also those which successfully exhibited real scale invariance, becoming
the paradigmatic experimental realization of SOC.

On the other hand, the circumstances and conditions under which SOC can
be expected in a real system are studied.

In the appendices, the above mentioned summary of some basic concepts
about phase transitions and universality can be found (appendix A). But also
the steps necessary to map a microscopic reaction-diffusion set of equations
into a mesoscopic description of the same problem (appendix B), and the set
of tables embracing the results exposed in this thesis (appendix C).

This thesis is written in English, but a summary in Spanish is also in-
cluded (appendix D) with the purpose to fulfill the requirements to obtain
the degree of Philosophy Doctor in Physics with European level, as ruled by
the regulations of the University of Granada.

Also, a list of publications of the author is in the last pages of the thesis (see
appendix E). The work content in this book is not, of course, all the made
by its author. There is much work which has formed part of the learning
necessary to obtain the results of some of the parts of this thesis, as well
as other published work which, as it is not directly related to this topic, is
not explicitely cited. Nonetheless, it can be found in the list of publications
above mentioned.

Granada, December 2008.
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Chapter 1

Introduction

Consider one of the tectonic plates forming the crust of the Earth. In a
rough sketch of its complicated real behavior, it can be said that a plate
travels floating on the internal magma (molten rock) of the planet, in a slow
motion in which different plates can converge or clash. When two plates
are in contact, the different geologycal processes occurring in the proximity
of the contact zone (a fault) can be represented, in such an oversimplified
scenario, by only two relevant events: a long-termed process of accumulation
of the stress produced by the friction between plates, and an instantaneous
relaxation of all the stored stress in a phenomenon referred to as an earth-
quake.

When the intensity of the numerous different earthquakes taking place at
different zones of the Earth is collected, and the frequency of occurrence of
the intensities is depicted in a graphic with logarithmic axes, the resulting
curve (see Fig.1.1) follows with reasonable accuracy, the so-called Gutenberg-
Richter law [1, 2]:

P (I) ∼ I−γ, (1.1)

where the logarithm of the intensity I is called the magnitude of the earth-
quake.

The special mathematical shape of the Gutenberg-Richter law, a power
law, entails some underlying physical consequences (see appendix A.1.2). As
can be observed in Fig.1.1, many different intensities I are measured, up
to a certain magnitude M (M ∼ log(I)); in an ideal case in which the
system under consideration is infinite, it could be said that all intensities

1
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Figure 1.1: Normalized accumulated frequency of occurrence N of earthquakes with
magnitude M ∼ log(I), Southern California Catalog, from year 1932 up to the present.
As M is already a logarithm, when the N axis is taken in logarithmic scale the Gutenberg-
Richter power-law (Eq.(1.1)) is shown as a straight line. Source: Southern California
Earthquake Data Base, http://www.data.scec.org.

are possible and, therefore, that there is no characteristic length into the
system: the behavior described by this law is scale free. Moreover, when
the distribution of epicenters of the considered earthquakes is observed, very
sharp spatial structures or patterns appear.

These features are the hallmark of complexity, which implies the existence
of a certain hierarchical internal structure, i.e. organization. To be more
specific, self-organization, because the complex structures (also called frac-
tals1 [3]) appear spontaneously due to the cooperative behavior between the
components of the system (short interactions giving rise to long range effects,
that is emergence of complexity). Along with the mentioned spatial scale-
free behavior, complexity entails temporal scale-free behavior as well which,
in many cases, arises in form of 1/f noise1.

In Nature, many different systems share the non-trivial spatial and tem-
poral scale-invariant behavior of earthquakes. The examples are countless
and cover all the levels of observation, from the nanoscopic structures of
carbon nanotubes to the kilometric surface of river networks; and the inert
matter as well as the very foundations of life (see Fig.1.2).

The presence of fractals and power laws can be the result of many mecha-
nisms interacting to build them: a combination of exponentials, the result of
certain relations between stochastic variables, the presence of some degree of
preferential selection, chaos. . . [4, 5]. But when the power law is associated

1See appendix A.3
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Figure 1.2: Fractals in Nature. Anti-clockwise: Delta of Lena River, Russia; Growth
pattern of carbon nanotubes; Avalanche of Snow; Fluorescence optical microscopy image
of highly condensated DNA.
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with the divergence of correlations, it is signature of criticality2. Consider
the case of the above mentioned fractal structure of the epicenters of earth-
quakes or any of the examples depicted in Fig.1.2; the formation of such
patterns implies that an interaction between the different parts of the sys-
tem exists, and it is able to be transmitted through all its extent, i.e. the
correlation length/time is only limited by the size of the system, and therefore
it may diverge in the thermodynamic limit2.

The ubiquity of scale-free behavior and self-organization in Nature led
Bak, Tang and Wiesenfeld (BTW) to coin the term Self-Organized Criti-
cality (SOC) to explain the emergence of complexity in dynamical systems
with many interacting degrees of freedom without the presence of any ex-
ternal agent [1, 6]; SOC was devised to be a sort of supergeneral theory of
complexity.

As we will see, neither all self-organized systems in Nature are critical nor
all power laws in there are caused by SOC. Regardless of the cause of this
complex behavior, the truth is that power laws are frequent in Nature. This
is an observational fact. Maybe the claim of BTW was excessive, and the aim
of the original article too ambitious, but it opened a door and attracted the
attention of the scientific community towards a very fascinating phenomenon
that, in a greater or lesser extent, could be the cause of the scale-invariance
of many systems in Nature3.

It is important to note that SOC is not a new way to label the scale
invariance observed in Nature. It involves many more requirements, which
many natural systems displaying scale-free properties do not fulfill. In the
following sections, the common parts of the dynamics of SOC systems, as
well as the basic conditions for a system to exhibit SOC, are presented.

1.1 Avalanche Dynamics

In the more technical language of Statistical Physics, the above mentioned
tectonic plates of the crust are systems out of the equilibrium, spatially
extended, with many degrees of freedom interacting between them as the
response to an external local perturbation, being this response highly non-
linear: in the simplified scenario used up to now, the contact zone between

2See appendix A.1.2.
3See [7, 8] for a discrepant point of view.
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plates (the fault) could be seen as a discrete two-dimensional lattice whose
positions interact by means of a certain force, which can be accumulated by
the sites until an instantaneous relaxation involving all the system occurs
(the earthquake). This kind of evolution, common to all SOC systems, will
be here referred to as avalanche dynamics. The basics of such dynamics
are usually represented by means of the following simple steps:

• Driving: An input of information, energy. . . is introduced into the
system. In the case of earthquakes, the input is stress or, ultimately,
energy. This magnitude will be used, for simplicity, hereinafter.

• Activation: Each site receiving energy, either by the external input
or by means of the interaction with its neighborhood, accumulates it
until certain threshold is exceeded. Then, the site is declared active.

• Relaxation: An active site redistributes (all or a fraction of) its ac-
cumulated energy between its neighbors. This local relaxation (or top-
pling) rule may differ for each system. It is the starting point of a
chain reaction or avalanche (the hypocenter and the earthquake, re-
spectively, in the initial example). The relaxation of a site can, of
course, cause more activations into the avalanche.

• Dissipation: When redistribution events reach the boundaries of the
system (the surface of the crust4, for instance), energy is dropped off5.

• Resting: When there are no more active sites in the system, the
avalanche stops, and a new external input is added.

Avalanches are supposed to occur instantaneously, in contrast to perturba-
tion events. This is the case of earthquakes, where sites accumulate the stress
caused by the friction between the tectonic plates of the crust through hun-
dreds of years, and release it during an event which lasts only a few seconds
(minutes, at most).

With this type of dynamics, the system under consideration steadily
evolves towards a state in which, on average, outgoing energy balances ingo-
ing one, and a scale-free behavior only limited by the system size is observed;
it is the stationary critical state. The Gutenberg-Richter law, Eq.(1.1), is one
example; but other observables behave in a similar way. The lifetime of an

4The epicenter is the first point of the surface reached by the earthquake.
5Other types of dissipation can be defined; see chapter 5 for further discussion.
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avalanche is defined as the time interval between the first activation and the
time at which there are no active sites left. The size of an avalanche is the
number of topplings produced during this lifetime. Thus, in the stationary
critical regime, all sizes and lifetimes are possible, small events as well as
large ones, with the only limitation of the system size.

This critical behavior is manifested, for instance, in the probability distribu-
tion of these magnitudes. In this self-organized critical state, the probability
for the number of topplings involved during an avalanche to be s is:

P (s) ∼ s−τF
(

s

sξ

)
(1.2)

where F(x) is a scaling function, and behaves like:

F
(

s

sξ

)
= e−s/sξ (1.3)

where sξ is the characteristic size of an avalanche. Recalling the concept of
characteristic length6, Eq.(1.2)-Eq.(1.3) mean that this probability distribu-
tion follows a power law for sizes s < sξ, and decays exponentially fast from
there after. In other words, sξ establishes a cutoff in the power law behavior,
a characteristic length ξ. As the stationary state is supposed to be critical,
this cutoff is expected to be a finite size effect6 (i.e. sξ = sξ(L), where L is
the linear size of the system), with the form of a power law, like in ordinary
phase transitions:

sξ(L) ∼ LDf (1.4)

where Df is the so-called fractal dimension. Thus, the distribution func-
tion can be written as:

P (s) ∼ s−τe−s/sξ(L). (1.5)

This is called the finite-size scaling ansatz (FSS ansatz), and involves
that the deviation from the critical behavior of the distribution function
P (s) is due only to a finite size effect. P (s) can be seen as a spatial response
function. In the very same way, it can be defined its temporal counterpart.

6See appendix A.1.2.
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The distribution function of the duration of an avalanche (i.e. its lifetime; t,
from now on), fulfills:

P (t) ∼ t−τte−t/tξ(L) (1.6)

where:

tξ(L) ∼ Lz (1.7)

that is, the only deviations of lifetime probability distribution from the
power-law behavior are caused by finite size effects7. z is the dynamic ex-
ponent, which relates space and time. Although many more observables can
be defined, for the moment only probability distributions will be used, as
an illustrative example of critical observable to be applied to the systems
studied in this chapter.

1.2 Basic Ingredients

The phenomenological description of the dynamics made so far is the only
characterization of SOC given in most of the articles in the literature. In
fact, the minimal set of necessary and sufficient conditions for a system to
display it is still an unsolved problem. In what follows, are analyzed one by
one the most important features of SOC, with the aim of finding a general
definition of it.

The Threshold

As seen above, in the dynamics of a SOC system there is a threshold, i.e. a
condition for toppling. In SOC models, it is one quantity that, when exceeded
by the stored energy of a site, turns it into active.

But the presence of a threshold is more than a condition for instability; it
is a condition for stability: the threshold allows the system to accumulate
some energy during a period of time; if it would not exist, a site receiving

7As this distribution is related with the power spectrum S(f) (see appendix A.3), a
cutoff in P (t) is translated into a crossover in S(f) from non-trivial behavior to trivial
white noise.
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energy would be active, regardless of its history (stored energy), and the
system would be indefinitely in a regime of avalanches involving many sites,
but only a few energy. Without a threshold, in a finite conservative system
the initial energy would be transported from the initial seed to the border
in a trivial strictly diffusive motion, in which the boundary dissipation is the
only way for avalanches to die; but in the thermodynamic limit, all avalanches
would be infinite.

On the opposite extreme, an infinite threshold would make each site store the
initial received energy, without any possible interaction nor energy transport;
the system would be trapped into an infinite series of unitary size avalanches.

In addition, the existence of a non-trivial threshold, along with a conser-
vative redistribution rule, allow the system to develop a long-term memory,
responsible for the correlations between sites which, in the end, give rise to
the scale-free behavior of the system (see below).

The Adiabatic Driving

To procure the independence of avalanche events observed in real SOC sys-
tems, in SOC models it is also present an adiabatic driving: each input is
to be introduced in the pile only when all activity has ceased. This condition
is also called slow driving.

If a slow driving is not performed, one avalanche would start while another
one is running, and it would be impossible to define what such event is,
blurring the real behavior of the system. In the thermodynamic limit, each
initial perturbation must be applied at only one of the sites, which ensures
a clear definition of individual avalanche.

Separation of Time Scales

At this point, it is useful to distinguish between driving time and avalanche
internal time, i.e. lifetime. The time between two perturbations is repre-
sented by τP and, only for this discussion, lifetime (t) is represented by τR.

As said in the overview of the dynamics, avalanches are supposed to occur
instantaneously (i.e. τR → 0) as compared with perturbations, and therefore
τR ¿ τP . It is natural, thus, to define a parameter to express conveniently
this relation. Let κ be the ratio between both time scales [9]. Then, the
condition fulfilled by SOC systems is:
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κ =
τR

τP

→ 0. (1.8)

This parameter will be called Grinstein parameter hereinafter. Eq.(1.8)
entails an infinite separation of time scales. κ = 0 is only fulfilled in the
thermodynamic limit; in a finite system, Eq.(1.8) leads to a finite correlation
length, given by the system size.

In a standard nonequilibrium system, relaxation and perturbation time scales
are comparable; therefore, this novel feature is specific of SOC systems. In
fact, it is a key ingredient of these systems, and it requires the existence of a
threshold8.

Metastability

The requirement of such limit for the Grinstein parameter and the existence
of a threshold lead to another essential feature of SOC systems: metastabil-
ity. When the stable state of a real SOC system is perturbed, eventually an
avalanche is triggered, after which the system arrives to another metastable
configuration.

In SOC models, the system remains stable, accumulating energy, until one
site exceeds the threshold; then, an activation event occur, and an avalanche
takes the system to another metastable state.

The evolution of SOC systems could be sketched as a hopping series from
one metastable state to another, and the detonators of these jumps are the
perturbation events.

Self-Organization

A key feature of a SOC system is the self-organized character of its dynamics.
But in their modelization, the existence of an external driving is necessary
to reach the stationary state. It implies that there is a mechanism which is
only activated at a very specific moment of the evolution; it is, in some sense,
as if the system would need a supervisor [11]. This would make criticality in
SOC systems as restrictive as equilibrium or standard nonequilibrium phase
transitions are. Contrarily to those cases, in SOC, apparently, no fine-tuning

8In [10], an example of violation of this feature and its consequences can be found.
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of a parameter is present, but the systems needs the control of an external
agent.

As will be discussed in chapter 2, this supervisor can be replaced by a
driving which is always present, but in a rate h so small that perturbations are
not expected to occur in the course of an avalanche; then, τP = 1/h. There
would be, thus, a condition for driving, h → 0, that must be put together
with the dissipation condition: as dissipation is limited to the boundaries, if
a dissipation rate ε is defined, it would be a function inversely proportional
to the system size (L) and, therefore, would vanish (ε → 0) in the thermo-
dynamic limit. These two conditions, together with h/ε → 0, are equivalent
to the time scale separation condition, represented by Eq.(1.8). Now, there
is no supervisor, but a sort of tuning would be necessary for criticality.

SOC is usually presented in the literature as a theory which explains scale-
free behavior without any parameter tuning. Even if the requirement κ → 0,
which constitutes the tuning of the Grinstein parameter to a vanishing value,
seems to contradict the “self-organized” part of the term “SOC”, the fact is
that this condition is naturally satisfied by many real systems. For example,
it is blatantly obvious that the scale separation is present in earthquakes,
where the external supervisor is just the natural slow motion of plates in
the crust. SOC is not, thus, a supergeneral theory (time scale separation,
for instance, is a restrictive condition), but it can be naturally achieved by a
system interacting with its environment.

The Control Parameter

A related confusion stems from the affirmation that SOC entails generic
scale invariance or a lack of control parameter9.

In a standard critical point, there is only one set of values for the parameters
of the system which makes it critical; in generic scale invariance, any set of
values makes the system critical. In a SOC system the latter is also true, but
at least one of the parameters is dynamic, that is, it evolves as driving events
succeed. Thus, for a predefined choice of the rest of parameters, the dynamic
parameter is driven towards its critical value without any apparent external
tuning of it. The critical point is an attractor of the dynamics, reached
due to the necessary time scale separation, given by Eq.(1.8)

But how is the control parameter attracted to its critical value [11]?.

9See appendix A.1.2
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Consider a system whose dynamics is the defined in the previous section.
Energy E(~x, t) is stored at each site of the system, being E its density.
Consider as initial state the one in which E(~x, 0) = 0 ∀~x. In each driving
event (whether it be with the slow-driving process or with a constant rate
h), E is increased a fixed amount dE. At the first stages of the evolution of
the system, energy density is not large and driving events trigger only a few
activations; moreover, the first avalanches cannot propagate a long distance,
and activity decays exponentially fast to zero. The system is in a subcritical
regime. Driving goes on. When E is large enough, any perturbation triggers
a reaction; all avalanches spread over all system, and the boundaries are the
only limit for them; there is a characteristic size (and activity density) for
these events given by the size of the system, which is now in a supercritical
regime. But when activity reaches the border during large events, energy is
dissipated and E decreases a (non-fixed) quantity dẼ. As energy is lowered,
so it is the activity during an avalanche, and the system enters again a
subcritical state. Then, a driving is performed and the cycle starts again.

In this way, after an initial transient, E is maintained around a specific
value Ec, with fluctuations which disappear in the thermodynamic limit10.
Driving (dE/dn > 0, where n is the number of driving events) and dissipation
(dE/dn < 0) events drive the system towards a balance of energy outflow
and inflow, a stationary state in which all avalanche sizes or durations are
possible, and correlation length or time span throughout the system. All
the response functions become scale free. The system reaches a stationary
critical state: the SOC stationary state (see Fig.1.3).

It is obvious that, in this discussion, energy density is the control parameter.
On the other hand, activity density would be the order parameter11 be-
cause, when energy is low, activity decays exponentially to zero, and when is
large, a stationary value for it could be defined if finite size would not stop
the avalanches. The coupling between order and control parameter is the
mechanism of the dynamics responsible for attracting the control parameter
to its critical value.

In summary, fine-tuning or “supervisors” are implicit but hidden by the nat-
ural evolution of systems exhibiting SOC, which leads the control parameter
to fluctuate around its critical value. Is in this sense how self-organization
must be understood here.

10As these fluctuations are due to the increasing and decreasing of the density, they are
inversely proportional to the size of the system.

11See appendix A.1.
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Figure 1.3: Route to criticality. Driving and dissipation of energy keep the system around
the critical value of the density, Ec, with infinitesimal fluctuations inversely proportional
to the system size.

Conservation in SOC

So far, it has been shown that the existence of a threshold and slow driving
can be summarized in the time scale separation condition and metastabil-
ity. This two features are essential for SOC. Also, the fact that the critical
point is an attractor of the dynamics of the system, to ensure “spontaneous”
criticality. The last feature under discussion is local conservation12.

Many of the most prominent systems claimed to be SOC are clearly non-
conserved, in the sense that during every redistribution of the physical quan-
tity stored at a site, part of it leaves the system. That is, dissipation is local
and not only limited to the boundaries of the system.

The following heuristic argument allows to understand why local conser-
vation implies scale-free behavior in systems with avalanche dynamics [9].
Consider a system whose dynamics is the described in section 1.1, using en-
ergy as the stored quantity at its sites. If the system reaches a stationary
state for the energy density is because, on average, the amount of energy
introduced with the driving can be dissipated (global conservation). If redis-
tribution rules are conservative (local conservation), the only way in which
this condition is fulfilled is by transporting any energy excess from the ini-
tial seed to the borders. In this way, large amount of energy excess is re-
lated with large avalanches, and therefore these large events are not frequent
as compared with small events. Thus, the distribution of size/duration of
avalanches should reflect this, and the fact that a characteristic size/time

12At this point, it is clear that for the SOC stationary state to be reached it is necessary
a global conservation in the dynamics.
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(like the one appearing in an exponential distribution, see Eq.(1.2)-Eq.(1.7))
is not possible because then it would be impossible in the thermodynamic
limit to transport energy to the borders and, hence, to fulfill the stationary
state condition. Power laws might be, thus, expected.

In summary, SOC is expected for a system with avalanche dynamics and
a conservative relaxation rule. It leads to the conclusion that, together with
this dynamics, conservation is a sufficient condition for SOC. Thus far, we
have not provided arguments to discern whether conservation is a necessary
condition; this discussion is delayed until the chapter 5, where nonconserva-
tive systems are deeply analyzed.

All the models of SOC to be studied in this chapter and in chapters 2-4 are
locally conserved and ruled by dynamics similar to the described in section
1.1, which ensures their scale-free behavior in the stationary state.

1.3 Different Mechanisms to Reach the SOC

State

So far, the basic ingredients necessary to exhibit SOC have been scrutinized.
They have been exposed by using one concrete approach to the SOC sta-
tionary state. But, indeed, there exist two different mechanisms to achieve
such state: the already explained mechanism of “integration and fire” (to
which the most part of this thesis is devoted) and the extremal dynamics
mechanism. These mechanisms can be sharply distinguished by means of
their representative models, which are here briefly summarized.

i) Integration and Fire.- This generic term embraces the SOC models
following exactly the avalanche dynamics explained in detail above. To
this group of systems belong the examples in which a physical quantity
is stored at the sites of the system until the threshold is overcome at
one of them, which triggers an avalanche.

The paradigmatic model of such systems is the original proposed by
BTW: the sandpile model [6]. In this model, the sites of the system
accumulate grains of sand, and redistribution rules are deterministic
and conserved. This example and some variations of it will be discussed
in section 1.4 and chapters 2-3, and therefore we do not enter in details
now.

The initial example of this section, the earthquake, also follows this
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dynamics to reach the SOC state. In the accepted as archetypical model
of such systems, the Olami-Feder-Christensen (OFC) model [12], each
site accumulates stress until a certain threshold is exceeded. Then, a
fraction α of the energy of this site is redistributed among its neigh-
bors. As α is fixed to a value into (0, 1/2d], the system presents a
controversial feature: the lack of conservation in relaxation events. A
nonconservative relaxation rule can be found also in models of forest-
fires [13, 14], in which trees grow with probability p until hit by a
thunder (with probability f) or reached by a neighboring fire front;
the fires devastate any tree in the neighborhood and, in a certain spe-
cial limit of its parameters, the fire fronts can propagate throughout
the system forming fractal patterns. In chapter 5, the consequences
of these local dissipative relaxation rules for the SOC behavior will be
discussed.

In models of superconductors, avalanches are initiated due to an
external field which fosters the creation of vortices, which pile up at the
sites of the system. Under this mechanism, also neural networks can
be found; models of some parts of the brain consider the transmission
of signal between neurons as an avalanche, triggered by one site after a
period in which incoming potentials are stored. When the accumulated
potential overtakes a certain threshold, the signal is transmitted in
form of pulses throughout the network. These two examples will be
extensively treated in chapter 6.

ii) Extremal dynamics.- Evolution models, like the Bak-Sneppen model
[15], use extremal dynamics to achieve the self-organized critical state.
In this model, each site of a d-dimensional hypercubic lattice repre-
sents to a species into an ecosystem; each species i has a random num-
ber xi ∈ [0, 1] associated with it, which represents its fitness into the
environment. The avalanche-triggering event is the selection of the
minimum of all these numbers, xmin, which marks as active the site
with xi = xmin. Active sites represent species extinguished and them
and their neighbors have to be replaced by another new one, with a new
random fitness. When all the active sites have disappeared, the condi-
tion is checked again for the whole system. This is how an avalanche is
defined; small avalanches represent small adjustments of species, and
large events, massive extintions. Avalanches reorganize the system in-
creasing the fitness of all species (like a Darwinian selection rule) above
a critical one, xc; when this happens, the stationary value is reached
and critical properties arise.



1.4. Piles of Sand and Rice 15

These are the usual examples of SOC models, but there are many more
claimed to be SOC [5,16,17]: interface growth models [18], low-temperature
dislocation creep [19], atmospheric precipitation [20,21], stock-market crashes
[22], solar flares [23], droplet formation [24], river patterns due to water
erosion [25–27], landslides and turbidities [28–30], lattice gases [31], electric
conduction in random media [32]...

The next section is devoted to the archetypical examples of SOC models, on
which most of the work, both analytical and numerical, at the literature has
been focused.

1.4 Piles of Sand and Rice

The concept of SOC was, for the first time, used during the study of the
behavior of coupled pendulums [1]. However, this system (also present in the
first, seminal work [6]) was considered by the authors not an intuitive example
to introduce the concept of SOC. Instead, in the description of BTW’s new
concept, it was used the metaphor of a pile of sand, more accessible to non-
trained readers (after all, who has never played with sand or observed a
hourglass?).

A real sandpile is an open system in which grains of sand are introduced
at a low rate. When a grain is posed at the center of the pile, a column of
sand is formed at this site, the pile grows, and so it does its slope. While
the slope is below its angle of repose, it remains stable, and behaves like a
solid, because each component of the system is fixed at its position. When it
is over this angle, the pile becomes metastable; and, when a critical angle is
exceeded, any grain addition can trigger a chain reaction in which the grains
in the pile are reorganized in order to reduce the slope again (avalanche). If
the avalanche reaches the border of the pile, grains are consequently dropped
off. During this fluid-like period, in which a flow of grains can be defined, no
new grain is added.

When the pile is driven from a random site, an homogeneous landscape of
grains is formed instead. However, the related physics does not change.
An added grain makes the pile gain potential energy, which is accumulated.
When the potential energy is high enough to overcome stability condition,
the pile becomes unstable and an avalanche is triggered. During the chain re-
action, the grains with largest potential energy fall to lower levels, transform-
ing their potential energy into kinetic energy; this energy is lost in collisions
with other grains (friction), dissipated in form of heat. When a grain loses
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all its kinetic energy, it stops. During the avalanche, then, potential energy
is transformed into kinetic energy and dissipated in order to gain stability;
thus, in the course of an avalanche there is an energy flow with which the
pile is rearranged to reduce its slope.

Is in this sense in which the first sandpile models were described as “dissipa-
tive” [6, 10, 33]. But, here, grains13 are identified as discrete units of energy,
ideal quanta14. In this way, a conservation in the total number of grains of
the pile means a conservation in its total energy, and a rule breaking this
conservation is what we call dissipative in this text. From now on, we will
talk indistinctly about sand grains or energy.

How does a sandpile reach the SOC stationary state? When the density of
grains is small, only small local events happen; they have no consequence
in other parts of the pile: the pile is still a collection of independent, iso-
lated parts. Small avalanches usually stop before reaching the boundaries,
increasing the density of energy of the pile. As the pile grows, so it do the
events, and when the density is large enough, any small perturbation can
be felt in any part of the pile, transmitted in the form of large event. Large
avalanches reach the border and, in consequence, dissipate energy. By means
of driving and dissipation and small and large avalanches, the pile is driven
towards a stationary state in which all sizes of avalanche are possible, and
correlations span through all the pile: the self-organized stationary critical
state has been reached. In this state, the behavior of an individual grain or
part of the pile cannot be understood in isolation, but only the behavior of
the complete system. The whole pile is the minimal observational unit.

In the rest of this chapter, three of the most studied models of sandpiles
will be introduced.

The BTW sandpile

It is time to define a specific set of rules for the dynamics of the system
described above. In the model presented in [6], each site of a d-dimensional
system stores an abstract quantity, which could represent the force of a pen-
dulum, the slope of the pile or the height, indistinctly, at this point of the
system. Let i be the label which distinguishes a position on a d-dimensional

13In theoretical models, “ideal grains”, all identical, which can be piled up, are consid-
ered.

14As will be seen, a continuous definition of energy is also possible in sandpiles.
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hypercubic lattice, whose cartesian coordinates are given by ~ri, and zi the
variable which represents, e.g. the height of the pile at this site.

The common part of the dynamics of all SOC models proceed in this pile as
described in section 1.1: driving events are performed until the height of one
site exceeds the threshold, zc; when this happens, the site becomes unstable
(active) and relaxes the excess of energy by toppling grains to its neighbors;
if this toppling triggers more activations, relaxation events are performed
until no more active sites are in the system; then, a new grain is added, and
the cycle starts again.

The specific part of the rules for this model are described by:

1. Driving: A randomly chosen site i receives one single grain:

zi → zi + 1. (1.9)

2. Toppling: When a site fulfills the condition zi ≥ zc, a fixed amount of
grains is equally distributed to each of its nearest neighbors (n.n.) in
order to recover stability:

{
zi → zi + ∆i,i

zj → zj + ∆i,j ∀j. (1.10)

where ∆ is, with a notation similar to the used in [34], a generic op-
erator which describes the number of grains involved in any of these
steps:

∆i,j =




−2d for i = j
1 for j n.n. of i
0 elsewhere.

(1.11)

3. Dissipation: The grains toppled out of the pile, due to the relaxation of
an active site at the border, are lost; this is equivalent to the condition:

ziout = 0, (1.12)

With the definition of the matrix ∆ given by Eq.(1.11), the conservation in
the toppling rules is ensured by the condition:

∑
j

∆i,j ≤ 0 ∀i. (1.13)
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Due to the open boundaries, the left hand side is always negative. If they
were closed, the inequality would be saturated.

Note that the dynamical rules for this sandpile are extraordinary simple,
but, as we will see, the underlying behavior is extremely complex. It is an-
other example of the emergence of complexity from simple interactions. The
mathematics involved in updating rules are only sums and substractions, but
the mathematics needed to analyze the critical behavior is very complicated.
Thus, even this simple, deterministic, isotropic model cannot be analytically
solved15.

In a subsequent article [33], BTW define other set of rules specific for the
slope, which is defined as zi − zi+1 in one dimension. Both sets of rules, the
one which uses heights and the one which uses slopes, are very common in
the literature. Hereinafter, the original height rules will be used [6], which
entail certain advantages:

• The idea of height is more intuitive and allows to visualize immediately
the configuration of the pile.

• Due to the relation between them, the isotropic rules defined for the
slope becomes anisotropic for the height. This could cause confussion
if one works with both at once.

• Heights are univoquely defined in all dimensions, while slopes need a
convention for any d.

• Using heights, the condition for instability depends only on one site,
and not on its neighborhood.

Moreover, the use of heights confers special properties to the model. In [34],
Dhar studied many interesting properties of the BTW model defined with
heights instead of slopes. This model has a property called Abelianity,
reason why it is also called Abelian Sandpile Model (ASM). This reflects
the fact that, in this sandpile, when it is defined using heights, the order in
which toppling events are performed into the same avalanche does not change
its final configuration.

The author also defines the evolution to the SOC state as a route through
non-critical metastable states (transient states) until the critical metastable

15Other anisotropic variants are easier to treat analytically. See chapter 3.
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Figure 1.4: Small avalanche in the d = 1 BTW sandpile model. Left: Height at site i
is above the threshold zc, and therefore a toppling is necessary to recover stability. Right:
After the toppling, site i and i + 1 are stable, but site i − 1 is unstable; the avalanche
ensues.

configurations characteristic of SOC (recurrent states) are reached. Al-
though the number of metastable configurations grows exponentially with
the system size, only recurrent states have non-zero probability of occur-
rence in the SOC regime. This probability is equal for all these states. The
number of recurrent configurations is given by NR = Det(∆)16, and it is pos-
sible to know whether an arbitrary configuration is one of the NR allowed by
using the burning algorithm [34,35].

Moreover, this isotropic sandpile can be related with spanning-trees by us-
ing the burning algorithm, as well as with the q → 0 limit of the Potts
model [36]. This allows to obtain a deeper knowledge of the sandpile albeit,
unfortunately, not to solve it analytically. For most of the critical exponents
(for instance, probability distribution ones), computer simulations are still
needed.

BTW in d = 1

Following Eq.(1.11), for the one-dimensional version of the model, the top-
pling rules are:

{
zi → zi − 2
zj → zj + 1 for j n.n. of i,

(1.14)

and the threshold is fixed at zc = 2. When a site is active (zi ≥ 2), it topples
one grain to each nearest neighbor. If one of these neighbors is out of the pile,

16The inverse of the ∆ matrix (see Eq.(1.11)) is also related with the two-point correla-
tion function [34,35].
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Figure 1.5: Evolution of the energy density E as a function of the number of driving
events, n, in the d = 1 BTW model. For n < 5000, all final configurations, whose energy
is here represented, are transients. For n ≥ 5000, the only recurrent final configuration is
achieved, and E = zc − 1 remains unchanged.

the grain is dissipated. An illustrative example can be observed in Fig.1.4.

For d = 1 this model has a trivial “critical” behavior [16, 33, 37]. Let
the initial state of the sandpile be the empty one. As grains are added and
stored, some small avalanches occur, and some transient configurations are
visited. But after a few driving steps, the configuration in which all sites fulfill
zi = zc − 1 is reached; this state, called the minimally stable configuration,
is the only recurrent configuration possible. Therefore, NR = 1, and the
measured density of energy E =

∑
i zi/L takes a fixed value E = zc − 1,

with no fluctuations (see Fig.1.5). Any perturbation to this state ends in
this same state, after a few avalanche steps to recover stability.

Consider, for example, a system of size L = 5 (see Fig.1.6). Starting from
the minimally stable configuration (step 0, not shown), a new grain is added
to the central site (step 1); then, a non-linear diffusive motion starts in the
pile until, after six updating steps of the avalanche (lifetime t = 6) and
nine toppling events (s = 9), stability is recovered: the pile is again in the
minimally stable state.

In this way, as all avalanches start from the same initial state, the size of
the avalanche depends only on the site at which the initial grain is added.
As the position of the seed is an integer randomly selected from an uni-
form distribution in [1, L], all sizes and lifetimes are equally probable. The
exponents are trivial (see Table 1.1), as well as the spatial and temporal
structures. The system is “critical” in the sense that any perturbation is
propagated throughout all the system, but not in the usual meaning of the
term.
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Figure 1.6: Avalanche in a L = 5 one-dimensional system starting from the only sta-
tionary state: the minimally state configuration. The central site is perturbed, and the
final configuration is again the minimally stable one.

BTW model τ τt

d = 1 0(0) 0(0)
d = 2 1.13(3) 1.16(3)

Table 1.1: Critical exponents for the size/lifetime probability distributions in the BTW
sandpile model. Figures in parentheses represent the statistical error in the last digit of
the measurement. The case d = 1 is trivial. Own measurements, but in agreement with,
for instance, [46].

BTW in d = 2

For d = 2, the toppling rules are not much different from the one-dimensional
case; now, zc = 4, and:

{
zi → zi − 4
zj → zj + 1 for j n.n. of i

(1.15)

A sketch of a relaxation event can be observed in Fig.1.7. Redistribution
rules are as simple as the one-dimensional ones, but the behavior of the
system in the stationary state is much richer. Now, there is more than one
stable configuration in the stationary state (NR > 1)17, and therefore the
energy density E remains fluctuating around a non-trivial stationary value
(Ec = 2.1235(2)), with fluctuations given by a power of the inverse of the
system size18. Activity is able to form non-trivial spatial structures, as can be

17As mentioned above, indeed the number of recurrent states increases exponentially
with system size.

18Due to the finite size of the system, there exist a size correction to the thermodynamic
limit energy density EcL − Ec∞ ∼ L−γ [45].
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Figure 1.7: Small avalanche in the d = 2 BTW sandpile model. Left: The red grain,
site i, is exceeding the threshold, making this site unstable. Right: One grain is given to
each nearest neighbor; now all sites are stable.
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Figure 1.8: Left: Example of activity pattern in a 150x150 BTW sandpile. Each color
labels a number of topplings per site: the darker the color, the larger the number of
topplings. Right: Size and lifetime probability distributions in a d = 2 BTW sandpile
with L = 1000 as linear size; the exponents, measured by using a least squares fit, are in
table 1.1.

seen in the left part of Fig.1.8. The bulk of the figure is compact (due to the
deterministic relaxation rules), while the border is fractal; also, waves into
avalanches can be distinguished [38, 39], regions of sites which have toppled
an identical number of times.

This model is still controversial due to the fault to FSS ansatz in the sim-
ple form of distributions as P (s). The BTW sandpile presents multifractal
scaling instead [40,41], and the waves into each avalanche are the only single
events in which usual FSS can be observed for all quantities [38,39,42]. The
cause for this anomalous scaling was claimed to be in the strong difference of
dissipative (i.e. which reach the border) and non-dissipative avalanches [43].

Although extensive studies have been done about this d = 2 sandpile
(see [44] for a review, but also [45,46] for numerical simulations, [47–49] for a
continuous modification of the model. . .), the values of the critical exponents
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need still to be obtained with simulations and, as can be deduced by reading
a few of the articles proposed above, there is not even an accepted reliable set
of observables to be used. The result of the simple measurement of size and
lifetime probability distributions can be observed in the right part of Fig.1.8
and also in table 1.1. In the plot of the lifetime probability distribution
(inset), a clear example of the cutoff due to finite size (Eq.(1.7)) can be seen
around t = 12000. The duration of an avalanche here is much smaller than its
size because, as said above, a site can topple many times (multiple topplings).

In any case, the non-trivial values of the exponents show, thus, non-trivial
behavior in the stationary state, which can be called critical in the strict sense
of the term.

BTW in d = ∞

As dimensionality increases, the effect of the underlying spatial structure of
any system disappears. When this happens, long range interactions replace
to local rules, breaking the concept of “space”. Then, no spatial structure
nor spatial correlations are present in the model, and mean-field theory can
be applied. Mean field behavior is also present for a regular d-dimensional
hypercubic lattice when d is over an upper-critical dimension, dc which for
BTW [45,48,50] and the rest of piles of this chapter is dc = 4.

Apart from increasing dimensionality, there are many other forms to
achieve the mean-field regime. For example, to put all dynamical rules in a
Bethe lattice; due to the special properties of these lattices, mean-field BTW
can be solved analytically and their critical exponents, deduced [51].

It is possible also to use the so-called random-neighbor ensemble, where con-
nections between random distant sites are allowed in a system which is usually
defined in a regular lattice; this is equivalent to an infinite spatial dimen-
sionality on the system, and therefore mean-field exponents are recovered.
Boundary conditions can be replaced by sink sites, at which sand grains are
lost.

By using any of these ensembles, the mean-field system is able to reach
the stationary critical state. In it, and for large enough systems, activity of
the avalanches cannot pass twice through the same site, and therefore the
avalanche propagates by means of a branching process (see [46,52], or chapter
5) with certain details which allows to map the problem to self-avoiding
random walks or more complicated walkers [50], for which the associated
critical exponents are well known.
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For all these different paths to mean field, the exponents expected for size
and lifetime probability distribution are τ = 3/2 and τt = 1/2 (see [51], for
instance).

The Manna Model

The BTW model has been described and characterized by means of its ex-
ponents. In d = 1, its behavior is trivial, and for d > 1 anomalous scaling
properties are observed. It would be interesting to analyze a non-trivial
example of sandpile with no anomalous properties, able to show complex
behavior at any dimension below the upper critical one.

Many non-trivial one-dimensional models were proposed at first moment
(as the ones introduced in [53], and other variants of it). But due to the
simplicity of the rules of the BTW sandpile, it is better to focus our attention
on a similar example with non-trivial behavior in d = 1. The most simple
example is the so-called Manna model [54].

The Manna model is a sandpile in which a hard-core repulsion among
the different particles stored at a same position is introduced. In this way,
any site storing more than one particle becomes unstable and, as a result of
the repulsion, all its grains are distributed in an uncontrolled way among the
neighboring sites.

The evolution rules of this sandpile in d-dimensions are very similar to the
ones defined for the BTW model. In fact, the driving rule, Eq.(1.9), and the
dissipation rule, Eq.(1.12), remain the same. But during a toppling, an active
site redistributes all its energy between sites randomly chosen among its 2d
nearest neighbors. Thus, a ∆ matrix cannot be predefined in this model,
because it changes each time of each avalanche. In fact, as the repulsion is
identical in any dimension, the toppling rules coincide for any d:

{
zi → 0
zj → zj + 1 for zi sites, random n.n. of i

(1.16)

This model is apparently slightly different from the BTW sandpile, but
this difference in the relaxation rule is a key detail. In the BTW model, there
is only a source of stochasticity: the random choice of the initial seed. In the
Manna model, stochasticity is not only in the initial seed, but also during
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Manna model τ τt

d = 1 1.11(5) 1.17(5)
d = 2 1.27(3) 1.48(3)

Table 1.2: Critical exponents for the size/lifetime probability distributions in the Manna
sandpile model. Own measurements; the results coincide with any of the measured in the
literature (see, for instance, [55]).

the avalanches, present in the random choice of the target of the toppling19.

To be more precise, the stochastic rule in the BTW pile only influences the
initial state, not the avalanches. The critical behavior of a non-chaotic system
does not depend on the initial condition, and therefore any noise present only
in this stage is irrelevant. But, in the Manna model, the noise is present on
the evolution rules in a non-trivial way, making this noise relevant, and affects
to the critical behavior of the pile20.

The differences between the two models become fairly evident in simula-
tions: in d = 1, the Manna model has a complex behavior in the stationary
state, in which NR 6= 1, recurrent states are not equally probable, and the
energy density reaches a non-trivial value (Ec = 0.8913(2)) around which
remains fluctuating. Correlation functions and the rest of observables are
scale free. As can be seen in table 1.2, the critical exponents measured are
not trivial, which is a reflection of the power law behavior of the probability
distributions (see left part of Fig.1.9).

The complex behavior is, thus, present in any dimension, and makes
extremely difficult any analytical treatment of the isotropic model21.

Another evidence of the differences between these models is the activity pat-
tern (Fig.1.9) which, unlike in the BTW model, is not compact, but now
both the bulk and the border of it are fractal. The bulk is much richer, and
the avalanches are much more heterogeneous. Moreover, contrarily to the
BTW model, the behavior of the Manna sandpile fulfills the FSS ansatz [49].

Nonetheless, as the dimension increases, the differences are less remark-

19As each site chooses between its nearest neighbors of a regular lattice, spatial correla-
tions are present and the situation is very different from the random neighbor ensemble.

20Also different is the case of varying boundary conditions, see chapter 3.
21Due to its rules, the Manna model is not Abelian, although a “stochastic Abelian”

variant, in which two grains are toppled, and each of these grains is delivered to one
random n.n., can be also defined [56].
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Figure 1.9: Left: Size and lifetime probability distributions in a d = 1 Manna sandpile
with L = 32768; the exponents measured are in table 1.2. Right: Example of activity
pattern in a 150x150 Manna sandpile; the bulk, much more heterogeneous than in the
BTW case, contains holes of activity.

able. In the random neighbors ensemble (d = ∞) the rules for the Manna
model are mostly identical to the BTW rules. Driving and dissipation rules
remain unchanged, but in the toppling rule each neighbor does not receive
necessarily the same amount of distributed energy. For this ensemble, this is
an irrelevant detail concerning critical behavior, which is again described by
a branching process. Therefore, both the BTW and the Manna model share
the same mean-field behavior.

Albeit for many years it has been a controversial question, with these argu-
ments (and many more which will be given all along this thesis) it can be
concluded that the BTW model and the Manna model exhibit a different
critical behavior for d < dc. This is not the case for mean-field behavior, at
d ≥ dc.

The Oslo Ricepile Model

So far, two theoretical models of sandpile has been introduced. The BTW
model was not created to reproduce the behavior of real sandpiles. It was
created to collect essential physics of the behavior of many real systems
in the simplest model possible. It was not the intention of its authors to
obtain a realistic model. Actually it is not. However, it is an interesting
question whether real experiments reproduce the scale-free behavior present
in theoretical models. As we will see in chapter 6, all granular experiments
with rounded “sand” grains failed in their attempt of find avalanches of all
sizes and durations fulfilling the finite size scaling ansatz, being intertia the
main problem in all cases.
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Inertia appears when a moving grain is accelerated by gravity, and there-
fore its velocity and kinetic energy increases as the avalanche ensues. This
mechanism is not implemented in any of the sandpile models studied here
(and actually it leads to a lack of criticality, see chapter 6). The only way to
reduce inertia is by using strongly irregular shaped grains, which increases
the number of collisions (and, in consequence, friction) and allows non-trivial
packaging of grains (local variablity) in order to gain stability.

This is the underlying idea of the most celebrated experiment in SOC:
the Oslo Ricepile Experiment [57]. As we will deeply explain in chapter
6, the key point was to introduce grains of elongated shape, which can be
packaged in many different and non-trivial ways, keeping stuck easily. This
reduces the inertial effects, and sharpen the critical behavior of avalanches
into the pile. This was called “the ultimate sandpile experiment” by Bak [1],
because it is the only granular experimental setup in which avalanches with
scale-free size/lifetime distributions have been observed, and the finite size
scaling ansatz is fulfilled.

Real experiments with sand grains were performed to check whether the
BTW model was realistic or not. In an opposite way, a theoretical model
was proposed to reproduce with simulations the already observed critical
behavior of the real ricepile experiment. The above explained non-trivial
packaging of rice grains entails local variability, which affects to the updating
rules, changing as the avalanche evolve [58]. This idea inspired the so-called
Oslo ricepile model [59].

Albeit it was defined with slopes and boundary driven in the original article,
for homogeneity criteria we will use the height, isotropic, bulk driven version
of the model22. In this model, the toppling rule is identical to the BTW one:

{
zi → zi + ∆i,i

zj → zj + ∆i,j,
(1.17)

with the same definition of ∆ made with Eq.(1.11). What is different in
this model is the condition for a site to be unstable, given by z > zi

c, where
the threshold is stochastic and different for each site: zi

c is now a quenched
magnitude, updated only when site i topples, taking the values 1 or 2 with
equal probability. Although it could seem that this sandpile is nearer the
BTW than the Manna model because of the deterministic redistribution rule,

22See [37, 60] for a comparative study of both cases and chapter 3 to well-understand
the differences.
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Oslo model τ τt

d = 1 1.10(3) 1.16(3)
d = 2 1.26(3) 1.48(3)

Table 1.3: Critical exponents for probability distributions in the Oslo ricepile model.
Own measurements for d = 1, 2

the fact is that the stochastic nature of the threshold makes the evolution
into the avalanche also stochastic. With the threshold, a non-trivial noise is
added to activity events (variablity, dynamically-varying rules) and, in this
sense, this system and the Manna pile are described in a very similar way
(see above). It is expected, then, that the critical behavior of the Manna
model and the Oslo ricepile model coincide, giving as a result the same set of
critical exponents. Actually, it is so, as can be seen by comparing the results
on table 1.2 and table 1.323. Also, in this pile the FSS ansatz is fulfilled.

In this way, the Manna and the Oslo model belong to the same universal-
ity class24. In fact, these models define a universality class known as the
Manna class, characterized by the stochastic nature of the updating rules
into the avalanches (not only of the driving rule, as usual in sandpiles). This
allows to use one model or the other indistinctly to study a concrete problem,
depending on how clean its critical behavior is displayed in each case.

As will be shown in subsequent chapters, the critical behavior of systems in
this universality class is different from, for instance, the behavior of deter-
ministic sandpiles as the BTW one. Also, the Manna class is very robust, in
the sense that many changes in updating rules are irrelevant for the critical
behavior if and only if they keep stochasticity in relaxation. For example,
suppose that some small walls are introduced in the pile to close the pass
towards some neighbors of each site, keeping the original updating rules; this
is equivalent to a Manna model in which some bonds of the regular lattice
are removed in the initial stage. This structural quenched disorder is not
relevant and it does not alter the universal behavior of Manna25. Neither
do so the continuous energy description of the Manna model25; nor a Manna
model in which the energy given to each site, z, is a parameter of the system
(fulfilling z = zc)

25; nor the Manna model in which the probability for a site
to be activated when activity reaches it is a continuous increasing function

23Additional results will be given in chapters 2-4 to justify this statement.
24See appendix A.2
25Own measurements. Not shown. See also [61].
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of its stored energy density25. . .

Sandpiles as the BTW model will be called, hereinafter, deterministic
sandpiles, while piles in the Manna class, stochastic sandpiles.

1.5 Concluding Remarks

Power laws, reflection of complexity, are ubiquitous in Nature. Self-Organized
Criticality (SOC) was born aimed to be an explanation for this ubiquity, and
therefore with the aim of being a general theory of complexity.

Despite it is clear that it is not the general mechanism in which “How Nature
works”, it still attracts the attention of the scientific community. After more
than 21 years under study SOC is still a controversial, interesting topic, full
of details. Many of its most important fundamental aspects are not clarified
yet, and there is not even an accepted definition of the term.

There is not an accepted set of conditions to be fulfilled for a system to be
SOC; any proposed set is questioned. It is not even a general acceptance of
what the order and the control parameter are. The only certainty is that
SOC systems are, somehow, naturally posed on criticality.

In this chapter, the basic concepts related with SOC are introduced to
settle notions that will be important to understand the body of the thesis.
Apart from systems which use extremal dynamics, the basic ingredients for
a system to exhibit SOC are:

• A slow-driving and boundary dissipation (κ → 0 limit).

• A threshold in the dynamics.

• Metastability.

• Infinite separation of time scales.

All these ingredients are coupled, and they all are necessary conditions for
SOC. On the other hand, conservation is a common feature of the paradig-
matic examples of SOC models: sandpiles and ricepiles. In all these systems,
critical exponents can be measured in correlations and other response func-
tions, and universality classes can be defined.

According to the ideas introduced, a definition of SOC can be enunciated:
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Self-Organized Criticality is a mechanism through which open systems
achieve a self-organized statistical stationary state in which a nonequilibrium
phase transition is undergone; by means of the existence of a slow-driving,
threshold, time scale separation, metastability and boundary dissipation, the
dynamics of the system leads it to a critical state in which scale invariance
is present in all the observables.

This definition will be completed in chapter 5, after discerning whether
conservation is a necessary or a sufficient condition for SOC.



Chapter 2

SOC as an Absorbing Phase
Transition

The study of SOC can be divided, historically, in two stages: one, of re-
search on general features of SOC by creating new models, focused on their
properties and their analytical treatment; the second one, concerning the
classification of models in universality classes and the quest for a continuous
description for the dynamics of the models, a mesoscopic field theory rep-
resentative of each universality class. The previous chapter dealt with the
issues of the first described stage.

This chapter is devoted to look for a field theory to describe the essentials
of the most generic universality class of all SOC systems: the universality
class of stochastic sandpiles, or Manna universality class. In turn, a new
ensemble for stochastic SOC sandpiles will be devised, with which the self-
organized critical point can be treated as the critical point of a second-order
phase transition. This characterization will allow to stablish two different but
equivalent ensembles to describe the behavior of stochastic SOC systems, and
to compare with the universality class of Directed Percolation (DP). In the
end, the differences between the SOC ensemble and the new one established
in this chapter will be highlighted, to discern the range of validity of each of
them.

31
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2.1 The Universality Class of Stochastic Sand-

piles

In section 1.4, sandpiles were introduced, and their general characteristics
explained. Also, the universality class of stochastic sandpiles was presented
and put forward from the class of deterministic sandpiles, to which the Bak-
Tang-Wiesenfeld (BTW) model belongs.

Ten years after the first paper about SOC [6], a classification of sand-
piles into universality classes was still a controversial topic (see, for exam-
ple, [61–63]). Whether the BTW [6] and Manna [54] models formed part
of a same universality class was not clear yet. Even the tools employed to
analyze the problem or the very existence of true scaling in BTW were under
debate [63], which points out the non-triviality of the task. Some authors, for
instance, proposed to distinguish between avalanches which reach the border
(dissipative avalanches) [43] and internal avalanches, in order to observe a
clean scaling with which better discern the universality class [64].

Measurements of critical exponents (see tables 1.1 and 1.2, for example),
the study of the FSS ansatz [41], and the meagre number of articles with
analytical results about the isotropic Manna model (for instance, [56, 65])
and isotropic Oslo model [59] (see [66] and references therein) corroborate
a different behavior for stochastic and deterministic sandpiles at criticality.
This will become more evident all along this chapter.

Relevant Ingredients of Stochastic Sandpiles

So far, many arguments have been presented to ultimately claim that the
Manna model and the Oslo model belong to the same universality class,
different from the BTW universality class. But in order to deeper understand
the universality class of the stochastic sandpiles, it is indispensable to know
what are the relevant ingredients which define this universality class.

To this end, the dynamic rules of both Manna and Oslo models are now
compared. Apart from the common mechanism for the driving and the dis-
sipation, there do not seem to be more common points in their rules: the
threshold in Manna is fixed, but in Oslo is a random quenched variable;
and the choice of neighbors in Manna is random, but in Oslo is determinis-
tic. However, at a coarse-grained level, in which microscopic details are cast
aside, there are two key common ingredients: conservation and stochas-
ticity.
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In both models, the presence of stochasticity in the relaxation rule, either by
means of a quenched variable or at the annealed choice of the target site to
which topple a grain, prevents the rule from being deterministic. This feature
distinguishes these models from the BTW model. On the other hand, as in
the usual definition of a sandpile, the dynamics is conservative, and the only
present dissipation can be considered a finite-size effect.

As explained in the previous chapter, the existence of a threshold, together
with conservation, allows the develop of a correlated background of grains
at sites below threshold. The number of grains stored at a site defines the
response of a site when receives a grain during an avalanche; therefore, the
activation of a site depends on the value of its background. This leads to the
existence of a coupling between the stable grains and activity.

Then, it can be concluded that, for a system to belong to the stochastic
sandpile universality class, stochastic relaxation rules as well as a coupling
between the activity and the conserved background of the system are neces-
sary conditions. This statement defines the universality class of the Manna
sandpile model, into which many more models can be included (see below).

This supports the claim that the BTW model does not belong to the same
class of the Manna model. The form of the correlations of the background
depends on the relaxation rules and, thus, at a coarse-grained level, the
correlations of the background of a deterministic sandpile differ from the
ones of a stochastic sandpile.

It would be desirable to confirm these claims with the analysis of a continu-
ous mesoscopic equation in which the irrelevant microscopic details are not
present, and its properties can be rigorously deduced. However, already at
the microscopic level of the Manna model there are fundamental problems
which make difficult any analytical calculation: the presence of two time
scales, and the broken translational invariance (inhomogeneity) due to the
restrictive dissipation only at boundaries.

2.2 Regularization of a Sandpile

The presence of the κ → 0 condition, necessary to reach the SOC state,
introduces two time scales for the system: one is the slow-driving time scale
and, the other one, the relaxation time scale or lifetime of each avalanche.

The existence of two different time scales entails certain theoretical prob-
lems, like ambiguous definitions of time-correlation functions and other time-
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related observables. Also, the driving event implies a general knowledge of
the state of the system (because no driving is possible while activity remains
into the lattice), and hence a certain degree of non-locality [67, 68].

In principle, to describe the overall behavior of the avalanche, both time
scales are to be taken into account. But, as mentioned in the previous chap-
ter, it is possible to use one only time scale if the slow-driving is replaced by a
constant driving which acts with a rate h ¿ 1. In this way, the slow-driving
time scale disappears, and only the relaxation-time scale remains.

The other singular part of the dynamics, the dissipation at the boundaries,
can be also overtaken by introducing a dissipation rate ε, acting at any part
of the system. This dissipation mimics the effect of the open borders and,
therefore, allows to close the boundaries1, acquiring the system translational
invariance.

With these changes, the dynamics of the sandpile occurs in a single well-
defined time scale into an homogeneous (translationally invariant) spatial
extent. In other words, its dynamics becomes regularized [67–71].

The constant rate h can be interpreted as an external field applied to the
system; also, by defining the response function associated with the activity in
the sandpile it is clear that, for a finite ε, a function of the inverse dissipation
rate establishes the maximum correlation length on the system [67–70, 72,
73]2. Thus, ε could be considered as the distance to the critical point of an
ordinary phase transition (see Eq.(A.1.6)), i.e. the control parameter.

In this way, the values of the rates must be adjusted in order to recover the
critical behavior. As the driving time scale is now given by ∼ 1/h, if h → 0
the rate of driving is so small that the additions of activity seeds are not
performed during the course of an avalanche and, therefore, individual events
can be univoquely defined. Boundary dissipation imposes a very specific
dependence of ε on the system size, due to which the thermodynamic limit
leads to ε → 0.

To ensure the existence of a stationary state, ε must be always larger than
h. Therefore, the system reaches the critical stationary state at the limits
h, ε → 0 and h/ε → 0. By taking into account the identification of h and
ε rates with the time scales of the non-regularized system, the Grinstein
parameter is equivalent to κ = h/ε (see Eq.(1.8)); hence, by taking the

1Actually, to minimize finite-size effects, periodic boundary conditions are used.
2This topic will be deeply discussed in chapter 5.
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above mentioned limits, the κ → 0 condition, necessary for the sandpile to
be critical, is recovered.

This vanishing limit is naturally attained by systems which evolve by
means of SOC avalanche dynamics (see the previous chapter), whose defini-
tion implicitly brings the necessary time-scale separation. Due to this, these
systems are said to be posed on criticality, or that they are critical in appar-
ent absence of parameter tuning. Moreover, the negligible limit for h and ε
to reach criticality confers robustness to the critical point: a change h → kh
and ε → kε, with k a constant real value, still keeps the system into the criti-
cal regime. This is not the case of systems whose critical point is localized at
a non-vanishing value, where such change moves the system far apart from
criticality. It makes SOC systems (even if regularized) more probable to be
found in Nature than those undergoing an ordinary phase transition [9].

The Loss of Self-Organization

In the previous chapter, energy density E was defined as the dynamic con-
trol parameter of the sandpile models, which is attracted, due to the self-
organized dynamics, to its critical value (and the system to criticality). When
ε (or κ) is introduced, it arises as the new control parameter. The average
energy still increases until the system achieves a stationary state, but the
stationary value of the energy depends now on the selected fixed value for ε.

Actually, E, h and ε are coupled due to the dynamics: is the limit h, ε, κ →
0 (equivalent to the slow-driving and boundary dissipation) which makes
possible the self-regulation of the energy of the system and the rearrangement
of the background to a critical configuration. Without driving (h = 0),
E < Ec and all avalanches are subcritical; without boundary dissipation
(ε = 0), E > Ec and all avalanches are supercritical. This points out a
dependence between the three parameters in the regularized system.

After the regularization of the dynamics, to achieve the critical regime it
is necessary a specific limit for these three parameters. The regularization of
the dynamics entails, thus, the necessity of a fine-tuning for criticality: the
system is not self-organized anymore.

But as mentioned above, the regularization also permits to reach configu-
rations a-priori forbidden for SOC systems: arbitrary off-critical states. In
SOC sandpiles, any non-critical configuration is a transient of the dynam-
ics (see the previous chapter), and only the barely subcritical configurations
resulting from a critical avalanche are accessible. The absence of a tuning
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control parameter prevents the system from reaching an arbitrary-far-from-
equilibrium configuration. But the existence of a standard control parameter
(ε) in the regularized sandpiles gets rid of this problem.

In summary, the regularization of the dynamics of stochastic sandpiles
allows to well-define a unique time-scale, as well as to acquire spatial trans-
lational invariance, two essential features of the systems studied in the theory
of ordinary phase transitions. Also, any point of the phase transition of these
systems is now accessible; but, in turn, one characteristic feature of these
models has been lost: the self-organization.

2.3 Fixed-Energy Sandpiles

The identification in sandpiles of an external field and a control parameter
which takes into account the distance to the critical point was early proposed
by Tang and Bak [74]. The definition of the distance to the critical point is
useful to study off-critical properties of the system, like the dependence of
the order parameter or the correlation length on such a distance3.

With these observables, it would be possible to characterize the SOC state
like an ordinary nonequilibrium second-order phase transition. But,
according to the arguments of the previous section, this possibility is dis-
carded in “non-regularized” (standard) SOC systems. In the case of the
regularized ones, the coupling between E, h and ε leads to the existence
of a unique possible set of values for the parameters to achieve criticality
(namely h, ε, κ → 0, and E dynamically raising up to Ec). The coupling and
the evolution of E make the description of the critical point, in some sense,
pathologycal. But there exists a way to de-couple these parameters.

Consider a SOC system in the thermodynamic limit (where the effect of
the borders can be not taken into account, and therefore ε = 0) which keeps
the same relaxation rules, but in which there is no driving (h = 0). For finite
systems, the ε = 0 condition can be mimicked by means of periodic boundary
conditions. This defines a new ensemble for the SOC system.

In this new ensemble, the system is not SOC anymore, because none of the
mechanisms responsible for self-organization is present; the density of energy
is now strictly (both locally and globally) conserved, and therefore the initial
level of energy does not change during its evolution. If the SOC counterpart

3See appendix A.1.2.
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is a sandpile, these systems are called fixed-energy sandpiles (FES) [69,75]
(see also [67] for an early approximation to the problem), but it is possible
to bring any SOC model into a fixed-control-parameter ensemble.

In such ensemble, the identification of the relevant parameters is straight-
forward: activity density ρ is the order parameter, and energy density E, the
control parameter of the system, which must be fine-tuned to its critical
value to reach criticality. It is now a static, independent parameter. Also,
there is only one time-scale and translational invariance. The criticality of
the system can be described now as the critical point of an ordinary
phase transition.

Consider a SOC sandpile like, e.g. the Manna model. To bring it into the
FES ensemble, a fixed E and periodic boundary conditions are considered,
remaining the activation condition and the relaxation rules unchanged. As
there is no driving, E is already distributed among the sites of the system at
the initial state.

When the fixed energy E is small, there can be only a few active sites,
the background is subcritical, and activity decays exponentially fast to zero.
Once it is in such a state, the system remains frozen at one of the many
possible subcritical background configurations. This activeless state is iden-
tical to the frozen configurations of the SOC counterpart. As, once reached,
the system cannot scape from it by itself, it receives the name of absorbing
state.

If, on the other hand, E is too large, the conservative dynamics of the sandpile
makes activity diffuse but, due to the closed boundaries, it remains into the
sandpile, reaching the system a stationary supercritical state.

For a specific value of energy, Ec, in the thermodynamic limit, activity decays
slowly to the absorbing value following a power law; the system is at the
critical point of a nonequilibrium phase transition into absorbing states, or
absorbing phase transition.

The critical point reached with the FES ensemble is not different from the
critical point of the SOC ensemble. Apart from the mechanism to reach the
critical value for the control parameter, the rest of the dynamics is identical.
Therefore, for a large enough system size, the energy level necessary for
correlations to span throughout the system must coincide in both ensembles.
Hence, the critical value Ec in the FES ensemble must be identical, in the
thermodynamic limit, to the stationary critical value of the SOC ensemble
[11, 60, 76]. The two ensembles are just two equivalent mechanisms to reach
the same critical point. Recalling the SOC sandpile mechanism to reach
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EEc

DRIVING (+dE)

~DISSIPATION (-dE)

ρ

Figure 2.1: Phase diagram (activity versus energy densities) for the FES ensemble.
The arrows represent the SOC driving (energy increasing +dE) and dissipation (energy
decreasing −dẼ; see the previous chapter), which keep the system infinitesimally around
the critical value of the density, Ec. Due to this, the overcritical phase is not accessible for
the SOC ensemble (unlike the FES ensemble, for which the whole phase space is avaliable).

the critical state (see section 1.2), the discussion about this equivalence is
summarized in Fig.2.1

Moreover, as correlations are built up by means of the same internal rules,
all the observables are expected to behave the same in the critical regime of
each ensemble [76]. The phenomenology associated with them is so similar
in their critical regime that it is possible to map the paradigmatic event of
SOC (avalanches) into one of the possible experiments typical in absorbing
state transitions: spreading experiments [77].

Definition of Observables

Dynamic Behavior

In the study of phase transitions into absorbing states it is usual to measure,
at the critical point, observables related with the spreading of an initial seed of
activity throughout an otherwise absorbing configuration. Each experiment
stops by falling into another absorbing state or by reaching the borders, to
avoid boundary effects. As activity spreads, the temporal evolution of the
following observables can be measured [78]:
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N(t) ∼ tη, (2.1a)

Ps(t) ∼ t−δ, (2.1b)

Ns(t) ∼ tη+δ, (2.1c)

R2(t) ∼ tzspr , (2.1d)

N(t) is the average over many trials of the number of sites which have been
declared active during the spreading experiment; Ps(t) is the surviving prob-
ability of one experiment up to time t; Ns(t) is the average over surviving
trials of the number of active sites; and R2(t) is the average (as well over
surviving experiments) of the mean-square distance to the seed of activity.
Below the critical point, these observables decay exponentially fast to zero,
and in a supercritical regime they converge to a stationary value. Therefore,
they can be used as well to determine the position of the critical point.

It is straightforward to see why, before reaching the borders, avalanches
and spreading experiments are the very same phenomenon: in both, an initial
perturbation is introduced into an absorbing critical configuration, and some
properties of its evolution are measured. Whereas the typical observables in
SOC consider avalanches as a whole by measuring quantities like the total
number of topplings, spreading experiment magnitudes take into account the
internal relaxation processes of the spanning of the activity.

But, as both processes are equivalent, it must be possible to measure spread-
ing observables into avalanches, and avalanche probability distributions in
spreading experiments4. Moreover, there must exist relations between all
these quantities. Such relations will be deduced now, following the steps
of [79].

The size of an avalanche is the total number of sites which have been ac-
tivated during the event; as an avalanche is the counterpart of a surviving
experiment, and attending to the definition of Ns(t) made above:

4Indeed, this will be the strategy to follow from now on to study the critical behavior
of a system. See below.
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s =

∫ t

0

Ns(t)dt ∝ t1+δ+η, (2.2)

where Eq.(2.1c) has been used. On the other hand, the probability to survive
up to a time t is the accumulated probability to find an avalanche duration
t. Therefore:

Ps(t) =

∫ t

0

P (t′)dt′ ∝ t1−τt . (2.3)

P (t) coincides with the probability for an experiment to die at time t. Fol-
lowing the assumption that P (s|t) (conditional probability to have a size s
in an event which died at time t) is bell shaped with a maximum at a size s
fulfilling Eq.(2.2) (which is numerically verified in [79]), it is possible to write
it as:

P (s|t) = s−1F (s/t1+η+δ)
= t−(1+η+δ)F (s/t1+η+δ),

(2.4)

where F is a conveniently normalized scaling function. Then, it is possible
to relate the probability to have an event size s with the probability to die
at time t:

P (s) =

∫ t

0

P (s|t′)P (t′)dt′

=

∫ t

0

t′−(1+η+δ)F (s/t′1+η+δ)t′−δ−1dt′

=

∫ t

0

t′−(2+η+2δ)F (s/t′1+η+δ)dt′

=

∫ ( s

u

)−(2+η+2δ)
1+η+δ

F (u)
( s

u2+η+δ

) 1
1+η+δ

du

= s
−(1+η+2δ)

1+η+δ

∫
u

δ
1+η+δ F (u)du,

(2.5)

where the convolution integral stems from the fact that a size s can be the
result of many events with different durations, and the change of variables
u = s/t′ 1+η+δ has been performed; the limits of the u-integrals have been
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omitted for the sake of simplicity. From Eq.(2.3) and Eq.(2.5), it is possible
to define the identities (also called scaling relations5):

τ =
1 + η + 2δ

1 + η + δ
(2.6)

τt = 1 + δ. (2.7)

And with Eq.(1.4) and Eq.(1.7), and relation Eq.(2.2):

Df = z(1 + η + δ) =
2(1 + η + δ)

zspr

(2.8)

or, equivalently:

(τ − 1)Df =
2(τt − 1)

zspr

. (2.9)

With these relations (and also the ones obtained in [79]), the equivalence
between avalanche events and spreading experiments is perfectly character-
ized. We can use any of the observables defined above as well as avalanche
distributions for both processes, indistinctly.

The Initial Absorbing Configuration

Concerning the initial non-active configuration, in systems (like sandpiles)
with many possible absorbing states the choice is not trivial. To perform the
spreading experiment keeping the same critical behavior of the static critical
point, it is essential to select a natural critical absorbing configuration [80].
Such a natural configuration is one generated by the own dynamics of the
system, which ensures a properly correlated underlying background.

In an experiment starting from an homogeneously active state, as all sites
are initially active, critical correlations develop throughout the system all
along the experiment. However, in a spreading experiment there exists an
activity front propagating through an absorbing medium; if such medium is
not properly correlated, the spread of the front shows non-universality. Only

5See appendix A.1.2.
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when the absorbing background is built from an homogeneous relaxation of
activity at the critical value of the control parameter (E = Ec in the case of
sandpiles), the front spans in a universal critical way.

An absorbing configuration is, by definition, subcritical. Then, how can
be obtained a natural critical configuration? There exist two different types
of absorbing states: the ones obtained due to a low value of the control
parameter (E < Ec), and absorbing configurations achieved for E ≥ Ec due
to finite size effects because of strong fluctuations near (although above) the
critical point. The number of frozen states grows exponentially with the
system size; thus in the thermodynamic limit, there is an infinite number
of possible absorbing states.

Thus, the only way to obtain an absorbing state with E = Ec, to be used
in the spreading experiment, is due to a finite size effect. It is usual to
obtain the initial state by allowing an homogeneously active initial state
of a small system at the critical point to decay to a frozen state. With
this procedure, critical correlations are generated as the system evolves, but
the strong fluctuations make the activity dissappear, obtaining an absorbing
state. By cloning it so many times as necessary to fill the original system
size, the initial state is obtained [80].

This procedure is not necessary in the SOC ensemble. In there, where each
avalanche is a new spreading experiment, the own SOC dynamics in the SOC
stationary state builds such an absorbing configuration next to the critical
point by means of the dissipation process, in which activity is dissipated,
getting the system trapped into one critical absorbing state. This acts as
the initial state for the next experiment, which starts when the next driving
event is performed.

In absorbing phase transitions, it is also usual to measure the decay of the
activity density ρ starting from an homogeneously active initial configuration.
This observable follows a power law as a function of time at the critical point
E = Ec:

ρ(t) = t−θ. (2.10)

Now, as long as E = Ec, the initial state is not important, because activity
is present throughout all the system and correlations are steadily generated
in it. Like spreading observables, deviations of ρ(t) from a power-law can be
used to locate the critical point.
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Static Behavior

One of the advantages of the FES ensemble is the possibility to measure
steady-state quantities at any part of the phase space. As explained in ap-
pendix A.1.2, the effect of a finite size is to shift the critical point; therefore,
the distance to the critical point ∆ = E − Ec is a function of the size such
that, if E takes the L →∞ critical value E(∞) = Ec:

∆(L) = E − Ec(L) = Ec(∞)− Ec(L) > 0 (2.11)

approaching ∆(∞) = 0 in the thermodynamic limit. Thus, for E = Ec,
correlations in a system small enough span so fast through the lattice that,
in a finite time, they make the order parameter converge to a stationary value
ρst. This time is larger as the size increases, and the stationary value smaller,
in order to recover the pure power-law behavior in the thermodynamic limit.

These saturation values are not arbitrary; for an over-critical state, these
values depend on the distance to the critical point:

ρst ∼ ∆β. (2.12)

As the relation between the distance to the critical point and the correlation
length is given by (see appendix A.1.2):

ξ ∼ ∆−ν⊥ , (2.13)

at the critical point, where the maximum correlation length is given by the
finite system size:

ρst ∼ L−β/ν⊥ . (2.14)

With similar arguments, and using Eq.(A.1.9), for saturation times:

tst ∼ Lz, (2.15)

where z (defined in the previous chapter, see Eq.(1.7)) is related with the
above defined zspr:

z =
2

zspr

. (2.16)
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2.4 Other systems with Absorbing States

In the previous section, stochastic SOC sandpiles have been brought into a
fixed-energy ensemble, translationally invariant, in which an unambiguous
identification of order and control parameters is possible; energy is an inde-
pendent tuning parameter, not dynamic anymore. It allows, for instance to
reach any point of the phase diagram.

In the FES ensemble, SOC is treated as a nonequilibrium second-order
phase transition into an infinite number of absorbing states. Both ensembles
describe in a different way the very same critical point, which is associated
with the relaxation rules. Due to this, the formalism which is applied to ab-
sorbing phase transitions can be applied to the FES version of SOC systems.

The paradigm of systems with an absorbing phase transition are those
belonging to the universality class of Directed Percolation (DP) [78, 81].
Janssen [82] and Grassberger [83] conjectured a quarter of century ago that
in the absence of other symmetries, the phase transition of a one-component
model from an active phase to a single absorbing state belongs to the DP
universality class. The archetypical microscopic model of DP is the contact
process, an infection model in which each active site of a d-dimensional hyper-
cubic lattice infects (creates a particle, or activates) a neighboring site with
probability p, or dies (annihilate itself) with probability 1 − p [78, 81]. At a
mesoscopic level, the DP class is represented by the Langevin equation [84]
of the Reggeon Field Theory (RFT):

∂tρ(~x, t) = D∇2ρ(~x, t) + µρ(~x, t)− λρ2(~x, t) + σ
√

ρ(~x, t)η(~x, t) (2.17)

where ρ is a field which represents the activity density at a coarse-grained
level6, and D, µ, λ and σ are constants, representative of the probabilities
for each microscopic event to occur. Spatial and temporal dependency will
be omitted when not necessary.

The first term of the right hand side of the equation takes into account the
diffusion of activity due to infection processes. The second and the third
terms are representative of the creation and annihilation of activity. Con-
cerning the noise, it is a short-range gaussian noise; its dependence on the
square root of the activity field is due to the Poissonian distribution of the

6Therefore, only non-negative values are allowed.
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number of microscopic creation and annihilation events, Gaussian distributed
in the continuum limit, which makes the noise variance proportional to the
mean rate of the process, namely the activity field ρ. This kind of noise
(multiplicative noise) is associated with many stochastic creation and an-
nihilation processes.

One essential feature of this equation is the fact that, when ρ(~x, t) = 0 ∀~x,
the state remains frozen, i.e. falls into the unique absorbing configuration,
from which it cannot scape by itself. The Renormalization Group (RG)
procedures have succeeded in the calculation of the critical exponents for the
RFT (see table 2.1 and table 2.2), which are known in any dimension.

DP with an Infinite Number of Absorbing States

The conjecture has been extended, and now is not limited to one-component
systems nor to one single but infinitely many possible absorbing configu-
rations. This is the case of the pair contact process (PCP) [85]. In this
model, pairs of particles annihilate with a certain probability p, or create a
new particle at a randomly chosen neighboring site with the complementary
probability 1 − p. In this way, there is an effective diffusion of pairs, which
are the active species, and isolated particles (which form the background) do
not diffuse nor react.

An infinite number (in the thermodynamic limit) of absorbing configurations,
in which only isolated particles are present, can be defined. By tuning p
(which is the control parameter), it is possible to find a critical value pc

for which the system undergoes a phase transition, from an active state
to one of these absorbing configurations, which belongs to DP universality
class [80,85–87].

The Lagevin equations associated with this model are [86]:

{
∂tρ = Dρ∇2ρ + µρρ− λρρ

2 − ωρρφ + σ
√

ρη(~x, t)
∂tφ = Dφ∇2ρ + µφρ− λφρ

2 − ωφρφ,
(2.18)

where ρ and φ are coarse-grained descriptions of activity and background
species, respectively, and Dρ, µρ, λρ, ωρ, σ, Dφ, µφ, λφ, and ωφ are constant
coefficients. Irrelevant terms, in the sense of the RG approach7, have been

7Terms which do not influence the long-distance nor long-time behavior near the tran-
sition.
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dropped off. Also, the values Dφ = λφ = 0 can be chosen, because the
associated terms are generated by RG iteration of the resulting equations.
By doing so, the second equation can be integrated and φ replaced into the
activity equation [87]:

∂tρ = Dρ∇2ρ + (µρ − ωρµφ/ωφ)ρ− λρρ
2

+ωρ(µφ/ωφ − φ(~x, 0))ρ e−ωφ

R t
0 ρ(~x,t′)dt′ + σ

√
ρη(~x, t).

(2.19)

This equation is essentially the RFT equation, Eq.(2.17), with an extra cou-
pling term to a non-conserving non-diffusing field (φ) by means of the ex-
ponential of a non-Markovian term. This non-Markovian term arises from
the presence of a non-trivial background, which creates an effective mem-
ory in the dynamics due to its non-diffusive character. The coupling pre-
vents Eqs.(2.18) from being treated with RG procedures, because the non-
Markovian term introduces highly singular propagators which reflect the
static nature of the background field in the absorbing state.

It is straightforward to see that, starting from an homogeneous active
configuration, as ρ decays, φ evolves to reach a stationary value given by an
average density µφ/ωφ. For the long time behavior of the stationary active
states, or for spreading experiments starting from a natural absorbing state
(i.e. with average initial density φ(t = 0) = µφ/ωφ), the exponential term
vanishes, and the Langevin representation of DP is recovered. Therefore,
both static and dynamic long-time behavior at criticality are DP-like. This
is one illustrative application of the discussion about the initial state made
in the previous section.

A Different Background

Consider the PCP set of Langevin equations, Eqs.(2.18), with periodic bound-
ary conditions. In this system, the background is not only a product of activ-
ity transport (like in sandpiles), but it can be locally created and dissipated.
The total number of particles is not conserved. In fact, the evolution of its
density (or, equivalently, φ) is a function of the decay of ρ. It is not possible,
then, to reach the critical state by fixing p to any arbitrary value and tune
the density of particles, because there exist only one critical value for p (pc),
and a value of φ associated with it. Out of this value, the background reaches
a stationary non-critical state which fosters sustained activity (supercritical
regime), or in which the system falls exponentially fast into the absorbing
state (subcritical regime).
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The universality hypothesis made for DP depends on the presence of any
other symmetry in the system. This means that it is possible to lose the
DP behavior in a system with absorbing states by imposing extra relevant
ingredients [88]. It is the case, for example, of a symmetry between different
types of absorbing states [89]; but it also can be the case of the presence of
an ingredient such as a conserved field.

In PCP, as in stochastic sandpiles, the non-diffusive background is coupled to
the activity. However, the key difference which distinguishes DP class from
the class of stochastic sandpiles can be deduced from the above discussion:
the conservation law. As said in the beginning of the chapter, the corre-
lations developed in the background depends on the relaxation rules. The
conservative dynamics of sandpiles is essentially diffusive: is the diffusion of
the activity the only mechanism through which rearrangements of the back-
ground are performed. This generates strong and long-termed correlations.

Contrarily, in PCP there is a mechanism which, regardless the shape of the
neighboring background and depending solely on the chosen value for the
parameters of the system, creates or destroys pairs and isolated particles as
soon as activity reaches the site. Therefore, the background of PCP, a priori,
is correlated in a very different way from the one of sandpiles. Thus, it could
be said that, for stochastic sandpiles, different critical behavior from DP is
expected.

For the moment, this claim can be only confirmed by performing numerical
experiments on microscopic models intended to be in the Manna class, and
comparing the results with a microscopic DP model as the contact process
or the many-absorbing-state DP model (PCP).

2.5 The C-DP Universality Class

As pointed out above, the universality class of the stochastic sandpiles is
characterized by a coupling between a non-diffusive conserved field and the
order parameter of an absorbing phase transition into one of many absorbing
states. As, in principle, conservation is the only relevant ingredient which
makes this class different from DP, the class of stochastic sandpiles will be
called from now on Conserved Directed Percolation, or C-DP class.

For the C-DP class, a conjecture can be also made [90]: in the absence
of additional symmetries, all the stochastic models with an infinite number
of absorbing states in which the order parameter is coupled to a nondiffusive
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d = 1 η δ τ τt zspr

DP 0.31368(4) 0.15947(3) 1.108(1) 1.159(1) 1.26523(3)

MannaSOC 0.31(5) 0.14(5) 1.10(5) 1.14(5) 1.31(5)
MannaFES 0.350(30) 0.170(25) 1.11(3) 1.17(3) 1.44(4)
OsloSOC 0.37(3) 0.16(3) 1.10(3) 1.16(3) 1.39(3)
OsloFES 0.35(2) 0.17(2) 1.11(2) 1.17(2) 1.38(2)

Table 2.1: Critical exponents for DP (first row) and many C-DP systems in d = 1. Own
measurements, except DP [79] and MannaFES [92, 93]. The rest of measured exponents
can be found in table C.1, in appendix C.

conserved field define a unique and per-se universality class called C-DP.

All the isotropic stochastic sandpiles obviously belong to this universality
class; but also other models like the conserved lattice gas (CLG) [90] (which
is a conserved version of the model already introduced in [31]), or the con-
served threshold transfer process (CTTP), the conservative counterpart of
the model introduced in [91]8. It is possible to compare the critical behavior
of the stochastic sandpiles defined in the previous chapter and DP by us-
ing tables 2.1 and 2.2, in which it is evident that all these piles belong to
a unique class (C-DP universality class), and the DP behavior (first row of
each table) can be excluded. For d = 1, results of both the SOC and FES
ensembles are exposed. The coincidence of the critical exponents, as well as
the fulfillment of scaling relations Eq.(2.6) and Eq.(2.7), and the coincidence
of the critical value of the control parameter shows the equivalence between
SOC and FES ensembles: for MannaFES , Ec = 0.8917(5) and for MannaSOC ,
Ec = 0.8913(2); in OsloFES, by fixing Ec = 1.5 and using p as control pa-
rameter, pc = 0.73195(5), and in OsloSOC with p = pc, E = 1.4990(5) . . .The
only differences stem from finite size effects and the systematical error when
the critical point is measured a la FES.

Also, by using the FES ensemble, it is fairly obvious that deterministic
sandpiles like the BTW one definitively do not belong to this class. Exten-
sive simulations by using this ensemble reveal non-ergodic behavior, as well
as strong finite-size effects and finite-size scaling violation [75], a staircase-
shaped phase diagram in d = 2 and short-period attractors [94]. Analytical
results for d = 1 also confirm many of these pathologies [95]. Actually,
the presence of toppling invariants in the BTW model [44] introduces extra-

8Both CLG and CTTP can be considered to belong to this universality class, despite
some pathological behavior for d = 1.
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d = 2 η δ τ τt zspr

DP 0.230(1) 0.451(1) 1.268(1) 1.451(1) 1.13(1)

Manna 0.22(5) 0.48(5) 1.27(5) 1.48(5) 1.25(5)
Oslo 0.23(5) 0.48(5) 1.26(5) 1.48(5) 1.28(5)
CLGFES 0.29(1) 0.49(1) 1.29(1) 1.49(1) 1.31(2)
CTTPFES 0.30(3) 0.49(1) 1.28(1) 1.49(1) 1.30(1)

Table 2.2: Critical exponents for DP (first row; taken from [79]) and many C-DP systems
in d = 2. Own measurements, except for DP, CLG and CTTP [90].

conservations different from the usual conservation of grains and, therefore,
violates the conjecture of the C-DP class. This confirms that the BTW
pile does not belong to the same universality class of the Manna
model.

So far, numerical simulations confirm the conjecture made before for the
C-DP class. However, still a mesoscopic description is required in order to
state the claims of the conjecture using a Langevin equation (free of micro-
scopic details which can mask with long-transient behavior the real critical
scaling of a system) with which, hopfully, some analytical calculations can
be done.

2.6 Reaction-Diffusion Models

For DP, it is possible to deduce rigorously the RFT equation (Eq.(2.17))
by means of coarse-graining a reaction-diffusion model which captures the
essential features of the class (see below). This model can be summarized
with the reactions [81]:

A → 2A with rate ς1 (2.20a)

2A → A with rate ς2, (2.20b)

along with an effective diffusion of activity due to the infectation process.
The first reaction represents the infection or creation of activity, and the
second, the healing or annihilation. As in the simple contact process, there
is only one species: the active particles.
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To represent the characteristics of the C-DP class, two different species
are necessary: one which represents the diffusing activity of the dynamics
(species A), and a non-diffusive background species (B)9. Then, a set of
reactions which could represent in the most simple way the characteristic
processes of the dynamics of a C-DP system are [96]:

A → B with rate k1 (2.21a)

A + B → 2A with rate k2. (2.21b)

With the first equation, an active particle is transformed into a background
particle with a probability which depends on the rate k1 (toppling). Through
the second equation, a new active particle is generated with a rate k2 from
the convergence of an active and a background particle (activation). Also, a
diffusion equation for activity must be added, in order to take into account
the diffusive nature of this species:

A + ∅ → ∅ + A with rate DA, (2.22)

This model, represented by means of the reaction-diffusion equations
Eq.(2.21a)-Eq.(2.22), and introduced by Pastor-Satorras and Vespignani in
[96], will be called here the RD model from now on.

Note that this model possesses a strictly-conservative dynamics. If there are
nA particles of species A and nB particles of species B, the sum of both
N = nA +nB is not altered by any of these reactions. When nA = 0, none of
the reactions is possible and the system remains frozen in one of the many
possible absorbing configurations, which differ in the distribution of the B
particles throughout the system.

Thus, the RD model fulfills the conditions imposed by the C-DP conjecture,
namely conservation, stochastic dynamics, multiple absorbing states and a
coupling of activity with a non-diffusive background field10. As there are no
more ingredients, the scaling of this system is expected to be very clean.

9These are abstract species, in the sense that there is not a one-to-one correspondence
between these particles and grains.

10Diffusion in the background field, DB 6= 0, influences dramatically the critical behavior
of this model (see [97] and references therein for analytical approach, and [98] for numerical
results).
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The Critical Behavior of the RD Model

To check this claim, numerical simulations must be performed. Consider the
two species A and B interplaying by means of reactions Eq.(2.21a)-Eq.(2.22)
at a d = 1 array of size L whose sites, labeled with the index i, store a
number nAi

of active particles and nBi
background particles. In this system,

the total number of each species is:

nA =
L∑

i=1

nAi
nB =

L∑
i=1

nBi

N = nA + nB.

(2.23)

Periodic boundary conditions are used. The initial state can be generated by
randomly distributing a number n0

A and n0
B of particles among the sites of the

lattice, fulfilling N = n0
A + n0

B; in this way, the occupation numbers nAi
and

nBi
of the system follow a Poissonian distribution [96]. As there is activity

on the system, reactions must be performed. Without loss of generality, the
following order is selected:

1. Diffusion: At each site of the system, each active particle A moves to
a randomly chosen site with probability D.

2. Reaction Eq.(2.21a): Each active particle A of the system is trans-
formed into a background one with a probability r1.

3. Reaction Eq.(2.21b): Each background particle B is turned into an
active one with probability 1− (1− r2)

nAi .

Probabilities D, r1 and r2 are increasing functions of rates DA, k1 and k2,
respectively. The probability for reaction Eq.(2.21b) can be easily deduced:
if (1 − r2) is the probability for an A particle of a site i to not react with a
B particle at this site, (1− r2)

nAi is the probability for a B particle to react
with none of the A particles on site i; thus, 1− (1− r2)

nAi is the probability
for a B particle to react with, at least, one of the A particles of the site.

By tuning one of the possible parameters of the dynamics, the critical
point can be found. By fixing E = N/L = 1, D = 1, and r2 = 0.5, and using
r1 as control parameter, the critical point is found at r1c = 0.17155(3). It
is possible also to perform spreading experiments, in which a natural initial
configuration of B particles is perturbed with an initial seed of activity (i.e.
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Figure 2.2: Left: Evolution of the density of particles E as a function of the number
of driving events, n, in d = 1 RD model with r1 = 0.17155, r2 = 0.5, D = 1, and
size L = 32768. For n ≥ 30000, the stationary critical state is reached, and E fluctuates
around the critical value Ec = 0.9988(5) (inset). Right: Avalanche size and lifetime (inset)
distributions.

RD model η δ τ τt zspr

d = 1 0.34(2) 0.16(2) 1.11(3) 1.16(3) 1.34(2)
d = 2 0.27(5) 0.49(5) 1.29(5) 1.49(5) 1.24(5)

Table 2.3: Critical exponents for the spreading observables and the probability distri-
butions in RD model. Own measurements.

one A particle). Of course, by using open boundaries and slow-driving, the
SOC counterpart for this system can be simulated [99], in which critical
avalanches are developed when the number of particles reaches the stationary
critical state (Ec = 0.9988(5), if r1 = 0.17155, r2 = 0.5; see Fig.2.2).

For both ensembles, the measured exponents can be found in table 2.3. Due
to the coincidence, within error bars, with the C-DP exponents (see above),
the RD model is representative of the C-DP class.

Once it is well-stated that the RD model is a good representative of
the C-DP class, it is time to exploit its major advantage: the possibility
to map microscopic reaction-diffusion equations into mesoscopic continuous
equations.
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2.7 A Continuous Description for Stochastic

Sandpiles

A new simple model with the same ingredients of the C-DP universality class
has been devised to naturally connect microscopic and mesoscopic levels of
description. In order to obtain a mesoscopic representative for the C-DP
universality class, Doi-Peliti and Fock-space formalism [100–107] techniques
will be applied to the RD model in the FES ensemble.

Let P (α, β; t) be the probability distribution for the system to be in the
configuration α =

{
nA1 , nA2 , ..., nA

Ld

}
and β =

{
nB1 , nB2 , ..., nB

Ld

}
at time

t. Then, the evolution equation for the probability distribution (i.e. the
master equation) can be written as:

∂tP (α, β; t) =
∑

(α′,β′)

w((α′, β′) → (α, β))P (α′, β′; t)

−
∑

(α,β)

w((α, β) → (α′, β′))P (α, β; t),
(2.24)

where the first term represents the probability inflow to state (α, β), and the
second term, the outflow from it to a generic state (α′, β′), with w((α′, β′) →
(α, β)) the rate of the transition from (α′, β′) state to (α, β), and w((α, β) →
(α′, β′)) the opposite one.

As mentioned in appendix B, by taking into account each concrete exam-
ple, the master equation can be written as:

∂t|Ψ(t)〉 = −Ĥ|Ψ(t)〉. (2.25)

In this case, the operator Ĥ can be expressed as the sum of the contribution
of each single site and each single process:

Ĥ =
∑

i

[
Ĥ

Eq.(2.21a)
i + Ĥ

Eq.(2.21b)
i + Ĥ

Eq.(2.22)
i

]
(2.26)

This permits to calculate separately each of the parts of the Ĥ operator for
each site, and consider in the last steps the joint contribution11. Equations

11Except, of course, for the diffusion, in which two sites (the origin and the target) are
involved.
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Eq.(2.25)-Eq.(2.26) remain justified when each contribution is calculated.

Now, each reaction will be studied separately, applied to a single site, by
using the concepts introduced in appendix B; the index of the site will be
omitted when not necessary.

a) Reaction A
k1−→ B

For the reaction Eq.(2.21a), the transition rates are:

w((m′, n′) → (m,n)) = k1

(
m′

1

)
δ(m′,n′),(m+1,n−1)

w((m,n) → (m′, n′)) = k1

(
m

1

)
δ(m′,n′),(m−1,n+1),

(2.27)

because only active particles react, and only states with one more or one less
active particle are accessible from (m,n). By doing so, the master equation
for this reaction takes the form:

∂tP (m,n; t) = k1(m + 1)P (m + 1, n− 1; t)− k1mP (m,n; t). (2.28)

Multiplying by the |m,n〉 state all terms of the above equation and summing
over all the possible states:

∂t

∑

(m,n)

P (m,n; t)|m,n〉 = k1

∑

(m,n)

(m + 1)P (m + 1, n− 1; t)|m,n〉

−k1

∑

(m,n)

mP (m,n; t)|m,n〉, (2.29)

where it is easy to see that, using creation and annihilation operators (â, â†)
and (b̂, b̂†) (see appendix B) in the standard way for each species:

(m + 1)|m,n〉 = b̂†â|m + 1, n− 1〉

m|m,n〉 = â†â|m,n〉.
(2.30)
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By performing a change of variables in the first addend on the right hand
side (r.h.s):

∂t

∑

(m,n)

P (m,n; t)|m,n〉 = k1b̂
†â

∑

(m,n)

P (m,n; t)|m,n〉

−k1â
†â

∑

(m,n)

P (m,n; t)|m,n〉 (2.31)

and, by applying Eq.(B.1.12), the master equation for the reaction A
k1−→ B

at site i becomes:

∂t|ψ(t)〉 = k1(b̂
† − â†)â|ψ(t)〉 (2.32)

and, therefore:

Ĥ
Eq.(2.21a)
i = k1(â

† − b̂†)â. (2.33)

b) Reaction A + B
k2−→ 2A

For the reaction Eq.(2.21b), the transition rates are given by:

w((m′, n′) → (m,n)) = k2

(
m′

1

)(
n′

1

)
δ(m′,n′),(m−1,n+1)

w((m,n) → (m′, n′)) = k2

(
m

1

)(
n

1

)
δ(m′,n′),(m+1,n−1).

(2.34)

Again, only states differing in one particle are accessible from (m,n). Re-
placing these terms on the master equation for the process:

∂tP (m,n; t) = k2(m− 1)(n + 1)P (m− 1, n + 1; t)
−k2m nP (m,n; t).

(2.35)

Now, the state |m,n〉 is introduced, along with the sum over all the possible
states:
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∂t

∑

(m,n)

P (m,n; t)|m,n〉 = k2

∑

(m,n)

(m− 1)(n + 1)P (m− 1, n + 1; t)|m,n〉

−k2

∑

(m,n)

m nP (m,n; t)|m,n〉.

(2.36)

Using creation and annihilation operators for each species:

(m− 1)(n + 1)|m,n〉 = â†2âb̂|m− 1, n + 1〉

m n|m,n〉 = â†âb̂†b̂|m, n〉,
(2.37)

and, by performing a change of variables in the first term of r.h.s. of
Eq.(2.36):

∂t

∑

(m,n)

P (m,n; t)|m,n〉 = k2â
†2âb̂

∑

(m,n)

P (m,n; t)|m, n〉

−k2â
†âb̂†b̂

∑

(m,n)

P (m,n; t)|m,n〉. (2.38)

Therefore, applying Eq.(B.1.12), the i-th site master equation for the reaction

A + B
k2−→ 2A is:

∂t|ψ(t)〉 = k2(â
† − b̂†)â†âb̂|ψ(t)〉 (2.39)

and, the Ĥi operator for this site is:

Ĥ
Eq.(2.21b)
i = k2(b̂

† − â†)â†âb̂. (2.40)

c) Diffusion of A Particles

For the master equation of the diffusion, we need to consider two adjacent
sites; suppose that, in a diffusive step, one active particle jumps from site i to
a nearest neighbor j of i. Therefore, there are two independent contributions
to each probability flow: the diffusive motion started at i (one active particle
lost) and the diffusive motion ended at i (one active particle arriving). The
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state depends now on the number mi of A particles at i and mj at j. The
transition rates are now:

w((m′
i,m

′
j) → (mi,mj)) = DA

(
m′

i

1

)
δ(m′

i,m
′
j),(mi+1,mj−1)

+DA

(
m′

j

1

)
δ(m′

i,m
′
j),(mi−1,mj+1)

w((mi,mj) → (m′
i,m

′
j)) = DA

(
mi

1

)
δ(m′

i,m
′
j),(mi−1,mj+1)

+DA

(
mj

1

)
δ(m′

i,m
′
j),(mi+1,mj−1).

(2.41)

Once again, only states differing one particle are accessible from (mi,mj).
The master equation for the process is:

∂tP (m,n; t) = DA(mi + 1)P (mi + 1,mj − 1; t)
+DA(mj + 1)P (mi − 1,mj + 1; t)
−DAmiP (mi,mj; t)−DAmjP (mi,mj; t).

(2.42)

Now, introducing the state |mi,mj〉, independent of the number of B particles
and summing over all the possible states:

∂t

∑

(mi,mj)

P (mi,mj; t)|mi,mj〉 = DA

∑

(mi,mj)

[(mi + 1)P (mi + 1, mj − 1; t)

+(mj + 1)P (mi − 1,mj + 1; t)]|mi,mj〉

−DA

∑

(mi,mj)

[miP (mi,mj; t)

+mjP (mi,mj; t)]|mi,mj〉,
(2.43)

where:
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(mi + 1)|mi,mj〉 = â†j âi|mi + 1,mj − 1〉

(mj + 1)|mi,mj〉 = â†i âj|mi − 1,mj + 1〉

mi|mi,mj〉 = â†i âi|mi,mj〉

mj|mi,mj〉 = â†j âj|mi,mj〉

(2.44)

and, with a change of variables in the first two terms of Eq.(2.43), one obtains:

∂t

∑

(mi,mj)

P (mi,mj; t)|mi,mj〉 = DA(â†j âi + â†i âj)
∑

(mi,mj)

P (mi,mj; t)|mi,mj〉

−DA(â†i âi + â†j âj)
∑

(mi,mj)

P (mi,mj; t)|mi,mj〉

(2.45)

which, with Eq.(B.1.12), is transformed into:

∂t|ψ(t)〉 = DA(â†i − â†j)(âj − âi)|ψ(t)〉 (2.46)

and the Ĥi operator for this site is:

Ĥ
Eq.(2.22)
i = DA(â†j − â†i )(âj − âi) = −DA∇â†∇â. (2.47)

Overall Process

Now that the contribution of each reaction to Ĥ operator has been obtained,
it can be written explicitely for the whole system:

Ĥ =
∑

i

[
−DA∇â†i∇âi + k1(â

†
i − b̂†i )âi + k2(b̂

†
i − â†i )â

†
i âib̂i

]
. (2.48)

The next step is to use this Hamiltonian into the generating function of the
process (see appendix B). To this end, it is necessary to perform a coarse-
graining of the operators. This coarse-grained form is:
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â → ϕ(~x, t), b̂ → φ(~x, t),

â† → ϕ̄(~x, t), b̂† → φ̄(~x, t).
(2.49)

where the overlined fields are called response fields. From now on, spatial
and time dependence of fields will be omitted when not necessary. Using these
fields, the generating function of the overall process is given by Eq.(B.1.37),
where the associated action is (see appendix B):

S(ϕ, ϕ̄, φ, φ̄) =

∫
ddx

∫
dt

[
iϕ̄∂tϕ + iφ̄∂tφH̃

]

−
∫

ddx
[
(1 + iϕ̄0)n

0
A + (1 + iφ̄0)n

0
B

] (2.50)

and:

H̃ = H(ϕ, 1 + iϕ̄, φ, 1 + iφ̄)

=
[−DAi∇ϕ̄∇ϕ + k1(iϕ̄− φ̄)ϕ + k2(iφ̄− iϕ̄)(iϕ̄ϕφ + ϕφ)

]
.

(2.51)

Next, the new fields [97]:

ρ(~x, t) = ϕ; E(~x, t) = ϕ + φ− n̄Θ(t);
ρ̄(~x, t) = ϕ̄− φ̄; Ē(~x, t) = φ̄;

(2.52)

are defined, where n̄ represents the density of total number of particles12

and, after introducing them into the generating function, rearranging and
grouping terms:

Ĥ = iρ̄ [k1ρ + k2ρ
2 − k2ρE + n̄ρΘ(t)]

−DAi∇ρ̄∇ρ−DAi∇Ē∇ρ + k2ρn̄Θ(t)ρ̄2

−k2ρ
2ρ̄2 + k2ρ̄

2ρE − k2(ρ
2 − E − ρn̄Θ(t))ρ̄Ē

(2.53)

Power counting techniques provide a preliminary intuition of which terms
are irrelevant; by performing this analysis, the last three terms on Eq.(2.53)

12The step function Θ(t) ensures that this extra term is well-defined into the integrals.
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can be neglected [97]. Dropping these terms from the previous result and by
introducing it into the new action of the whole process:

S(ρ, ρ̄, E, Ē) =

∫
ddxdt[iρ̄(∂t −Dρ∇2)ρ + µρ(iρ̄) + λρ2(iρ̄)− ω(iρ̄)ρE

+iĒ(∂t −DE∇2ρ) + σ̄ρρ̄2]
(2.54)

where the integration by parts of the gradients has been performed in order
to write them as the Laplacian of the activity. Also, initial-state factors have
been omitted, and coarse-grained coefficients (Dρ, µ, λ, ω, DE and σ̄) have
been defined; they are un-specified functions of the original reaction rates.
Thus, the generating function takes the form:

Z =

∫
DϕDϕ̄DφDφ̄e−S(ρ,ρ̄,E,Ē). (2.55)

If it is considered apart from the rest of terms of the generating function, the
quadratic term in ρ̄ can be linearized by using that:

e−
R

ddxdtσ̄ρρ̄2
=

∏

(~x,t)

e−σ̄ρρ̄2

=

∫
DζP (ζ)e−

R
ddxdt(iρ̄)ζ ,

(2.56)

where P (ζ) is the distribution function of the stochastic variable ζ; this new
variable is a Gaussian-distributed noise with correlations:

〈ζ(~x, t)ζ(~x′, t)〉 = 2σ̄ρδ(~x′ − ~x)δ(t′ − t) (2.57)

Equivalently, it can be written from now on as:

ζ(~x, t) = σ
√

ρη(~x, t), (2.58)

where:

〈η(~x, t)η(~x′, t)〉 = δ(~x′ − ~x)δ(t′ − t), (2.59)
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and σ =
√

2σ̄. With this, the action S is now a linear function in ρ̄ and Ē:

S(ρ, ρ̄, E, Ē) =

∫
ddxdt[iρ̄(∂t −Dρ∇2)ρ + µρ(iρ̄) + λρ2(iρ̄)− ω(iρ̄)ρE

+iĒ(∂t −DE∇2ρ)− iσ
√

ρηρ̄] =

=

∫
ddxdt

[
iρ̄(∂tρ− F (ρ,E)) + iĒ(∂tE −G(ρ,E))

]

(2.60)

where, defining:

F (ρ,E) = −Dρ∇2ρ + µρ + λρ2 − ωρE − σ
√

ρη

G(ρ,E) = −DE∇2ρ,
(2.61)

the generating function can be written as:

Z =

∫
DηDρDρ̄DEDĒP (η)e−i

R
ddxdtρ̄(∂tρ−F (ρ,E))e−i

R
ddxdtĒ(∂tE−G(ρ,E)).

(2.62)

Now, the path integral over these response fields can be performed using the
path integral representation of the delta function:

∫
Dφ̄e−i

R
ddxdtφ̄(φ−F (φ)) =

∏

(~x,t)

δ (φ− F (φ)) . (2.63)

With this last step, two delta functions appear in the generating function:

δ
(
∂tρ−Dρ∇2ρ + µρ + λρ2 − ωρE − σ

√
ρη(~x, t)

)
(2.64)

and:

δ
(
∂tE −DE∇2ρ

)
(2.65)

These delta functions impose restrictions for the evolution of ρ and E fields:

{
∂tρ = Dρ∇2ρ + µρ− λρ2 + ωρE + σ

√
ρη(~x, t)

∂tE = DE∇2ρ,
(2.66)



62 Chapter 2. SOC as an Absorbing Phase Transition

where the convention µ → −µ has been used. These are, thus, the Langevin
equations of the whole process.

The fields ρ(~x, t) and E(~x, t) are coarse-grained counterparts of the den-
sity of A particles and the total density of particles, respectively. Note that,
therefore, the E field contains both activity and background densi-
ties.

This set of Langevin equations were first deduced from the set of reactions
of the RD model in [96], but the same expression was also reached in other
articles by only using symmetry assumptions (see [67,69,75], and [68,70] for
mean-field equations).

The first term of the activity equation represents the diffusion of particles
involved in activity processes (like spreading experiments). The second term
is due to the creation of activity, but limited (third term) by a maximum
level which cannot be exceeded13. The last term is the stochastic part of
Eqs.(2.66), and its form stems, as in RFT (Eq.(2.17)), from the fact that the
number of creations and annihilations of A particles is Poissonian distributed.
Also, for ρ(~x, t) = 0 ∀ ~x, the dynamics remains frozen, trapped into an
absorbing state. All these features are identical to the DP class continuous
equation. The key new ingredient is the presence of a conserved non-diffusing
background field: E(~x, t).

Concerning the parts related with this field, the coupling term (fourth term
of the first equation) comes from the fact that creation of activity is fostered
by the presence of a high density of the background field, which is conserved
(second equation). If the equation for the energy is integrated, the equation
of the activity takes the form:

∂tρ = Dρ∇2ρ + µeffρ− λρ2 + ωρ

∫ t

0

DE∇2ρ(~x, t′)dt′ + σ
√

ρη(~x, t) (2.67)

where µeff = µ + E(~x, 0). There are three important points to discuss here:

i) The first one is that any evolution of the system is linked to activity; in
sandpiles, for instance, every change in the initial configuration is due
to the spread of an avalanche. Therefore, when no activity is present in

13In fermionic theories, to avoid density to exceed unity; in bosonic descriptions like
this, to bind activity and prevent divergencies.
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the system (ρ = 0 for all sites), it remains frozen and the configuration,
stable.

ii) It is important to note that the integral, as in the PCP case (see
Eq.(2.19)) entails a non-Markovian term into the activity equation
which takes into account the history of the site up to time t. It is
a memory effect, product of the non-diffusive character of the passive
particles (or, in original SOC models, of the presence of a non-trivial
threshold for activity): after a spreading experiment (or an avalanche),
a non-trivial configuration of B particles remains as a reflect of the
former activity. Therefore, when a new perturbation is introduced into
the lattice, the spreading of it over the system depends on the back-
ground configuration, and then on the history of the system. It is also a
balance mechanism, because when a region has been more active than
the average, ∇2ρ < 0 there, and creation of activity is hindered; and
on the opposite situation, when a zone is below the average level of
activity, ∇2ρ > 0 and creation is fostered.

iii) The last important point is the term E(~x, 0) on µeff ; it is a quenched
disorder, and it could influence the critical behavior of the system.
Nonetheless, the non-Markovian balance mechanism and the presence
of large events in the stationary state allow the system to be dom-
inated by more recent changes, and therefore to easily forget initial
configurations.

The set of microscopic reactions of the RD model defines the local re-
laxation rules and, therefore, after the coarsening process through which the
two species are transformed into coarse-grained fields, the final set of equa-
tion is a mesoscopic representation of the universality class. As the RD
model captures the basic ingredients of the C-DP class, Eqs.(2.66) are the
continuous representation for the class of stochastic sandpiles, and
all the features of the C-DP class are reflected in these equations.

Now, all irrelevant microscopic details are cast out, remaining the basic sym-
metries defining the universality class. In this way, a more rigorous compar-
ison between the C-DP and DP classes can be done; in the end, this is a
comparison of their mesoscopic equations. For obvious reasons, for the DP
class the PCP mesoscopic representation will be used.
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Comparison of non-Markovian terms

By comparing the Langevin equations for DP with many absorbing states
(Eqs.(2.18)) and for C-DP (Eqs.(2.66)), the only difference can be found at
the equation for the background field. However, the form of this equation is
essential for the C-DP class to be different from DP.

Albeit in both systems activity is coupled to a non-diffusive background
by means of a non-Markovian term, in the PCP Langevin equation this
background field can be created or removed, while in C-DP is conserved.
Due to this, in the latter no mass term (terms linear in the order parameter)
is present for the evolution of the energy.

Considering the single-equation forms for both sets of equations, the ex-
ponentially decaying coupling of PCP (Eq.(2.19)) or the integrated Lapla-
cian coupling in C-DP (Eq.(2.67)) are the result of the presence or absence,
respectively, of a mass contribution to the background field equation. By
comparing both non-Markovian terms, it is obvious that the memory effect
of the former equation vanishes at much shorter times than the one in the
latter. Therefore, its influence into the critical behavior is weaker.

It can be understood with the following heuristic argument. Consider the
PCP model at its critical point; in it, changes in background are not only
due to activity diffusion, but also of direct creation and dissipation of passive
particles; this contributes to get rid of the history of the system. On the
contrary, in a critical FES system conservation implies solely a rearrangement
of background, which remains strongly correlated due to redistributions.

To summarize, it could be argued that the memory effect introduced by the
coupling to a conserved field is more relevant than nonconservative coupling,
and then it can influence more strongly the critical behavior of the system.

A RG calculation would provide rigorous theoretical arguments, more
than the heuristic presented above, to discern the influence of the non-
Markovian term. But is precisely the presence of the latter what prevents
from a complete RG treatment of Eqs.(2.66) (or Eq.(2.67)), because it intro-
duces, as commented for Eq.(2.18), highly singular propagators which reflect
the static nature of background field in the absorbing state14.

14Although the case of a diffusive conserved background (i.e. DB 6= 0 for B particles of
the original RD model) was already studied both theoretically [97] and numerically [98],
the limit DB → 0 is not analytic; any non-vanishing diffusion in this field non-trivially
influences the universality class [96].
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d = 1 η δ τ τt zspr

DP 0.31368(4) 0.15947(3) 1.108(1) 1.159(1) 1.26523(3)

C-DP 0.41(5) 0.17(5) 1.11(5) 1.17(5) 1.40(5)

Table 2.4: Critical exponents for DP (upper row [79]) and C-DP (lower row) Langevin
equations -see text- in d = 1. Own measurements.

d = 2 η δ τ τt zspr

DP 0.230(1) 0.451(1) 1.268(1) 1.451(1) 1.13

C-DP 0.22(5) 0.58(5) 1.32(5) 1.58(5) 1.26(5)

Table 2.5: Critical exponents for DP (upper row [79]) and C-DP (lower row) Langevin
equations -see text- in d = 2. Own measurements but β/ν⊥ and θ, taken from [112].

Renormalization calculations with different proposed mesoscopic descriptions
of sandpiles (either deterministic or stochastic), in which only one coarse-
grained field is used (resembling the first phenomenological equations de-
duced for the BTW sandpile -see, for instance, [10]), can be also found in
the literature [108–110]. Unfortunately, none of these works have succeeded
in obtaining the set of exponents measured for the BTW and C-DP classes.

Within this scenario, the only way to check the influence of the extra
symmetry introduced with conservation is by direct numerical integration
of the equations. By using the integration method of [111], and measuring
all the observables defined above in both equations (see Fig.2.3 for some
observables measured for Eq.(2.66)), the complete set of critical exponent of
tables 2.4 and 2.5 can be used to this end.

Although the exponents for both classes are very similar, the difference is
large enough to ensure a different critical behavior. Therefore, Eq.(2.66),
representative of C-DP, describes the behavior of a universality class, different
from DP, characterized by a diffusing order parameter whose dynamics is
coupled to a non-diffusive conserved field. In this way, the conjecture about
the universality class made above is confirmed by means of the numerical
integration of its continuous equation15.

15In a more rigorous way than by using microscopic models.
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Figure 2.3: Left: Finite size effect in the decay of ρ(t) of Eqs.(2.66) at the critical
point; the stationary value ρst is smaller as the system size increases: from top to bottom,
L = 64, 128, 256, ..., 2048, 1048576. Inset: Stationary value versus size L; from this plot, the
exponent β/ν⊥ is measured (see table C.1). Right: Spreading experiment measurements.

The C-DP Langevin Equation in the SOC Ensemble

As long as a SOC counterpart of all models into the C-DP class exists, it is
possible also to integrate this equation by using the SOC ensemble. Consider
Eq.(2.66) with open (Dirichlet) boundary conditions:

{
ρ(0, t) = 0 ∀ t
E(0, t) = 0 ∀ t

(2.68)

where the site ~x = 0 represents to any neighbor of the border sites out of the
system. Thus, the dynamics of the SOC integration goes as follows: consider
a d-dimensional hypercubic lattice with empty initial condition (ρ(~x, 0) =
0, E(~x, 0) = 0) for all positions of the system. An initial seed of activity δρ
is introduced at position ~x, and therefore (ρ,E) → (ρ + δρ, E + δρ) for this
site. In this way, an avalanche starts and “updating rules”, Eqs.(2.66), are
applied until no more activity is present in the system; then, the avalanche
has finished. The lifetime of the avalanche is the time interval between the
initial perturbation time, t0, and the time at which the system falls into a
frozen state, tf . The size of the avalanche is given by the number of active
sites for which ρ 6= 0 at any time or, equivalently, by the accumulated activity
during this time interval:

s =

∫ tf

t0

dt

∫
ddxρ(~x, t) (2.69)

How is the SOC state reached? In the initial stages of the evolution, driv-
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ing events create small avalanches. There are small bumps of activity, so that
∇2ρ < 0 in these sites and the bump tends to be dispersed through the neigh-
borhood; in its advance, activity can be created and removed, but steadily
is transformed into background. Therefore, the main contribution of small
events is to build up the background and, with initial seeds, to increase the
energy density (dE/dn > 0, where n is the number of driving events). When
E has grown enough, large events are possible which rearrange completely
the initial configuration of the background; but, also, the conservation of en-
ergy represented by the Laplacian makes large activity bumps travel towards
the boundaries to be dissipated. Hence, these events can reach the border,
and in consequence energy can be lost (dE/dn < 0). Thus, E evolves to-
wards a stationary value Ec for which avalanches of all sizes are possible and
correlations span throughout the system.

Avalanches leave behind a non-trivial spatially correlated configuration, which
will be the initial state of the next avalanche. In this stationary critical state,
the background is also critical, in the sense that its configuration allows the
next initial seed to spread over the whole system (identically as discussed with
the FES ensemble [80]). This is one of the important background features,
represented by the memory (non-Markovian) term. Also it is so its balance
effect: due to the conservative Laplacian term in the evolution of the energy
field, activity bumps are redistributed among the neighboring positions and
transformed into background, or travel until being dissipated at boundaries;
this behavior does not depend on the set of values chosen for the coefficients
of equations. Therefore, the coupling with the locally conserved non-diffusing
field is the responsible for the achievement of the SOC stationary state.

The set of measured avalanche and spreading critical exponents are identical,
within error bars, to the ones which can be found in table 2.4 and 2.516, as
expected.

Concerning the mean-field behavior of Eqs.(2.66) (and, therefore, of the
C-DP class), power counting analyses reveal that the upper critical dimen-
sion is dc = 4 (see [72, 113, 114] for a discrepant point of view); above this
dimension, pure mean-field behavior is expected. As spatial correlations are
negligible in this approximation, the non-Markovian term has no influence,
and mean-field DP behavior [78, 81] is expected. Both numerical and early

16Where the equations have been integrated by using the techniques introduced in [111].
All the numerical integrations of the Langevin equations appearing in this thesis have
been performed using this method, due to the multiplicative shape of the noise; thus, this
comment will be omitted hereinafter.
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mean-field approaches to SOC models [68–71,96,115–117] confirm the value
of the critical dimension and the DP value for critical exponents [93], which
stems from the fact that the propagation of activity in both DP and C-
DP mean-field systems are essentially a branching process (see the previous
chapter) [46,52].

It is also possible to recover the mean-field behavior with C-DP systems by us-
ing the random neighbor ensemble [118], or using a network with small-world
feature instead of a regular lattice [119]. For a non-diffusing background, the
structure of the network does not change the phase diagram of the system
(see [120] for a study of both DB = 0 and DB 6= 0 cases).

2.8 Concluding Remarks

Isotropic stochastic sandpiles define a universality class, to which Manna
and Oslo models belong. However, SOC dynamics possesses two infinitely
separated time scales and open boundaries, which is an inconvenient for
analytical calculations to be performed or continuous descriptions to be well-
defined. This, which is intrinsically defined in the dynamics, prevents the
system from translational invariance, hinders a correct definition of a unique
time-scale for the overall process and impedes the study of many interesting
off-critical observables.

One step further of a “regularization” process, a fixed-energy (FES) ensemble
can be defined in which the system keeps its local dynamics, but driving and
dissipation disappear. This entails many changes:

• The dynamics is not SOC anymore; the critical regime must be achieved
by fine-tuning a parameter.

• Due to closed and periodic boundary conditions, the system is now
homogeneous (translationally invariant).

• Order and control parameters can be straightforwardly identified: they
are activity density and energy density, respectively (although in the
presence of a set of possible parameters, any of them can be chosen as
tuning parameter, as in the Oslo ricepile model).

• Energy is now locally and globally strictly conserved. It is a free pa-
rameter, not coupled to any of the others, and can be adjusted to visit
any region of the phase space.
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FES systems share the same critical exponents than their SOC counter-
parts; moreover, they share the very same value for the critical point in the
thermodynamic limit. This shows that driving and dissipation are important
to self-organize the SOC system to its critical point, but they do not influence
the critical behavior, which is completely identical in the FES ensemble.

In this ensemble, the system undergoes an ordinary nonequilibrium phase
transition into infinitely many absorbing states. This allows, with the help
of the well-known statistical physics of this kind of systems, to identify the
basic ingredients and symmetries of the universality class.

Thus, it has been conjectured that in the absence of additional symmetries,
systems with an order parameter coupled with a conserved non-diffusive field
undergoing a phase transition into infinitely many absorbing states define this
universality class, coined as the C-DP class, whose main difference with DP
is the conservative character of the coupled field.

It is possible to find the most simple model capturing the essential in-
gredients of these models in the reaction-diffusion (RD) model defined by
Eq.(2.21a)-Eq.(2.22).

These microscopic equations can be translated into mesoscopic equations;
using Doi-Peliti techniques, the continuous counterpart of RD model is de-
duced to be Eqs.(2.66). Therefore, these equations can be considered the
mesoscopic description of the C-DP class.

Once the C-DP Langevin equations are obtained, the similarities and dif-
ferences with DP universality class are identified by a simple comparison of
terms. In both classes many different absorbing states can be found, and
the fluctuations of the activity field are identical. The main difference stems
from the conservative character of the background field of the C-DP class,
which is linearly coupled with the activity field. This conserved background
is able to generate long-termed memory effects essentially different from the
non-Markovian effects in the DP class. However, this difference steadily van-
ishes as the dimension increases, and for d ≥ 4, the mean-field behavior of
both classes coincide.
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Chapter 3

Discriminating DP and C-DP
Universality Classes

In the previous chapter, the Conserved Directed Percolation (C-DP) univer-
sality class was defined. This is the class to which all systems undergoing
nonequilibrium phase transitions into infinitely many absorbing states with
an order parameter coupled to a non-diffusing conserved field belong.

Into the C-DP class can be found the isotropic stochastic sandpiles, as for
instance the Manna pile or the Oslo ricepile model (see chapter 1). There
exists also a mesoscopic description of the universality class, given by the set
of Langevin equations Eqs.(2.66) (see chapter 2).

As already pointed out in chapter 2, this universality class presents sim-
ilarities with the Directed Percolation (DP) class, the archetypical class of
phase transitions into absorbing states. Indeed, also in DP models with in-
finitely number of absorbing states (as the PCP model), there is a coupling
between a non-diffusing background field and the activity field.

Although there exists a key difference which defines the class of C-DP (the
conserved character of its passive field), the resemblance of the scale-free be-
havior of their observables (i.e. of their associated critical exponents) makes
very difficult and computationally-expensive to discriminate between C-DP
and DP critical behavior in those systems where a complicated dynamics
blurs their real critical behavior.

In this chapter, the reaction of these two classes to the presence of certain
additional ingredients which can induce a very different critical behavior (i.e.
different critical exponents) for both universality classes will be studied.

71
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First, a preferred direction will be introduced at both microscopic and meso-
scopic levels for the C-DP class, and the resultant behavior will be compared
with the one of the DP class. Next, the relevancy of the presence of a surface
(with two different realizations: absorbing and reflecting wall) in systems of
the two classes will be studied. The different response of C-DP and DP sys-
tems to these perturbations will allow to stablish some criteria to be applied
for the easy-discrimination of the universality class in controversial examples
of sandpiles. After that, a phenomenological overview of the effects of both
types of perturbations on the background of such systems will be made. In
the end, anisotropy and walls will be applied to examples of stochastic sand-
piles claimed to be into the DP universality class.

3.1 Anisotropy in Systems with Absorbing

States

When a preferred direction is introduced in the dynamics of d-dimensional
systems, it is created an effective flow of activity in such direction which,
in the case of a total biased diffusion (directness), can be identified with
the “time” coordinate of a d− 1 dimensional system. This fact can simplify
considerably the analysis of these systems.

Moreover, the presence of anisotropy can lead to a relevant change in the
critical behavior of the system and, therefore, of the associated critical ex-
ponents.

In this section, it will be studied how the presence of (total or partially)
biased dynamics affects to systems into C-DP or DP classes, considering
both microscopic and mesoscopic levels of description, and using the above
mentioned simplification in order to obtain some analytical results from these
systems.

Anisotropy in the C-DP class

As explained in chapter 2, in systems of the C-DP class there exists a con-
served background field coupled to activity. Then, a biased diffusion of the
activity field entails a biased diffusion of the energy field, which can affect in
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a non-trivial way to the critical behavior of such systems1. Next, this effect
will be analyzed.

Microscopic Systems

Consider the Abelian sandpile model (ASM) [34]; as seen in previous chap-
ters, although many analytical results are avaliable, this system is not yet
completely solved, in spite of the deterministic character of its simple dy-
namic rules. There are no exact results for its critical exponents.

However, its directed (totally anisotropic dynamics) counterpart, the directed
ASM or Dhar-Ramaswamy (DR) model, can be exactly solved [123].

The Dhar-Ramaswamy Model

Consider a d = 1 ASM sandpile. As explained in chapter 1, the dynamics of
this model is deterministic: a grain is dropped into randomly chosen sites of
the pile and, thus, their height zi is increased. When, at one site i, a threshold
zc is overcome, the site becomes unstable and topples part of its energy
(concretely, two grains) to its neighbors. This can involve more activations
which lead to an avalanche event. When no more sites are active, a driving
grain is again introduced into the system.

In the directed case, only one grain is toppled, and it is given to the
neighbor at the direction defined by the total anisotropy. Then, if site i
relaxes, zi → zi − 1 and, at the neighbor situated at its, e.g. right zi+1 →
zi+1 + 1.

After a transient regime, the driving and avalanche events drive the system
to a stationary state in which only the trivial configuration in which zi = 1
at all sites is possible. Any grain introduced by the driving starts a biased
walk to the border, where is dissipated. The number of temporal steps of
the lifetime of each avalanche depends only on the site at which the grain
is initially introduced. Then, as in the d = 1 ASM, this one-dimensional
anisotropic deterministic model is trivial.

Due to this, Dhar and Ramaswamy centered their attention only in the
cases with d ≥ 2 [123]. Consider a d = 2 square lattice. Let (i, j) be the

1Early works about how anisotropy affects the universality or even the SOC character
of conserved systems can be found in [10,53,121,122].
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coordinates of an active site into a square lattice; in the DR model, the ASM
relaxation rules (Eq.(1.10) and Eq.(1.11)) are changed to:





zi,j → zi,j − 2
zi+1,j → zi+1,j + 1
zi,j+1 → zi,j+1 + 1.

(3.1)

In this model, d particles instead of 2d are redistributed. Also, the selected
neighbors to which these grains are toppled changes. With this choice of
neighbors, the preferred direction is given by (1, 1); it is possible to obtain
the same asymmetry by selecting the downwards direction in a square lattice
rotated 45◦ in this direction. The initial driving seed is located always at the
uppermost row of the system.

Total anisotropy does not break the Abelian character of the rules; this
fact allows to choose an order of toppling in which the active sites of each
row topple at once, and rows are selected from top to bottom. In this way,
the identification of downwards direction with “time” (see above) is possible,
and avalanche exponents can be exactly obtained by analytical calculations
[123,124].

But it is also possible to obtain them by noticing that this simple model can
be mapped into an unbiased random walk problem. Observe the left part of
Fig.3.1; in it, a typical d = 2 activity pattern obtained with rules Eq.(3.1)
is depicted. The cluster is compact with fractal boundaries, as usual for the
ASM in this dimension. But in this case, one of the directions is “time”2 and,
therefore, the boundaries can be seen as the path of two d = 1-dimensional
annihilating random walkers (the green lines in Fig.3.1): they start at the
same “time” (position of the initial seed in the preferred direction), and their
walks finish when they meet again (the last active site).

These two walkers are equivalent in turn to a d = 1 random walker with an
absorbing boundary (see right part of Fig.3.1); therefore:

• The “duration” of the avalanche (total number of rows of active sites
in the preferred direction) can be mapped into the first return time of
the walker [A4], which follows a power law with a well-known exponent
(τt = 3/2) [125].

2Downwards direction, in the case of the rotated lattice, or south-east direction in the
usual square lattice.
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Figure 3.1: Left: Activity cluster for the DR model; the boundaries (green) of the
compact cluster (red) perform a random walk which is annihilated when both collide, i.e.
in the end of the avalanche event. Right: The single random walk of the number of active
sites Na per “time” t (distance of the activity front to the origin of the avalanche in the
anisotropic direction).

• The number of active sites which make the cluster grow is constant in
“time” (only the two boundary sites per row: the random walkers),
and therefore η = 0.

• The number of topplings is equivalent to the area below the random
walk; therefore, s ∼ r3/2, that is, Df = 3/2 = τt.

3

Together with these exponents, there exists an exponent which is common to
any dimension of any system with biased diffusion: z = 1 (or, equivalently,
zspr = 2 -see Eq.(2.16)). Consider this DR model, in which there is a totally
anisotropic flow in one direction. It is possible to define a privileged system
of coordinates respect to which the spatial coordinates of the system are not
affected by the anisotropy. To this end, the system of reference must move
in the preferred direction with the same effective velocity imposed by the
anisotropic flow of grains (this is equivalent to a Galilean transformation,
x → x + vt, t → t). Therefore, in this system of coordinates, space and
time are proportional (x ∼ t) and, as z is defined by the relation between
space and time (see Eq.(A.1.10)), the dynamic exponent takes the value
z = 1. This pure diffusive motion can be defined in any totally anisotropic
system, regardless the dimension, reason why this exponent is said to be
superuniversal.

3The coincidence between Df and τt is product of the identification between the tem-
poral and linear-spatial extent of the cluster in this direction.
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Thus, by using the scaling relations of the previous chapter, the rest of ex-
ponents can be obtained.

Note that the cluster (see Fig.3.1) is identical to the ones formed in com-
pact DP, corresponding to the Domany-Kinzel cellular automaton with in-
fection probabilities x = 0, y = 1/2 and z = 1 (using the original notation),
which is also exactly solvable and the exponents are identical to the exposed
ones [126].

The same set of exponents is valid for deterministic sandpiles with any
degree of anisotropy, not only for directed models [123, 124], although the
explained mapping is not possible. The upper critical dimension for this
model is dc = 3 [123], that is, one less than the isotropic case. It is not
surprising, because the identification of one spatial direction with time leads
to an effective dimensional reduction regarding with the isotropic case.
For d > dc, the spatial structures and correlations are not a relevant factor
anymore and, except z, the rest of the isotropic mean-field exponents are
recovered.

Abelian Stochastic Directed Models

It is possible to devise similar Abelian models including stochasticity in its
dynamical rules (in order to obtain the stochastic counterpart of the deter-
ministic DR model), that will be called here Abelian stochastic directed
models (Ab-SDM). Again, it is essential the Abelian character of the dy-
namics in order to make exact deductions of exponents.

One of the first examples is the “model A” defined by Maslov and Zhang in
[127]. In this work, the authors introduced an anisotropic (directed) variation
of the Zaitsev model [19] in order to obtain a set of dynamical rules very
similar to the ones of the stochastic sandpiles.

In this system, defined in d = 1, each active site topples a random quantity
∆f (an increment of “force”) such that the site becomes stable, to its neigh-
bor in the defined preferred direction. Therefore, ∆f performs a random
walk if such a direction is identified with “time”. Thus, the identification of
avalanches with a first return process for a d = 1 random walker becomes
straightforward, where the size of the event is given by the area under the
walk. Therefore, the exponents τt = 3/2, η = 0, Df = 3/2 and z = 1 are
recovered (see above).

Then, the set of exponents of this d = 1 directed stochastic sandpile are
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identical to the already seen in the case of d = 2 DR model. But this
does not mean that the DR model and this Ab-SDM belong to the same
universality class; their behavior in the same dimension is completely different
(for instance, d = 1 DR model is trivial, in contrast with this model). There
exists only a punctual coincidence between the d = 2 DR model and this
d = 1 Ab-SDM due to the special shape of the avalanches and the choice of
“time” in each case.

Although more stochastic anisotropic models have been defined (the model
in [128], for instance, is a generalization of the previous example), there exist
also Abelian anisotropic/directed variations of the well known Manna sand-
pile [129–132] or Oslo ricepile model [133–135]. For many of them, continuous
equations for the evolution of zi, reflecting the special circumstances of the
model, have been devised.

Actually, one of these continuous representations, obtained by Kloster et al.
in [131]4, is especially useful to easy-understand the overall phenomenology
of these Ab-SDM.

Consider a rotated two-dimensional lattice similar to the one defined for
the DR model (see above). In this new model, the preferred (downwards)
direction is labeled as x‖, and the DR model relaxation rules, Eq.(3.1), are
modified by simply choosing each neighbor randomly between the two possi-
bilities in the x‖ direction ((i+1, j) or (i, j+1), with the DR model notation).

In this way, the model is transformed into a directed variation of the Manna
model in which an active site topples a fixed amount of energy (2 grains in
d = 2) instead of all its grains. As commented in the previous chapter, when
the number of toppling grains is fixed, the Manna model becomes Abelian.
Then, it is possible to choose an order for topplings in which each active site
relaxes as many times as necessary to become stable. With this order, the
x‖ direction can be identified with “time” [131].

Let S(x‖) be the number of topplings of row x‖; therefore, the total number
of grains transferred from this “time” to the next one is 2S(x‖). At this
layer, the difference between the number of incoming and outgoing grains is
0 if the number of incoming particles is even because, regardless which sites
receive grains (and due to the 2-grain toppling rule and the relaxation until
the site is deactivated), 2k new grains at a site implies k relaxations. But
a site receiving 2k + 1 particles can topple k times (if it was empty before

4A slightly different approach of the same model, performed by Paczuski and Bassler,
can be found in [132].
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receiving energy) or k + 1 times (if it stored 1 grain).

Therefore, 2S(x‖) performs an unbiased random walk whose fluctuations (i.e.
the length of the step) are given by a noise which depends on the number
of active sites Na(x‖) at each layer. Thus, the following continuous equation
can be proposed [131]:

∂x‖S(x‖) =
1

2

√
Na(x‖)η̂(x‖), (3.2)

where η̂ is a Gaussian white noise. Assuming S(x‖) ∼ xαs

‖ and Na(x‖) ∼ xαa

‖ :

Na(x‖) ∼ S(x‖)
αa/αs . (3.3)

Bringing Eq.(3.3) into Eq.(3.2) and solving:

αs = (1 + αa)/2, τ‖ = 1 + αs. (3.4)

Thus, as the total number of topplings is:

s =

∫
S(x‖)dx‖ ∼ x1+αs

‖ (3.5)

and, as s ∼ x
Df /z

‖ (see Eq.(1.4) and Eq.(1.7)):

1 + αs =
Df

z
= 1 + η + δ, (3.6)

where Eq.(2.8) has been used. Thus, we can identify αs = η+δ; but (recalling
that x‖ is “time” in this example) τ‖ = τt and, using Eq.(3.4) and Eq.(2.7):

αs = δ, η = 0. (3.7)

As said above, in any directed Abelian model it is possible to identify the
preferred direction with time, remaining the number of active sites constant
in each of these temporal steps. Thus, in any directed model, η = 0, and
can be said that also η is a superuniversal exponent. Moreover, using η = 0
and zspr = 2 (i.e. z = 1), with Eq.(3.6) and these superuniversal values,
Df = z(1 + η + δ) = 1 + δ = τt (see above) and the identification Df = τt is
now justified.
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Ab-SDM η δ τ τt zspr

d = 1 0 1/2 4/3 3/2 2
d = 2 0 3/4 10/7 7/4 2

Table 3.1: Exact values of some critical exponents for anisotropic stochastic sandpiles
in d = 1, 2.

For the d = 2 square lattice under discussion, Na ∼ x
1/2
‖ (αa = 1/2) [131];

with the scaling relations seen here and in the previous chapter, and the
superuniversal exponents zspr = 2 and η = 0, the rest of exponents can be
obtained: δ = 3/4, τ = 10/7, and τt = Df = 7/4. They are gathered also in
table 3.1.

For d = 1, the only spatial dimension avaliable is identified with time, and
therefore the “time rows” are 0-dimensional manifolds. Thus, there can be
only an active site per row and, therefore, Na(x‖) = 1, i.e. αa = 0; this leads
to δ = 1/2, τt = 3/2 = Df , τ = 4/3, and the rest of the values of the previous
d = 1 Ab-SDM are recovered.

The A-C-DP Universality Class

The results obtained with the previous examples of Ab-SDM can be extended
to any degree of anisotropy [129–131, 133]. In [132] for the directed Abelian
Manna model, and in [134] for the directed Abelian Oslo model, the same
exponents are obtained with strictly analytical arguments. For both models,
as well as for any Ab-SDM, the upper critical dimension is, again, dc = 3, due
to the dimensional reduction (see above), and isotropic mean-field results are
recovered (with the exception of the superuniversal exponents, which remain
valid also for d > dc). But, as shown by Hugues and Paczuski [136], these
exponents can be also found for non-Abelian versions of the above mentioned
models.

As the critical behavior of all these anisotropic stochastic piles coincide, re-
gardless the degree of anisotropy or the Abelian character, the set of ex-
ponents of table 3.1 represents the critical behavior of the C-DP stochastic
sandpiles with any degree of anisotropy present in the dynamics. As the crit-
ical behavior is completely different to that of the isotropic C-DP, it can be
said that this set of exponents defines a new universality class, anisotropic
C-DP (A-C-DP) class, resulting from the presence of anisotropy in C-DP
systems.
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The fact that non-Abelian stochastic anisotropic models are as well em-
braced by this universality class is quite important, because one of the fun-
damental features of an Ab-SDM is the decorrelated essence of its configu-
rations. This decorrelated background permits the random walkers to jump
with independent individual steps, which is essential for the validity to the
deductions made above to obtain the continuous descriptions and the critical
exponents of stochastic systems.

But if the Abelianity condition can be relaxed, the decorrelation condition
for the background can also be so. As it is argued in [135,137], whereas the
width of the avalanche size probability distribution is upperly bounded, the
random walks converge to be uncorrelated for sizes large enough (at least for
d = 1). In this way, the critical exponents of table 3.1 remain valid even for
correlated backgrounds.

Concerning the DR model, note that Eq.(3.2) is also valid for the d = 2
DR model. There, the number of active sites per row is constant (as in the
d = 1 stochastic model of the previous section), so that αa = 0 and the
reported exponents for the d = 2 DR model are recovered. This explains the
numerical coincidence of the d = 2 DR model and d = 1 A-C-DP, even when
they form part of different universality classes.

Mesoscopic Level

At a mesoscopic level, it is possible to introduce a preferred direction by
simply adding a drift term to the Langevin equation.

A term v∇ρ can be added to both the C-DP Langevin equations, Eqs.(2.66),
to take into account a biased diffusion of energy because of a biased activity
spreading:

{
∂tρ = Dρ∇2ρ + µρ− λρ2 + ωρE + v∇ρ + σ

√
ρη(~x, t)

∂tE = DE∇2ρ + v∇ρ,
(3.8)

where v is the drift strength. There are many ways with which study the
relevancy of this term. One way is by performing a power counting analysis.
Another method is by performing a Galilean transformation for space-time
variables (i.e. x → x + vt, t → t, see above), establishing a new system of
coordinates which is moving with the velocity v imposed by the drift. If this
change of variables reabsorbs the drift term, this will mean that, by only
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d = 1 η δ τ τt zspr

A-C-DP 0.02(3) 0.45(3) 1.31(3) 1.48(3) 1.98(3)

DP 0.33(3) 0.14(3) 1.07(4) 1.14(4) 2.00(3)

Table 3.2: Critical exponents for d = 1 A-C-DP (upper row) and A-DP=DP (lower row),
obtained by integrating Eq.(3.8) and Eq.(3.9), respectively (see text). Own measurements.

d = 2 η δ τ τt zspr

A-C-DP 0.03(5) 0.80(5) 1.43(5) 1.75(5) 2.02(5)

DP 0.230(1) 0.451(1) 1.268(1) 1.451(1) 2.00(1)

Table 3.3: Critical exponents for A-C-DP (upper row), obtained by integrating Eq.(3.8),
and A-DP=DP (lower row, taken from [79]), in d = 2.

redefining the spatial coordinates, the critical behavior of the isotropic case
is recovered, i.e. anisotropy is not a relevant ingredient for the system5.

However, when the energy equation is integrated and E is replaced into
the equation for the activity (see chapter 2), the Laplacian coupling term
prevents this drift from being reabsorbed. Thus, anisotropy is expected to
be relevant for this universality class. This justifies why anisotropic C-DP
systems belong, as stated above, to a different universality class (the A-C-DP
class).

As said in the previous chapter, Renormalization Group (RG) calculations
are prohibitively difficult to be performed in Eqs.(2.66). This is also the case
of Eqs.(3.8). Thus, the only way in which the critical exponents of table
3.1 can be confirmed to represent to the A-C-DP class is, so far, by direct
numerical integration of these equations.

The measured critical exponents are illustrated in the first row of table 3.2
and table 3.3. As can be seen, the critical exponents coincide within error
bars with those of table 3.1, and are significatively different from the expo-
nents of the C-DP class (see table C.1). This confirms that the microscopic
models studied above belong to the A-C-DP universality class, which is the
result of the flowing of the C-DP critical point to a new fixed point when
any degree of anisotropy is introduced (i.e. any value of v 6= 0 is chosen).

5In such cases, the system is said to possess “Galilean invariance”.
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Anisotropy in the DP class

When the same drift term above mentioned is introduced into the RFT equa-
tion, Eq.(2.17), representative of DP universality class:

∂tρ = D∇2ρ + µρ− λρ2 + v∇ρ + σ
√

ρη(~x, t), (3.9)

a Galilean transformation is able to reabsorb this drift term. This means
that, in this new system of reference (see above), the drift has no effect.
Therefore, anisotropy is not a relevant perturbation for the DP RG fixed
point, i.e. anisotropic DP (A-DP) is still DP, because the DP universality
class is invariant under Galilean transformations6.

By considering not only the single absorbing state Eq.(3.9), but also the
many absorbing states model PCP (Eqs.(2.18)) with the same drift term
v∇ρ introduced into both equations (see above), a quantitative comparison
between A-DP and A-C-DP can be done by simply integrating the equations.
This permits to study the possible different behavior, and how it is reflected
in differences in critical exponents.

The results of such integrations for d = 1 are gathered in the lower row of
table 3.2. The results confirm that A-DP is still the DP universality class
(i.e. A-DP=DP). Thus, there is a very different response of the two classes,
DP and C-DP, in the presence of anisotropy.

In summary, in this section the universality class of anisotropic stochastic
sandpiles, A-C-DP, has been defined and characterized. Its critical expo-
nents, indeed, are different from those of the isotropic case (C-DP). On the
other hand, the presence of anisotropy is irrelevant for the DP class, which
means that its critical exponents are not affected by this new ingredient.
The different response of both classes is translated into a large increase in
the difference between the critical exponents, which can be useful in order to
distinguish between both universality classes.

6It can, as in the C-DP case, be checked by means of a power counting.
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3.2 Surfaces in Systems with Absorbing States

The presence of a surface can dramatically affect the critical behavior of
equilibrium systems [138,139]. In the case of nonequilibrium systems, similar
effects can be observed.

DP in the Presence of a Wall

Consider, for instance, the case of the contact process [81], a DP microscopic
system with probability p for the creation of particles at one of the empty
neighbors of an existing particle, and 1− p for self-annihilation.

When a wall is present into an otherwise infinite system, translational invari-
ance is broken. If now a different probability p̃ is defined for sites next to the
surface, a competition between surface and bulk dynamics appears. Thus, a
critical point p̃c, different from the bulk one (pc), can be defined for the sites
next to the wall.

Defining ∆ = pc − p for the bulk and ∆s = p̃c − p̃ for the surface, it is pos-
sible to control the distance to their respective critical points independently.
With this possibility, many different phase transitions can be identified in
the mean-field phase diagram (see Fig.3.2) [140]:

• An ordinary transition (O), if the bulk is critical but the surface is in
its subcritical regime.

• An extraordinary transition (E), when the bulk is critical but the sur-
face is supercritical.

• A special transition (Sp), in which both parts of the system are critical.

• A surface transition (S), when both parts of the system are supercriti-
cal.

Surface transitions occur when, due to the highly active bulk, the surface
must take an otherwise supercritical p̃ > p̃c to become critical. By tuning
the bulk control parameter to its critical value, the extraordinary transition
is achieved and, taking the critical value of surface probability, the special
transition is reached. The ordinary transition is the phase transition which
the system suffers when the surface is “free” (open).
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Figure 3.2: Phase diagram of DP with a wall, where the surface phase transitions are
depicted (see text).

Of course, any of these transitions can be not present under certain circum-
stances; for example, in d = 1, the surface is zero-dimensional and cannot
become critical; therefore, only ordinary or extraordinary transitions would
be possible in this case.

We will be focused on surface effects on d = 1 DP systems where the site
which forms the 0-dimensional wall is treated as a bulk site (i.e. p̃ = p). As
local fluctuations always kill any activity in d = 0, the 0-dimensional surface
remains subcritical in d = 1 DP. Thus, there is a competition between the
subcritical behavior of the surface and the behavior of the bulk: when the
bulk is subcritical, any particle created next to the wall is eventually lost
into the bulk, where activity decays exponentially; the effect of the bound-
ary decays exponentally fast. But when the bulk is critical, its correlations
diverge and so does the effect of the boundary. Thus, the only possible phase
transition in these d = 1 systems is achieved at the bulk critical point, and
the boundary is controlled by bulk correlations.

Boundary Conditions Associated with the Surfaces

It is possible to define different types of surfaces; here, only reflecting and
absorbing boundaries will be considered [141].

In the case of a reflecting surface, the sites into the wall reflect the state of
the sites into the system. In other words, each site i′ = −i into the wall
is identical to the site i of the original system. In a mesoscopic description
like the RFT, Eq.(2.17), this can be expressed by using Neumann boundary
conditions. For instance, for a d = 1 semi-infinite system, this is equivalent
to:
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Figure 3.3: Activity cluster for a one-dimensional DP system. In the left part, an
infinite system; in the right part, a semi-infinite cluster with a wall next to the initial seed
of activity (site i0). The green sites in the right part represent lost feedback due to the
presence of the wall.

ρ(−1, t) = ρ(1, t) ∀t, (3.10)

where a reflecting wall is placed just at x = 0.

In the case of an absorbing surface, all the sites into the wall are in an
absorbing state. This condition is easily represented by Dirichlet boundary
conditions, which in d = 1 can be written as:

ρ(−1, t) = 0 ∀t (3.11)

For DP, the effect of both boundaries coincides: they prevent an activity
feedback which would exist if there was no surface [142]. This fact can be
observed in Fig.3.3, where a typical DP spreading cluster is depicted. In the
left part, the surface-free system; in the right part, a cluster obtained with
the same dynamics but taking into account an absorbing wall placed next
to the initial seed, perpendicular to the spatial direction of the system. The
lack of feedback causes some branches, which otherwise would be reactivated,
to die.

This lack of activity affects the surviving probability: the presence of the
(absorbing or reflecting) surface and the corresponding absence of feedback
makes the number of surviving experiments decrease, as well as their lifetime.
In this way, the value of the associated critical exponents changes.

However, bulk observables remain unaffected. The reason is that the clus-
ter of surviving sites is a subset of the surface-free cluster and, effectively,
they are not affected by the presence of the wall, i.e. a bulk dynamics is
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well defined into the system, despite the possible boundary correlations. In
fact, the correlations at the border are governed by bulk correlation expo-
nents (see above) [139–141]. Moreover, even the critical point value for the
control parameter remains unchanged while the rest of exponents, surviving-
probability-dependent, take different values. The critical exponents associ-
ated with d = 1 DP systems are gathered in the upper half of table 3.4 (see
also appendix C.2.1).

With the arguments above exposed, it can be said that the effect of both
absorbing and reflecting surfaces on a DP system is identical, and defines a
change of exponents which does not alter the universality class (because
the critical point and the associated bulk exponents remain the same), but
which involves an extra phenomenology that here will be referred to as
surface DP (S-DP).

For d > 1, the phenomenology is even richer: not only the effect of the
d−1 hypersurface has to be taken into account, but also the effect of the sites
where these hypersurfaces cross. For d = 2, for instance, it is also relevant
the behavior of the system when the initial seed is placed where two borders
cross (an edge), being the response of the system different from the surface
case, and with dependence on the angle between crossed walls [143,144].

C-DP in the Presence of a Wall

In C-DP, the control parameter is the average energy in the system. This
quantity changes for each site at each time, although its average is strictly
conserved (FES ensemble) or remains with small fluctuations around its crit-
ical value (SOC ensemble). Therefore, it is not possible to define a different
control parameter for the surface in a way in which the dynamics does not
suffer relevant changes. In the C-DP class, then, it does not make sense
to talk about surface transitions like the ones depicted in Fig.3.2; this does
not mean that the presence of a wall has no effect for this class. Quite the
opposite.

Absorbing Surfaces

For the C-DP universality class, absorbing walls have been already used in
this thesis. In the SOC ensemble, the d-dimensional C-DP models are posed
between 2d absorbing surfaces, to allow energy and activity to be dissipated
in a proper way regardless the driving seed position. Therefore, when the
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seed is placed next to the absorbing boundary, the effect of the wall is to
destroy the activity growing from such seed7.

Like in the DP universality class, it is expected that surviving-probability-
related exponents change because, as activity dies faster in the presence of
such absorbing surfaces, the lifetime of the spreading processes (avalanches)
must be shorter. Therefore, the critical behavior changes, and so do the
exponents above mentioned (see table 3.4). There is, thus, a new rich phe-
nomenology arising from C-DP in the presence of an absorbing wall next to
the initial seed, which will be here referred to as C-DPabs.

This phenomenology has been already noticed for some sandpiles where the
seed of the slow driving is localized, by definition, next to one of the (open)
boundaries. This is the case of, for instance, the original definition of the
Oslo model [59], in which avalanche exponents different from the C-DP ones
(but identical to the C-DPabs ones) are measured, because the initial rice
grain is placed next to an absorbing boundary. When, in these systems, the
driving seed is changed to be randomly chosen between all sites, the C-DP
exponents are recovered [60,144,145].

Reflecting Surfaces

For reflecting boundaries, conservation and the threshold character of the
activity make the effect of these surfaces very different from the DP case.

Consider, for instance, a microscopic sandpile with one closed boundary
next to which the initial driving grain is introduced. At this level of descrip-
tion, Neumann boundary conditions Eq.(3.10) are modelled by imposing site
x = −1 to be active if site x = 1 is so. In this way, every grain toppled from
x = 1 to its surface neighbor is given back again into the system due to the
immediate toppling of x = −1.

With such boundary conditions, it is not surprising the accumulation of en-
ergy observed next to the reflecting wall8. What is more stunning is that all
the measured critical exponents correspond to the exponents of the bulk C-DP
behavior.

The phenomenology of surfaces is very rich [146], and examples in which

7Obviously, the FES ensemble does not make sense when an absorbing wall, which
means a sink for energy, is present.

8This phenomenology can be, indeed, observed for both SOC and FES ensembles.
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a reflecting boundary keeps unchanged the critical behavior are not difficult
to find [147]. But this case is very different, due to the identification of the
background and the control parameter.

One possible explanation for the observed phenomenology could be a compen-
sation effect: the observed structure of the background means that, close to
the reflecting boundary, there is a zone of the system with an energy density
always above the average. These sites must be under threshold in stationary
configurations, because this is a mandatory condition for an avalanche to
finish. But in this zone (which, in addition, is the part where the initial seed
of activity is introduced), due to its energy density, it is expected for this
site to generate many overcritical avalanches, which compensate the lack of
feedback due to the presence of a wall (which would lead to a subcritical
avalanche).

Another argument could be one similar to that of the DP case used to explain
the identical behavior of DP in the presence of both surfaces, i.e. the existence
of a flow of energy: with a reflecting wall at the border, the grains that would
be lost in the case of an absorbing boundary bounce in the wall and return to
the pile. Activity is momentary lost, but recovered as energy stored next to
the boundary. Due to the threshold, the presence of the reflecting boundary
permits to keep next to the wall the grains which would pass “through it”,
which in a C-DP system is equivalent to an increase of activity creation
probability. This potential activity balances on average the lost feedback,
and surviving probability is, in the end, not affected by the presence of such
a surface. In an effective way, there is still a flow through the wall (similar
to the case in which there is no wall at this site). Thus, the same critical
behavior of C-DP must be expected.

Although there is not a demonstration of any of these arguments, the fact
is that the numerical simulations of both microscopic and mesoscopic systems
lead to the same conclusion: while the phenomenology associated with the
background of a C-DP system in the presence of a reflecting wall (i.e. C-
DPref ) is different, the critical behavior of the observables are identical to
that of the C-DP class.

Two Different Behaviors for Two Different Types of Surfaces

To summarize the results of the last sections, it can be said that the presence
of a wall affects in very different way to C-DP systems. While the behavior
of the observables in the case of the reflecting wall remains as in the bulk-
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d = 1 η δ τ τt zspr

DP 0.313(1) 0.159(1) 1.108(1) 1.159(1) 1.265(1)
DPref 0.045(2) 0.426(2) 1.28(3) 1.426(2) 1.257(2)
DPabs 0.046(2) 0.425(2) 1.25(3) 1.425(2) 1.275(2)

C-DP 0.35(2) 0.17(2) 1.11(2) 1.17(2) 1.40(2)
C-DPref 0.35(3) 0.16(3) 1.11(3) 1.15(3) 1.42(3)
C-DPabs −0.33(2) 0.85(2) 1.56(2) 1.81(2) 1.42(2)

Table 3.4: Critical exponents for d = 1 DP and C-DP without and with a surface next
to the initial seed position. DP exponents measured both with numerical integration of
Eqs.(2.17) and PCP microscopic simulations, but also confirmed with [141]. The results
for C-DP have been obtained both with numerical integration of Eqs.(2.66) and by using
the microscopic Oslo model. System size: L = 32768.

driven case (i.e. all the exponents coincide with those measured in bulk-
driven experiments), the presence of an absorbing wall next to the driving
seed leads to the measurement of very different critical exponents.

These results are summarized in the lower half of table 3.4, where nu-
merical integrations of the d = 1 Langevin equations Eqs.(2.66) with the
corresponding boundary conditions (Eq.(3.10) or Eq.(3.11)), as well as mi-
croscopic representative models, have been used9.

In summary, the presence of a wall next to the initial seed of activity
affects in a very different way to DP and C-DP systems. For DP, the two
studied types of surface lead to the same phenomenology (S-DP), with a
surviving-related exponents very different from those of the DP class, but
identical bulk exponents. In the case of C-DP, in contrast, a reflecting wall
does not alter the critical exponents, while an absorbing wall leads to, again,
the same bulk exponents but a lower surviving probability.

9Note that extra boundary conditions for the background field are not necessary, be-
cause it is a non-diffusing field, and no spatial derivative of the field appears in the equa-
tions.
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3.3 A Recipe for Discrimination

It is not unusual that, due to the complicated dynamic rules of some mi-
croscopic models, the real scaling of the system arises after long transient
periods only when very large system sizes are used.

This is not the case of the representative continuous equations seen in the
previous chapters because, at this mesoscopic level, all microscopic irrelevant
details are not present and only the essential symmetries of the universality
class remain. Thus, a long and clean scaling region can be observed.

In chapter 2 it was stated that the DP and C-DP classes are, conceptually,
very different, due to the consequences of the existence of a conservation law
in the latter. However, there exist only small numerical differences between
the critical exponents of these classes (see table 2.4 and table 2.5, or appendix
C).

Thus, it is not strange for systems belonging to C-DP with complicated re-
laxation rules to be classified into a wrong universality class when a transient
behavior is mistaken as the asymptotic one. Then, it is necessary to have a
discrimination criterium with which discern to which universality class the
real critical behavior of the system belongs, beyond transients and crossovers,
and without using very large systems nor prohibitive computational times.

Using some critical exponents, bulk-driven isotropic DP and C-DP classes
can be distinguished (for instance, η) if the critical point is accurately local-
ized (for the FES ensemble) or the system is large enough (SOC ensemble).
But for other exponents like τ , the difference is approximately of 0.2% (τC-DP

is 1.002 times τDP); even with the best and fastest computer would be very
difficult to discriminate the universality class, because the intrinsic system-
atic error of the standard computer simulation already embraces both values.

As can be seen in table 3.1, table 3.2 and table 3.3, the exponents in the
presence of an anisotropic direction or surfaces next to the initial seed are
very different in the DP case from the C-DP case. For instance, the difference
in the τ exponent for anisotropic systems increases up to 16.7%, and using
absorbing (reflecting) walls, up to 16.8% (13.8%)10. This fact is reflected in
plots, where obviously the larger the difference, the easier to discriminate the
universality class.

10An extreme case is the η exponent: together with the different sign, ηC-DPabs
is 7.14

times ηDPabs
.
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The response of DP and C-DP when a preferred direction or a surface is
introduced next to the seed of activity of an avalanche (equivalently, spread-
ing experiment, see chapter 2) gives a quantitative criterium to discriminate
between the two classes. A method to distinguish between DP and C-DP
can be given by the following steps:

1.- Measure the critical exponents of the isotropic, bulk-driven (or surface-
free) system.

2.- Introduce a reflecting wall at one boundary, and define the site next
to it as the site for the driving events or initial seed of avalanche prop-
agations. If the exponents change, the system belongs to the DP class.
In contrast, if it does not alter its critical behavior, the system belongs
to the C-DP class.

3.- Introduce an absorbing wall at one boundary of the original model,
and define the site next to it as the site for the driving events or initial
seed of avalanche propagations. If the exponents change with respect
to the ones measured at the first step, and coincide with the ones
measured in the previous step, the system belongs to the DP class. In
contrast, if they are different from those of any of the above described
points, the system belongs to the C-DP class.

4.- Define a preferred direction (anisotropy) for the dynamics of the orig-
inal model. If the measured critical exponents do not vary, the system
belongs to the DP class. On the contrary, if they change to the exact
values of a random walker, it belongs to the C-DP class.

Although usually the first and one of the rest of steps are enough to easy-
discriminate the class, to perform the rest of the steps is (as it will be shown
in the examples of section 3.5) a useful check for consistency which allows to
purge mistakes of transients for the real asymptotic behavior.

3.4 The Effect of the Perturbations on the

Background Field

When the above described perturbations are present in the systems, a struc-
tured nonhomogeneous background arises.
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This can be an inconvenient because many observables describing the critical
behavior of a system need from a translational invariance in most of the
system11.

Therefore, it is very important that an homogeneous bulk can be defined
in the stationary background landscape of the systems, even in the presence
of the mentioned perturbations. Thus, if any structure is formed, its contri-
bution must be negligible in the thermodynamic limit. Next, the effect on the
background of the presence of anisotropy and surfaces is studied.

The Effect of Anisotropy

For the DP class, anisotropy has no effect on the behavior of the system, and
therefore it does not affect the background field. However, it is usual to find
a non-homogeneous structure in the background of non-Abelian sandpiles
when strong anisotropy is present in the relaxation rules. This structure is a
product of the biased flow of energy in the preferred direction.

This structure is more pronounced as the degree of anisotropy increases, and
it can be more sharply observed in systems in which the driving event is
performed always over the same site.

For both, fixed and randomly chosen seeds, the threshold nature of the
dynamics, which establishes a maximum value for the height of a site, al-
lows to define an homogenous bulk part in systems which are large enough.
Moreover, the finite size effects are more pronounced in anisotropic systems
due to the fast diffusion of the energy in the preferred direction.

Therefore, it is essential for a reliable analysis of anisotropic systems to use
large system sizes. In [133, 148], for instance, a crossover size Lx depending
of the degree of anisotropy is defined. Only for systems with size L > Lx,
the effect of the anisotropy can be reliably measured. For L << Lx, the
isotropic behavior dominates. This crossover size is inversely proportional to
the degree of anisotropy12

The fact that any degree of anisotropy leads to the same critical behavior
could be interpreted as a support for the existence of a bulk part into the

11This is the reason why, for stationary-state-related magnitudes, the spatial average
(density) can be taken as representative of the system.

12Therefore, for no anisotropy, Lx diverges and there is no crossover, but only isotropic
behavior.
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anisotropic structured background for large enough systems. If it was not so,
the measured critical exponents would depend on the degree of anisotropy,
as it is expected for the structure of the background.

A perfect example of the importance of the presence of a bulk is the
case of the two d = 1 models of [136]. In there, a non-Abelian version of
the Ab-SDM systems defined in section 3.1 in which the number of toppled
grains coincide with the total number of grains stored by the active site13 is
considered. Two variants are studied:

• In the first example, the rule only involves the nearest neighbor of the
active site. As a result, the background is not structured (that is,
there is a constant density of particles with regard to the only spatial
dimension), and the exponents measured are in perfect agreement with
the ones depicted in table 3.1.

• However, for the second case, the next nearest neighbors are also con-
sidered. Thus, the anisotropic effect is more pronounced. However,
for the same system sizes, a structured background with no bulk is re-
ported, and the measured exponents take intermediate values between
the C-DP and the A-C-DP critical exponents.

This leads to the conclusion that only when an homogenous background
can be defined, the measured critical exponents are reliable, and it
is possible only for large enough system sizes.

The Effect of Surfaces

The presence of a surface next to the seed of activity breaks the translational
invariance of systems even in the thermodynamic limit; it is natural to wonder
whether there are more effects which can affect to the otherwise homogeneous
structure of the system.

Surfaces on the DP Universality Class

In the DP systems where a background can be defined, for instance in the
PCP model, the effect of the boundary is barely reflected in the background
field, as it is clearly shown in Fig.3.4.

13That is, the directed version of the original Manna model.
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Figure 3.4: Left: Stationary background landscape of the d = 1 PCP Langevin equa-
tions, Eqs.(2.18) with absorbing boundary conditions, for a system size L = 1024, and
averaging over many different trials. There is no relevant effect nor defined structure, as
can be observed in the inset of the figure, where an enlarged part next to the leftmost
boundary is depicted. Right: Spreading observables measured for the model of the land-
scape on the left; the exponents of the associated power laws are indistinguishable from
the ones of S-DP.

There, a stationary background landscape of a d = 1 DP system is depicted.
In these experiments, the initial seed of activity is placed next to one absorb-
ing boundary, and the boundary condition is modelled using Eq.(3.11). The
observed landscape is the averaged final absorbing configuration of spread-
ing experiments performed by numerical integration of the PCP equations,
Eqs.(2.18).

The effect of such surfaces has little reflection in the homogeneous structure
of the background field, whereas the critical exponents (see right panel of
Fig.3.4) are identical to the ones of the third row of table 3.4. The same
results are obtained by using reflecting boundary conditions, Eq.(3.10), or
the microscopic PCP model with any of the both types of surfaces placed
next to the initial seed (not shown).

The nonconservative nature of the dynamic rules is the responsible for this
behavior. The value of the background at each site does not depend only on
the diffusion of activity, but there exist more relevant terms in the evolution
equation (see Eqs.(2.18)) which create or eliminate background according to
the (fixed) critical parameters of the equation.

In this way, each site makes the background be recovered up to the level
imposed by the set of parameters of the theory, with little influence of the
neighbors which are into the surfaces. Then, although the lack of a feedback
next to the wall prevents the activity from spreading as fast as in the bulk, the
background field has not a relevant structure, regardless the type of surface.
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Surfaces on the C-DP Universality Class

In the C-DP class, the effect on the background is very different [149]. When
both absorbing or reflecting boundary conditions are present in a C-DP sys-
tem, the background next to the surface is non-trivially structured. There-
fore, the question of whether an homogenous background zone, i.e. a bulk,
can be defined in the system arises. This is not a futile question, because of
the consequences of its answer:

• In the SOC ensemble, the system is surrounded by absorbing surfaces
which provide energy dissipation, essential to reach the stationary crit-
ical state. As said above, the measurements made are supposed to be
reliable because they are assumed to be representative of the behav-
ior of the whole system. Therefore, any site-dependent effect in the
observables is considered to be negligible. On the contrary, if no bulk
can be defined, most of the results of SOC would seem a mirage, be-
cause all the measured exponents would be influenced by the structure
generated by the presence of the wall.

• The equivalence of the SOC and FES ensembles (see the previous chap-
ter) would not be valid. For this equivalence to be rigorous, in the ther-
modynamic limit the energy of the SOC system must reach its critical
value and the critical bulk must coincide with the infinite-size FES-bulk
at its critical point. To this end, the effect of the boundaries must be
negligible.

The structure of the background in C-DP is the result of the conservative
dynamics of these systems. The amount of energy at each site, Ei, depends
only on the diffusive motion of activity; therefore, as a surface of the types
defined above tends to dissipate (absorbing wall) or accumulate (reflecting
wall) background, they make the zone close to the surfaces be under or above
(respectively) the average energy of the bulk.

In fact, as said above, the effect of surfaces on the background is not trivial.
For both absorbing and reflecting surfaces, a power law decay to the bulk
average value of the background density for a certain size L (Ebulk(L)) can
be observed14.

14However, while in the absorbing case the structure is just the result of the boundary
condition, the reflecting landscape is formed only when fluctuations are present on the
system (i.e. the landscape is flat in the mean-field regime); it is a noise-induced effect [149].
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For d = 1, and calling x the distance from the surface:

|Ebulk(L)− E(x)| ∼ x−αwG (x/xξw) , (3.12)

where the exponent is αw = 0.80(5) in both cases, xξw is the correlation
length associated with the boundary effect, and G(y) is a scaling function.

The αw exponent coincides with the inverse of the spatial correlation length
exponent, ν⊥, in the thermodynamic limit. The reason is that, in this limit,
Ebulk(L → ∞) = Ec, and therefore |Ebulk(L) − E(x)| can be considered a
distance to the critical point, ∆. As its scaling with spatial coordinates is
given by the relation (see Eq.(A.1.6)):

|∆| ∼ x−1/ν⊥ , (3.13)

and the correlations next to the surface are governed by bulk correlation
exponents, an agreement between the inverse of ν⊥ and αw is expected. In-
deed, the inverse of ν⊥ is 1/ν⊥ = 0.75(5) (see table C.1), and therefore both
exponents, within error bars, coincide.

Thus, the degree of influence of the boundaries can be studied by using
the relation Eq.(3.12) [149]. The dependence of the cutoff xξw of the scaling
relation can be shown to be xξw ∼ L, with which Eq.(3.12) is transformed
into:

|Ebulk(L)− E(x)| ∼ x−αwG (x/L) . (3.14)

This last expression can be checked with a simple representation of the
scaling function G. To this end, |Ebulk(L)−E(x)|xαw must be plotted versus
x/L, in order to recover the scaling function. This is done in the left part
of Fig.3.5, where the exponent αw = 0.80(5) and the SOC Oslo ricepile have
been used. The plot is a straight line up to x ∼ 0.35 when a logarithmic ver-
tical axis is used, which shows the exponential shape of the scaling function
up to x/L ∼ 0.35, and a faster decay onwards.

The cutoff fraction of 0.35 is, however, a large value, which into the context
of two absorbing boundaries (present in d = 1 SOC systems) leads to ap-
proximately only a 30% of the system belonging to the bulk. Nonetheless,
the power-law in Eq.(3.14) allows to write:

|Ebulk(L)− E(x)| ∼ L−αwH (x/L) , (3.15)
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Figure 3.5: Left: Collapsed background fields, |Ebulk(L) − E(x)|xαW as a function of
x/L for the boundary driven SOC Oslo model with absorbing walls, and for different
system sizes. Using αW = 0.80(5), all curves collapse into a unique one (see text). Right:
Weighted distance to the bulk energy; inset: integral of |Ebulk(L)−E(x)|, normalized by
the system size, as a function of L.

where H(x/L) = (x/L)−αwG (x/L).

In the right part of Fig.3.5, the relative distance to the bulk density is de-
picted. It can be observed how the fraction of sites with a relative distance
below a 1% of the bulk energy is lower as system size increases. In the in-
set, the relation Eq.(3.15) is checked by using its normalized spatial integral.
This behavior leads to the conclusion that the larger the system, the
smaller the fraction of sites with a relevant distance to the critical
point (i.e. a relevant difference between its background level and the bulk
energy). Thus, in the thermodynamic limit, the distance to the critical point
of all sites of the system is negligible.

A Self-Organized Cutoff

An heuristic reasoning can be given to support this statement. Consider an
homogeneous d = 1 C-DP system of size L with periodic boundary condi-
tions. Suppose that a slow driving is switched on and an absorbing wall is
placed next to the seed of activity.

As said above, the effect of the surface is controlled by bulk correlations, and
therefore the effect of the boundary depends on the distance of the bulk to
its critical average value. Thus, for finite L, the effect of the borders has a
finite cutoff, and cannot span throughout the system.

When L →∞, the bulk is closer and closer the critical value, and correlations
can spread further and further. Then, the effect of the border penetrates



98 Chapter 3. Discriminating DP and C-DP Universality Classes

more and more into the bulk; but as the bulk dissappears, the distance to the
critical point increases, appearing a shorter correlation length. This allows
the bulk to be regenerated by means of the slow driving, in order to recover its
critical value, and the explained cycle starts again. This is straightforwardly
extended to any SOC system, regardless the kind of surface.

With this heuristic argument, it could be said that, for any system size, a
certain fraction of sites with an homogenous structure can be always defined.
As seen above, this fraction increases with the system size and, for large
enough systems, the percentage of sites with a relevant distance of its energy
to the bulk energy is negligible. In conclusion, the influence of the surface
vanishes as the system size increases.

To summarize: in the DP class the presence of surfaces does not change
the homogeneous structure of the background in a relevant way. In contrast,
in SOC C-DP systems, conservation makes the surfaces influence the back-
ground field and form a non-trivial structure. However, the self-organized
character of these systems prevents correlations from expanding their effect
(negligible as the system size increases) up to an arbitrary site into the bulk,
which can be safely defined. Moreover, this bulk is identical to the one of
the FES ensemble for large enough system sizes.

The Anisotropic Bulk and the Surface Bulk in C-DP

As seen above, a structure is associated to all the types of perturbations
discussed for C-DP, although a bulk part can be also defined. However,
this homogenous part of the system behaves in a very different way for each
perturbation.

In systems with surfaces, the microscopic rules remain unchanged respect
to the surface-free model. Thus, the bulk and its critical behavior remain
unchanged for both types of boundary conditions. However, the bulk of the
anisotropic case is subject to the anisotropic rules, and therefore its behavior
is completely different from the critical behavior of the isotropic bulk (see
above).

It is also remarkable that, while in isotropic models the number of toppling
events per added particle (or, equivalently, the mean number of jumps that
a sand grain has to perform to fall out of the pile) is [34,53,74,144,148]:
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〈s〉 ∼ L2, (3.16)

in directed models and isotropic boundary driven systems, the number of
steps for each grain to reach the border is reduced to [46,53,124,144]:

〈s〉 ∼ L. (3.17)

By using Eq.(1.4) and the scaling of the first moment of the distribution [40]:

〈s〉 ∼
∫ sc

1

sP (s, L)ds ∼ s2−τ ∼ LDf (2−τ), (3.18)

it is possible to obtain τ by simply measuring the fractal dimension (and
viceversa). These relations can be checked by using the corresponding values
for Df (see appendix C.1)15:

Isotropic bulk −→ 〈s〉 ∼ L2, Df = 2.18(2) −→ τ ∼ 1.08
Anisotropic bulk −→ 〈s〉 ∼ L, Df = 1.45(5) −→ τ ∼ 1.31
Absorbing boundary −→ 〈s〉 ∼ L, Df = 2.14(2) −→ τ ∼ 1.53

(3.19)

In perfect agreement with the measured avalanche exponents τ .

In summary, when a bulk in anisotropic systems exists, it is qualitatively
different from the isotropic one, whereas this is not the case for systems
driven from different boundaries (at least in d = 1).

3.5 Two Controversial Examples

The discrimination method defined in section 3.3 can become a fundamental
tool in the task of the classification of SOC models into universality classes.

In the previous chapter, it was conjectured that all stochastic models with
many absorbing configurations and an order parameter whose dynamics is
coupled to a non-diffusive conserved field belong to C-DP universality class.

15Note that, as the fractal dimension is a bulk property, a different behavior of the bulk
must be reflected in this exponent.
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However, there are two examples which, despite of fulfilling the conditions
of the conjeture, are still believed to be examples of DP sandpile models.
The above described discrimination methods will be used now to distinguish
which universality class these systems belong to.

3.5.1 The Isotropic Sticky-Grain Sandpile

When the relaxation rules of a sandpile are defined, it is usual to fix a finite
threshold, common to (BTW sandpile [6], Manna model [54]. . .) or randomly
chosen for (Oslo model [59]) all sites, which prevents the stored grains at a site
from growing unbounded. The toppling probability of a site i can be thought
to behave as a step function, which makes the site topple with probability
1 when the height of the site is above zc, and with probability 0 when it is
below the threshold.

In [150], Tadić and Dhar studied a variant of the d-dimensional DR model
[123]. The relaxation rules, Eqs.(3.1), are complemented with a stochastic
add-on: even when the condition zi > zc = d is fulfilled, the toppling of the
active site is only possible with a certain probability p, fixed for all active
sites. In a subsequent work [151], Mohanty and Dhar extended the study of
this model by introducing a bulk dissipation probability ε. Also, an isotropic
version of this last model (equivalent thus to the ASM -see chapter 1- with
bulk dissipation) was analyzed. Is in this last isotropic version on which this
section is focused.

Consider a two-dimensional lattice with open boundaries at whose sites
a threshold zc for heights is defined. A grain is introduced into the sandpile
at randomly chosen sites until, for a given site i, the threshold is overcome.
Thus, with probability p the site relaxes four of its grains to its nearest
neighbors, while with probability 1−p it remains stable until receiving more
activity. As usual in the dynamics of a sandpile, the relaxation of a site gives
raise to an avalanche, which can involve more activations. The driving event
is repeated when no more active sites remain in the pile. By means of driving
and dissipation, the pile reaches its stationary state.

The new relaxation rule can be written as:

{
zi → zi + ∆i,i

zj → zj + ∆i,j ∀j (3.20)

where:
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∆i,j =




−4 for i = j
1 for j n.n. of i
0 elsewhere





with probability
p(1− ε),

(3.21)

that is, the usual ASM toppling rules;

∆i,j =

{ −4 for i = j
0 elsewhere

}
with probability

pε,
(3.22)

which means that all toppled grains are dissipated before reaching the neigh-
boring sites, and not only at boundaries; and

∆i,j = 0 ∀(i, j) with probability
(1− p)

(3.23)

which entails that the grains remain stuck in the site instead of being redis-
tributed. Due to this last rule, this sandpile will be called here the isotropic
sticky-grain (SG) model.

Three different regimes can be distinguished [151,152]:

• When p = 1 and ε = 0, the results of the ASM are recovered.

• For p < p∗, grain columns of arbitrary height are possible, and no
stationary state can be defined unless ε 6= 0.

• For p > p∗, only for ε = 0 a true critical stationary state can be defined.

The point p∗ was argued to be the critical point of Directed Site Percolation,
and p < p∗, to entail a subcritical regime [151, 152]. Indeed, although the
dynamics is conserved (to achieve the only possible true stationary state)
and stochastic (due to the probabilistic character of the toppling rule), Tadić
et al. [150], Mohanty et al. [151] and Vázquez et al. [152, 153] claimed that
the critical exponents of this system are related with the ones of the DP
universality class. Moreover, in [151] the authors claimed (based in their
results) that, in general, all sandpile models belong to DP universality class.
The C-DP models would be unstable under perturbations which, in the end,
bring them to the DP RG fixed point.

It was also argued [152, 153] that, for high enough energy density, all sites
are above threshold, and the probability p is the only parameter with which
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control their relaxation. In consequence, the dynamics of this sandpile defines
a process which can be exactly translated into a DP one.

Mesoscopic Description of the Model

In [151], the following Langevin equation is proposed:

{
∂tρ = Dρ∇2ρ + µρ− λρ2 + ωρΘ(E − ρ− Ec) + σ

√
ρη(~x, t)

∂tE = DE∇2ρ,
(3.24)

where ρ is the activity field, E is the energy field, η is a Gaussian white
noise, Ec is the coarse-grained counterpart of zc, and Θ(x) is the Heaviside
step function, defined as:

Θ(x) =





0 if x ≤ 0

1 if x > 0.
(3.25)

The proposed set of equations is, basically, the C-DP set of Langevin
equations, Eqs.(2.66), but with a step function which represents explicitely
the threshold character of the dynamics: only at sites where the threshold
is overcome, the coupling between the activity and the background field is
considered. These equations, thus, are not only applicable to this model, but
to a generic sandpile model.

According to the arguments of Mohanty and Dhar, the highly non-linear step
function prevents these equations from showing C-DP critical behavior. The
real behavior of a model represented by Eqs.(3.24) would flow from C-DP to
the DP RG fixed point. This leads to their conclusion, above exposed, that
the universality class of a generic sandpile is the DP class.

Thus, the probabilistic toppling rule associated to the dynamics of both
the directed and the isotropic versions of this sandpile leads, as claimed
in [150–153] to a DP critical behavior, instead of the A-C-DP or the C-DP
(respectively) critical behavior that would be expected due to the stochastic
nature of the rules. In the next section, the results of these works will be
deeply analyzed.
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The SG Model Revisited

Preliminary Discussions

The first point to take into account is the bulk dissipation defined in [151]. As
will be argued in chapter 5, bulk dissipation in SOC systems does not alter
their universality class, but destroys criticality. Therefore, the stationary
state with p < p∗, ε 6= 0 is to be subcritical. Indeed, Mohanty and Dhar
already noted that, only for p > p∗ and ε = 0, a true stationary state can be
defined (the “SOC regime”, as they called it).

As mentioned above, it is claimed in [152,153] that a high level of energy leads
to the irrelevancy of the threshold, which means that the dynamics is only
driven by the parameter p. However, such high columns are only achieved
by values p < p∗, which as argued by the own authors is a subcritical non-
stationary state. Thus, the only interesting case to discuss would be the
regime p > p∗, ε = 0.

Concerning the identification of p∗ with the critical point of Site-DP, it
can be argued the irrelevancy of this exact value for the universal behavior of
the system. Consider a variation of the rules in which the site does not relax
2d grains but all the grains stored at it. This variation is trivial, in the sense
that it does not entail a change in the critical behavior of a sandpile16. With
this change, it is obvious that arbitrary high columns cannot be formed at
any value of p, and therefore it is possible to define with the rules described
above a SOC stationary state for any chosen value p 6= 0, provided ε = 0.
The fluctuations around the stationary value of the energy (or, equivalently,
the mean height of the system) are higher as p is decreased.

In summary, the initial arguments which support the classification of this
model into the DP class are not, in our opinion, conclusive. This leaves this
claim only sustained by the Langevin Equation and the numerical simulations
performed for the SG sandpile cellular automata summarized with the rules
Eq.(3.20)-Eq.(3.23). On these two aspects of the problem is the discussion
centered hereinafter.

16Indeed, this change is the used to define the Abelian version of the Manna model.
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The SG Langevin Equation

As an intermediate point between theoretics and simulations, the set of
Langevin equations Eqs.(3.24) is now analyzed. Consider the equations pro-
posed for this SG sandpile model. Except by the coupling term, the set of
equations is identical to the one defined for C-DP (Eqs.(2.66)).

The coupling in Eqs.(3.24) possesses a Heaviside step function Θ(E−ρ−Ec)
which, using the definition Eq.(3.25), would lead to a coupling term given
by:

Θ(E − ρ− Ec) =





0 if E − ρ ≤ Ec

1 if E − ρ > Ec,
(3.26)

and the set of equations would be identical to the DP Langevin equation
(Eq.(2.17)) at under-threshold sites, and a slightly trivially modified DP
equation at sites above threshold. Moreover, the background field would be
now a decoupled non-interacting field, irrelevant for the critical behavior for
the system.

However, the step function is seldom used in mesoscopic equations be-
cause its microscopic character makes it flow, in the RG sense, to a modified
shape in a coarse-grained description:

Θ(x) ∼ tanh(x) ∼ x + . . . (3.27)

In such a case, the threshold term would flow to:

ωρΘ(E − ρ− Ec) → ωρE − ωρ2 − ωρEc (3.28)

and, therefore, a slightly modified C-DP set of Langevin equations would be
recovered at any site of the system. The modification is given by a different
coefficient for the saturation term, λ̂ = λ+ω, and a new mass term given by
µ̂ = µ + ωEc [154].

To observe the coarse-grained behavior of the coupling term, a numerical
integration of Eq.(3.24) can be performed, and the effective mass coefficient
which can be defined directly in Eq.(3.24):

µeff (~x, t) = µ + ω Θ(E(~x, t)− ρ(~x, t)− Ec), (3.29)
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Figure 3.6: Effective mass, as defined by Eq.(3.29), as a function of the field difference
averaged in Kadanoff blocks of size N , for µ = 0.72313 (active phase). The vertical line
corresponds to the threshold value Ec = 0.9. Observe that the larger the block size, the
smoother the dependence of the effective-mass on the coarse-grained field difference.

measured in order to check that it flows to the mesoscopic behavior defined
with Eq.(3.28).

The first step to follow is the determination of the critical point for a
selected set of parameters. For d = 1, and using the parameters E(x, t =
0) = 1 ∀x, λ = σ2 = 1, Ec = 0.9, Dρ = DE = 0.33, ω2 = 2, and dt = 0.2, the
critical point is localized at µc = 0.72308(5).

To reach a stationary state for the system, a supercritical value for µ > µc

must be taken. By using µ = 0.72313 , now a numerical Renormalization
procedure is made by using Kadanoff blocks of length N . Thus, the block-
averaged quantity 〈µeff〉N is measured.

When this effective mass is depicted as a function of 〈E − ρ〉N , the result
can be observed in Fig.3.6. As can be seen, for a block as large as a site,
a step-like form for the mass (with the jump at Ec) is observed. But the
larger the size of the block, the more the effective mass looks like the linear
curve predicted by Eq.(3.28)-Eq.(3.29), and for blocks of size N = 32 sites,
a sharp linear dependence of the mass on E and ρ arises. In this way, the
step function behaves as predicted in Eq.(3.28), and therefore the critical
behavior of C-DP universality class is to be expected.

Indeed, using the parameters above mentioned at the critical point µ = µc,
the critical exponents measured by the numerical integration of Eqs.(3.24)
are in perfect agreement with the C-DP critical exponents. They are gathered
in the first row of table 3.5. Therefore, it is shown with both theoretical and
numerical arguments that Eqs.(3.24), devised to represent to the sticky-grain
sandpile, belongs to the C-DP universality class.
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Microscopic Simulations

Despite the strong indication obtained in the previous section, it can be
argued that the proposed set of Langevin equations is not really a represen-
tative of the microscopic sandpile model and, therefore, the C-DP critical
behavior observed is not the real critical behavior of the model.

Moreover, the critical exponents measured in [151–153] can be argued to be
not conclusive because, maybe due to transients and crossover effects, the
error bar of the measurements embraces the possibility of both universality
classes or, in many cases, even the measured results incline for the C-DP
side [153]. Due to this, a careful study of the microscopic model, in which
the steps defined in section 3.3 are applied, is now performed in order to
clarify which class this model belongs to.

1.- Isotropic Bulk-Driven (Surface-Free) Model [154]:

To analyze the isotropic SG model, two different versions can be defined: the
one described by rules Eq.(3.20)-Eq.(3.22), and another one in which each
neighbor is randomly chosen between the nearest sites (which, in the p = 1
limit, becomes identical to the well-known Manna model).

In both cases, the original isotropic SG model and the random SG model
(RSG) are simulated in the FES ensemble, with the energy density fixed to
E = 2, and the probability p used as control parameter. The position of the
critical point is obtained by looking for a straight line in a log-log plot of
observables like the activity density. It can be done because of the scale-free
character of both its dynamic (Eq.(2.10)) and static (Eq.(2.14)) behavior
near the critical point. These power-law functions can be observed in the left
part of Fig.3.7, where the original SG model has been used.

As can be seen, a clean power law is observed for the largest size of the left
plot, and for the finite-size scaling behavior of the system at the considered
value, which can be considered a good estimate of the critical point. Thus,
the critical points are estimated to be pc = 0.76750(3) for the SG model, and
pc = 0.84937(2) for the RSG model [154].

These critical points are confirmed by SOC experiments where these prob-
abilities are used. In this way, the dynamics attracts the energy density up
to reach a stationary value around Ec = 2, confirming the validity of the
estimate made with the FES ensemble.
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Figure 3.7: Left: Power law decay of activity density for the original SG model by using
different system sizes; from top to bottom, L = 64, 128, 256, . . ., 262144. Inset: Finite size
scaling of the stationary values depicted in the main plot; from this graph, the exponent
β/ν⊥ = 0.22(1) is measured. Right: Avalanche size distribution (main plot) and spreading
observables (inset) in experiments driven from an absorbing boundary in the SG model,
with a system of size L = 32768.

d = 1 η δ τ τt zspr θ
Eq.(3.24) 0.34(2) 0.18(2) 1.11(3) 1.18(3) 1.38(2) 0.14(2)
SG model 0.35(2) 0.17(2) 1.11(3) 1.17(3) 1.35(2) 0.12(2)
SGref 0.33(3) 0.16(3) 1.12(3) 1.16(3) 1.37(3) −
SGabs −0.31(2) 0.85(2) 1.56(2) 1.85(2) 1.37(2) −
A-SG −0.04(5) 0.47(5) 1.33(5) 1.47(5) 1.89(5) −

Table 3.5: Set of critical exponents for the sticky-grain model. All coincide, within error
bars, with their C-DP counterparts, excluding the DP class.

Spreading exponents also can be measured, as well as avalanche exponents
(see chapter 2), for both ensembles. The resulting measurements are gathered
in the second row of table 3.5, where only the results of the original SG model
are shown because RSG exponents result indistinguishable from the SG ones.
By comparing with the C-DP value for these exponents, it is possible now
to conclude that almost all of the measurements agree with this universality
class, excluding in this way the DP behavior; d = 2 simulations, as well as
high energy density trials (not shown) have been performed, confirming this
conclusion.

2.- Isotropic Model with a Reflecting Wall [155]:

By placing a surface next to an initial seed of activity, surface experiments can
be performed [155]. As said above, to simulate a reflecting wall introduced
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into a microscopic system, the boundary condition consists in considering the
sites into the surface as a reflect of the ones into the system, and therefore
each grain which topples towards the wall is given back again to the system.

By using this kind of border next to the origin of the experiment, the critical
exponents for both variations of SG model can be observed in table 3.5. The
critical exponents measured for the SG model and the RSG model with a
reflecting wall are identical, into error bars, to the bulk-driven case. More-
over, the critical exponents are very different from the DPref (S-DP) ones
(see table 3.4).

Then, it is possible to confirm the tentative of classification performed
above: the SG model belongs to the C-DP class. Nonetheless, this statement
can be reinforced if the absorbing-wall step of the discrimination method is
also performed.

3.- Isotropic Model with an Absorbing Wall [155]:

As explained above, when an absorbing wall is used the FES ensemble makes
not sense anymore; therefore, only the SOC ensemble is to be used.

By placing the initial driving of each avalanche next to one of the open bound-
aries, the measured critical exponents are in table 3.5. Again, the critical
behavior of the system is very different from DPabs (S-DP) critical behavior
(see the right part of Fig.3.7), and coincides with C-DPabs behavior17.

4.- Anisotropic Bulk-Driven (Surface-Free) Model:

In the d = 1 RSG model, it is possible to introduce an anisotropic direction
by choosing a different probability for each side of the active site when it
topples. For the original SG model, the only way to do it is by introducing
total anisotropy, directness, in order to select deterministically always one of
its neighbors.

When anisotropy is introduced, as explained above (see section 3.4), a large
enough system must be used in order to avoid finite size effects. For systems
up to L = 262144, the measured exponents for d = 1 are in the last row of

17See [156] for a discrepant opinion.
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Figure 3.8: Left: Averaged landscape of the stationary background in a d = 1 anisotropic
SG model of size L = 32768; although a structure can be observed next to the initial seed
of activity (fixed at site i = 1), a well-defined bulk is present in most of the system. Right:
Measured avalanche size exponent τ for many different sizes in the d = 2 directed SG
model; the exponent increases with L, revealing the finite size influence on the measured
exponent.

table 3.5. As can be observed, they are very different from the exponents
of the isotropic case, which in principle rejects the possibility of Galilean
invariance, i.e. of DP critical behavior. Moreover, when compared with the
A-C-DP exponents of table 3.1 or table 3.2, it can be observed that they
coincide within error bars.

Thus, the clean scaling of the observables and the sharp bulk part of the back-
ground landscape (see left part of Fig.3.8) allow to state that the anisotropic
SG model belongs to A-C-DP and, therefore, the SG model is into the C-DP
universality class.

It is a remarkable point that in its original definition [150, 151, 157] the
model is, in fact, totally anisotropic. Indeed, for the p = 1 case, the results
of the d = 2 DR model are obtained. However, for p 6= 1, the measured
exponents in [150,157] are not the ones of A-C-DP class, but seem to remain
between DP and A-C-DP ones.

If the exponents took DP values, this would be an argument to support the
claims of the authors, because the system would remain in the same class
even when anisotropy is introduced, a feature which characterizes DP (see
section 3.1). However, together with the intermediate value of the exponents,
there are two facts which point to a finite size effect direction: the first one is
the small sizes used to analyze the models (up to 200x200). The other one,
the fact that the avalanche exponent change “from τ = 1.108 to τ = 1.321”
when the pile is boundary driven.

As explained in section 3.4, there is a crossover size which depends on the
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strength of anisotropy; below this size and for light anisotropy, isotropic
results are recovered. As anisotropy is increased, a larger system size is
necessary to observe the anisotropic true critical behavior. For the directed
SG model [150,151,157], there is total anisotropy, and therefore large system
sizes are necessary. Indeed, the measurements reported in the last row of
table 3.5 correspond to a degree of anisotropy such that the homogeneous
part of the landscape depicted in Fig.3.8 (left) can be observed. If there is
no such an appreciable bulk, the measured critical exponents correspond to
transient values.

On the other hand, when a directed model is boundary driven and the
anisotropic flow moves away perpendicularly to the selected border, this sur-
face has no effect on the critical behavior. All initial seeds have to travel,
for example in d = 1, through the entire system to reach the only avaliable
border: the opposite one. Therefore, with this kind of driving, the “effective
size” of the system is larger than in the randomly-driven case. This effect
is less marked in higher dimensions, but also the heuristic argument can be
applied.

In this way, for the boundary driven experiments of the d = 2 system in [150],
the results are less affected by finite-size effects, an thus more reliable. By
using these results (τ = 1.313(12); τt = 1.460(14)), the possibility to belong
to DP (τ = 1.268; τt = 1.450, [79]) is under suspect. The values of the
exponents make one recall the previously explained behavior: a crossover
between isotropic (τ = 1.27(5); τt = 1.48(5), for the Manna model -see
chapter 1) and A-C-DP (τ = 10/7 = 1.43; τt = 7/4 = 1.75) behavior.

This claim can be confirmed with a simple plot of the measured avalanche
exponents versus the corresponding size for the very same directed model
defined in [150], where these exponents are presented. In the right part of
Fig.3.8, the best fit of the avalanche size distribution of each size is plotted.
There is a marked dependence on the system size, with a convergence to the
A-C-DP universality class in the limit of very large sizes. This close the loop
and confirms that the SG model, with all its versions, behaves like a C-DP
system in the presence of anisotropy, and therefore can be classified into this
universality class.

In summary, a probabilistic version of the ASM, the sticky-grain (SG)
model, originally claimed to belong to DP class, has been studied. By us-
ing the different response of both DP and C-DP classes to the presence of
the perturbations explained in previous sections, and following the discrim-
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ination method proposed in section 3.3, DP universality class has been
definitely excluded as representative of the critical behavior of this model,
which in fact belongs to C-DP class.

3.5.2 The Reshuffling Sandpile

In a typical sandpile, as explained in the previous chapter, the diffusion of the
energy is linked to the diffusion of activity, because grains only flow when an
avalanche is in course. This defines a very specific mechanism for the motion
of the background field represented at a coarse-grained level by a Laplacian
term ∇2ρ.

In [158], Maslov and Zhang devised a model in which the diffusion occurs
by means of a stronger mechanism, which they called reshuffling. This new
mechanism characterizes this model, that will be called here the Maslov-
Zhang (MZ) reshuffling sandpile model.

In this model, the energy is continuous. Consider a d-dimensional hypercubic
lattice. Each driving event introduces a small continuous quantity δE (in-
stead of a discrete grain) at the central site of the lattice, which is declared
active. The energy of this site i, together with the energy of its neighbors, is
redistributed between the sites of the neighborhood (including i) (reshuf-
fling). With a probability given by the stored energy of each visited site, it
is declared active18. When no more active sites remain into the system, the
avalanche stops and another driving event is performed. In this way, with
the balance of driving events and boundary dissipation, the stationary state
is reached.

The mentioned microscopic rules of the MZ model can be summarized as
follows:

i) Driving: A small amount of energy, δE ≤ 1, is added to the central
site, which is declared active, and an avalanche starts.

ii) Relaxation: The energy of an active site and its neighborhood is locally
redistributed (“reshuffled”) among these sites:

Ei =
ri∑2d+1

j=1 rj

2d+1∑
j=1

Ej, (3.30)

18Thus, every site with Ei ≥ 1 is an active site by definition.
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where ri ∈ [0, 1] are uniformly distributed random variables, and the
sums are performed over the site i and its 2d nearest neighbors.

iii) Activation: Each of the sites involved in the reshuffling is declared
active with a probability given by its own energy. If E ≥ 1, the site is
declared active with certainty.

Relaxation rule ii) is called by the authors “neutral” rule, because all the
sites involved in the redistribution receive, on average, the same amount of
energy. But also a “charitable” rule can be defined, in which the active site
keeps a quantity lesser than the amount of their neighbors (ri < rj, ∀j in
the neighborhood of i)19; and a “greedy” rule, in which the opposite case
happens.

In [158], only the “neutral” model was studied. In this work, the numer-
ical results led to classify this model into the DP universality class for d = 2
whereas, for d = 1, an anomalous non-universal behavior was observed. As
argued by the authors, in a sandpile model, the background field fosters the
creation of activity at a site when more activity arrives, and the neighbor-
hood is highly correlated; but in DP systems, the creation of a new active
site depends on a fixed probability, equal for all the system. Thus, by means
of the reshuffling rule, which is probabilistic but background dependent, a
strong diffusive motion of activity which, a priori, prevents the background
to be correlated is generated.

In a subsequent article, the study of the FES counterpart of the model leads
to similar conclusions [75]. Indeed, the atypical redistribution of energy can
result to be a relevant change for the C-DP dynamics of the sandpiles. By
using the discrimination method proposed above, it is possible to classify this
model into its real universality class.

The MZ Model Revisited

As a previous step in the analysis of the MZ model, the Langevin equa-
tion associated with the new mechanism for the diffusion of the energy is
considered.

19For ri = 0 and rj constant and equal for all j, this model is identical to the Zhang
model [47], which was shown to belong to the C-DP class when rj are random numbers [49].
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Mesoscopic Description

In the MZ model, the basic ingredients satisfying its dynamic rules are the
continuous character of energy, the deterministic choice of neighbors, the
reshuffling rule and the probabilistic activation as a function of the stored
energy of a site. Apart from the reshuffling rule, the rest of ingredients are
trivial modifications of rules which can be found in other C-DP examples
(see chapter 1 and chapter 2).

With this novel feature, not only the energy of an active site but also the one
of its neighborhood is redistributed. This microscopic rule leads to an extra
term when a coarse-grained description is considered. Thus, Eqs.(2.66), rep-
resentative of stochastic sandpiles, must be modified in order to gather all the
ingredients of the model in the same mesoscopic description. A subsequent
analysis of the resulting equation determines whether the modifications are
relevant (i.e. able to modify the C-DP fixed point), or irrelevant for the set
of equations and, therefore, C-DP behavior is the real critical behavior of the
model [159].

a) Phenomenological Deduction

As described by Maslov and Zhang [158], the effect of the reshuffling relax-
ation rule is to generate a strong flow of the energy of the system. Thus,
the modifications for the C-DP Langevin equation must be focused on this
aspect.

In the C-DP equation, Eqs.(2.66), the diffusion of the background stems
from the diffusion the activity field ρ represented by means of the Laplacian
term in the evolution of the energy field E; therefore, a current j(~x, t) can
be defined:

j = −DE∇ρ, (3.31)

and the evolution of the energy is written in terms of this current as:

∂tE = −∇ · j = −DE∇2ρ. (3.32)

In the case of the MZ model, although an associated activity is still necessary
for the diffusion of the energy (it is still necessary for the site to be in the
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neighborhood of an active site), the redistributed energy belongs not only to
the active site, and therefore a simple Laplacian term for its activity does not
describe this scenario. The current, thus, cannot depend only on the activity
field, but also on the energy field:

j = −D̃E(ρ)∇E, (3.33)

where D̃E(ρ) is an activity dependent functional, required in order to conserve
the absorbing state character of the transition and diffusion of energy only
in the presence of activity.

Without loss of generality, it can be considered that this dependence is
linear. On the other hand, the evolution of the activity field is not expected
to change significatively with regards to the usual C-DP system. In this way,
the Langevin equations for this model can be written as:

{
∂tρ = Dρ∇2ρ + µρ− λρ2 − v∇ρ + ωρE + σ

√
ρη(~x, t)

∂tE = DE∇ · [ρ∇E]
(3.34)

b) Deduction from the Microscopic Dynamics

It is possible also to deduce the energy equation by using a simple mapping of
the microscopic rules to a coarse-grained description. To this end, a version
of the MZ model with parallel updating is considered.

In this version, it is assumed that each site uses a fraction 1/(2d + 1) of
its energy in each reshuffling event. It is also assumed that each site receives,
on average, the same fraction of energy from all its neighbors (1/(2d + 1)).
In this way, and at a mean-field level, the energy at next time of a site i can
be described by the equation:

Ei,t+1 =
1

(2d + 1)
Ei,t

2d+1∑
j=1

[1−Θ(ρj,t)] +
1

(2d + 1)

2d+1∑
j=1

Θ(ρj,t)
2d+1∑

k=1

Ek,t

(2d + 1)
,

(3.35)

where j runs over the nearest neighbors of i, and k over the nearest neighbors
of j; Θ is the Heaviside step function, defined above (Eq.(3.25)).
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The first part of the r.h.s. of Eq.(3.35) represents the amount of energy which
is kept by the system, unused during reshuffling events. This term considers
that any of the sites of the neighborhood, including the site i, can remain
non-active. The second term takes into account the reshufflings in which the
site is involved.

As said in section 3.5.1, the step function has a microscopic origin and,
therefore, at a coarse-grained description, it can be replaced by its argument
(see above). In this way, the equation becomes:

Ei,t+1 =
1

(2d + 1)
Ei,t

2d+1∑
j=1

[1− ρj,t] +
1

(2d + 1)

2d+1∑
j=1

ρj,t

2d+1∑

k=1

Ek,t

(2d + 1)
.

(3.36)

Now, Eq.(3.36) is split into two parts, in order to simplify each of them.
The time dependence will be omitted when not necessary. By defining the
discrete d-dimensional Laplacian,∇2Ei =

∑2d
j=1(Ej−Ei), the first part of the

r.h.s. of Eq.(3.36) can be written as:

1

(2d + 1)
Ei

2d+1∑
j=1

[1− ρj] = Ei − 1

(2d + 1)
Ei

2d+1∑
j=1

ρj

= Ei − 1

(2d + 1)
Ei

[
ρi +

2d∑
j=1

ρj

]

= Ei − 1

(2d + 1)
Ei

[
(2d + 1)ρi +

2d∑
j=1

ρj − 2dρi

]

= Ei − Eiρi − 1

(2d + 1)
Ei

[
2d∑

j=1

(ρj − ρi)

]
=

= Ei − Eiρi − 1

(2d + 1)
Ei∇2ρi,

(3.37)

and the second one:
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1

(2d + 1)2

2d+1∑
j=1

ρj

2d+1∑

k=1

Ek =
1

(2d + 1)2

2d+1∑
j=1

ρj

[
Ej +

2d∑

k=1

Ek

]
=

=
1

(2d + 1)2

2d+1∑
j=1

ρj

[
(2d + 1)Ej +

2d∑

k=1

(Ek − Ej)

]
=

=
1

(2d + 1)

2d+1∑
j=1

Ejρj +
1

(2d + 1)2

2d+1∑
j=1

ρj∇2Ej =

=
1

(2d + 1)

[
Eiρi +

2d∑
j=1

Ejρj

]
+

1

(2d + 1)2

[
ρi∇2Ei +

2d∑
j=1

ρj∇2Ej

]
=

=
1

(2d + 1)

[
(2d + 1)Eiρi +

2d∑
j=1

(Ejρj − Eiρi)

]

+
1

(2d + 1)2

[
(2d + 1)ρi∇2Ei +

2d∑
j=1

(
ρj∇2Ej − ρi∇2Ei

)
]

= Eiρi +
1

(2d + 1)
∇2 (Eiρi) +

1

(2d + 1)
ρi∇2Ei +

1

(2d + 1)2
∇2 (ρi∇2Ei) .

(3.38)

By gathering both results:

Ei,t+1 = Ei − 1

(2d + 1)
Ei,t∇2ρi,t +

1

(2d + 1)
∇2 (Ei,tρi,t) +

1

(2d + 1)
ρi,t∇2Ei,t

+
1

(2d + 1)2
∇2 (ρi,t∇2Ei,t) ,

(3.39)

and using that:

∇2 [ρiEi] = ∇ [∇ (ρiEi)] = ∇ [ρi∇Ei + Ei∇ρi] =
= ρi∇2Ei + Ei∇2ρi + 2∇ρi∇Ei

(3.40)

and reorganizing terms, the expression for the energy of the site i at the next
step of the dynamics can be obtained:
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Ei,t+1 = Ei,t +
2

(2d + 1)
∇ (ρi,t∇Ei,t) +

1

(2d + 1)2
∇2 (ρi,t∇2Ei,t) . (3.41)

Using the definition of the discrete temporal derivative, the final expression
for the energy is, in the end:

∂tEi =
2

(2d + 1)
∇ (ρi,t∇Ei,t) +

1

(2d + 1)2
∇2 (ρi,t∇2Ei,t) . (3.42)

The second term of this last equation is irrelevant from a RG standpoint,
because it involves higher spatial derivatives and, therefore, it can be ne-
glected. Thus, by defining DE = 2/(2d + 1), the set of equations Eqs.(3.34)
is recovered.

To bring the deduced equation for the energy of Eqs.(3.34) out of the
mean-field trivial approach to a non-trivial fluctuating regime, conserved
noise terms could be added. However, this kind of noise is irrelevant in
comparison with the deterministic term. In this way, Eqs.(3.34) can be con-
sidered the final mesoscopic description of the evolution of MZ model in any
dimension d.

These equations must be studied by using the RG approach for a complete
understanding of them and a calculation of the associated critical exponents.
Unfortunately, likewise the C-DP set of Langevin equations (Eqs.(2.66)),
singular propagators arise (see the previous chapter). It is not possible even
an orientative näıve power counting. There are not even heuristic theoretical
arguments like the exposed for the continuous representative of the previous
model, Eq.(3.24). Therefore, we do not have theoretical arguments to clarify
whether is DP or C-DP the universality class of this model.

Thus, in order to answer the question about the universality class to which
this model belongs, the steps described in section 3.3 will be followed in
the next section by means of MonteCarlo simulations of the defined micro-
scopic model and the direct numerical integration of the proposed equations,
Eqs.(3.34) [159].
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Microscopic Simulations

To simulate the microscopic version of the MZ model, without loss of gener-
ality, the original rules are here changed to consider the position of the initial
seed randomly chosen, instead of fixed. Also, the seed position is considered
an ordinary site, in the sense that it is declared active with the probability
marked by the background at this site. These little variations do not affect
the universality class, and permit to treat all the sites of the lattice in an
identical way at every time step.

The discussion now considered is focused on the conflictive one-dimensional
case (see above), but the d = 2 simulations performed are in perfect agree-
ment with the conclusions of the following d = 1 study of the system.

1.- Isotropic Bulk-Driven (Surface-Free) Model [159]:

For the isotropic version of the MZ model, and using systems up to L =
32768, the critical density in the FES ensemble is estimated to be Ec =
0.4928(2) by using the same procedure described for the case of the SG
model (see above). No anomalous scaling nor non-universality is observed,
apart from very long transients and strong finite size effects, product of the
“fast”-diffusive character of the dynamics.

Concerning the SOC ensemble, the stationary value for the energy (achieved
by means of the rules defined above and the slow-driving and boundary
dissipation of energy) coincides with the critical value of the energy reported
for the FES ensemble. As in there, strong finite-size effects can be observed.

The measured exponents can be found in the first row of table 3.6. Except
by zspr and θ, the rest of measurements embrace the possibility of any of both
universality classes; however, the exceptions favor to the C-DP universality
class.
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d = 1 η δ τ τt zspr θ
MZ 0.32(5) 0.20(5) 1.13(5) 1.20(5) 1.40(5) 0.13(1)
MZref 0.37(5) 0.15(5) 1.09(5) 1.14(5) 1.30(5) −
MZabs −0.36(5) 0.84(5) 1.57(5) 1.84(5) 1.25(5) −
A-MZ −0.02(3) 0.51(3) 1.35(5) 1.48(5) 1.98(3) −

Table 3.6: Critical exponents for DP, C-DP, and MZ model for d = 1. DP values taken
from [79].

2.- Isotropic Model with a Reflecting Boundary [159]:

For the MZ model, the implementation of the reflecting boundary condition
is more subtle than in other sandpiles. If site i = −1, into the wall, is used
for the reshuffling considering it the reflect of site i = 1, energy conservation
is broken. Therefore, an alternative method must be used. Considering i = 2
the only neighbor of the driving site i = 1, the energy rebound at the surface
is also mimicked, without breaking conservation.

For a probability distribution to show a clean scaling, hundreds of thou-
sands of data must be collected. The presence of a reflecting wall can produce
very long avalanches, which need of large computational effort. Due to this,
to measure avalanche observables, only systems up to L = 4096 have been
used. On the other hand, a clean scale-free spreading observable can be ob-
tained with many few trials or avalanches. Then, to perform experiments in
which only spreading observables are considered, systems up to L = 32768
have been used.

The critical exponents associated to the measured observables are gathered
in the second row of table 3.6. After a long transient, spreading experi-
ment curves reach the true asymptotic regime, whose exponents are identical
within error bars to the C-DP exponents, and clearly different from the DPref

ones (S-DP; first row of table 3.6). By considering the results of the two last
sections, the possibility of the DP critical behavior can be rejected and, in-
deed, a classification into the C-DP class can be already done.
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Figure 3.9: Left: Observables measured placing the activity seed next to an absorbing
wall for the MZ model (L = 32768). Note the long transient for the avalanche size
distribution. Right: Avalanche and spreading observables for an anisotropic MZ model
(L = 262144).

3.- Isotropic Model with an Absorbing Boundary [159]:

Next, absorbing surface experiments are performed. Now, the reflecting wall
is replaced by an absorbing wall, and the only possible ensemble is SOC.

The system is similar to the original MZ SOC model, but with the driving
site localized next to one of the boundaries. For this experiment, the results
can be observed in the left part of Fig.3.9 and the third row of table 3.6.
Despite the long transient observed in avalanche-related distributions, the
scaling for the rest of measured observables is clean and largely different
from DPabs behavior, which makes very easy to state the equivalence of the
behavior of the MZabs model and C-DPabs and, therefore, to classify the MZ
model into the C-DP universality class.

4.- Anisotropic Bulk-Driven (Surface-Free) Model [159]:

Although it is already clear which the universality class of this model is,
more numeric benchmarks can be performed to ensure the certainty of these
conclusions.

There are many ways in which anisotropy can be introduced in the sys-
tem. As strong anisotropy needs of large systems to avoid finite-size effects
(see section 3.4), here only partial anisotropy is used. It is implemented by
allowing the site in one preferred direction to receive more energy than the
rest during the reshuffling.
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d = 1 η δ τ τt zspr θ
Eq.(3.34) 0.28(5) 0.21(5) 1.14(5) 1.21(5) 1.25(5) 0.14(2)
Eq.(3.34)ref 0.36(5) 0.18(5) 1.12(5) 1.18(5) 1.29(5) 0.11(5)
Eq.(3.34)abs −0.39(5) 0.85(5) 1.58(5) 1.85(5) 1.22(5) 0.15(5)
A-Eq.(3.34) −0.01(2) 0.50(2) 1.39(5) 1.64(5) 1.98(2) 0.51(2)

Table 3.7: Critical exponents for Eq.(3.34), with a reflecting or an absorbing wall, or
with an anisotropic term added.

Consider the one-dimensional lattice, and i, an active site; if the chosen
direction is, for instance, rightwards, we fix the random number ri+1 to its
maximum possible value, ri+1 = 1. This ensures that the fraction of the
neighborhood-total-energy that this site receives is larger than any of the
other fractions. This generates a biased diffusion of the energy, a rightwards
flow, which constitutes the desired anisotropy of the system. Other choices
of anisotropy, including directness (total anisotropy), do not affect the final
conclusions.

The results of the anisotropic experiments are conclusive. The obtained
results present even a cleaner scaling regime than surface exponents (see
right part of Fig.3.9), and the measured exponents are identical to the A-
C-DP class (see table 3.6); therefore it can be said that the MZ model
belongs to the C-DP class. Results in d = 2 confirm this statement [159].

The MZ Langevin Equation

For the MZ continuous Langevin equation, Eqs.(3.34), one-dimensional nu-
merical integrations have been also performed. For reflecting wall experi-
ments, the boundary conditions Eq.(3.10) are to be used, whereas for ab-
sorbing wall experiments, Eq.(3.11) are the appropriate choice. To introduce
a certain degree of anisotropy, an extra v∇ρ term can be introduced into
each of Eqs.(3.34) (see section 3.1).

The results of all these simulations are gathered in table 3.7. These critical
exponents are identical to the ones measured for the discrete MZ model,
which confirms that Eqs.(3.34) are the mesoscopic description of the
microscopic model. And they also support the conclusions obtained above
with the MonteCarlo simulations: the MZ model is into the C-DP universality
class.

In summary, the MZ sandpile model has been analyzed by using the dis-
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crimination method described in section 3.3. Also, a mesoscopic description
has been proposed which considers the different energy diffusion process char-
acteristic of this model. The proposed equations have been integrated into
the above explained approach. For all the mentioned experiments, the same
conclusion arises: the MZ model belongs to the C-DP universality class.

This result is to be expected also for the “charitable” version of the model20.
In this way, the universality class of C-DP is enlarged, embracing also types
of energy relaxation different from the usual redistribution rules.

3.6 Concluding Remarks

For the models of a universality class with the simplest dynamics, wide scaling
regions, clean of anomalous effects, can be observed. However, for systems
with complicated dynamic rules, the scaling region can be plagued of long
transients which can blur the real critical behavior of the model.

This is also applicable to C-DP systems. Indeed, although this class is con-
ceptually very different from the DP class, the numerical closeness of the
critical exponents makes that, sometimes, transient DP-like behavior is mis-
takenly considered as the true asymptotic behavior of the system.

The response of DP and C-DP classes to certain perturbations is largely
different, and this fact can be used to easy-discriminate between these two
classes.

For DP, the presence of a preferred direction does not alter its critical be-
havior. On the other hand, in DP, a wall is a relevant perturbation. Due
to the coincidence of the behavior in the presence of any of the two surfaces
(absorbing and reflecting) presented here, it can be used a generic name,
surface DP, for the phenomenology originated when a surface is present in
an otherwise DP system.

On the contrary, a C-DP system behaves in a different way:

• Reflecting walls are not a relevant perturbation in this class: when
such a surface is placed next to the initial seed of activity of spreading
experiments (avalanches), the measured exponents coincide with their
corresponding bulk counterparts (i.e. C-DPref=C-DP).

20But not for the “greedy” one, which presents an anomalous “anti-diffusion” of energy.



3.6. Concluding Remarks 123

• Absorbing walls affect the corresponding surface critical behavior. In
particular, the surviving probability of avalanches and spreading exper-
iments performed nearby an absorbing boundary is largely affected, and
so they are the exponents which depend on this probability (non-bulk
exponents).

• Spatial anisotropy is a relevant ingredient. The corresponding critical
behavior of the A-C-DP class is described by the set of Eqs.(2.66) with
an extra term v∇ρ, Eqs.(3.8), and its exponents are known exactly in
any dimension.

By using the different responses of both universality classes to these per-
turbations, a discrimination method can be defined; this method can be used
in cases in which the complicated relaxation rules of a stochastic sandpile in-
troduce long transients or finite-size effects.

Here, two controversial sandpile models, claimed to belong to DP, have been
studied. By analysing the change in their asymptotic behavior when both
surface experiments are performed or a preferred direction is defined, it is
concluded that both models belong to the C-DP universality class. In the case
of the second model, the result is more remarkable, because of the underlying
singular diffusion of energy associated with its dynamic rules; this expands
the universality class to embrace different types of diffusion mechanisms for
energy, remaining all of them associated with a source of activity.

In this way, the conjecture of universality exposed in the previous chapter
has no exceptions, and the methods presented here arise as perfect tools for
the analysis of any other conflictive example of conserved stochastic SOC
models fulfilling the conditions presented in the conjecture.
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Chapter 4

SOC as a Pinning-Depinning
Transition

In chapter 2, the similarities between SOC and systems with absorbing states
were pointed out, stating that isotropic stochastic sandpiles are systems that
undergo a second-order phase transition to one of many possible absorbing
states, with a conserved background field coupled to the order parameter of
the transition.

This identification was possible after introducing a new ensemble, completely
equivalent to the SOC one, in which the boundaries of the system are closed
and the driving, interrumpted: the ensemble of fixed-energy sandpiles (FES).

Whereas in the SOC ensemble the dynamics drives the energy to reach its
critical value, in the FES ensemble energy is the control parameter, and must
be fine tuned to this same critical value in order to achieve the phase transi-
tion. Thus, the subcritical and supercritical regimes, which are not accessible
by using the SOC ensemble, can be reached in FES, and the associated ob-
servables and critical exponents can be measured.

Although Directed Percolation (DP) is the paradigmatic universality class
of systems with absorbing states, in chapter 2 it was shown that the conser-
vation of the background field of sandpiles is a relevant ingredient, and the
critical behavior of this kind of systems does not belong to DP. Indeed, when
stochasticity is present in the relaxation rules of the pile, its critical behav-
ior can be classified into a new universality class, called Conserved Directed
Percolation (C-DP) class. The differences between both classes were pointed
out and, in chapter 3, a method to easy-discriminate the universality class
of systems suffering long transient regimes was defined.
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In this chapter, it will be shown how the FES (and, consequently, SOC)
critical point is intimately related to another problem in Statistical Physics:
the depinning transition of elastic interfaces in disordered media. This tran-
sition, whose importance stems in its applications in Material Science and
other disciplines, is undergone when an external force is applied to this type
of manifolds.

First, these interfaces and the mentioned phase transition will be introduced
by means of the mesoscopic representative of elastic manifolds in random me-
dia: the quenched Edwards-Wilkinson equation. After that, their common
features with FES systems will be pointed out, in order to build a concep-
tual bridge linking both universality classes. This link will be reinforced by
measuring, not only the typical exponents of interfaces, but also the usual
absorbing phase transition observables, for such manifolds, and by translat-
ing one system of each class into one representative of the other class. In the
end, the origin of this equivalent behavior of both interfaces and stochastic
sandpiles will be explained, and universal functions intimately related with
the physics of both kinds of systems will be measured.

4.1 Elastic Manifolds in Random Media

Consider an Ising magnet below the Curie temperature (see appendix A.1.2).
At low temperatures, its dynamics is mainly controlled by the motion of do-
main walls separating regions of spins with opposite sign. In pure systems,
when T is lowered to T = 0, the interface between both phases is completely
flat; the manifold is not rough. But in real, imperfect systems, where im-
purities are present, something very different occurs: the disorder deforms,
even at T = 0, the interface which separates the above-mentioned phases,
becoming rough to accommodate to new energy minima. This is one example
of elastic manifold moving in a disordered medium, as is the case of crack
or dislocation propagation, vortices in superconductors. . . [160].

Different types of this disorder can be defined depending on how it appears
in the medium. Here, only two are introduced: random field (RF) and
random bond (RB) disorder. RF disorder is present when some spins (in
the example of the domain walls) are coupled to an external random field,
and the phases energetically differentiated due to this field. RB disorder is
related to defects (missing spins or random interaction between them, for
instance) in the system.

Such inhomogeneous media hinder the interface motion at the so-called pin-
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FFc

v

Figure 4.1: Phase diagram for depinning transitions; the mean velocity v is the order pa-
rameter which changes its value when the critical value of the force F (control parameter)
is reached.

ning centers, which are minima of the disorder potential. There is a com-
petition between i) the energetically favorable choice of remaining stuck at
such positions, which makes the interface rougher, and ii) the surface tension
force of the interface, which tends to flatten it. When an external force
F is applied, two different regimes are to be distinguished: for large enough
values of the force, all pinning positions are overcome and the interface moves
depinned, with a non-vanishing mean velocity v, reaching the only station-
ary state possible. When the force is small enough, some pinning centers
are overtaken, but the interface can be anchored by many others; therefore,
the system remains pinned (v = 0 for all sites) in one of the many possible
trapping configurations. The energy of these configurations is very close to
that of the ground state (T = 0 in pure systems), but their configuration
space is very different.

In this way, for the suitable value of F , Fc, the interface undergoes a
depinning phase transition, in which velocity v changes from a vanishing
value (pinned phase) to a finite value (depinned phase), arising this magni-
tude, therefore, as the order parameter of the transition (see Fig.4.1).

Let H(~x, t) be the height of the interface (its position in the growing
direction) at time t and ~x its position in the spatial d-dimensional sub-space of
the substrate. The system is defined, thus, in a d+1 space (position+height),
in which periodic boundary conditions for the substrate can be chosen. Then,
the motion of the elastic manifold in disordered media can be represented in
a simple mesoscopic way by the equation:

∂tH(~x, t) = DH∇2H(~x, t) + F + η(~x,H(~x, t)) , (4.1)
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which is the so-called quenched Edwards-Wilkinson equation [160,161].
The first term in the right-hand side of the equation represents the elastic
recovering force, being DH the surface tension coefficient (i.e. its strength
or the stiffness of the manifold); the second term is the external force; and
the last term is a quenched noise which takes into account the effect of
the disorder of the medium (pinning centers). The mean value of this noise
is chosen to be, without loss of generality, 〈η(~x, t)〉 = 0, where 〈.〉 means
average over many different initial configurations of the disorder1, and its
correlations are given by:

〈η(~x,H)η(~x′, H ′)〉 = δd(~x− ~x′)∆(H −H ′) , (4.2)

where ∆(u) is a decaying function with a finite maximum length. In this way,
the noise is short correlated in space and, as it will be shown below, short
correlated in H. At a coarse-grained level, after performing a Renormaliza-
tion procedure (see chapter 2 and chapter 3), the form of the correlations is
identical in depinning transitions for both RF and RB disorders [162], and
therefore it is so the observed critical behavior for both different potentials.

Eq.(4.1) describes the motion of a linear2 interface. This is the reason why
the universality class represented by this equation is called qEW or linear
interface model (LIM) class.

Analysis of the qEW Equation

To determine the exponents which characterize the critical behavior of Eq.(4.1),
it is possible to use the so-called Functional Renormalization Group
(FRG) approach, whose application to the qEW equation [162–164] has been
carried out up to 2-loop order of the calculation [165].

On the other hand, to obtain numerical results, a numerical integration
of Eq.(4.1) can be performed directly, or by using an equivalent cellular
automaton [164,166].

a) Direct Numerical Integration

When the equation is directly integrated, the space of the substrate needs to

1If 〈η(~x, t)〉 = C 6= 0, an effective force F̃ = F + C can be defined, in order to recover
a zero-mean noise.

2Note the absence of non-linearities in the equation.
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be discretized whereas the height of the interface remains continuous. Also,
an approximation for the noise is needed: to preserve its above mentioned
features, for integer values of H the noise is randomly selected into [−1, 1]
and, for real values, it is obtained by linear interpolation of the former random
numbers. Periodic boundary conditions are used.

Consider the case of d = 1; the discretized Eq.(4.1) is [164]:

Hi(t+dt) = Hi(t)+dt [Hi+1(t) + Hi−1(t)− 2Hi(t) + F ]+g
√

dtηi(Hi), (4.3)

where g is a constant to control the strength of the noise and DH has been
fixed to one. An interface moving backwards at a site has no physical meaning
in this context, and therefore negative values of v = ∂tH are forbidden.

The critical point is located by monitoring the average number of sites
at which the interface advances, which is an order parameter equivalent to
the velocity itself: when F < Fc, the only stationary value for both order
parameters is zero, and for F > Fc, both quantities achieve a stationary state.
If the noise strength is fixed to g = 3

√
dt and the time mesh to dt = 0.1,

the critical point is Fc = 1.41605(5). Before defining the observables to be
measured, the second way to integrate the equation will be introduced.

b) Integration by Using a Cellular Automaton

It is also possible to use a cellular automaton, the Leschhorn cellular automa-
ton [166], which is in the same universality class of Eq.(4.1). It allows to save
computational time when measuring the critical exponents associated with
this equation.

In this automaton, the parameter F is fixed to zero, and the rest of
variables are discrete. The noise of a site i can take only two different integer
values: ηi(Hi) = +1 with probability p, and ηi(Hi) = −1 with probability
1− p; therefore, when its velocity:

vi = Hi+1 + Hi−1 − 2Hi + gηi(Hi) , (4.4)

is positive, the height of the site is increased by an integer step:

{
Hi(t + 1) = Hi(t) + 1 if vi > 0
Hi(t + 1) = Hi(t) if vi ≤ 0.

(4.5)
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The parameter g is, without loss of generality, fixed to one. The effective
driving force is represented by the average value of the noise, 2p − 1, and
therefore p can be selected as the control parameter. With these choices, the
critical point is located at pc = 0.8008(1).

Typical Interface Observables

For interfaces, the usual set of observables to measure is composed by the
interface width (or roughness), defined as:

W 2(L, t) =
(
Hi(t)−Hi(t)

)2

, (4.6)

where the overline means, as in previous chapters, spatial average, and aver-
ages over many independent runs of the experiment are also necessary. This
magnitude, which measures the fluctuations of the interface, increases in time
with the power law [167]:

W 2(L, t) ∼ tβWF1(L
z/t). (4.7)

where βW is the so-called growth exponent, and z the dynamic exponent (see
chapter 2). The observable of Eq.(4.7) changes its behavior when a certain
saturation time tx is reached; the stationary value of the width, from such a
time on, scales with the system size:

W 2(L, t) ∼ LαF2(L
z/t), (4.8)

where α is the roughness exponent. These two equations represent the so-
called Family-Vicsek scaling of the interface [167]. If α > 1, it is said that the
manifold is a superrough interface, due to the fast increase of its width
with the size. Using the relation between space and time (Eq.(A.1.10)), and
Eq.(4.7)-Eq.(4.8):

βW =
α

z
. (4.9)

In some types of interfaces, it is possible that the scaling given by Eq.(4.8)
changes when a local range of sites is considered. For this local width, another
exponent αloc is defined. When αloc 6= α, it is said that the interface exhibits
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LIM α αloc β κW z
d = 1 1.25(1) 0.96(3) 0.86(3) 0.17(3) 1.39(3)
d = 2 0.75(2) − 0.48(1) 0+ 1.56(6)

Table 4.1: Critical exponents for the LIM class, obtained by numerical simulations of
the cellular automaton or taken from [164] (see also [170,171])

anomalous roughening, i.e. different scaling for local and global fluctuations
of the interface [168,169].

The last observable to be considered is the average of the square of the
slopes in the interface:

(∇H)2 ∼ t2κW , (4.10)

which can be easily related to the above-defined exponents by using simple
scaling relations [169]:

α− αloc = zκW . (4.11)

Therefore, the value of the κW exponent is an indicative of the anomalous
character of the interface: κW 6= 0 means that the interface shows anomalous
roughening.

For the LIM class, the values of these exponents can be found in table
4.1. As illustrated in this table, the LIM interfaces in d = 1 are superrough
and exhibit anomalous roughening. However, for d = 2, the behavior of the
interface changes, following standard roughening (α < 1 and κW ≈ 0).

The upper critical dimension can be obtained by means of standard näıve
power counting arguments; noting that the dimension of the elastic force is
given by d − 2 and the dimension of the noise, by d/2, the noise is relevant
when d/2 > d− 2, that is, when d < 4 = dc.

It is also possible to use the arguments of Larkin [164, 172]. Consider a
(d+1)-dimensional interface with a substrate of size L. The Larkin length
is defined as the space scale at which the elastic energy of the manifold and
the pinning force balance.

This scale, Lc, depends algebraically on the parameter ε = 4 − d in a way
that, for d > 4 and weak disorder, the elastic force can always flatten the
interface and no pinning is possible. Then, for d > dc, Fc = 0, and the
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depinning transition is only recovered for stronger disorders. However, for
d < dc and at scales L > Lc, the elastic force does not suffice to balance
pinning forces, being necessary an external field. In this case, a non-trivial
Fc as well as multiple pinning configurations exist.

4.2 Equivalence Between LIM and C-DP Uni-

versality Classes

Already in very early works on SOC, a relation between LIM interfaces and
sandpiles is pointed out [18, 74, 173], but also in works concerning qEW in-
terfaces [174]. This would mean that behavior of a LIM system above and
below its critical point could be related with the behavior of systems with
many absorbing states like the ones into the DP or C-DP classes. In this
section, this relation will be investigated.

Consider a (d+1)-dimensional LIM manifold, described by Eq.(4.1). For
F < Fc, the quenched noise of Eq.(4.1) is responsible for the existence of
many possible pinning states. If the external force is fixed, the state remains
frozen, with a total absence of activity. These states are absorbing states.
For F > Fc, a stationary active state with a certain v 6= 0 is reached3.

Thus, there exists a phase transition between an active and a frozen phase
just when the external force F , is fixed to its critical value Fc. The depinning
transition can be identified with an absorbing state phase transition.

To continue with this identification, a spreading experiment can be
also defined for elastic interfaces. For a fixed F = Fc, by increasing “by
hand” the height of a site i, this negligible perturbation of order ∼ L−1 can
create an active site with vi 6= 0 into the manifold. This activation can trigger
many more and, in this way, the initial perturbation can be spreaded. Due
to the identification between a non-vanishing velocity and activity, a site i
with vi 6= 0 can be considered active, and all the observables of the spreading
experiments (Eq.(2.1a)-Eq.(2.1d)), and the avalanche related ones (Eq.(1.5)
and Eq.(1.6)) (see chapter 2) can be measured4. The values of the associated

3Moreover, for F À Fc (or for T 6= 0), the motion is dominated by the external force;
in an effective way, H = v · t + η̃(~x, t), and the usual Edwards-Wilkinson equation [175],
identical to Eq.(4.1) but with an annealed (instead of quenched) noise, is recovered [164].

4The identification v ↔ ρ allows to measure also observables like the decay to the
absorbing state (Eq.(2.10)) or the finite size scaling (Eq.(2.14)).
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LIM η δ τ τt zspr θ
d = 1 0.39(3) 0.18(3) 1.11(3) 1.18(3) 1.39(3) 0.12(2)

Table 4.2: Spreading and avalanche exponents for the LIM class, obtained by numerical
simulations of the Leschhorn cellular automaton; they coincide, within error bars, with
their C-DP counterparts (see table C.1).

exponents for d = 1 can be found in table 4.2.

The determined exponents are compatible with both C-DP and DP classes,
which was expected due to the identification with absorbing-state systems
made above. However, in LIM systems it is possible to find two conserved
quantities: the external force, which is fixed, and the elastic force, which is
conserved by definition in these closed systems. At each site, the sum of both
magnitudes, φ(~x, t) = ∇2H(~x, t) + F , acts as an effective driving force [176].
This competes with the random pinning force, which leads the manifold to
the absorbing state. Therefore, the background field φ(~x, t) controls the
probability for each site of the interface to advance (i.e. to be active). As
there is a critical force for the system, there is also a critical mean value for
φ, φc, for which the phase transition is undergone.

Therefore, the universality class of the depinning phase transition is to be
related with C-DP better than with the non-conservative DP class. This can
be stated by observing the critical exponents of table 4.2, but also with the
response of LIM systems to perturbations like anisotropy [133] and (absorb-
ing) boundary driving [177], identical to the response of C-DP systems.

A priori, both LIM and C-DP classes share the same critical behavior (i.e.
they are the same universality class). Nonetheless, it would be desirable to
reinforce these conclusions by means of some analytical background, with
which the equivalence is settled in a more rigorous way.

4.2.1 LIM Sandpiles and C-DP Interfaces

If both LIM and C-DP classes are indeed the same universality class but
described with different languages, it should be possible to translate a typical
model representing one of these languages into a typical system of the other
one. The resultant systems belong to the same universality class of their
original models, but the change permits to treat them with other language,
in order to compare classes.
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In this section, the two directions of the path connecting LIM and C-DP
are explored5. In turn, it permits to identify the usual interface observables
in a C-DP system, in order to close the loop of the comparison of critical
exponents.

Due to the similarities between the two kinds of models, the possibility
to map one type into the other arises naturally. In [174], an early sketch of a
mapping is done in order to improve the numerical results of the numerical
integration of a LIM interface, i.e. a sandpile is “built” from an interface. As
we will see, the opposite direction is more frequently found in the literature.

From LIM to C-DP

First, starting from a LIM interface, a C-DP system will be obtained. Con-
cretely, the set of C-DP Langevin equations, Eqs.(2.66), will be derived start-
ing from a discrete LIM model. Here, the steps of the deduction of Alava
and Muñoz [176] will be followed.

Consider the Leschhorn cellular automaton, described in section 4.1. In
it, the qEW equation is discretized (see Eq.(4.3)); also the noise is discrete,
taking the value η(~x,H) = +1 (η(~x,H) = 1) with probability p (1 − p).
If periodic boundary conditions are used, either the average driving force,
F = 2p − 1, or p can be considered the control parameter of the system.
The advance of the interface is conditioned to the sign of its velocity vi =
Hi+1 + Hi−1 − 2Hi + ηi(Hi):

Hi(t + 1) = Hi(t) + Θ[vi], (4.12)

where Θ is the Heaviside function (see Eq.(3.25)). By tuning p to its critical
value pc = 0.8008(1), the depinning transition is undergone.

The height of the discrete interface described by Eq.(4.12) is built by
adding to Hi one unit each time the velocity of the site takes a positive value,
i.e. each time the site remains active. At a microscopic level of description,
the height at a time t is the accumulated activations of the site up to this
time. By using coarse-grained fields, the activity of a site can be written, in
a mesoscopic translation of Eq.(4.12), as:

5Due to the marked differences between certain parts of their mesoscopic equations as,
for instance, the noise, a rigorous direct change of variables between both equations seems
not to be a reasonable option.
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ρ(~x, t) = v(~x, t) = ∂tH(~x, t). (4.13)

This identification stems from the fact that, when the velocity is zero (nega-
tive velocities are forbidden -see above), the interface does not move at this
position, which is non-active; and for positive values of v(~x, t), the site is
active and the manifold advances.

The background field has already been defined as the sum of the elastic
force and the external force:

φ(~x, t) = ∇2H(~x, t) + F. (4.14)

Therefore, by using Eq.(4.13) and Eq.(4.14), the temporal evolution of this
field can be written as:

∂tφ(~x, t) = ∇2∂tH(~x, t) + 0
= ∇2ρ(~x, t).

(4.15)

Concerning the dynamic equation of the activity field ρ, it must contain a
coupling term with the background field φ (which can be considered an effec-
tive force) because it fosters the creation of activity. Moreover, the interface
at a site, in the absence of such force, remains always pinned. The lowest
order contribution (i.e. the linear one) of the possible couplings is taken;
the rest of them are irrelevant for long time behavior in the thermodynamic
limit.

The equation must also contain a term µρ(~x, t), which takes into account
possible variations of activity as the manifold advances; and a saturation
quadratic term −λρ2(~x, t), to prevent the interface from growing unbounded.
The usual Laplacian term ∇2ρ(~x, t) must be also included, in order to de-
scribe the tendency of the neighbors of a site to follow its motion in such a
diffusive system.

The last step is to add a noise. In the qEW equation, the noise is quenched;
this means that it only changes when the height of the site varies. In other
words, the noise changes only when the velocity at this site is non-zero, i.e.
when the site is active. On the other hand, an annealed multiplicative noise
in activity (that is, a noise whose amplitude is proportional to the activity
field) is only different from zero when ρ 6= 0. Therefore, if the site is active,
both types of noises change at each time. And while the site is not active,
the activity field is zero and the values of the annealed noise during this time
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are statistically irrelevant. In conclusion, for both ρ = 0 and ρ 6= 0 states for
a site, an annealed multiplicative noise can be used instead of the quenched
noise in order to mimic the behavior of the interface. Moreover, the activity
creation and destruction at a microscopic level can be considered Poissonian,
and therefore in a coarse-grained description the noise is Gaussian, with a
mean value which depends on the mean rate of creation ρ. Thus, the noise
term can be written as

√
ρ(~x, t)η(~x, t)6.

With all these ingredients, the final equation for the evolution of the activity
field is given by:

∂tρ(~x, t) = ∇2ρ(~x, t) + µρ(~x, t)− λρ2(~x, t) + ρ(~x, t)φ(~x, t) +
√

ρ(~x, t)η(~x, t),
(4.16)

and including general constants and omitting the spatial and temporal de-
pendence in the coarse-grained fields, the final set of equations is:

{
∂tρ = Dρ∇2ρ + µρ− λρ2 + ωρφ + σ

√
ρη(~x, t)

∂tφ = Dφ∇2ρ,
(4.17)

which is the set of Langevin equations of the C-DP class.

Then, starting from a discrete model of LIM interface, and by a simple
identification (in its coarse-grained dynamics) of the fields which are used
in C-DP systems, the mesoscopic description of the class of the stochastic
sandpiles has been obtained in a justified way. This leads to the conclusion
that, when the microscopic details of the concrete LIM model are cast out
by the coarsening procedure and the mesoscopic behavior arises, LIM and
C-DP systems are described by the same set of coarse-grained equations, i.e.
both are the same universality class.

From C-DP to LIM

To complete the journey from LIM to C-DP and back, a stochastic sandpile
model will be used here to obtain the mesoscopic Langevin equation which
describes linear interfaces in random media, Eq.(4.1).

6There exist also techniques in the literature which are devised precisely to map a
quenched noise into an annealed one. The Run-Time Statistics [178], applied to many
different fields like DP systems or growth models, permits to transform a quenched noise
in a long memory term into the evolution of activity.
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Many works about the rough surface of a growing sandpile and its interfa-
cial properties can be found in the SOC literature [11,75,92,145,176,177,179,
180, . . .]; even the surface exponents of a sandpile (Oslo model) have been
measured in a d = 2 real experiment [181]. All these works share the same
procedure to reach the qEW equation starting from a sandpile model. With
it, either the deterministic BTW sandpile or stochastic models like Manna,
RD or Oslo models, can be obtained. Here, the steps of [75, 176] will be
followed. The Abelian version of the Manna model7 and the FES ensemble
will be used, but the generalization to other sandpiles is straightforward.

Let i be a site of a d-dimensional Manna sandpile, and t the label for the
steps of the spreading of activity. The simple balance condition between the
energy inflow Ii(t) and outflow Oi(t) at a site i (given by the conservation
law) allows to deduce the equation for the evolution of the height at this site.

The height is, according with Eq.(4.13), the accumulated activity of a site;
from this equation, integrating over time:

H(~x, t) =

∫ t

0

ρ(~x, t′)dt′, (4.18)

or, for discrete models:

Hi(t) =
t∑

k=0

Θ(ρi(k)). (4.19)

Therefore, the number of times a site topples is given by its height. Thus,
the inflow of a site i can be defined as:

Ii(t) = ζ̃i(t), (4.20)

where ζ̃ is an accumulated noise which takes into account the random number
of grains that the site receives at time t, i.e. the number of grains that its
2d neighbors have toppled to this site:

ζ̃i(t) =
∑

j

Hj(t)∑

k=0

ζi,j(k). (4.21)

7As commented in previous chapters, the only variation in its dynamic rules is the
number of toppled grains, fixed to 2.
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j sweeps over the nearest neighbors of i, and ζi,j(k) is a random number
given by:

ζi,j(k) =





0 with probability (1− 1/(2d))2

1 with probability (1− 1/(2d))/d
2 with probability (1/(2d))2.

(4.22)

This noise has a non-zero mean equal to 1/d and variance (1− 1/2d)/d; the
noise can be shifted (ζi,j(k) → ζi,j(k) − 1/d) in order to have a zero-mean
noise and, consequently:

Ii(t) =
1

d

∑
j

Hj(t) +
∑

j

Hj(t)∑

k=0

(ζi,j(k)− 1/d) . (4.23)

Then, the number of grains received for the site at time t depends on the
random contribution of neighboring sites, in which it is taken into account
the number of times these sites have toppled up to time t (Hj(t)).

Concerning the outflow, it is, by definition, only two grains per toppling
of site i, that is:

Oi(t) = 2Hi(t), (4.24)

and, therefore, the number of grains of a site at time t is given by:

zi(t) = zi(0) + Ii(t)−Oi(t)

= zi(0) +
1

d

∑
j

Hj(t) +
∑

j

Hj(t)∑

k=0

(ζi,j(k)− 1/d)− 2Hi(t)

= zi(0) +
1

d
∇2Hi(t) + ζ̃i(t)

(4.25)

where the same name ζ̃i has been used for the accumulated shifted noise.

In a sandpile, active sites are those for which zi(t) > zc; therefore, the
definition of the velocity of this discrete sandpile interface is vi = zi(t)− zc.
In a last step, as only sites for which vi > 0 are updated, and pinned sites
can be depinned only by means the arrival of neighboring activity, ζ̃i can be
considered as a quenched noise (see above), and then:
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vi(t) = zi(0)− zc +
1

d
∇2Hi(t) + ζ̃i(Hi), (4.26)

and the evolution of the interface is given by:

Hi(t + 1) = Hi(t) + Θ[vi(t)], (4.27)

where, again, backward motion for the interface is forbidden. This final
equation is similar to the qEW equation, Eq. (4.1). However, the correlations
of the noise terms are very important in order to define the physics of the
system. Here, two different quenched-noise terms are present.

The first quenched noise is the columnar noise introduced by the initial con-
dition, zi(0). As said in chapter 2, in SOC systems the initial-condition
dependence is easily removed by avalanches; the initial configuration could
be responsible, at most, for a transient regime. For this system, arguments
of relevancy (in the RG sense) must be considered [176]. Compared with
the quenched noise, the columnar noise is irrelevant in high enough dimen-
sions (d > dc). However, for low dimensions, the time necessary to get rid
of the non-trivial initial condition represented by the columnar noise can be
divergently large. Thus, the contribution of this noise cannot be, a priori,
eliminated.

On the other hand, the correlations of the second noise ζ̃i(Hi) are unknown
and, in principle, not trivial. It takes into account not only the random
diffusion of the particles, but also the threshold character of the dynamics.

Therefore, for both noises, there are no reliable arguments to state whether
the above obtained interface belongs to the LIM class.

Numerical Simulations of the C-DP Interface

In order to decide whether the sandpile interface described with equations
Eq.(4.26) and Eq.(4.27) belongs to the LIM class, numerical simulations must
be performed, and the typical exponents of both absorbing states and inter-
face models must be measured. Scaling relations between avalanche and
interface exponents, as for instance the ones deduced in [182], can be used as
consistency check, and allow to state that the interface observed is the result
of the underlying avalanche dynamics [181].

In table 4.3, some of the results of the numerical simulation of a d = 1
Manna model simulated in the FES ensemble can be observed. The interface
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Manna Interface δ θ β κW z
d = 1 0.16(3) 0.13(2) 0.89(2) 0.43(1) 1.42(2)

Table 4.3: Selected set of critical exponents for the interface built with a d = 1 Manna
sandpile by using Eq.(4.26) and Eq.(4.27). Note the high value of the κW exponent (see
text).

exponents have been measured by using the definition Eq.(4.19), which gives
rise to the evolution equations Eq.(4.26) and Eq.(4.27).

As can be seen, all the exponents coincide with the LIM class ones (see table
4.1 and table 4.2). Moreover, by comparing with the interface exponents of a
DP manifold built by means of the same definition of H [183], the possibility
of a DP scaling is absolutely discarded. Then, the arguments given in the
first part of the section about the identification of LIM and C-DP classes
would be confirmed.

However, the value of the local-slope exponent κW for this Manna interface is
much larger than the LIM exponent (see table 4.1). It is necessary, then, to
clarify the role of this exponent into the universality class before to conclude
the equivalence of both universality classes.

The Local Slope of the Sandpile Interface

By comparing the landscapes of a LIM interface and the sandpile interface,
the differences which lead to this discrepancy in the κW exponent arise. In
Fig.4.2, a d = 1 LIM interface (up) is compared with the interface of a d = 1
FES Manna sandpile; while the shape of the former is smooth, in the latter
the local fluctuations are large, which is the reason why the κW exponent
takes that large value. However, the new interface exhibits, as LIM interfaces,
superroughness α > 1 and anomalous roughening κ 6= 0 in d = 1.

In [171], it is argued that the large value of this exponent stems from the
divergence of the noise ζ̃i(Hi) in the limit t → ∞ because, after all, is the
sum, over time, of random variables. On the contrary, the LIM quenched
noise remains bounded. Therefore, this fact would make essentially different
LIM and C-DP, and their critical exponents would be “coincidentally close”.

However, many arguments, different from the numerical coincidence of expo-
nents, have been presented all along this chapter to justify the identification
of both classes. Then, if LIM and C-DP classes coincide, the observable
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Figure 4.2: Interface landscape of two d = 1 LIM (up) and FES Manna (down) models,
using a size L = 32768.

represented by the κW exponent should be irrelevant for the determination
of the universality class. To confirm this last statement, the two different
values measured for the κW will be searched for the same universality class.

Two κW Values for C-DP

To this end, the definition of the height of the interface must be changed.
Pruessner, in [184], used another approach to obtain the qEW equation from
a stochastic pile (the Oslo ricepile8). Thus, if the height is now defined as
the number of grains received by the site9, the relation between this new
interface H̃ and the used in the previous section is:

H̃i(t) =
∑

j

Hj(t), (4.28)

where j are the nearest neighbors of the site i. By using this definition of
a smoother interface with the Oslo ricepile model, the LIM value for the
local-slope exponent, κW = 0.18(2), can be measured [185]. As the dynamics
of the model remains as the ones defined in chapter 1, this model is still in

8Recall that, in this pile, the stochasticity is in the random choice of the threshold of
each site, and not in the redistribution of toppling grains, equally scattered between the
neighbors.

9A more intuitive definition than the usual one, because it identifies the height of a site
with its number of accumulated grains.
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the C-DP universality class. Thus, together with the results of table 4.3,
measured for the Manna sandpile interface, it can be said that both the large
value and the small value of the κW exponent can be measured in C-DP
systems.

The origin of the two possible values of κW can be clarified by using simple
scaling arguments. Due to the former definition of the height, Eq.(4.18),
and the scaling dimension of time and activity (see Eq.(2.10)), the scaling
dimension of H is [H] ∼ t1−θ; therefore, as κW is the exponent of decay of
the local slope (see Eq.(4.10)), and it scales as [∇H] ∼ [L]−1[H] ∼ t−1/zt1−θ,
in the end:

κW = 1− θ − 1

z
. (4.29)

For d = 1, and using the C-DP values θ ≈ 0.13 and z ≈ 1.42 (see table C.1),
κW ≈ 0.17, which coincides with the value measured for LIM. This will be
called the smooth scaling value of the κW exponent hereinafter. However, if
the neighboring sites are assumed to be uncorrelated, the scaling of the slope
changes to [∇H] ∼ √

H ∼ t(1−θ)/2, and therefore:

2κ′W = 1− θ, (4.30)

that, by using C-DP values, is κ′W ≈ 0.44. This will be called the heavy
scaling value of the κW exponent. This heavy scaling arises from the ζ̃i

noise because it is the sum of random variables and, if sites are considered
uncorrelated, due to the Central Limit Theorem, its amplitude behaves like
the square root of the average of

∑
j H(j), where j sweeps over the nearest

neighbors of the site under consideration, i; or, in other words, the amplitude
of the fluctuations behaves like the square root of H.

For stochastic sandpiles in which this noise can be “smoothed” (for ex-
ample with the definition of the interface in [184]), the κW exponent takes
its smooth value. Recalling that the threshold and the random diffusion of
grains are the source of the noise, a good model in which such a smooth in-
terface can be measured is one with a deterministic choice of neighbors and
toppling grains, but with stochasticity in a different part of the dynamics.
In this way, systems like the Oslo ricepile or the sticky-grain (SG) model
are good candidates, while in systems like the Manna model or the random
relaxation version of the SG model, the heavy scaling value of the local-slope
exponent is expected [185]. The fluctuations associated with each defined
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interface are, then, the responsible for the different measured values of the
κW exponent.

To confirm this, the integration of the C-DP equations (Eqs.(2.66)) with pe-
riodic boundary conditions is performed, measuring two different interfaces:
one attending to the usual definition at a coarse-grained level, H(~x, t) =∫

ρ(t′)dt′, and the other which advances a unit step each time the site is
active, H†(~x, t) =

∫
Θ(ρ(t′))dt′. In this way, whereas the local slopes of H

scale in a smooth way (κW = 0.19(2)), the slopes of H† posses the heavy
scaling (κ′W = 0.43(2)). Therefore, in the same system, two different values
for the slope exponent are measured by using two different definitions of the
height.

As it is well stated that all these models belong to the C-DP class, only
one conclusion is possible: the value of the κW exponent depends on the
definition of the observable with which it is measured, and therefore it is
not relevant in the determination of the universal critical behavior of the
system. Also, the fact that the global roughness exponent α and the dynamic
exponent z remain unchanged means that αloc changes when the definition
of the interface is changed (see Eq.(4.11)), and therefore local properties
are not to be considered in the classification of a system into a
universality class. Thus, the claim of [171] is completely cast out.

Two κW Values for LIM

If LIM manifolds belong to the same class of the stochastic sandpile inter-
faces, and κW depends only on the definition of the observable, it should be
possible to measure both types of scaling values for the same LIM model, as
it is done above with C-DP equation [185].

To this end, the Leschhorn cellular automaton is used. Apart from the usual
definition of the interface H (Eq.(4.19)), another interface is defined in order
to recover the heavy scaling value for the slope exponent. The new height,
H†, corresponds to an interface which changes when H changes, but that is
increased, randomly, just one time or K + 1 times the own increase of H
interface; in a simpler way:

∂tH
†(~x, t) = ∂tH(~x, t) + ζ(~x,H), (4.31)
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where the noise is10:

ζ(~x,H†) =

{
0 with probability p
K with probability 1− p.

(4.32)

Therefore, for any time t:

H†(~x, t) = H(~x, t) + ζ̃(~x,H†), (4.33)

and ζ̃ is the accumulated noise resulting from adding a discrete random
quantity each time. With these definitions, the dynamic equation for this
new interface is:

∂tH
†(~x, t) = [∇2(H†(~x, t)− ζ̃(~x,H†)) + η(~x,H†)] [1 + ζ(~x,H†)]. (4.34)

In this equation, derivatives of the noise as ∇2ζ̃ are irrelevant (in the RG
sense), and also ζ(~x,H†) when added to 1. In this way, the same set of
critical exponents are expected for both H and H† interfaces. However, the
strong fluctuations in the new noise ζ̃ change the behavior of the slope.

Observe the left and right panels of Fig.4.3; in the left part, the interfaces
originated with H and H† interfaces are depicted. At a coarse-grained level,
both interfaces are indistinguishable if the value of the vertical axis is ignored.
But when a small zone of the interface is enlarged, the differences arise. The
interface H† is much more locally rough than H. This behavior is translated
into the measurement of local observables (see right part of Fig.4.3) like
the average value of the slope at each site (Eq.(4.10)), but not in other
observables like the temporal decay of the number of active sites. Therefore,
global critical exponents coincide, while local exponents are very different.

With this last result, it is shown that two different values for local expo-
nents are also possible in LIM interfaces, depending only on the definition
of the observable with which they are measured. This confirms the irrele-
vancy of this kind of measurements in order to classify a system into the
universality class.

10As H and H† are updated simultaneously, the dependence of the noise on H is as well
a dependence in H†.
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Figure 4.3: Left: Interfaces grown by using the usual H (up) and the new H† (down)
definitions; the latter is, locally, much more fluctuating interface than the former. Right:
Time behavior of a local ((∇H)2, (∇H†)2) and global (∂tH, ∂tH

†) observables for both
interfaces.

4.2.2 Self-Organized Critical LIM

In the beginning of section 4.2, it has been pointed out that the different
pinned configurations of a LIM interface are absorbing states.

When one of these absorbing states is slowly perturbed with a little in-
crease of F , the absorbing state changes (i.e. it is a metastable state):
the force can release some sites, changing the previous configuration. This
rearrangement of sites can be small, or can involve many sites, giving rise to
a large avalanche. The approaching to the critical point from below (i.e.
from the absorbing phase) is made, thus, by means of rapid reorganizations,
instantaneous as compared with the time scale of the perturbation.

Due to the existence of avalanches, it is natural to wonder whether it is
possible to define a SOC counterpart of conserved LIM systems. Once the
equivalence between the C-DP and LIM magnitudes is done, this is a straight-
forward task.

Consider a one-dimensional substrate following the qEW growth equation
(Eq.(4.1)) with open boundary conditions (H fixed to zero at the outer sides
of the system) in which the external force can be applied independently to
each site, in a way that F → F (~x) [182]. Let H(~x, t) and F (~x) be initially
set to zero. If the force is increased a small quantity δF at a randomly
selected site, the balance of elastic, external and pinning forces, given by
Eq.(4.1), determines whether the interface advances or remains stable at this
site. When the increase of the force triggers its motion, the interface can drag
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Figure 4.4: Left: The parabolic shape of a one-dimensional self-organized LIM manifold.
Right: Evolution of φ = ∇2H + F (~x) versus the number of driving events n of the qEW
equation with SOC dynamics, using DH = 1, g = 3

√
dt, and dt = 0.1; the driving force

increases until the same critical value of the conserved system (see text), φc = 1.41605, is
reached.

with it the advance at many more sites, and thus an avalanche can ensue11.

How does this system reach the SOC stationary state? The external force on
the system increases with steps δF ; when the mean force F = F (~x) is small,
so it is the effective driving force (or density of background) φ = ∇2H+F (~x),
only at a few sites v = ∂tH(~x, t) > 0 (see Eq.(4.1)), and the interface soon
falls into an absorbing configuration. As F increases, the interface advances
at more and more sites, and the avalanches span throughout the system.
When the boundaries are reached, the H = 0 condition in there makes the
average value of the Laplacian be non-zero, acquiring the manifold a parabolic
shape. It is precisely the formation of this paraboloid what allows a balance
between the pinning forces and the increasing φ, which reaches a stationary
state (see Fig.4.4). To achieve such a state, avalanches of all sizes and all
durations must exist. It is the SOC stationary state.

In fact, the value of the effective driving force when the described SOC
dynamics is used for the qEW equation, Eq.(4.1), coincides with the critical
value of the control parameter φc = Fc = 1.41605 in the integration of the
closed-boundary equation explained in section 4.1 (see right panel of Fig.4.4).
The measured critical exponents also coincide, in spite of the fact that the
driving force F is transformed in this ensemble into a columnar noise (see
above).

There exists as well a regularized (see chapter 2) version of this SOC LIM

11This slow-driving mechanism for interfaces is indirectly mentioned in [174] for the
expansion of Eq.(4.1) around its mean-field theory.
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system [11]. If the fixed force F of Eq.(4.1) is replaced by a force derived
from a parabolic potential (i.e. each element of the interface is attached to a
spring with elastic constant k), the velocity explicitely enters the equation,
which is to be written now as:

∂tH(~x, t) = DH∇2H(~x, t) + k (vt−H(~x, t)) + η(~x,H(~x, t)) . (4.35)

By taking closed boundaries and the limit δF, k, v → 0, the system evolves
quasistatically until achieving the critical stationary state for the total driving
force. This is equivalent to the limit h, ε, κ → 0 studied in chapter 2 for C-DP
to reach the time-scale separation necessary for the critical behavior.

Thus, different equivalent ensembles can be defined to measure the critical
exponents of the qEW equation; for all of them, the same critical point
is reached and, in it, the same universal critical behavior of LIM (which
ultimately is the critical behavior of the C-DP class) arises.

There also an extremal version of these systems. Extremal growth models,
as the Sneppen model [18], inspire a variant which can be called extremal
LIM, in which the external force is again F = F (~x), and the boundaries
are closed. The site with the smallest external force is chosen, and its height
(and, consequently, the one of its neighbors) is updated according to Eq.(4.1).
Eventually, a stationary state is reached where the force fluctuates around
its critical value.

In summary, in this section many different arguments have been presented
in order to show that LIM and C-DP are just to different languages with
which phase transitions into frozen states are described. In LIM systems,
there exists a conserved background field which acts as control parameter,
coupled with the dynamics of the order parameter (either activity or veloc-
ity). Therefore, LIM systems fulfill the conditions of the conjecture made in
chapter 2 for the C-DP universality class.

Moreover, it is possible i) to measure the same interface, spreading and
avalanche exponents in both types of systems, ii) to map the dynamics of
interfaces into the dynamics of stochastic sandpiles and vice-versa, and iii)
to use the SOC and the FES ensembles for both cases. Once the relevant
observables have been identified, it can be said that LIM and C-DP are,
indeed, the very same universality class, but described in a different way.
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Figure 4.5: Left: Sketch of a microscopic random pinning potential (up) and its renor-
malized form (down); the smooth frontiers between the parabolic wells change to sharp
peaks in the Renormalization process. For interfaces described by Eq.(4.1), due to the
v ≥ 0 rule, the potential is semi-parabolic. Right: Detail of the evolution of the driving
force of the qEW equation (φ) with SOC dynamics, in the stationary regime, with a ratch-
eted shape due to the singular points of the potential. The critical value, φc, has been
subtracted.

4.3 The Singular Correlation Function

In previous sections, it has been shown that the subcritical (pinned) station-
ary states of a linear interface in a random medium are indeed absorbing
configurations, and the approaching of such manifolds to the critical point
from below can be understood as a series of jumps between configurations
closer and closer to criticality, by means of avalanche processes.

But, why does the evolution of the interface occur in such a way? Why does
the manifold not change smoothly from one configuration to another one?
The answer to these questions is deeply rooted in the physics associated with
the quenched noise and, ultimately, in its correlations.

The “shocking” character of the approaching to the critical point has its
origin in the shape of the coarse-grained (i.e. renormalized) random pinning
potential. Consider a metastable subcritical configuration for the manifold.
This corresponds to a local minimum of the pinning potential. An increase
of the external force is translated into an increase in the energy of the in-
terface, which eventually can be pulled to another metastable state, i.e. to
overcome the barrier between minima and fall into another local minimum
of the potential.

If the shape of the potential is such that the separation barrier is smooth, the
transition from one configuration to another one is to be smooth. This is the
case of the microscopic pinning potential. However, in the observed coarse-
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Figure 4.6: Left: Sketch of the smooth shape of the correlator ∆(u) before the
Renormalization procedure. Right: Sketch of the renormalized correlator, for which
∆′(0−) = −∆′(0+).

grained potential of LIM systems, there is an abrupt change between minima.
The random pinning potential exhibits singular peaks at the frontiers of
minima (see left panel of Fig.4.5). Such a singular pinning potential gives rise
to a discontinuous pinning force12, and therefore the driving force necessary
to balance it also shows steps. These “jumps” are translated into avalanches
into the interface evolution when the barrier is overcome and, in the end, can
be observed in the evolution of the total driving force. This last statement
can be very easily observed if the SOC ensemble is used for Eq.(4.1) (see
right part of Fig.4.5).

For the discontinuous quenched noise which represents the pinning po-
tential, the singular shape of the latter is reflected in the pinning force-force
correlations, Eq.(4.2) and, concretely in the shape of the height correlator
∆(u) [162, 164, 186]. When this microscopic correlator is renormalized in
order to obtain its mesoscopic form, it flows to a renormalized fixed point
function in which its initial smooth shape is transformed into a singular cusp
or singularity at the origin, because the Renormalization procedure “moves”
the inflection points to u = 0 (see Fig.4.6).

This cusp is not an artifact, but the evidence of the singular coarse-grained
pinning potential, responsible for the observed dynamics of LIM systems;
a physical property essential to well-understand the physics of disordered
systems. It is the responsible not only for the existence of many different
metastable states for LIM interfaces, but also for the avalanche behavior
which allows to jump from one configuration to other, as well as for the
existence of a non-trivial critical point.

12In the RB case, for instance, the force is the derivative of the random potential.
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As mentioned above, the application of FRG to Eq.(4.1) has been carried out
up to 1-loop order [162–164], and recently extended to 2-loops [165]. The
authors of this last work, Le Doussal and Wiese (LDW), also have devised a
procedure to measure the renormalized correlator in many different situations
for interfaces following the qEW equation [187–189].

Measuring the Cusp

The LDW method allows to measure the observed mesoscopic fixed point
function arising from the Renormalization of the microscopic (pinning) force-
force (or, equivalently, noise-noise) correlator ∆(u) of the qEW equation.

Consider a (d + 1)-dimensional interface of size L whose dynamics is
described by the qEW equation, Eq.(4.1), with periodic boundary conditions.
It is possible to control its evolution if it is posed into a quadratic potential
whose center w and curvature m2 can be tuned at will. With this procedure,
very similar to the one followed in section 4.2.2 for the regularization of the
SOC dynamics of the qEW equation, the external force F is replaced by an
elastic force, and Eq.(4.1) is written now [187–189] as:

∂tH(~x, t) = DH∇2H(~x, t) + m2 (w −H(~x, t)) + η(~x,H(~x, t)) , (4.36)

where the correlations of the noise are given by:

〈η(~x,H)η(~x′, H ′)〉 = δd(~x− ~x′)∆m=0(H −H ′) , (4.37)

Initially, w = w0, and the system is in a stable configuration, i.e. a local
minimum of the pinning potential. As in the regularized SOC dynamics of the
equation, if w is increased quasistatically the energy of the manifold increases
until, at a certain value of w, the energy is large enough to overcome the
barrier separating minima. Thus, the system “jumps” to another metastable
pinned state by means of an avalanche process whose duration is negligible
as compared with the time scale of the increase of w. In this way, after a
transient, the average driving force, i.e. the mean value of m2 (w −H(~x, t))+
∇2H in each absorbing configuration, m2

(
w −H(w)

)
, reaches a stationary

value.

In such steady state, the fluctuations of this force are, in the limit m2 → 0,
related to the FRG functions [188] by means of [189]:
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m2
〈
w −H(w)

〉
= Fc(m)

m4Ld
〈(

w −H(w)
) (

w′ −H(w′)
)〉

c
= ∆m(w − w′)

m6L2d
〈(

w′ −H(w′)− (
w −H(w)

))3
〉

c
= Sm(w′ − w),

(4.38)

where the subscript c means connected averages (see Eq.(A.1.2)-Eq.(A.1.3))
over many different trials of the experiment (or different intervals of w, due
to the finite-length decay of ∆(u) function). Sm(u) is related with the first
derivative of the correlator; to the lowest order [188]:

Sm(w) =
12

m2
∆′

m(w) (∆m(0)−∆m(w)) . (4.39)

The usual way to represent these measurements is by means of their
parameter-free forms, which get rid of any non-universal feature and permit
to compare these observables for different systems. It is possible to define
the functions:

Y (u/uξ) =
∆m(u)

∆m(0)

Q (∆m(w)/∆m(0)) =

∫ w

0

Sm(w′)dw′

∫ ∞

0

Sm(w′)dw′
,

(4.40)

where uξ is fixed in such a way that
∫∞
0

dzY (z) = 1. By using the described
procedure with m2 = 0.001, the resulting functions are plotted in Fig.4.7.

As it can be deduced, the LDW procedure to measure the cusp of the
correlation function is very similar to the way in which the regularized-SOC
or the own SOC ensemble for the qEW equation (section 4.1) have been
devised. In fact, the value of the average driving force at the stationary
state, reached with the LDW procedure, coincides with its SOC stationary
value. At this point, a question arises: are the fluctuations of the LDW
driving force equivalent to the fluctuations of the SOC driving force, φ =
∇2H(~x, t) + F (~x), defined in the previous section?
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Figure 4.7: Left: Y (z) function (z = u/uξ) of a d = 1 system of size L = 1024,
measured with LDW and SOC procedures to integrate qEW equation. Right: Q(X), with
X = ∆(w)/∆(0), measured by means the same procedures.

To answer this question, the same universal functions must be measured in
the stationary regime of the Eq.(4.1) with SOC dynamics [190]. In the SOC
ensemble, the borders are open, and the driving is controlled by means of
δF . The value of the minima cannot be chosen as in the LDW procedure,
and a quantity m2 cannot be defined. The quasistatically driving regime is
obtained here by taking δF → 0.

The result of such measurements is depicted in Fig.4.7. As can be observed,
the curves obtained with both procedures are indistinguishable, which points
out the equivalence, not only between both procedures to integrate the equa-
tion, but also between the fluctuations of the driving forces (whose quasistat-
ical increase is a key common feature). The one devised by LDW is a new
equivalent ensemble with which the same critical point and, therefore, the
same universal features of qEW are reached.

Cusps in C-DP

In section 4.2, it has been argued that both the LIM class, represented by
Eq.(4.1), and the C-DP class, describe the same critical point. The singular
shape of the ∆(u) correlator is responsible for the existence of a non-trivial
critical point, many metastable states and, in the end, the avalanche-like
behavior of LIM systems, being all these features shared by the C-DP class.
Therefore, to state the equivalence of the two classes, an ultimate benchmark
is the measurement of the universal functions Y (z) and Q(X) in a C-DP
system [190].

Such measurements can be done by using both LDW and SOC ensem-
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bles. For both experiments, the integration of the d = 1 C-DP Langevin
equation, Eqs.(2.66), is used. Due to the one-to-one equivalence between the
background fields of both LIM (φ) and C-DP systems (E) (see section 4.2),
the observable to be measured is the correlations of the energy density of the
system at its stationary state.

i) SOC ensemble: Consider Eqs.(2.66) with open boundary conditions and
an initial state in which ρ = 0 and E = 0 for all sites. A small quantity of
activity (and, therefore, of energy) δρ is added at a randomly chosen site,
triggering an avalanche during which no more initial seeds are introduced into
the system. For a certain number of driving events, the avalanches are small;
it is the transient regime. When the stationary state is reached, the initial
activity is able to span throughout the system, and E fluctuates around its
critical value Ec. The fluctuations of E are then measured to obtain the
universal functions Y (z) and Q(X) defined above; for small values of δρ,
these functions are related with the FRG functions commented above.

ii) LDW ensemble: For this ensemble, periodic boundary conditions are used.
Here, an elastic pulling force −m2ρ is added to the background equation of
Eqs.(2.66). Note that when the integrated form of the equations, Eq.(2.67),
is considered, this term turns into E0 − m2

∫
ρdt′, that can be written as

m2(w−H) due to the correspondence above described between ρ and v = ∂tH
(see Eq.(4.13)). Thus, the usual shape for the pulling force is recovered into
the activity equation. Starting from the absorbing state associated with an
initial w0, w is increased in order to “jump” between different metastable
states. In this way, the mean value of the energy (in which the contribution
of the new pulling force is taken into account) reaches a stationary state in
which it fluctuates around the same critical value of the SOC ensemble. The
fluctuations of such field are measured to calculate Y (z) and Q(X) functions
which, in the limit m2 → 0, represent the FRG functions described above.

For both experiments, the set of chosen parameters is µ = 0.86452, λ =
ω2 = 1, σ2 = 2, Dρ = DE = 0.25, and dt = 0.1 13 and, for the chosen
size L = 1024, the stationary energy density reaches Ec = 0.9968(5) in both
cases. Their results are summarized in Fig.4.8.

In this figure, it is also depicted the measurement, by using the SOC en-
semble, of the Y and Q functions associated with the fluctuations of the

13In the FES integration of this equation, if µ is used as control parameter and the
energy is fixed to E(x, t) = 1 ∀(x, t), the critical point is at µc = 0.86452(5); therefore, in
the SOC integration with µ fixed to µc, a stationary value with average energy Ec = 1 is
expected.
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Figure 4.8: Left: Y (z) function for many d = 1 C-DP systems of size L = 1024; inset:
sawtooth landscape of the fluctuating background field in the stationary state for the C-
DP Langevin equations (Eqs.(2.66)). Right: Q(X) measured for the same systems (see
the legend in the left part); inset: S(u) function. Also, the same functions measured in a
DP system with many absorbing states (PCP) are depicted (see text).

stationary energy density of two stochastic sandpiles studied in previous sec-
tions (the Oslo ricepile model and the C-DP reaction-diffusion (RD) model).
Although each of these systems reaches a different stationary state, the spec-
tacular collapse of these universal functions leads to the conclusion that all of
them (qEW equation, C-DP Langevin equation, Oslo ricepile and RD model)
share the same universal features, i.e. form part of the same universality class
(LIM/C-DP class). A similar collapse is achieved for d = 2 simulations of
the same models (not shown).

To supplement this last statement, the same simulation procedure used
with Eqs.(2.66) and Eq.(4.1) is applied to the equation of a DP system with
many different absorbing states (PCP), Eqs.(2.18).

Although PCP cannot be SOC in the strict sense of the term, it is possible
to reach a critical stationary state if slow-driving (using either LDW or SOC
ensembles) is applied after a previous fine-tuning of the parameters of the
equation to their critical values. By doing so, the resulting curve is plotted
with dashed lines in Fig.4.8.

The functions Y (z) and Q(X) for DP also show a cusp at the origin; for
the former, the difference between DP and LIM/C-DP curves is small, but
appreciable, while for the latter it is much more pronounced. In this way,
the differences between both classes are stated by measuring a fundamental
physical quantity, not only by a mere comparison of exponents.

The same measurements can also be performed for the d = 2 BTW determin-
istic sandpile (see section 1.4). By following the steps described for the SOC
ensemble, used for the measurements in Oslo and RD models, a very different
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(but also singular at the origin) Y (z) and Q(X) functions are obtained (not
shown), which confirms that stochastic and deterministic sandpiles do not
belong to the same universality class.

4.4 Concluding Remarks

Elastic manifolds in disordered media, represented by the quenched Edwards-
Wilkinson (qEW) equation, are systems in which a continuous phase tran-
sition into one of the many possible absorbing states is undergone for the
critical value of an external force applied to it. The existence of such states,
as well as the avalanche-like approaching to the critical point, suggests the
possibility of relating these manifolds to the already studied sandpile models.

The existence of a conserved background field coupled to the dynamics of
the activity field, responsible for the motion of the interface, permits the
identification of these linear interface models (LIM) with C-DP universality
class systems. The equivalence between their observables and associated
exponents, as well as the possibility of describing LIM dynamics by means
of the SOC ensemble, confirms the claim.

A mapping between systems of the two classes can be performed; while
the path to show that a discrete LIM system can be described at a mesoscopic
level by the set of Langevin equations of C-DP is not problematic, the other
way round is more subtle to justify.

The translation of the discrete rules of a stochastic sandpile results into a
heavy fluctuating interface; once it is confirmed that these strong fluctuations
affect only locally but no globally to the system, and that local observables
are irrelevant for the determination of the critical (universal) behavior of a
system, all the relevant critical exponents can be said to be identical for both
LIM sandpile and sandpile interfaces. These exponents also coincide with the
measured for LIM and C-DP classes. Therefore, no dangling end remains in
the problem.

On the other hand, this equivalence can be shown by using more physical
arguments. The avalanche-like character of the approaching to the critical
point of LIM manifolds stems from the correlations of the pinning potential,
whose renormalized function is related with the correlations of the average
driving force. Here, two different methods to measure such correlations have
been studied, and their results compared with the fluctuations of the driving
force of sandpiles (the energy density). The collapse of all the measured
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functions in LIM and C-DP systems allows to state that, in the end, LIM
and C-DP classes share the same underlying physics, but described in a very
different way.

In summary, both LIM and C-DP are different languages which describe
the behavior of the same critical point. Along with the FES ensemble, studied
in previous chapters, this allows to treat conserved stochastic SOC systems
from many different points of view, and to be benefitted from the studies
of many different sub-branches of Statistical Physics. It permits to use, for
instance, the results of Functional Renormalization Group in the study of
FES or stochastic SOC sandpiles (as it is done in this chapter), to complete
their analytical characterization.



Chapter 5

Non-Conservation in SOC

In chapter 1, a list of essential ingredients for SOC was presented. Among
them, local conservation was argued to be a sufficient condition for the exis-
tence of scale invariance.

The role of conservation has been a controversial topic from the very
moment of the introduction of the concept of SOC. Many works supported
the idea of conservation as a necessary and sufficient condition which a system
must fulfill in order to exhibit SOC. However, the most “realistic” realizations
of SOC are, by definition, non-conserved. This is the case of earthquakes or
forest fires, for instance.

Is local conservation necessary for SOC? Or, in other words: Can a non-
conservative system be SOC? If not, is such a constraint, as conservation is,
realistic?, i.e. is it possible to find strictly conserved systems in real life?
These are very important questions which define the range of applicability of
SOC. The answer to them could eventually restrict SOC to be a theoretical
concept instead of a candidate to explain much of the scale-free behavior
observed in Nature.

This chapter is devoted to understanding which is exactly the role of con-
servation in SOC systems. First, a rate for the violation of local conservation
will be introduced in one of the models studied in the previous chapters. Af-
ter that, the phenomenology observed in the previous example will be put
into an analytical context by means of a simple and solvable mean-field model
of SOC. By using a mesoscopic equation representative of a SOC model, the
role of dissipation in a conservative Langevin equation will be investigated.
In this way, all the possible levels of description of the problem are embraced.
Then, the two best known non-conservative models claimed to be SOC will
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be studied, and variations of non-conservative models intended to balance
the lack of conservation will be introduced. In the end, a way to relax the
strongly restrictive constraint of conservation will be presented.

5.1 Dissipation in Sandpiles

Already in some seminal articles [10,122,191], the importance of conservation
in different sandpile models was pointed out. Conservation would be not only
a sufficient, but also a necessary condition for a system to exhibit SOC.

In chapter 1, the sufficient character of conservation was already stated.
If conservation is a necessary condition for criticality, the violation of it must
entail the breaking of the features observed in the critical regime of the
system. Now, the consequences of the lack of conservation will be studied
in a well known example of SOC model: the Oslo ricepile (see chapter 1 for
details). Obviously, only the SOC ensemble will be used, as a fixed-energy
ensemble (see chapter 2) makes no sense when the conservation of energy is
studied.

The Oslo Ricepile with Bulk-Dissipative Dynamics

Consider a d = 1 empty lattice of size L with open boundaries; the slow-
driving of a grain of rice into the sites of the pile makes its energy zi (number
of rice grains) increase. When the stored energy of a site overcomes a certain
threshold zc

i , the site becomes unstable and redistributes its energy among
its nearest neighbors. This can activate more sites and, thus, the avalanche
ensues.

The original redistribution rules (see [59] and section 1.4) in d = 1 are mod-
ified in this dissipative version by the rules:





zi → zi − 2
zj±1 → zj±1 + 1 with probability 1− ε
zj±1 → zj±1 with probability ε.

(5.1)

Therefore, there is a probability ε for each grain to “evaporate” from the
surface of the pile (bulk dissipation). With these locally-dissipative rules,
the ricepile evolves to a self-organized stationary state in which the usual
observables defined in chapter 2 can be measured.
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Figure 5.1: Left: Evolution of the distance of the stored energy density Eε to the critical
value of the conservative system Ec, versus the normalized number of driving events n/L
for ε = 0.001 and sizes from L = 4096 to L = 32768. Right: Avalanche size distribution
for different system sizes. In both panels, the observed behavior does not depend on the
finite size of the system.

Observe Fig.5.1. As it is shown in the left panel, the system reaches a
stationary state. In a strictly conserved system (ε = 0 case), this value de-
pends on the system size (see chapter 1) and, in the thermodynamic limit
(L →∞) it achieves the true critical value (Ec = 1.5 in this case). However,
in the dissipative case (ε 6= 0), the stationary value of the energy does not
depend on the size nor coincide with the value of its locally-conserved conter-
part (the distance to Ec coincides for any size). Moreover, it is smaller than
this value. Therefore, the stationary value is affected by bulk dissipation,
which moves the system from the true critical value beyond finite-size effects.

Dissipation also affects the rest of observables of the system. In the right
panel of Fig.5.1, a very illustrative example is depicted. As explained in
chapter 1, for the ε = 0 case the probability distributions characterizing
the avalanches of the SOC stationary state show a cutoff, a characteristic
length which is a consequence of the finite size of the system: as, close to
the critical point, correlations diverge, a finite size represents the maximum
length possible for correlations; this frustrates the scale-invariant behavior of
the observables as of a certain value which depends on the system size (see
Eq.(1.4)). However, when bulk dissipation is present, for large enough system
sizes a cutoff which depends on such dissipation can be observed. This is the
case of the size probability distribution shown on the right part of Fig.5.1,
where the cutoff size sξ remains unaltered when the system size increases:
the finite-size scaling (FSS) is broken1. A similar effect can be reported

1For ε small enough, the characteristic length (the dissipation-induced cutoff) can be
larger than the system size, and the FSS still holds up to sizes comparable with this length.
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for the rest of observables. This phenomenology has been previously reported
in the literature for, e.g. the Abelian sandpile model (ASM) [192,193] or the
case studied here (the Oslo ricepile model) [194].

This behavior for avalanches can be easily understood by means of the same
heuristic arguments used in chapter 1 to justify the importance of conserva-
tion [9]. When there is local conservation, the only way in which the energy
introduced into the pile can be dissipated is by means of the diffusive mo-
tion of grains, during avalanches, from their position to the border of the
system. Due to this, arbitrarily large avalanches are possible, providing the
scale-free shape for the avalanche size/lifetime distribution. However, when
local dissipation is present, it is not necessary to reach the boundaries in
order to balance the energy input; it is only necessary to develop avalanches
large enough to ensure a proper dissipation of the initial input. Thus, the
maximum size for the avalanches (i.e. the cutoff of the avalanche probability
distributions) does depend solely on the degree of bulk dissipation, ε.

In light of these results, it can be concluded that when local conservation
is violated, the system self-organizes to a state whose distance to the critical
point depends on the degree of dissipation. Therefore, to recover criticality,
the limit ε = 0 is necessary. This was already pointed out in chapter 2,
where a regularization of a sandpile model in which a rate of dissipation ε
was introduced needed of a fine-tuning of this parameter to ε → 0 in order
to recover the SOC behavior.

It can be argued that this conclusion makes SOC very restrictive and, in
any case, the consequence of a “tuning” in which conservation is provided.
But as we already justified in chapter 1, the mechanisms to achieve the SOC
state can be found ubiquitously in Nature; as states the Noether Theorem,
any conservation law is just the consequence of the existence of a symmetry
in the system [195], and real systems are plagued of them. For instance,
energy conservation implies a temporal translational invariance; when the
conservation is broken with bulk dissipation, the symmetry also ceases, i.e.
a characteristic (finite) time scale appears (for example, the finite cutoff for
the lifetime distribution).

In the next section, these concepts will be put in a more rigorous context by
means of a simple mean-field model analytically tractable.
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5.2 The Self-Organized Branching Process

In chapter 1, it was mentioned that the avalanches in sandpiles with d ≥ dc

(i.e. the mean-field regime) can be seen as a branching process, but no
further details were given. In this section, a self-organized model which
follows the dynamics of a branching process is presented, and the effect of
bulk dissipation on its dynamics, studied.

A branching process is a Markovian process in which an individual, called
ancestor, creates a fixed number k of descendants with probability p(k). The
average number of descendants created per ancestor is the so-called branch-
ing ratio, σ =

∑
k kp(k): for σ > 1, the process continues indefinitely; if

σ < 1, it stops after a short number of new generations of descendants. When
the branching ratio is exactly σ = 1, the process becomes critical [52], in the
sense that it presents scale-free behavior.

Here, a branching process in which only two descendants can be created will
be considered. With probability p, one site creates two new individuals or,
with probability 1−p, the banching process does not generate new sites from
this ancestor. Therefore, σ = 2p, and there exists a critical value, pc = 1/2,
for which the branching process propagates in a marginal way.

From the Manna Model to a Self-Organized Branching Process

To study the equivalence between a high dimensional stochastic sandpile and
a branching process, the system introduced in [196] by Zapperi et al. will be
studied.

Consider a Manna sandpile model (see [54] and section 1.4). In any d,
the threshold is fixed to zc = 2, and an active site redistributes all its stored
grains (a number which changes each time). Here, the frequently used version
in which the number of toppling grains is fixed to 2 for any d is considered
(see previous chapters). Once the number of distributed grains is fixed, the
order in which the active sites relax becomes irrelevant and, the redistribution
rules, Abelian. In this way, when the threshold is overcome (zi ≥ zc), the
site relaxes (zi → zi − 2) and the height of two neighbors is increased by 1
unit, regardless of the dimensionality of the underlying lattice.

For d →∞ and these relaxation rules, due to the high number of neighbors
of a site the activity never visits twice the same position, and correlations
between sites can be neglected. Therefore, an avalanche with the Abelian
rules above summarized can be translated into as a branching process [196]:
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if a grain of a toppling event is dropped into a site with zi = 1, the grain
generates a new active site; in the case in which zi = 0, no new active site is
created and the avalanche does not propagate by means of this grain. Then,
the propagation of an avalanche in a d → ∞ Manna model is a branching
process in which the branching probability is given by p = P (z = 1) (i.e. the
probability to find a site with z = 1)2.

Now, to complete the mapping, open boundaries are necessary in order to
balance the energy input of the driving process. A generation is defined as
the set of sites created at the same time. By considering all the possible sites
(either created or not) of the branching process, after m generations there
are L = 2m+1− 1 individuals (see left part of Fig.5.2). By fixing a maximum
number of generations m (i.e. a maximum size for the avalanche), the effect
of the borders of a spatially extended model is imitated. For the active sites
of the m-th generation, each toppled grain is lost. In this way, the size of the
system is given now by L (see above).

This allows to complete the translation between the high dimensional
Manna model and the branching process: when no active sites are present
in the system, a new grain is randomly added until a drop on a zi = 1
site occurs (initial seed of the branching); avalanches proceed following the
Manna relaxation rules defined above (which coincide with the branching
process); energy can be dissipated at the boundaries, defined now as the
sites of the last possible generation m (last branching sites).

By means of this dynamics, which defines the so-called self-organized branch-
ing process (SOBP) [196], a stationary value for the energy and, therefore,
for the branching probability p = P (z = 1), is achieved. The dynamic rules
for this model can be summarized as follows:

• Driving: A random site i is selected.

• Avalanche: With probability p, the site creates two new active individ-
uals, for which the condition of branching will be also checked. This
process is iterated until no more branchings succeed. Each site at which
the relaxation condition is checked is considered part of the avalanche.

• Dissipation: When the m-th generation branches, the new individuals
are coinsidered to be out of the system.

2This equivalence was already pointed out in many articles (see [46], for instance), but
in none of them a self-organized process was defined before the work under discussion [196].
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Figure 5.2: Left: Sketch of the propagation of an avalanche in a SOBP system of size
L = 23+1 − 1 = 15; this avalanche has size s = 7 (red spots), and has reached the
border. The last possible generation (m = 3) has created two sites out of the system,
i.e. ζ3(p, n) = 2. Adapted from [196]. Right: Evolution of the branching probability p(n)
versus the normalized number of driving events n/L for two different sizes; the fixed point
is p∗ = 1/2 in both cases, but the larger the system, the smaller the fluctuations.

• Updating of p: as the branching probability p is related with the total
energy into the system (see above), it increases due to the external
driving and decreases due to the number of branchings not performed
because of the finite size of the lattice.

Next, the specific updating rule for the branching probability will be
deduced.

Criticality in the SOBP

With these rules, a self-organized process is defined, but it is necessary to
know whether it is critical, i.e. if the stationary value to which p tends
coincides with the critical pc (see above). Following the steps of Zapperi et
al. [196], it is possible to determine it by using a simple balance equation for
the energy.

If ζm(p, n) is the number of grains dissipated at the last possible generation m
of the avalanche started after the n-th driving event (see left part of Fig.5.2),
and Z(n) is the total number of grains into the system at this driving time,
the balance of energy which allows to reach a stationary state results in:

Z(n + 1) = Z(n) + 1− ζm(p, n). (5.2)

In any stable configuration of the stationary state, the total number of grains
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is given by the sum of the energy of the sites with z = 1. At empty sites,
P (z = 1) = 0. Therefore, P (z = 1) = p (see above) can be used to calculate
the total number of grains:

Z(n) = LP (z = 1) = Lp, (5.3)

and the balance equation of the Manna model is translated into an equation
for the probability of the equivalent branching process:

p(n + 1) = p(n) +
1− ζm(p, n)

L
. (5.4)

As the average number of dissipated grains is given by 〈ζm(p, n)〉 = (2p)m [52],
for each avalanche it can be written ζm(p, n) = (2p)m +η(p, n), where η(p, n)
is a Gaussian white noise. Plugging this result into Eq.(5.4), and taking the
continuum limit for n:

dp

dn
=

1− (2p)m

L
+

η(p, n)

L
, (5.5)

for which the fixed point of the deterministic part is trivially given by p∗ =
1/2 = pc. Therefore, in the thermodynamic limit (in which the effect of
fluctuations can be neglected [196]), the dynamics of the system attracts p
to its critical value (see right part of Fig.5.2). This simple SOBP is a SOC
system.

Also, in [196] some analytical results for the SOBP model are deduced.
Hereinafter, only large (but finite) system sizes will be considered (i.e. m À
1). In this limit, the fluctuations of p around the critical value in the station-
ary state can be neglected and, therefore, the distribution of p, ϕ(p), can be
approximated by a delta function ϕ(p) = δ(p−pc) (see right part of Fig.5.2).
This distribution is useful to calculate the avalanche size distribution P (s):

P (s) =

∫ 1

0

ϕ(p)Pm(s, p)dp, (5.6)

and the distribution P (t) of avalanche lifetime t (or number of generations
m):

P (t) =

∫ 1

0

ϕ(p)
(
P̃m+1(ζ = 0, p)− P̃m(ζ = 0, p)

)
dp. (5.7)
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The function Pm(s, p) (P̃m(ζ, p)) is the generic probability distribution for
avalanches of size s (ζ grains dissipated) after m generations, given by a
fixed probability p. Using the integer character of s and ζ, the corresponding
generating functions can be defined as:

fm(x, p) =
∑

s

xsPm(s, p) (5.8)

and:

gm(x, p) =
∑

ζ

xζP̃m(ζ, p). (5.9)

By taking into account the peculiarities of the branching process (due to
its hierarchical nature, s can only take odd values and ζ only even values;
the maximum number of topplings is smax = 2m+1 − 1, and for dissipated
grains, ζmax = 2m . . .), it is possible to deduce the recursive formulas:

fm+1(x, p) = x
[
(1− p) + pf 2

m(x, p)
]

(5.10)

with f0(x, p) = x, and:

gm+1(x, p) = (1− p) + pg2
m(x, p), (5.11)

where g0(x, p) = x. We focus now our attention on fm(x, p). As m À 1,
m + 1 ∼ m, and Eq.(5.10) can be trivially solved; two solutions are found:

f(x, p) =
1±

√
1− 4x2p(1− p)

2xp
. (5.12)

Rejecting the solution with the + sign, performing a series expansion of
f(x, p) in powers of x, and comparing with Eq.(5.8), for 1 ¿ s . m [196]:

Pm(s, p) =

√
2(1− p)

πp
s−3/2exp

(
sln(4p(1− p)

2

)
, (5.13)

which can be rewritten as:

Pm(s, p) ∼ s−3/2e−s/sξ(p). (5.14)
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The cutoff function, sξ(p) = −2/ln[4p(1− p)], diverges for the critical value
of p = 1/2. For small s the probability distribution can be easily obtained
from Fig.5.2; for instance, if s = 1, then the first branching attempt failed
and, therefore, Pm(1, p) = 1− p; if the size is s = 3, the first attempt created
the two descendants, but the avalanche stopped after that (i.e. Pm(3, p) =
p(1− p)2), and so forth.

For m . s . L, the probability distribution takes also a similar form; by
assuming that Pm(s, p) ∼ s−τF(s∆ς) (where F decays faster than a power
law and ∆ = p− pc), and taking the continuous definition of the generating
function:

fm(x, p) =

∫ ∞

0

xsPm(s, p)ds = 1 +

∫ ∞

0

(xs − 1)Pm(s, p)ds

∼ 1 +

∫ ∞

0

(xs − 1)s−τF(s∆ς)ds;
(5.15)

by changing x → e−y∆ς
, using that e−z ∼ 1 − z + . . ., and integrating by

parts τ − 1 times, the final result can be expressed as:

fm(x, p) ∼ 1− (y∆ς)τ−1 G (y) , (5.16)

where G has an integral shape depending on y. If this last expression is intro-
duced into Eq.(5.10) with the same changes of variables and expansions used
in the integral above, after some algebra it is easy to obtain the expression:

(2p− 1) (y∆ς)τ−1 G (y∆ς) = p (y∆ς)2(τ−1) G2 (y∆ς)− y∆ς ;

2∆ (y∆ς)τ−1 G (y∆ς) =

(
∆ +

1

2

)
(y∆ς)2(τ−1) G2 (y∆ς)− y∆ς .

(5.17)

Thus, close to the critical point (∆ → 0), all the leading-order terms in ∆
must have the same exponent, in order to keep the validity of the equation; in
this way, by comparing terms, it can be deduced that τ = 3/2 and, therefore,
in the regime m . s . L, it can be written that:

Pm(s, p) ∼ s−3/2F (s∆ς) . (5.18)



5.2. The Self-Organized Branching Process 167

In [196], another path to reach the same τ exponent, as well as a justifi-
cation for an exponential shape for F , can be found. We assume this form
hereinafter. In this way, for any value of s, next to the critical point:

Pm(s, p) ∼ s−3/2e−s/s̃ξ(p), (5.19)

where s̃ξ(p) is a cutoff function of p that diverges close to the critical point.
With this expression, the probability distribution can be obtained by using
Eq.(5.6) and the delta-shape for the distribution of p in the stationary state
(see above):

P (s) ∼ s−3/2e−s/s̃ξ(p), (5.20)

and by following similar steps for the lifetime distribution:

P (t) ∼ t−2e−t/t̃ξ(p). (5.21)

The exponential function establishes a cutoff for each distribution diverging
at the critical point p = pc, which coincides with the attractive fixed point
of the dynamics. Thus, the SOBP model behaves as a mean-field sandpile
when its SOC stationary state is reached (see table C.1). The numerical
simulations performed in [196] and also own measurements confirm these
values.

The SOBP model with Dissipation

Up to now, no local dissipation has been taken into account in this ana-
lytically solvable model. In [197], the same authors of the SOBP use the
same model to study rigorously the effect of the lack of conservation in the
relaxation rules.

Consider the same relaxation rules of the SOBP (mean-field Manna)
model described above at a finite system of size L = 2m+1−1. But now, when
a site relaxes, there exists a probability ε for the two toppled grains to be
dissipated. Therefore, the branching probability must be corrected because,
for a site to create two descendants, two situations must occur simultane-
ously: i) the grains of the site are not dissipated and ii) its toppled grains
are dropped into a site with z = 1. Then, a branching event takes place with
probability:
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q = p(1− ε). (5.22)

The branching ratio is calculated from the branching probability and,
also in this case, σ = 1 implies q = qc = 1/2. Thus, the critical probability
p to which the SOBP model with bulk dissipation (SOBP-D) must evolve in
order to reach a critical state changes to:

pc =
1

2(1− ε)
, (5.23)

that is, the larger the dissipation, the larger the value of p necessary to reach
criticality. Thus, only if the evolution equation for p converges to this new
pc ≥ qc, the system will remain critical for any degree of ε. Now, following
the steps of [197], the evolution equation for the probability will be deduced.

Recall the arguments which led to Eq.(5.2): the total energy at the driving
event n + 1 is the sum of the total energy at the n-th driving event (Z(n)),
the new grain added, and the negative contribution of the grains lost at the
boundaries (ζBm(q, n)), which depends on the branching probability q. But
in this SOBP-D model, the evaporation of grains must be also taken into
account, with a contribution ζεm(q, n). Therefore, Eq.(5.2) becomes:

Z(n + 1) = Z(n) + 1− ζBm(q, n)− ζεm(q, n). (5.24)

As in the SOBP, the total energy can be calculated by taking into account
only the probability to find z = 1 at a site (Z(n) = LP (z = 1) = Lp), and
therefore:

p(n + 1) = p(n) +
1− ζBm(q, n)− ζεm(q, n)

L
. (5.25)

Concerning the dissipated-energy terms, they can be written as a mean
value with size-dependent fluctuations. The mean number of boundary-
dissipated grains is given by the branching probability, as in the SOBP
model [52]:

〈ζBm(q, n)〉 = (2q)m = (2p(1− ε))m . (5.26)

The mean number of bulk-dissipated grains is the product of the number of
grains dissipated per toppling (2, limited by the relaxation rules), the average
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number of sites where there is no branching (〈ϕ〉), and the fraction of sites
for which this lack of branching is solely due to evaporation; thus:

〈ζεm(q, n)〉 = 2〈ϕ〉 pε

(1− p) + pε
. (5.27)

If πk is the number of active sites at generation k, the number of sites which
do not branch at this generation is given by the difference between πk and
a half of the number of descendants at the next generation (πk+1/2). Then,
the number of no-branching sites considering the overall avalanche (ϕ) is the
sum of the contribution of each generation up to the last one, m [197]:

ϕ =
m−1∑

k=0

(
πk − 1

2
πk+1

)
; (5.28)

by noting that the size of the avalanche is given by the total number of sites
at which the condition for relaxation is checked (active sites), s =

∑
k πk,

and:





m−1∑

k=0

πk =
m∑

k=0

πk − πm = s− πm

m−1∑

k=0

πk+1 =
m∑

l=1

πl = s− 1;

(5.29)

then:

ϕ =
1 + s− 2πm

2
. (5.30)

Now, the average of this quantity must be considered. Noting that the av-
erage number of active sites at an arbitrary generation k coincides with the
number of toppled grains at that generation, whose mean value is written
above:

〈πk〉 = 〈ζk〉 = (2p(1− ε))k ; (5.31)

therefore, using the definition of s:
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〈s〉 =
m∑

k=0

〈πk〉 =
m∑

k=0

(2p(1− ε))k =
1− (2p(1− ε))m+1

1− 2p(1− ε)
, (5.32)

and plugging Eq.(5.31)-Eq.(5.32) into Eq.(5.30):

〈ϕ〉 =
1

2

[
1 +

1− (2p(1− ε))m+1

1− 2p(1− ε)
− 2 (2p(1− ε))m

]
. (5.33)

Using Eq.(5.27) and Eq.(5.33), the mean value of the contribution of the
evaporated grains to Eq.(5.25) is given by:

〈ζεm(q, n)〉 =

[
1 +

1− (2p(1− ε))m+1

1− 2p(1− ε)
− 2 (2p(1− ε))m

]
pε

(1− p) + pε
.

(5.34)

As said above, for these mean values (Eq.(5.26) and Eq.(5.34)), a noise which
depends on the system size L must be added; the fluctuations of both dissi-
pative processes are grouped into the noise η(p, n)/L.

In the end, using Eq.(5.26), Eq.(5.34), the above described noise, and
taking the continuum limit for the variable n, the final form for the evolution
of the probability p, Eq.(5.25), can be written as:

dp

dn
=

1

L
− 2 (2p(1− ε))m

L

− pε

L [(1− p) + pε]

[
1 +

1− (2p(1− ε))m+1

1− 2p(1− ε)
− 2 (2p(1− ε))m

]

+
η(p, n)

L
,

(5.35)

where each contribution has been written separately for the sake of clarity.

By following the steps of [197], the evolution equation for p has been
obtained. Now, it is time to check whether the system is critical or not.
Recall that, in the presence of local dissipation, the critical value for the
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Figure 5.3: Left: Phase diagram for the SOBP-D and its conservative counterpart; the
dissipation changes the critical line (red), which does not coincide with the one of the
stationary state (green) anymore. Adapted from [197]. Right: Different behavior of the
avalanche size distribution for the conservative (inset) and the non-conservative (main
plot) case with ε = 0.2; when bulk dissipation is present, the exponential cutoff does not
depend on the system size for large enough sizes.

branching probability qc = 1/2 makes the critical value for p increase up to
a new pc > 1/2 (see Eq.(5.23)). If the fixed point of Eq.(5.35), p∗, coincides
with the new critical point, the bulk dissipation does not play a relevant role
in the system, and conservation is not a necessary condition. However, the
unique attractive fixed point for Eq.(5.35) is given by:

dp

dn
= 0 ⇐⇒ p∗ = 1/2, (5.36)

regardless the value of ε. Therefore, the dynamics of the system drives p
towards a stationary value smaller than the critical one. Thus, the branching
ratio reaches a value σ < 1 in the stationary state, and the branching process
can be propagated only a finite number of steps, i.e. the system reaches a
subcritical stationary state [197]. The phase diagram for this SOBP-D
model, and its comparison with the case ε = 0, can be found in the left part
of Fig.5.3.

To better understand the reason why the system is subcritical, the same
analytical calculations performed for the SOBP model can be done here by
using the new branching probability q instead of p. In this way, the final
expression for the probability distributions is given by:

P (s) ∼ s−3/2e−s/sξ(q), (5.37)

for the avalanche size distribution, and:
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P (t) ∼ t−2e−t/tξ(q), (5.38)

for the lifetime distribution. The main difference now is that the cutoff
functions do not diverge for the fixed point value q∗ = p∗(1− ε), but depend
on the degree of bulk dissipation ε; for example, for the size distribution
cutoff (see the previous section):

sξ(q
∗) =

−2

ln[4q∗(1− q∗)]
=

−2

ln[1− ε2]
∼ 2

ε2
. (5.39)

For the cutoff of the lifetime distribution, a similar power-law dependence
on ε can be obtained. Therefore, an exponential cutoff effect is always present
in the stationary state for any value of ε 6= 0, and the system is subcritical.
Only for the conservative limit ε → 0, the cutoff present on the observables
diverges, and the critical features (for instance, the finite size scaling) are
recovered.

This last situation is illustrated in the right part of Fig.5.3, where different
system sizes are used for the strictly conserved case (ε = 0), i.e. the original
SOBP model, and for ε = 0.2. As can be observed, in the original SOBP
model (inset) the cutoff experimented by the distribution moves to larger
values as the system size L is increased, disappearing in the thermodynamic
limit. This corresponds to the usual finite-size effect already commented in
chapter 1.

In the case of the SOBP-D model (main plot), the effect of the bulk dissi-
pation establishes another cutoff which only depends on ε. For the smallest
sizes, the finite-size cutoff is still smaller than the dissipation cutoff and,
therefore, it is still appreciable a finite-size effect. However, for the largest
sizes, the finite-size cutoff becomes larger than the dissipation cutoff, and
the scale-free behavior is interrumpted at the same point for all these sizes.
Therefore, in the dissipative case, correlations cannot diverge (i.e. remain
finite), and the system is subcritical for any ε 6= 0.

To summarize, by using an easy-to-understand and analytically tractable
microscopic model (the SOBP model), the effects of local dissipation have
been studied. When any non-vanishing degree of dissipation is present, the
range of the correlations depends on it, and divergent critical correlation
lengths cannot develop for a non-vanishing value of this parameter. All the
observables show, for large enough systems, a cutoff which does not depend
on the system size (that is, scale invariance is not recovered in the ther-
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modynamic limit); any degree of bulk dissipation makes the system become
subcritical. Thus, ε quantifies the distance of the system to the critical
point (i.e. its acts as a control parameter) and the original SOC system is
not self-organized anymore. Only when ε = 0, criticality is recovered. In
conclusion, conservation is a necessary condition for SOC.

5.3 Dissipation in a SOC Mesoscopic Theory

In the previous section, it has been shown, at a microscopic level of descrip-
tion, that any sandpile with broken local conservation is transformed into
a standard non-equilibrium system with a control parameter (the degree of
bulk dissipation), and only when it is set exactly to zero, criticality is recov-
ered. At this level, it has been already rigorously proven for deterministic
sandpiles [198,199].

After the original article of Bak, Tang and Wiesenfeld (BTW) [6], many
works were devoted to find a continuous equation for sandpiles. In this
early stage of the history of SOC, its equivalence with absorbing states (see
chapter 2) was not unveiled yet, and most of the equations (built from just
symmetry principles) were devised to describe the evolution of the height
of each site of the BTW pile. In such equations, a deterministic part takes
into account the relaxation rules of the sandpile, and an extra noise term,
the possible stochastic sources into the dynamics, as for instance the random
choice of the original seed. Due to the diffusive character of the dynamics,
the deterministic part of these equations use to contain only derivatives of
the height, which entails a conservative dynamics. Depending on the noise
term, the equation of motion could be strictly conservative or conservative
with a non-conserved noise.

In [121], the conditions for a Langevin equation to describe a generic scale-
invariant system were already pointed out. Broadly, when the equation de-
scribing the dynamics entails a conservative deterministic part and a conser-
vative noise, scale invariance can be only achieved if there exists any degree
of anisotropy in the dynamic rules. But when there appears in it a conser-
vative deterministic part and a non-conserved noise with zero mean (which
is the case of sandpiles), the Langevin equation describes SOC behavior.

In this section, the effect of bulk dissipation on this last generic mesoscopic
example of SOC will be studied. The simplest mesoscopic equation for this
generic-scale-invariant system is:
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∂tψ(~x, t) = Dψ∇2ψ(~x, t) + η(~x, t). (5.40)

The noise is defined by:

〈η(~x, t)〉 = 0,

〈η(~x, t)η(~x′, t′)〉 = σ2δd(~x− ~x′)δ(t− t′).
(5.41)

The spatial and time dependence of the mesoscopic field ψ will be omitted
when not necessary. More conservative terms can be added, but in compari-
son with the already present Laplacian, they are irrelevant from the point of
view of Renormalization Group (RG) theory.

When bulk dissipation is introduced into the system described by Eq.(5.40),
the equation must be modified by introducing a dissipation term like, for in-
stance, the lowest order −εψ:

∂tψ = Dψ∇2ψ − εψ + η(~x, t). (5.42)

If the Fourier transformation is defined by:

F [ψ(~x, t)] =

∫ ∞

−∞
ψ(~x, t)e−i~k~xddk = ψ̃(~k, t), (5.43)

by applying this transformation to both sides of Eq.(5.42) for both time and
space variables:

(−iω)ψ̃(~k, ω) = Dψ(−ik)2ψ̃(~k, ω)− εψ̃(~k, ω) + η̃(~k, ω), (5.44)

where the noise is now defined by:

〈η(~k, ω)〉 = 0,

〈η(~k, ω)η(~k′, ω′)〉 = σ2δd(~k − ~k′)δ(ω − ω′).
(5.45)

Therefore, leaving alone the ψ̃ field:
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ψ̃(~k, ω) =
η̃(~k, ω)

Dψk2 + ε− iω
. (5.46)

In the Fourier space, and using Eq.(5.45) and Eq.(5.46), the two-point cor-
relation function is:

C̃(~k, ω) = 〈ψ̃(~k, ω)ψ̃(~k′, ω′)〉 =
σ2δd(~k − ~k′)δ(ω − ω′)

(Dψk2 + ε− iω) (Dψk′ 2 + ε− iω′)
. (5.47)

Performing the inverse Fourier Transform in time:

C(~k, t) =
1

2π

∫ ∞

−∞

σ2eiωt

(Dψk2 + ε− iω) (Dψk2 + ε + iω)
dω. (5.48)

This integral possesses two poles of order one at the points ω1 = i(ε + Dψk2)
and ω2 = −ω1. By using the method of the residues, and taking the ap-
propriate path of integration3 [200], the correlation function can be written
as:

C(~k, t) =
σ2e−(ε+Dψk2)t

2 (Dψk2 + ε)
. (5.49)

Performing, now, the inverse Fourier Transform in space:

C(~x, t) =
1

(2π)d

∫ ∞

−∞
C(~k, t)ei~k~xddk

=
σ2

2(2π)d

∫ ∞

−∞

ei~k~xe−(ε+Dψk2)t

Dψk2 + ε
ddk.

(5.50)

Now, ~k is written in its generalized spherical coordinates (i.e. by considering
d − 1 angles and the modulus k). If the coordinates of ~x are taken as basis

for ~k, the integral takes the form [201]:

3Which, in this case, involves only one of the two poles; here, w1 will be used without
loss of generality.
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C(~x, t) =
σ2kd−2π

d−2
2

(2π)dΓ(1 + d/2)

∫ ∞

−∞
dk

e−(ε+Dψk2)t

Dψk2 + ε

∫ π

0

dθeikxcosθsind−3θ.

(5.51)

By using expression 8.411.7 in [202]:

C(~x, t) ∼
∫ ∞

−∞
dk

e−(ε+Dψk2)t

Dψk2 + ε
x−νkν+1Jν(kx), (5.52)

where ν = (d − 3)/2, Jν is the first kind Bessel function of order ν, and
the constants have been omitted for the sake of simplicity. Performing the
change of variables y = kx and, without loss of generality, fixing Dψ = 1,
after some algebra and using that, at leading order, (y2 + 1)−1 ∼ 1:

C(~x, t) ∼ e−εt

∫ ∞

−∞
dyyν+1e−y2t/x2

Jν(y). (5.53)

Solving the integral [202], the correlation function becomes:

C(~x, t) ∼ e−t/tξ(ε)e−
x2

t , (5.54)

where the cutoff function tξ(ε) ∼ ε−1 defines the time correlation length
ξt ∼ ε−1 and induces a spatial correlation length ξx ∼ ε−2 (see the second
exponential of Eq.(5.54)). Both correlation lengths depend solely on the
degree of dissipation ε and, only when it is fine-tuned to zero, correlations
diverge and the system becomes critical. The generic scale-invariance is lost.

In summary, a dissipative term −εψ in an otherwise “massless”4 theory,
introduces a characteristic length (inversely proportional to a certain power
of ε) for the evolution of the ψ field and, therefore, only when the parameter
of the new “mass” term (ε) is tuned to zero, the initial scale-free behavior
of the system is recovered. Therefore, conservation is a necessary and
sufficient condition for SOC.

4That is, with no linear term in the ψ field.
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5.4 Nonconservative examples of SOC in Na-

ture

In the previous sections, it has been stated that nonconservative local rules
prevent a system from exhibiting SOC. Although, as it was argued before,
conservation laws are abundant in Nature, there exist archetypical examples
of systems which embraces the usual SOC characteristics in their dynamics
despite of being clearly dissipative. This is the case of, for example, earth-
quakes and forest fires.

5.4.1 Earthquakes

Consider the outermost layer of the lithosphere of the planet. The crust is
divided into the so-called tectonic plates which, roughly said, are floating on
the liquid magma of the asthenosphere. The convective currents below them,
originated due to gradients of temperature deep into the Earth, give rise to
a slow motion of the plates.

The currents make the plates slowly move away or converge; when two plates
converge, the points of contact constitute a zone with geological activity,
where the friction between plates and the effect of the currents make them
store energy in the form of stress. As the motion is slow, the rate of stored
energy is small; the accumulation of tension can proceed during years until,
suddenly, the plate releases the collected stress in the so-called earthquakes.

Consider the contact zone as a d = 2 lattice. The sites of the plates accu-
mulate stress during long periods of time (years), until some sort of threshold
is overcome into one of the sites (the hypocenter). Then, the energy is re-
leased, and rapidly travels in form of damped waves (the seismic waves)
across the crust, reaching even its surface5. This relaxation event involves
many sites of the system (all the sites reached by the seismic waves), which
can in turn release part of their energy. This rapid chain reaction (it usually
lasts no more than a minute) ends when all the surviving waves reach the
surface, where the energy is eventually dissipated. The energy released dur-
ing an earquake, quantified by means of its intensity I, obeys the scale-free
Gutenberg-Ritcher law [2]:

5There exist another important point to be considered in an earthquake, the epicenter,
which is the first site at the surface reached by the seismic waves.
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P (I) ∼ I−γ, (5.55)

represented by the exponent γ (see chapter 1 and Fig.1.1).

By using this basic characterization of an earthquake, some analogies with
the SOC systems studied in the previous chapters can be done:

• The system is exposed to a slow driving process.

• There is one site, the hypocenter, at which an avalanche process is
triggered.

• In this event, its accumulated tension is relaxed by redistributing energy
among its neighbors, which can also become active and relax.

• The avalanche drives the released energy in form of waves towards the
boundaries of the system, given by the surface of the Earth. There, the
excess of energy of the system is dissipated.

• The duration of an avalanche is negligible in comparison with the scale
of time of the driving process, that is, there is an infinite separation
between perturbation and relaxation time scales.

This, together with the scale-free behavior of avalanches (see Eq.(5.55)),
makes natural to think in earthquakes as a good example where SOC can
be found into the real world. In fact, the easy identification of the SOC
ingredients is the reason why this example was used in chapter 1 to introduce
the basic notions of SOC. However, the damped propagation of the seismic
waves breaks the local conservation of energy, a necessary condition (as stated
in the previous sections) for a system to exhibit SOC.

Due to the “open” boundaries, the existence of avalanches, and the slow
driving, it is reasonable to think that the crust of the Earth, after thousands
of years of geological activity, has reached a stationary state in which the
stored energy is balanced with the tension dissipated during earthquakes.
The question to answer is whether this stationary state is critical or not, that
is, if the power law observed for the intensity of the earquakes (Eq.(5.55)) is
a result of a critical propagation of the earthquake.
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Early Models of Earthquakes

Starting from the basic assumption of stationarity, many models were devised
in the early years after the arising of the SOC concept. The first models
were mere translations of the BTW sandpile model [6] to the language of
earthquakes [203]; strictly conservative models which, in the end, were not
realistic (i.e. did not reproduce the Gutenberg-Ritcher law, Eq.(5.55)).

In order to obtain more realistic results, the constraint of conservation was
weaken. Although different models can be found in the literature (as, for
instance, the one in [204]), the most notable models of earthquakes are based
on the stick-slip spring-block model (or train model) introduced by Burridge
and Knopoff in [205].

The Feder-Feder Model

The Feder-Feder nonconservative model [206], uses a system composed by
a sandpaper and a carpet to model, by means of stick-slip processes, the
motion of the tectonic plates on the Earth.

The sandpaper-carpet system serves as a intermediate between sandpile mod-
els and earthquake models; due to this, this experiment will be briefly ex-
plained. Consider a d = 2 sheet of sandpaper posed on a carpet. The motion
of the sandpaper can be controlled by an elastic string. If a small amount of
force is applied to the string in order to make the sandpaper move, the fric-
tion between the sandpaper and the loops forming the carpet6 prevents the
paper from moving. It keeps storing energy from the string (stick process)
until the static friction is overcome, and a slip motion takes place, in which
the accumulated energy is used to overtake the dynamic friction.

In [206], this motion is considered as a rough approximation to the motion
of tectonic plates. A very refined setup is used in order to obtain experi-
mental measurements of the energy released during the slip processes (the
avalanches) of the sandpaper. Also, a d = 2 cellular automaton is devised
to model this system. Calling ui ∈ Z+ the displacement of the carpet fibers
due to the (elastic or friction) forces between the carpet and the sandpaper
at site i, the relaxation rules are given by:

6A “hairy” carpet is useless for this experiment [206].
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if ui ≥ Uthr

{
ui → 0
uj → uj + 1 ∀j n.n. of i.

(5.56)

These rules are very similar to the rules of the BTW sandpile (see Eq.(1.10)-
Eq.(1.11)) but, for Uthr > 2d = 4, a number of grains Uthr − 2d is lost
(dissipated) during the relaxation. This model (a nonconservative version of
the early model introduced in [203]) is, thus, a nonconservative version of
the BTW sandpile. The connection between sandpiles and stick-slip models
becomes clear.

The Olami-Feder-Christensen Model

The variation devised by Olami, Feder and Christensen (OFC) [12], the OFC
model, has also its origins in the Burridge-Knopoff spring-block model [205]
but, as we will see, in the end it is reduced to simple rules similar to the
above described for the Feder-Feder model.

Consider a two-dimensional fixed plate and blocks, labeled by pairs of integers
(i, j), posed on it. The blocks are connected between them, and also with
a moving plate, by means of perfect springs. The characteristic constant of
the springs in the two directions of the plate are, without loss of generality,
equal, but different from the constant of the springs connecting the blocks
with the moving plate (see Fig.5.4).

By assuming a perfect elastic behavior of the springs, the dynamics of the
system goes as follows: as the moving plate slithers, the elastic force of the
springs is transferred to the (still) static blocks, which accumulate it; when,
at any of these blocks, say the one labeled (i, j), the accumulated force Fi,j

overcomes a threshold Fthr (which represents the limit of the static friction
with the fixed plate), a sliding occurs, and part of its energy is transmitted
to its neighboring blocks by means of the springs, while the rest of the energy
is lost in the dynamic friction with the static plate. This can trigger a chain
reaction in which many more blocks are involved. An avalanche has started.

The cellular automaton is summarized in these basic rules:

• Initialization: All blocks are initialized with Fi,j randomly distributed
between 0 and Fthr.

• Driving: The site with the maximum force, Fmax
i,j is located, and the

force of all sites is increased by a quantity Fthr−Fmax
i,j in order to create

one active seed.
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Figure 5.4: Sketch of a spring-block system as the one described in the text. The springs
on the three main spatial directions have different colors. According to the definition of
the OFC model, blue and red springs are identical.

• Avalanche: The relaxation rule of the original active seed and the rest
of subsequent active sites, given by the following equation, is iterated
until no more active sites remain in the system:

{
Fi,j → 0
Fi′,j′ → Fi′,j′ + αεFi,j ∀ (i′, j′) n.n. of (i, j).

(5.57)

• Boundary conditions: The force at sites out of the system are fixed to
F = 0.

The degree of dissipation is given by αε; thus, in this d = 2 system, any
αε < 1/4 defines a local violation of the energy conservation. These rules
make the average force increase up to a certain stationary value, reported to
be critical [12].

The Role of Conservation in the OFC Model

These rules are very similar to the relaxation rules used in sandpiles. Actu-
ally, the described rules define a nonconservative version of the Zhang sand-
pile model [47]. In [48], it is already pointed out for this continuous sandpile
that any violation of local conservation entails a finite correlation time-scale
which only diverges when the parameter of dissipation is fine-tuned to its
zero value. In fact, the very same arguments used in the previous sections
with the Oslo ricepile and the SOBP model with dissipation also hold for the
modified sandpile which is the OFC model.

Even so, the question whether the OFC model is critical or not has gen-
erated a lot of controversy, due to the apparent critical behavior of the
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model observed in computer simulations even for large amounts of dissipation
(αε ¿ 1).

Many works have been devoted to analyze this question. Early simula-
tions of the original model [12,207–209] showed clean power laws in avalanche
distributions and power spectra; the observables exhibited the finite-size scal-
ing which can be expected from a critical model. This phenomenology was
obtained even for small values of αε. However, the value of the measured ex-
ponents of these scale-free observables depends on the degree of dissipation,
which is at least a sign of non-universality, unexpected in SOC as showed in
the previous chapters.

Moreover, when periodic boundaries conditions are used, the scenario changes.
As showed in [210, 211], and confirmed in subsequent works [212], in the
stationary state the system enters a cycle of periodic configurations, which
depends on the degree of dissipation (i.e. on the value of αε). These cycles
are characterized by ordered configurations which lead to defined peaks in
the avalanche size distribution. Only for values of αε close to conservation,
the periodic behavior is prevented by strong fluctuations associated with the
proximity to the critical point.

The differences between the original OFC model and its periodic version stem
from the boundary conditions. Therefore, as pointed out in [210–212], it can
be deduced that the origin of the apparent scaling reported in the OFC model
is the effect of the boundaries on the bulk: when the system is slowly
driven, the bulk starts to oscillate with a period (1− 4αε) which depends on
the degree of dissipation; however, the sites at boundaries oscillate with a
different period, because of the smaller number of neighbors avaliable.

As stated in [212], this originates an aperiodic disturbance which invades
the bulk, steadily destroying the periodicity. In this way, a sort of marginal
synchronization between the bulk and the boundaries is the responsible for
the apparent scale-free behavior. The disturbance invasion distance depends
on the number of driving events by means a power law, where the exponent
is a function of the degree of dissipation. This explains the dependence of
the avalanche distribution exponents on αε. As the exponent of the inva-
sion distance is small, and decreases as αε increases, the formation of the
synchronized configuration is slower for larger degrees of dissipation [212].

In conclusion, the apparent scale-free behavior of the OFC model stems from
the existence of large boundary-controlled coherent domains in the bulk,
which allow the development of apparently broadly-distributed avalanches.
Due to the dependence on the degree of dissipation of the velocity with which



5.4. Nonconservative examples of SOC in Nature 183

such domains are built, the observables are also affected by a dependence on
αε.

Accepting this, the “scaling” behavior of the OFC model must disappear
when the spatial structure becomes irrelevant, i.e. in the mean-field regime.
An easy way to check this is by using the random-neighbor ensemble de-
scribed in chapter 1, in which the neighborhood of a site is randomly chosen
among all the sites of the lattice at each time. This ensemble allows to map
the model directly into a branching process (see section 5.2).

Although the mapping and the analytical treatment of the resulting process
has been attempted with different results (see, for instance, [213] for the OFC
model, and [46, 214] for dissipative variants of the BTW and Zhang models,
respectively), it is in [215] where the model is analytically solved and, in
contrast to [213], without using open boundaries7 or strong assumptions.
In [215], Bröker and Grassberger calculate the energy distribution, as well as
the branching ratio and the average avalanche size, among other quantities.
The main conclusion is that, only in the limit ε → 0 (where ε is the degree of
bulk dissipation), the branching ratio reaches its critical value σ = 1 and the
average avalanche size diverges. That is, in the random-neighbor ensemble,
the system is not self-organized. This supports the conclusion of the origin
of the scaling in this model.

In light of the exposed results, it can be said that the OFC model is
not a SOC system. The apparent scaling reported in the simulations of
the model with open boundaries are due to the inhomogeneities represented
by the open boundaries, which induce an interplay between synchronized
and desynchronized configurations into the bulk. This interplay generates
large coherent patches, but occasionally the synchronization is broken due
to a strong driving [215]. In the end, apparent scale-free avalanches can
be observed for even large degrees of local dissipation. When these inhomo-
geneities are not present, nor the spatial correlations of an underlying lattice,
the scaling is recovered only for the limit of total conservation.

Extrapolating this result, it could be concluded that, therefore, earth-
quakes are not SOC phenomena, or the models up to date lack of some ingre-
dients to well describe them. Nonetheless, the Gutenberg-Ritcher law illus-
trates an apparent critical behavior. As mentioned in chapter 1, the origin of
such behavior cannot only resemble on critical behavior. However, the simi-

7Closed boundary conditions are crucial in this system in order to obtain reliable results,
due to the above explained influence of the borders on the behavior of the observables.
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larities between the phenomenology of an earthquake and SOC systems make
one keep on thinking in the SOC character of this natural phenomenon. It is
out of the scope of this thesis to answer the question of whether the scale-free
behavior of real earthquakes is only the synergic effect of many factors acting
at once, or the violation of conservation into the crust is low enough to pre-
vent the observations up to date from measuring a clear cutoff not dependent
on the size of the system (and the system is close to the SOC behavior).

5.4.2 Forest Fires

Forest fires have been historically considered, as well, a non-conservative
example of SOC present in Nature. Indeed, there are many analogies between
the dynamics of fires and the usual SOC systems:

• Triggering: A spark (for instance) sets on fire a tree.

• Avalanche: The fire propagates to each nearest neighbor tree of any
burning one. The propagation stops when no more burning trees re-
main in the forest.

The effect of a fire on the poblation of trees allows to assume a stationary
state for the number of trees. In fact, critical behavior (see, for instance,
[17, 216, 217] and references therein) has been reported for real catalogs of
fires. However, there is an intrinsic lack of conservation in the dynamics,
where there is not a quantity for which conservation is broken. The question
about its SOC character arises.

Early Models of Forest Fires

The first model of forest-fire (FFM1 hereinafter) was devised to show non-
trivial scaling in a turbulent system out of equilibrium [13]. This model,
subsequently modified in [218], is not a model in which a certain tunable
degree of dissipation exists; the system is, by definition, non-conserved.

Consider a d-dimensional lattice with closed boundary conditions in whose
sites (unitary areas of a forest, for instance) a certain number of trees, rep-
resented at site i by their density ui, can grow. Trees at each site grow with
a certain rate p, until a threshold is overcome. This originates a fire into the
site, which propagates instantaneously to the neighbors. Thus, three situa-
tions can be found at a site: ui ≥ 2 (fire), 2 > ui ≥ 1 (living trees), and
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1 > ui ≥ 0 (ashes). Starting from a random initial distribution of densities,
and by fixing a threshold uthr = 2, the relaxation dynamics goes as follows:

• Driving: The value of the density at each site is increased by a quantity
p.

• Avalanche: When the threshold is overcome at a site, say i, the trees
at this site burn and, in consequence, its density is reduced (ui →
ui−uthr). For any neighboring site, j, uj → 2uj if uj ≥ 1, and therefore
more fires can be activated. This process is iterated until there are no
more fires into the system.

For p → 0, the avalanche process is supposed to be instantaneous in compari-
son with the perturbation time scale, and no new trees grow during the course
of an avalanche. With these rules, the driving and the intrinsic nonconserva-
tive definition of the avalanche make the density of trees of the system reach
a stationary state.

Early measurements of critical exponents in this deterministic model of
forest-fire8 pointed to a scale-free behavior [13,218]. However, in [219], Grass-
berger reported in d = 2 regular spiral patterns of smooth9 fire fronts moving
with a nearly constant velocity; the correlation length at long times was ob-
served to scale as 1/p, with the consequent power law behavior for p → 0.
But the quasi-deterministic behavior, the dependence on the initial condi-
tions, and the fact that, for d > 2, periodic oscillations in the number of fires
were found, led Grassberger to the conclusion that the model is “critical in
a trivial way”, not SOC in the strict sense of the word.

In [210], it was shown that the cause for the apparent scale-free behavior
of the original system is its proximity to chaos. By slightly modifying the
original model, even a chaotic regime can be found, in which the heavy
fluctuations prevent the periodic oscillations but do not induce any power-
law behavior. In this last regime, in fact, the susceptibility of the system
decreases when p becomes low enough, instead of diverge.

Therefore, it was early stated that this nonconservative and deterministic
FFM1 is not a SOC system.

8Note that no stochasticity is present in the above exposed rules.
9Fractal dimension close to the Euclidean dimension.
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The Drossel-Schwabl Forest Fire Model

A few years later, a stochastic variant of the FFM1 was introduced. The rules
were reinterpreted in a probabilistic way, and a new rate was introduced [14]:

• Driving: At an empty site, a tree grows with probability p. Then, the
site becomes occupied.

• Initial spark: A tree not surrounded by any fire becomes a burning tree
with probability f (due to a lightning strike, for instance). The site is
called a burning site.

• Avalanche: A burning tree sets its neighbors on fire. The burning site
becomes empty at the next time step.

With these rules, which define the stochastic forest-fire model (FFM2),
the density of trees reaches a stationary state. The rules are similar to the
ones of the FFM1, but the sparking probability f allows the smallest clusters
(with size even smaller than 1/p) to burn10.

In the limit f/p → 0, the time scale separation arises, and individual
avalanches can be defined; indeed, the number of burnt trees during a fire
diverges and, therefore, the system apparently becomes critical.

Actually, in this model there exists a double separation of time scales: for
the system to become critical, it is not only necessary that avalanches proceed
instantaneously in comparison with the slow-driving, but also the ignition of
the initial trees must be slower than the driving (f ¿ p ¿ (f/p)1/d [14]).
This fact is the essential feature which differences forest-fires and sandpiles,
and what, a priori, makes the system critical even being its dynamical rules
essentially nonconservative.

The first analytical results and mappings into a branching process sug-
gested some similarities with standard percolation models [14,220,221]. There
was a great controversy not only about the analytical but also about numeri-
cal results; as the analytical tractability of this forest fire is very limited, this
controversy was mainly disputed by means of larger and larger numerical
simulations (see, for instance, [222–226]). In this way the early reported in-
teger values for exponents were corrected with non-trivial real values, which
reinforced the claim of the nontrivial SOC essence of the FFM2.

10Such small burning clusters are not possible in FFM1 where, as said before, there
exists a typical separation of size 1/p between fronts.
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However, when large enough systems were simulated, some anomalies were
reported; the most remarkable ones, the repulsive character of the fixed point
(f/p = 0), the coexistence of largely-subcritical and supercritical clusters of
trees, the existence of two length scales with different exponents into the
system, the violation of the usual scaling ansatz of the distribution of fire
(avalanche) sizes P (s) (see Eq.(1.2)) and a pathological finite-size behavior
[223,225,227,228].

When massive simulations of extremely large systems very close to the
critical regime are performed [229, 230], the apparent anomalies turn into
a real lack of critical behavior. Although apparent scaling regimes ap-
pear, which cannot be discerned from a pure power law for smaller systems,
these large scale simulations allow to distinguish a subsequent nonmonotonic
regime in observables like the avalanche size distribution. Also, the presence
of two different length scales (with different scaling) is confirmed.

Therefore, the divergence of the average number of burnt trees during a fire,
which was the originally reported sign of criticality, is not enough to ensure
the critical character of the stationary state, due to the existence of a second
length scale. Together with the above mentioned nonmonotonic behavior of
the observables, it leads to the conclusion that the self-organized station-
ary state of this FFM2 is not critical.

In conclusion, neither the earthquake models with broken conservation
(as the OFC model) nor the nonconservative stochastic models of forest fires
(as the FFM2) exhibit critical behavior. In the former, the local dissipation
is the responsible, recovering authentic criticality in the limit of conservation.
In the latter, it is still not clear the reason for such an anomalous behavior; in
the next section, some ideas about the origin of the apparent critical behavior
and also of these pathologies will be suggested.

5.5 Background Dynamics and Criticality

In the past sections, self-organized models with no local conservation have
been studied. In some systems like the Oslo model or the SOBP model,
the effect of a bulk dissipation is clearly distinguished from the real critical
behavior. This is due to the fact that the level of conservation can be easily
controlled, and the appropriate values for the size of the system and the
degree of bulk dissipation can be fixed in order to observe the dissipation-
induced cutoff in the observables.
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In other cases, like in the FFM2, massive large simulations are necessary
to discern the deviation from the scaling behavior and the rest of above
mentioned anomalies. The intrinsic lack of conservation seems not to prevent
the system from exhibiting a behavior very close to the critical one. Although
this seems to contradict the assertions about the role of conservation in SOC
systems, there is, as it is illustrated in what follows, a simple explanation for
this behavior: the repoblation mechanism of the FFM2 (i.e. growth of trees
with a certain small probability), that would be equivalent to a background
dynamics in a typical SOC model like a sandpile.

5.5.1 A Second Driving Mechanism

The basic underlying idea of the repoblation mechanism is to compensate
the energy dissipated during an avalanche. Consider the stationary state of
a non-conserved sandpile like, for instance, the Oslo model with dissipation
studied in the first section of this chapter. During an avalanche, many grains
can be dissipated (depending on the rate of bulk dissipation, ε), and the
background field remains with a subcritical average energy (see above).

Imagine that the number of grains dissipated at the bulk are stored into
a reservoir. If these grains are reintroduced into the sandpile before the
next driving event, the background field, a priori, recovers the same average
energy level that it would have after an ε = 0 avalanche. It is natural to
think that, due to this, the system can compensate the effect of dissipation
in order to exhibit true critical behavior again. By means of the two following
examples, in which this idea is introduced in their dynamics, the validity of
this assertion will be checked.

a) The SOBP-D Model Revisited

In [231], Juanico et al. introduce a background dynamics into the SOBP
model with dissipation (SOBP-D; see section 5.2). Consider the sandpile
rules of the original SOBP model. In analogy with networks of neurons,
in [231] the following notation is used: the sites with z = 2 are called excited,
the sites with z = 1, quiescent, and the sites with z = 0, refractory11.

With probability α, an excited site transfers two grains to two different ran-

11In the literature of SOC, the nomenclature with three different types of sites (active,
critical, and stable) is also common; see, for instance, [68].
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dom neighbors among all the possible sites of the lattice; with probability β,
only one grain is transferred to one neighbor; with probability ε = 1−α−β,
the two grains are dissipated.

If p is the density of quiescent sites and L = 2m+1−1 is the size of the system,
the version of Eq.(5.35) with the small modifications above mentioned is
[231]:

dp

dn
= A(p; α, β) +

η(p, n)

L
, (5.58)

where:

A(p; α, β) =
1

L
− 2 (p(2α + β))m

L

− pε

L [(1− p) + pε]

[
1 +

1− (p(2α + β))m+1

1− p(2α + β)
− 2 (p(2α + β))m

]

(5.59)

and, as expected, Eq.(5.35) is recovered when β = 0.

In section 5.2, it has been already explained that the critical point of a
branching process is given by a critical branching ratio (average number of
descendants per ancestor), σ = 1. In the original SOBP-D model, only 2 or
0 descendants can be created, and therefore σ =

∑
k kp(k) = 2p(1 − ε) = 1

implies Eq.(5.23). Here, the branching ratio must take into account the
possibility to create 2, 1 or 0 descendants; noting that, in the probabilities α
and β, it is already implicit the failure of dissipation:

σ =
∑

k

kp(k) = 2αp + βp + 0 =⇒ pc =
1

2α + β
. (5.60)

Background Dynamics

A background dynamics is implemented in [231] by introducing a rate λ for
a quiescent site to be turned into a refractory site, and a rate θ for the op-
posite transformation. This secondary driving process can be done, as in the
“critical” limit of the FFM2, out of the course of avalanches, and no activ-
ity is created by means of these transformations. Thus, for an appropriate
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balance of λ and θ rates, the background of the system can be regenerated.
In this way, the self-organized branching process with background
dynamics (SOBP-BD) is defined.

The creation of quiescent sites makes their density, P (z = 1) = p, increase
an amount given by (1− p)θ, while their transformation into refractory sites
makes it decrease in a quantity −pλ. Then, in the equation of evolution of p,
the background dynamics is equivalent to the addition of a term (1−p)θ−pλ
(which takes into account only driving times between two avalanches):

dp

dn
= (1− p)θ − pλ + A(p; α, β) +

η(p, n)

L
. (5.61)

This new term, if alone, makes p increase to the value p = θ/(θ+λ); therefore,
if the background rates are adjusted to [231]:

λ

θ
= 2α + β − 1 =

1

pc

− 1, (5.62)

the evolution of p possesses an attractive term which makes it tend to its
critical value pc.

Critical Behavior

To study whether the fixed value p∗ of Eq.(5.61), in contrast to the case of
Eq.(5.35), coincides with the critical point, the following function R(p) is
devised [231]. Its root is precisely the critical point pc:

R(p) = β2p2 − 4αp [1− (1− ε)p]− 2βp + 1. (5.63)

On the other hand, the root of dp/dn, Eq.(5.61), as a function of p is its fixed
point. In this way, by comparing the graph of R(p) with the plot of dp/dn,
it is possible to know how far the fixed point p∗ is from the critical point pc.

As can be seen in the left part of Fig.5.5, for β = 0 and sizes such that
m > 16, the fixed point of the dynamics, Eq.(5.61), coincides with the critical
point. This could lead to the conclusion that the SOBP-BD model reaches
a SOC stationary state for finite sizes, regardless the degree of dissipation.
Also, the same finite-size scaling and the critical exponents of the conserved
SOBP can be measured for such sizes [231].
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Figure 5.5: dp/dn and the function R(p) (whose root is the critical point pc, see text)
for ε = 0.25, β = 0, and η = 0.03125. Inset: Order of magnitude of A(p; α, β), which
changes its sign at p = p∗2 = 1/2.

However, there are two important factors to take into account [232]:

i) The Critical Character of the SOBP-BD model: In Eq.(5.61), there are
two main contributions:

• The term (1 − p)θ − pλ, which regenerates the background up to the
value p∗1 = θ/(θ + λ).

• The term A(p; α, β), whose fixed point for β = 0 was proven to be
p∗2 = 1/2 for any value of ε (see section 5.2), which holds also for β 6= 0.

When the two contributions are represented versus p, the former reaches from
below its fixed value p∗1 = pc. Nevertheless, A(p; α, β) changes its sign, from
positive to negative, at a value p = p∗2 < pc (see right panel in Fig.5.5).

Therefore, for values of the probability into the range 0 ≤ p ≤ p∗2, dp/dn
increases towards its critical value from below with a positive contribution
of both terms, with the fluctuations given by the noise term. However, for
the range p∗2 < p ≤ pc, the contribution of A(p; α, β) is negative and prevents
p from reaching its critical value12. Therefore, for significative values of
A(p; α, β), it is not possible for the dynamics to drive p towards its critical
value, but towards a stationary value p∗ < pc. In conclusion, the system
cannot be critical because of the presence of dissipation. When
ε = 0, p does not need the background dynamics to reach its critical value,
and the original SOBP is recovered.

12This is caused by the approaching from below of the term (1 − p)θ − pλ to its fixed
value.
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In the SOBP-BD model, the reason why critical behavior is observed for
a finite size regardless of dissipation is very simple: as m increases, the
contribution of A(p; α, β) becomes smaller and smaller. In the right part of
Fig.5.5, it is shown that, for the reported m = 16, the values of this term for
p < pc are negligible in comparison with the secondary driving term.

ii) The Self-Organized Character of the Modifications: In the SOBP-BD, the
value of the parameters λ and θ is essential in order to reach a stationary
state with the appropriate value of the probability p. As it is established by
Eq.(5.62), in this model there is an explicit tuning of these parameters to
their critical values. The imposition of specific values for these parameters
in order to reach the reported behavior turns this model into a standard
non-equilibrium model, with a standard critical point given by Eq.(5.62) and
large enough m.

To summarize, this modification of the SOBP model with dissipation, in
which a background dynamics between avalanches makes the probability p
increase in order to reach its critical value pc, is not a true SOC system.
Is not critical, because the dissipative dynamics prevents p from reaching the
critical value; and is not self-organized, because a tuning is necessary to drive
p towards a value close to criticality. Only for large enough system sizes, this
value is indistinguishable close to pc.

b) The OFC Model Revisited

As mentioned in section 5.4.1, in [215] Bröker and Grassberger exactly solved
the OFC model in the random-neighbor ensemble. It was proven that it lacks
of criticality due to the violation of local conservation. In [233], Pruessner
and Jensen consider a slightly modified version of the random-neighbor OFC
(RN-OFC) model in which a secondary driving process, by means of back-
ground dynamics, is used in order to compensate the dissipated energy. This
analytically tractable model is the second example to be studied here.

Consider a square lattice whose L sites store a certain continuous amount
of energy, zi. Three species are defined: stable sites, which have energy
0 ≤ zi < 1 − αε; susceptible sites, with energy 1 − αε ≤ zi < 1; and active
sites, with energy zi > 1. As usual, the background field is formed by non-
active sites (see chapter 2). Whereas the relaxation event remains like in
the original RN-OFC model, the driving stage is split into two parts. The
dynamics is the following [233]:

• Background Dynamics: In this stage, (1/θ) sites are chosen randomly
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and, if they are stable sites, their energy is set to 1 − αε. Otherwise,
their energy remains untouched.

• Triggering: After the background dynamics, one site, say i, is randomly
chosen and, only if it is susceptible, its energy is set to zi = 1. In this
way, an avalanche starts.

• Relaxation: Any active site relaxes completely its energy (zi → 0), and
only a fraction αε of it is transmitted to its neighboring sites (zj →
zj + αεzi, with j 6= i). The rest of the energy is dissipated. When no
more active sites remain in the lattice, a new driving event is performed.

As it is defined in the random-neighbor ensemble, the neighbors of a site i
are randomly chosen between all the sites of the square lattice, when neces-
sary13. If the number of neighbors is fixed to m, the limit of conservation is
established at αε = 1/m.

The parameter (1/θ) is related with the parameter introduced in [223] in an
optimization of the simulations of the FFM214. In the limit (1/θ) → ∞,
the avalanches of the system are well-defined, with a duration negligible in
comparison with the driving time scale.

The condition for stationarity is, as usual, a simple balance of energy: the
dissipated energy must balance the increase resulting from the two driving
stages. As:

- During a relaxation at the active site i, the total amount of energy
dissipated is (1−mαε)zi; therefore, the average energy dissipated dur-
ing an avalanche is (1 − mαε)za〈s〉, where s represents the size of an
avalanches and za, the average energy of an active site.

- In a triggering, the energy of the selected susceptible site, say i, is
increased by an amount 1 − zi; therefore, on average, the increase of
energy due to triggerings is 1− zs, where zs is the average energy of a
susceptible site.

- In every background driving, the energy of a stable site, e.g. i, is
increased an amount (1−αε−zi); this is attempted (1/θ) times and, in

13Note that there is no boundaries in the system; the bulk dissipation is the only one of
the dynamics.

14This new parameter depends on the inverse of the (f/p) parameter of the FFM2.
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comparison with the triggering event, it is performed in a ratio (ζst : ζs),
where ζst (ζs) is the density of stable (susceptible) sites. Therefore, the
average increase of energy due to this secondary driving is given by:
(1/θ)(1−αε− zst)(ζst/ζs), where zst represents the average energy of a
stable site.

Then, the balance equation ensuring stationarity is:

(1−mαε)za〈s〉 = (1− zs) + (1/θ)(1− αε − zst)
ζst

ζs

. (5.64)

It is straightforward deduced from this equation that, by assuming that both
〈s〉/L and (1/θ)/L vanish in the thermodynamic limit [233], 〈s〉 diverges in
one of these cases: i) total conservation (i.e. αε = 1/m) or ii) divergence
of (1/θ) which, in fact, is the condition assumed in order to obtain the time
scale separation appropriate for SOC. Therefore, a priori, the self-organized
stationary state, reached in the limit (1/θ) → ∞, would be critical and the
RN-OFC with background dynamics would be a SOC system.

By following a procedure similar to the used by Bröker and Grassberger
in [215], Pruessner and Jensen calculate the essential energy distributions
for the system. It is of special importance the distribution of energy of the
active sites, C(z), because of its relation with the branching probability. The
support of this distribution is the interval [1, 1/(1 − αε)]. The lower value
is, trivially, z = 1; for the upper value, the energy of the last active site of
an infinite avalanche involving sites with energy z = 1 is to be considered: if
double charges are neglected (which is possible for systems large enough, see
section 5.2), its energy is given by 1 + αε(1 + αε(1 + αε(. . .))) = 1/(1 − αε)
[215,233]. Thus, the branching ratio can be written as [233]:

σ = m

∫ 1/(1−αε)

1

dz

∫ 1/(1−αε)

1

dz′C(z′)P (z − αεz
′), (5.65)

where P (z) is the distribution of energies. This relation, Eq.(5.65), can
be obtained when C(z) is a δ-peaked function. Only in two limits, C(z)
converges to a δ function: in the trivial αε → 0 limit, when the sites are
isolated from the rest, and the only avalanches possible consist of one site;
and the conservative limit αε → 1/m, in which criticality and the power laws
reported for all the here-studied mean-field SOC systems are recovered [233].

For any other degree of dissipation, the system is subcritical [232]. In fact,
a similar dependence of σ and 〈s〉 on the parameter αε to the one reported
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Figure 5.6: Divergence of the mean size of an avalanche for values of the parameter αε

closer and closer to the conservative limit αc = 1/m (m = 4, as in [233]).

for the RN-OFC model in [215], can be observed also in this system, as
illustrated in Fig.5.6.

On the other hand, as these calculations are valid only in the thermo-
dynamic limit, the parameter (1/θ) must be fine-tuned to a value which
diverges slower than L, in order to achieve the stationary value. Again, a
fine-tuning is necessary in order to ensure a stationary state for the energy,
and criticality is recovered only in the conservation limit. In conclusion, the
RN-OFC model with background dynamics is not a SOC system.

The Failure of Repoblation

At this point, it is natural to wonder why the repoblation mechanism is not
able to make the system recover a critical behavior. As in sandpiles (see
section 5.1), in the discussed systems the energy of the background acts as
a dynamic control parameter, and its critical value is reached by using con-
servative dynamics (and only in the thermodynamic limit). The secondary
driving (repoblation) mechanism should suffice in dissipative systems to make
them recover the critical levels of energy, even if it implies a specific tuning
of the repoblation parameter.

Recalling the concepts explained in chapter 2, the initial condition of
an avalanche in the SOC stationary regime is a critical configuration of the
background. It is critical not only due to the average value of the energy,
but also because of its correlations, which are the result of the advance of
the last avalanche (i.e. a long-term memory of the system). An arbitrary
repoblation process can destroy these correlations, making the initial value
not a critical one, regardless the average energy stored in it.
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But this is not the only reason for the breaking of criticality. As stated in
the first sections of this chapter, the bulk-dissipative dynamics by alone is
subcritical. During the course of an avalanche, any local violation of conser-
vation involves the appearance of a finite correlation length which prevents
the observables measured during the spreading of activity from being critical.
In this way, as the driving process affects only to the initial condition of the
avalanches, regardless this initial configuration, a bulk-dissipative avalanche
always develops finite correlation lengths. Moreover, in the course of the
avalanche, the restored background becomes a subcritical one and, in the
end of the event, there remains a subcritical configuration again.

All these phenomenology can be clearly observed in the already discussed
avalanche-driven version of the pair contact process (PCP) model (see section
4.3). Consider the Langevin equations for the PCP model, Eqs.(2.18), in their
simplified version:

{
∂tρ = Dρ∇2ρ + µρρ− λρρ

2 − ωρρφ + σ
√

ρη(~x, t)
∂tφ = µφρ− λφρφ,

(5.66)

where ρ represents the activity field, φ the background field, η is a Gaussian
white noise and the rest of parameters are just constants. Due to the mass
term µφρ, the background field is not conserved. Therefore, it can be created
and removed at each site, and these processes are controlled by the fixed set
of parameters.

By integrating the equation for φ and replacing it into the activity equa-
tion (see Eq.(2.19)), an effective parameter µeff (in which all the terms linear
in ρ are considered) can be defined. In this parameter, both the field φ and
µρ appear. The parameter µρ represents the distance to the critical point,
i.e. the control parameter of this system. There is a stationary value for the
background field (φ) associated with each value of µρ; only when µρ = µc,
the background becomes critical (φ = φc), µeff = µeffc , and the measured
observables are scale free. Due to the fact that the control parameter is fixed
during the dynamics, the system is not self-organized.

Suppose that the control parameter is tuned to a value µρ < µc. In these
local-dissipative dynamics represented by Eqs.(5.66), the average value of
the background converges to a subcritical stationary value φ = φsub and,
therefore, µeff to µeffsub

.

If repoblation processes are applied to this system in order to increase the
average value of the φ field, the initial conditions for the spreading of activity
(avalanche) are modified. Due to the increase of the background field, the
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effective mass µeff can increase up to µeffc . However, because of the chosen
value for µρ, during the course of the avalanche the dynamics makes the
background field converge again to its associated value φsub (and µeff to
µeffsub

). Thus, after a transient period, the behavior of the system becomes
again subcritical.

The initial condition cannot influence the final state, as is usual in non-
equilibrium non-chaotic systems. In this way, the effect of the repoblation in
this avalanche dynamics for the PCP is just to make the background (or µeff )
oscillate with very strong fluctuations with an average value determined by
µρ. In the case of µρ < µc, the average background field φ is always below
its critical value, and the system is subcritical.

Due to these reasons, this kind of integration of the PCP equations,
Eqs.(5.66), entails a previous fine tuning of µρ to its critical value µc in
order to measure critical observables. If µρ < µc, as in the SOBP-BD and
RN-OFC with background dynamics, although the repoblation brings the
density of the background closer to its critical average value, the subcritical
spreading of the avalanche (due to dissipation) eventually forgets the initial
state and prevents the system from exhibiting true scale free behavior.

5.5.2 Conservation on Average

In light of these results, local conservation appears to be a rigid constraint
which cannot be violated for the dynamics of a system in order to keep the
SOC condition. However, this condition can be relaxed in a certain way.

Consider the Langevin equations for the C-DP class, Eqs.(2.66), in the
SOC ensemble (see chapter 2). If a bulk dissipation term is introduced into
the system, then:

{
∂tρ = Dρ∇2ρ + µρ− λρ2 + ωρE + σ

√
ρη(~x, t)

∂tE = −ερ + DE∇2ρ.
(5.67)

Using the arguments seen in the previous sections, it can be deduced that
the self-organized stationary state reached by means of these equations is
characterized by an average energy Eε below its critical value, Ec, regardless
the initial condition. The system is subcritical and, only for ε = 0, the SOC
behavior is recovered.

However, it is possible to consider this zero value as the mean value of a
stochastic rate for dissipation, ζε(~x, t), short range correlated, which can be
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added to the equation. With this new term, the equation for the energy of
the C-DP set of Langevin equations becomes:

∂tE = ζε(~x, t) + DE∇2ρ, (5.68)

where:

〈ζε(~x, t)〉 = 0

〈ζε(~x, t)ζε(~x
′, t′)〉 = σ2

ε δ
d(~x− ~x′)δ(t− t′),

(5.69)

that is, a simple Gaussian white noise. This noise mimics a microscopic
compensation of the dissipation by means of the repoblation process dur-
ing the course of the avalanche which results in a zero dissipation average
value. Note that, if no new active site is created, the definition of individ-
ual avalanches is still preserved; the creation of spontaneous activity would
entail, furthermore, the raising of an extra “mass” term into the evolution
equation for activity which, as already checked in section 5.3, would lead to
a characteristic length into the theory which only diverges by means of a
fine-tuning [68].

If the noise term results to be irrelevant for the critical behavior, the SOC
behavior is maintained while local conservation is only fulfilled on average
[232]. This idea, which was already reported to work properly in microscopic
sandpiles [234], can be checked, a priori, by means of a trivial power counting.

Consider the energy equation, Eq.(5.68), integrated and replaced into the
equation for the activity field ρ. Thus, a new term with an accumulated
noise appears into the action of the field ρ. By using the Central Limit
Theorem [A4], the term with this integrated noise can be approximated with:

ωρ

∫ t

t0

dsζε(~x, s) ∼ ωρ σε

√
tηε, (5.70)

where ηε is a Gaussian white noise. As seen in chapter 2 and appendix B,
this noise is equivalent to a ρ̃2 term; concretely:

∫
ddx

∫
dt

(
ω2σ2

ε tρ
2ρ̃2

)
. (5.71)

By defining νε = ω2σ2
ε , the possible relevancy of this constant indicates the
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relevancy of the noise term. As Eq.(5.71) must represent a dimensionless
term:

[L]d[T ][νε][T ][ρρ̃]2 ∼ 1. (5.72)

From the contribution of the Laplacian term Dρ∇2ρ and the time-derivative
term ∂tρ, the scaling dimension of ρρ̃ is [ρρ̃] ∼ [L]−d and [T ] ∼ [L]2. Then:

[νε] ∼ [L]d−4 ∼ [∆]4−d, (5.73)

where ∆ represents the distance to the critical point. As dc = 4, the noise
is marginal and, with this kind of arguments, the relevancy of the noise
cannot be managed. As RG calculations cannot be made (see chapter 2), only
numerical simulations are a suitable tool in order to deduce the properties of
the new added stochastic term.

To study the relevancy of the noise, numerical simulations of the Langevin
equation using the SOC ensemble, but also with many different microscopic
models as the Manna model, the Oslo model or the RD model (not shown)
[232] have been carried out. In all the cases, the “conservative on average”
behavior is indistinguishable from the conservative critical behavior, at least
up to very large system sizes. This shows that it is possible to break the
local conservation rule and keep a reasonable close-to-SOC behavior if and
only if local conservation is fulfilled on average.

From a strict point of view, these systems are not really SOC, but the
local on-average conservation allows to develop correlation lengths so large
that the finite-size scaling is broken only for very large values of the system
size L (so large as desired by controlling the amplitude of the fluctuations15).
Maybe a model considering such a bulk-dissipation can explain the apparent
scale-free behavior of phenomena like, for instance, earthquakes (and the
astonishing scaling of the Gutenberg-Ritcher law, Eq.(5.55)), in Nature.

15Of course, for large values of the amplitude of the fluctuations, the noise becomes
relevant and dominates over the Laplacian, which is the main term which participates in
the self-organization.
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5.6 Concluding Remarks

Conservation is a necessary and sufficient condition for the existence of SOC.
In any SOC system in which local conservation is violated, finite correlations
which depend solely on the degree of bulk-dissipation arise.

When such finite characteristic lengths appear, the degree of dissipation
acts as the distance to the critical point, i.e. it becomes the control parameter
of the dynamics.

Thus, a SOC system with bulk-dissipative dynamics reaches the critical sta-
tionary state only when this control parameter is fine-tuned to the conserva-
tion limit. Therefore, the system is not critical by means of self-organization.

For the archetypical models of real “SOC” systems like earthquakes and
forest fires, it has been shown that no SOC behavior is possible due to their
non-conservative dynamics.

In two different mean-field models, it has been shown that a repoblation
trick (artificial increase of the average level of background) acting between
avalanches makes the bulk-dissipative system strongly fluctuate around a
subcritical steady state.

Only if the dissipation is exactly compensated during the avalanches, the
obtained scaling behavior of the observables is indistinguishable from the
true critical behavior, at least up to large system sizes.

Now, the initial definition of SOC made in the beginning of the thesis can
be revisited:

Self-Organized Criticality is a mechanism through which open systems
achieve a self-organized statistical stationary state in which a nonequilibrium
phase transition into absorbing states is undergone; due to local con-
servation, and by means of the existence of a slow-driving, threshold, time
scale separation, metastability and boundary dissipation, the dynamics of the
system leads it to a critical state in which scale invariance is present in all
the observables.



Chapter 6

Experimental Realizations of
SOC

In previous chapters, some theoretical models which seek to capture by
means of different microscopic rules the general features of SOC were stud-
ied. Starting from the simple deterministic Bak-Tang-Wiesenfeld (BTW)
sandpile model, more complex behavior was found in the different stochastic
versions discussed up to now.

Although the models studied so far were created in order to describe the
phenomenology of a real system (i.e. they are not purely theoretical models,
but applicable to real life), for none of them an experimental realization has
been proposed (at least in detail) all along this thesis, nor the validity of their
rules in order to produce SOC behavior in a real system has been checked
thus far.

In this chapter, some experimental realizations of SOC will be studied.
First, the early experimental setups devised to reproduce the SOC behavior
of sandpile models will be briefly reviewed. In view of their lack of success
in this challenge, and in order to get rid of the inconvenience of certain
factors, the most relevant experimental granular pile will be described: the
Oslo ricepile. Next, systems close to the behavior of sandpiles but whose
“grains” are not affected by the mentioned factors will be considered, namely
superconductors in the presence of a ramping magnetic field. In the end, it
will be discussed the critical and SOC character of one of the most complex
systems in Nature: neural networks.

201
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6.1 Real Piles of Sand and Rice

In the quest for a theoretical model intended to reproduce certain features
of a real system, a balance between simplicity in the rules and a realistic
character for the model must be done, in order to obtain a simple (and
theoretically tractable) but useful model.

Many simplifying assumptions make a system lose part of its applicability.
For instance, even in the p → 0 limit, the stochastic model of forest fires
(FFM2) (see the previous chapter) has the possibility of an instantaneous
creation of a tree at a site just after a fire has passed, which constitutes a
very unrealistic scenario.

On the other hand, even when the theory is accepted to describe a real
situation, like Directed Percolation (DP)1, it is very difficult to find an experi-
mental realization with which obtain a reliable measurement of its exponents.
Although DP exponents were calculated decades ago by means of theoretical
studies like the Renormalization Group (RG), it is only very recently that
these exponents have been measured reliably and accurately enough [235].

As explained in previous chapters, the image of a sandpile was only a
simple metaphor with which BTW intended to introduce in a simple way the
concepts and features of SOC [1]. Thus, it can be expected for this model
to be an oversimplification of real sandpiles, being many more ingredients
necessary to reproduce their real behavior. Nonetheless, after the seminal
work of BTW [6], many experimental groups looked for SOC in real piles.

6.1.1 Early Sandpile Experiments

The Chicago Group Experiment

In the first experiment with real sandpiles, carried out by the Chicago Group
[236], three different experimental setups were used: a rotatory semicircular
drum, an open box with sand added from the top, and a closed cylindrical
drum. Instead of real sand, spherical glass beads and rough aluminum-oxide
particles were used.

In the semicircular setup (see left part of Fig.6.1), an initial amount of

1This universality class describes the phenomenology around non-conserving absorbing
states, which are ubiquitous in Nature.
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particles partially filling the drum is introduced into it, and a controlled slow
rotatory motion with a fixed angular velocity, started. Thus, the free surface
of the pile can be tilted a certain angle at will. The behavior of the pile is
characterized by means of the angle of the free surface of the pile with the
horizontal (θ). If it is below a certain angle, called angle of repose θr,
the pile remains as a solid (i.e. all the particles remain in their positions).
When θ > θr, a few rearrangements take place (small avalanches); when
θ > θm > θr, avalanches spanning the whole system occur which reach the
border of the drum. In such large avalanches, sand is lost at the rim, and
these “grains” are measured by means of a parallel-plate capacitor, which
can detect even a few “grains” falling. With the particle flow, the pile is able
to dissipate at the boundary as much energy as necessary to recover a state
with angle θ < θr.

Therefore, three different regimes can be distinguished for this pile:

i) For θ < θr, the particles remain at their position; no rearrangements
are present (i.e. there is no activity).

ii) For θm > θ > θr, small avalanches can take place when small variations
in θ are considered. The system jumps between metastable states.

iii) For θ > θm > θr, any increase in θ gives rise to avalanches as large as
the system is. The pile, which behaves like a fluid, is unstable.

Therefore, the angle θ can be considered the control parameter of this ex-
periment. With the deterministic dynamics of this experimental setup, no
power laws were measured for the avalanche lifetime nor inter-avalanche-time
probability distributions, and the exponent measured with the power spectra
S(f) (see Eq.(A.3.3)) does not coincide with the measured by BTW in their
original model2. This system does not behave in a critical way3. Indeed,
the system presented an oscillatory behavior, with peaks in the distributions
corresponding to the largest avalanches with size of the order of the system.
This means that the pile gets trapped in cycles of hysteresis connecting the

2Theoretical works supported that this difference stems from considering only the
avalanches reaching the boundaries of the system. Indeed, the exponent predicted by
simulations of the BTW sandpile considering only this kind of avalanches coincide with
the measured in this experiment [237].

3The existence of 1/f noise does not imply criticality [16]; therefore, S(f) is not a
reliable observable to take into account in order to check the critical behavior of a system.
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Figure 6.1: Left: Sketch of the semicircular rotatory drum of the Chicago Group. Right:
Circular base experiment of the IBM Group (taken from [238]). Note that, in both cases,
only avalanches reaching the border can be measured.

situations in which there is a total stability (θ < θr) and total instability
(θ > θm) [236].

Critical behavior was not obtained for the open, rectangular box, with
slowly added grains from the outside. And not even when mechanical vibra-
tions were applied to both drums. When vibrations are present with zero
angular velocity, their intensity acts as the control parameter, because vi-
brations are able to facilitate the transition from stable to unstable phase by
controlling their intensity, regardless the value of θ provided θ > θr.

Even by using this procedure, aimed to break the hysteresis cycles, still non-
critical behavior was observed. With these results, it was concluded that real
“sandpiles” are not SOC [236].

The IBM Group Experiment

In a very different experiment, the IBM Group tried to check the results of
the previous work by using an experimental setup more similar to the one
described by BTW in their original article [238].

In this experiment, a funnel with a rotation controlled by a motor drops
grains of sand or aluminum oxide particles one by one at a small zone above
the center of a circular disk (see right panel of Fig.6.1). As the grains are
added, the sandpile is built, acquiring a conical shape. When grains reach the
border of the disk, they fall into a weighing pan connected to a computer. In
this way, the addition of grains is controlled, and their boundary dissipation
can be measured.

With this experimental setup, the pile, after a transient regime, achieves
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a stationary state in which the total energy on the circular disk fluctuates
around a fixed value. In this regime, the size distribution P (s) and the
power spectra S(f) of the avalanches were measured. The new grains must
be dropped when no one of these avalanches are in course.

One important point of this work is the finite-size study made in the
experiment. As explained in previous chapters, the finite-size scaling (FSS)
of the observables of a system is a sign of criticality. For the avalanche-
related distributions, it is represented by the conditions Eq.(1.4)-Eq.(1.7).
Thus, when P (s)sτ versus s/LDf (where L is the system size) is represented,
the resulting graph is a universal scaling function, and therefore a collapse
of the plots for different sizes is expected.

In [238], many different sizes (diameter of the base) were used. For the
smallest sizes, the usual stochastic-like fluctuating stationary state for the
total amount of sand was measured, and power laws in both P (s) and S(f)
were reported. In fact, the usual plot described above, with which the finite
size ansatz is checked, showed a good collapse (i.e. critical behavior) for the
smaller sizes. More exponents were also measured to reinforce the conclusions
obtained from the FSS.

However, for larger sizes the periodic behavior observed in [236] was also
noticed here. Although this behavior was tried to be controlled by means of
variations in the experimental parameters (as, for instance, the height of the
funnel, with which the initial kinetic energy of the pile can be controlled),
the pathological relaxational oscillations exhibited by the system remained.

This behavior for a large size of the disk, preventing the system from
being scale invariant, led the authors to conclude that the presence of SOC
in this experimental setup is only an effect of the finite size of the bases,
with a crossover size between the critical and the non-critical regime, whose
dependence on the experimental parameters is not clear.

The Real Behavior of Real Sandpiles

As already explained, the results of this experiment indicated that the pres-
ence of power-law scaling for small avalanche sizes is just a finite-size ef-
fect [238]. In [239], it was pointed out that a certain minimum ratio 30 : 1
between the diameter of the grains (Lg) and the diameter of the base of the
pile (Lp) is necessary in order to observe the oscillatory behavior. Indeed,
this ratio grain/base, among others, was used in the IBM Group experiment,
and the observed crossover separating stable from unstable behavior could
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be the result of a change to smaller ratios.

In [240], a rotating-drum-like experiment, with a grain/container ratio
larger than the 30 : 1 condition, is described. As in [236], an initial amount
of “sand” (molecular sieve spheres) was introduced into the container, which
can be rotated with a slow angular velocity tilting the free surface of the pile.
Two different behaviors were also observed for angles θ < θr and θ > θm.

The main difference with the previous experiments is the use of imaging tech-
niques, which allows to measure the avalanche size of small events occurring
also into the bulk, and not only the large ones reaching the borders. By
means of these techniques, a power law behavior was reported in P (s) for
small sizes, and also for the dependence of the number of avalanches with the
angle θ, taken here as the control parameter (with critical value θm). The
important point of the conclusions of this experiment is that the scale-free
behavior for small avalanches did not disappear for larger system sizes, i.e.
the power law observed for small s is a characteristic of the avalanches, not
a finite-size effect.

This is not an isolated case. In [241], an experimental setup similar to the
one used by the IBM Group (see above) was used. This time, a systematic
study of the effects of the ratio Lg : Lp was performed. With no so large
ratios as indicated in [239], a crossover between the fluctuating pattern of
small systems and the oscillation pattern of large systems was found. Again,
a scale-free P (s) for small avalanches, obeying the FSS ansatz, and a scale-
invariant power spectra, were observed. This power-law behavior remained
also for large systems.

Moreover, the fraction of dissipated energy (Ediss/Etot) in each avalanche was
monitored as a function of the system size. As a result of these measurements,
the explanation of the early discrepancies about the critical behavior of the
sandpile experiments arises: for small system sizes, the fraction of energy
carried away by small avalanches is large, because they are the only mecha-
nism for the system to dissipate energy in order to gain stability. However,
for large systems, the energy dissipated by means of these events is negligible
as compared with the energy dissipated with large avalanches. Therefore, it
is possible that an experimental setup prepared to detect the large avalanche
sizes and durations cannot resolve such small avalanches.

The poor resolution for small events of the experiments which measured
only large dissipative avalanches is the reason why the reported scale-free
behavior, noticed in experiments performing a FSS study, was not observed
in there.
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However, the described behavior, even when scale invariance is reported for
small avalanche sizes, is not the one expected for a SOC system. Moreover, in
a subsequent reanalysis of the experiments, a stretched exponential behavior
(for which a finite characteristic length can be defined) was reported for these
real sandpiles [242]. Therefore, it can be concluded that the real sandpiles
are not SOC.

The reason for the lack of SOC in these systems has been claimed to
be inertia (see, for instance, [9, 16]). Unlike the ideal grains of the models,
real grains have certain mass and, therefore an associated kinetic energy. As
the grain advances into an avalanche event, it gains more and more inertia,
which prevents it from interplaying and, therefore, from being halted by lo-
cal interactions (the kinetic energy allows the grain to escape local friction
forces). In this way, is inertia, and not the conservative local rules, what al-
lows the avalanche to cover the large distances necessary to reach the borders
in order to achieve a stationary state by means of the balance between driv-
ing and boundary-dissipated energy. This introduces a characteristic length
which impedes the critical behavior of the system and induces the oscillatory
behavior reported in experiments.

This conclusion was already checked in a sandpile model in [243], where a
mechanism for grains to gain inertia is introduced. In this anisotropic model,
similar to the ones studied in [53] (i.e. variations of the BTW sandpile
model, see chapter 1), inertia is implemented by associating with each site
a threshold which depends on the number of times the arriving grains have
jumped until reaching this site. The more time the grain is in motion, the
easier is that it jumps again when arrives to the next site. Large fluctuations
and the break of criticality can be observed in this sandpile model.

Therefore, inertia is a drawback to observe SOC behavior in real sandpiles.
In the next section, the influence of this factor will be studied by means the
use of a slightly different type of grains.

6.1.2 The Oslo Ricepile Experiment

As round grains are largely affected by inertia, the simplest modification
to carry out is to change the shape of these grains, in order to increase its
kinetic friction and reduce inertial effects. In [57], the Oslo Group used three
different types of rice grains instead:

• Type A, with an aspect ratio 3.8 (elongated) and a rough surface;
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• Type B, with an aspect ratio 2 (rounded) and a smooth surface;

• Type C, with an aspect ratio 3.6 (elongated) and a smooth surface.

In this experimental setup, two vertical plates are placed in parallel sep-
arated by a gap of the order of magnitude of the size of a grain, with which
a one-dimensional system is wanted to be imitated. Only one of the two ex-
tremal borders of this system is open. The grains (only one type of rice per
experiment) are slowly added to the closed border. In this way, rice is stored
into the pile; when the energy is large enough, some parts of the pile become
unstable and avalanches are triggered. By means of these avalanches, some
rice is able to reach the open border and can be dissipated in order to reach
a stationary state in which energy input remains balanced with the dissi-
pated energy. Imaging techniques were used in this experiment; for instance,
the difference between the surface of the pile before and after an avalanche
determines its size.

For grains of type A and C, a similar behavior was reported: the special
shape of the elongated grains increases the number of possible stable config-
urations for the rice, which can get trapped more easily than the rounded
rice of type B (see left part of Fig.6.2). Indeed, for the pile of elongated rice,
it can be distinguished a coherent slow motion of many grains as a whole (in
a solid-like motion), and the motion of rice grains which flow independently,
both on the surface and even deep into the pile [59].

For elongated grains both, avalanches originated from the slide of grains on
the top of the pile and from grains which make unstable the lower zones of
the pile, were reported. Also, a power law behavior of the potential energy
dissipated during an avalanche (i.e. its size) [57] and for the duration [59]
was observed. The FSS of these observables was checked as well, for both
spatial and temporal distributions, by using both types of rice grains, A and
C.

However, for the rounded grains of type B, which roll instead of slide on the
surface, the behavior is very different. The tendency to roll makes them gain
kinetic energy, accumulating inertia which prevents local interactions from
stopping the grains. Therefore, no FSS nor power laws were observed for
this type of rice, but stretched-exponential-like behavior for the avalanche
observables (behavior already noticed in real sandpile experiments affected
by inertia, see above).

In light of these results, it was concluded that is the shape, rather than
the surface properties, what determines the SOC behavior of the ricepile: the
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Figure 6.2: Left: Enlargement of a part of the d = 1 ricepile. Note that the elongated
shape of the grain permits very different packaging possibilities. Taken from [59]. Right:
Sketch of the experimental setup of the d = 2 ricepile. Taken from [181]

elongated grains are dominated by local interactions (as are the ideal grains
of sandpile models) whereas, for rounded grains, inertia prevails (as happens
with real sand grains). By using elongated grains, the real ricepile can be
considered a SOC system.

As mentioned in chapter 1, in [58] was noted that a realistic model of
sandpile must take into account the local variability of real systems: small
differences in the shape and size of the grains, which are packed forming
irregular landscapes, etc. This must be reflected by a local dynamic change
of the relaxation rules, not identical and fixed for all the sites of the system.

Based on these concepts, the already studied Oslo ricepile model [59] was
devised to reproduce the critical behavior observed in the above described
experiment4 by using quenched disorder for the thresholds of the system.
Experimentally, quenched disorder in an otherwise ordered system has been
reported to be an important factor in order to exhibit SOC behavior [244].

The d = 2 Ricepile Experiment

A two-dimensional version of the ricepile experiment was also performed by
a different group. In [181], a d = 2 base with three closed boundaries (i.e. an

4Note that this is the only case of all the models studied in this thesis in which the
theoretical model is created in order to imitate the successful critical behavior of an ex-
periment.
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open box with only one border open) was used to store elongated rice grains
which were introduced using a distribution board (see right part of Fig.6.2).

This distribution board is devised to deliver one dropped grain to one of the
64 possible targets, uniformly distributed at the top of the pile, by means
of random binary “choices” for the grain. Before the arrival of the grain
at the top row of the pile, it is slowled down by means of a plastic sheet,
in order to prevent the grain from acquiring a non-desired kinetic energy
before entering the system. Thus, the pile grows, creating unstable zones
where much energy is accumulated; in these zones, avalanches are triggered
in order to dissipate the excess of activity at the only open boundary. In
this way, the system reaches a stationary state due to the balance between
energy inflow and outflow.

As in the original experiment of the Oslo Group, imaging techniques
were used. As expected, these elongated grains allow local interactions to
preveal over inertia, and scale-free behavior was reported for the measured
observables.

Although in the d = 1 case the measured exponents did not coincide with
the expected of its theoretical model (belonging to open-boundary-driven
Conserved Directed Percolation, C-DPabs, see [57, 59] and chapter 3), the
improved resolution of this d = 2 experiment allowed to measure τ = 1.21(2)
and Df = 1.99(2), which coincide with the values of the two-dimensional
cellular automata (the bulk-driven Oslo model, see table 1.3 or table C.1).

Moreover, by using imaging techniques in which the distortion of a projected
set of lines in the base colors allows to calculate the coordinates of the surface
of the pile, the roughening exponents for this surface were measured. By
using different methods, the roughening exponent α, the growth exponent β,
and the dynamic exponent z, were obtained and the consistency of the results,
checked. Also, by using scaling relations between roughening and avalanche
exponents (see chapter 4), the measured exponents and the calculated ones
coincide. This leads to the conclusion that the roughening of the surface of
the pile stems from the underlying avalanche dynamics, as already was stated
in chapter 4 for C-DP systems.

Thus, this d = 2 experiment confirms that, using Bak’s own words, the
ricepile is the ultimate granular experiment in which SOC must be
looked for [1].

Experiments with granular systems can be also performed in the fixed-
energy (FES) ensemble. Very recently [245], a sheared closed system of
particles suspended in a liquid has been studied, and the critical exponents
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for the experimental setup, as well as the d = 1 and d = 2 simulations of
the proposed model, measured. Although the universality class is not clear
yet, the basic ingredients of the system are compatible with the ones of the
C-DP class.

In summary, it is very difficult to observe SOC behavior in a real gran-
ular pile; the presence of inertia, which breaks criticality, is a backward for
this type of experiments. However, it is possible to avoid this lack of kinetic
friction by using grains with a different shape: elongated grains. By elimi-
nating inertia, the grains are dominated only by local rules, as happens in
the theoretical models of SOC, and critical behavior is recovered. Moreover,
for the more recent experiments of d = 2 ricepiles, the usual C-DP exponents
have been measured.

It is possible to find real systems in which the SOC features of the piles
are exhibited, but in which the “grains” are not affected by the undesired
inertia. These systems will be introduced in the next section.

6.2 Superconductors in Ramping Magnetic Fields

The connection between SOC and magnetic systems has been already ex-
plored in this thesis. In chapter 4, the initial description of the elastic inter-
faces was made by using a domain wall into a ferromagnetic material with
defects.

Related with this phenomenon is the Barkhausen effect, a noise produced
by the dynamics of a ferromagnetic domain wall, characteristic of the burst-
like behavior of such an elastic interface. The analogies are evident: the
domain wall behaves like an interface externally driven, with avalanche dy-
namics, which reaches universal critical behavior when the limit of driving
and “dissipation”(depolarizing field) are taken. The universal mean-field ex-
ponents for the burst size and lifetime distributions have been measured in
experiments when the limit of negligible driving field and negligible depolar-
izing field are taken (see [246] for a review).

A few decades before the first article about SOC [6], the close relation
between the phenomenology of different magnetic systems (superconduc-
tors) when posed into a magnetic field, and the phenomenology of grains of
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sand when added to a sand hill, was pointed out [247]. This relation will be
explored in the next section.

6.2.1 Superconducting Avalanches

Consider a conducting material; if it undergoes a phase transition when cer-
tain temperature Tc is reached from above, in which the electrons of the
material join together in pairs called Cooper pairs, the material can be
called a superconductor. Each of the Cooper pairs, as a whole, possesses an
effective integer spin (unlike the half spin of the electrons separately), i.e.
behaves as a boson. The coherent motion of these “bosonic” units provides
a motion of the electrons without energy dissipation, a phenomenon which
is called superconduction.

In the superconducting state, the material expels any magnetic field H
from its bulk. However, even for T < Tc, there exists a critical value for the
magnetic field above which the superconducting feature is destroyed. Thus,
for type-I superconductors, above a certain Hc the material becomes a
standard conductor. For type-II superconductors, the critical value for
the standard conduction is Hc2 ; however, for Hc1 < H < Hc2 there exists a
mixed state in which the external field H starts to penetrate into the bulk,
but the system remains in its superconducting phase. The discussion will be
focused on this mixed state of type-II superconductors hereinafter.

When the magnetic field exceeds the lower critical value Hc1 , flux lines
are formed in the surface of the superconductor. These lines are standard-
conducting-state cores surrounded by superconducting electrons which cir-
culate around them with a nanometric radius. In this way, superconducting
property starts to decrease at the border of the “orbit” of these electrons un-
til it becomes zero at the center of such “orbit”. The set of superconducting
electrons circulating around a non-superconducting core is called a vortex
(see left part of Fig.6.3). Each vortex carries a certain quantity of magnetic
flux, given by Φ0 = h/(2e), where h is Planck’s constant and e is the charge
of the electron; therefore the formation of such vortices allows the magnetic
field to penetrate into the superconductor (see right part of Fig.6.3).

The interaction between vortices is mutually repulsive. Thus, when the su-
perconductor is a perfect crystal, vortices tend to arrange by means of these
forces into an hexagonal configuration. However, as pointed out in chap-
ter 4, real materials possess defects. These inhomogeneities involve a non-
conducting zone into the superconductor; as the minimum energy configu-
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r

n(r)

B(r)

Figure 6.3: Left: Sketch of the vortices of a superconductor; the local magnetic field
B(r) (red line) as well as the density of superconducting electrons n(r) (blue line) are
depicted, as a function of the distance to the core of the vortex, r. Note that it reaches
zero at the core of the vortex. Adapted from [16]. Right: Sketch of the formation of
vortices in the surface of a superconductor when a external field H is applied. Adapted
from [249].

ration is that in which the superconducting volume is maximized, vortices
tend to be attracted by the defects, which act as pinning centers.

If the attractive force of the pinning center is larger than the repulsive
force between flux lines, vortices can be piled up at the defects. The competi-
tion between the increasing density of vortices and the pinning forces results
in the non-equilibrium critical state called the Bean state [248].

When a superconductor is in the Bean state, it can reach one of the many
possible metastable states in which the magnetic and the pinning forces re-
main balanced. As the external field H is increased, more and more vortices
accumulate at the inhomogeneities of the material; thus, when the total mag-
netic force at the defect overcomes the pinning force, vortices are released
in a burst like event: a vortex avalanche, which rearranges the system in
order to recover stability.

Analogies with SOC Systems

Once the Bean state and its phenomenology are defined, the analogies with
sandpiles and SOC systems can be more easily understood. The behavior of
a type-II superconductor in the Bean state can be interpreted:

i) As an interface: The phenomenology of the Bean state is very similar
to the one described in the SOC dynamics of an interface (see section
4.2.2). The increasing external magnetic field H is like the slow-driving
force, which can make the interface (the penetrating front of vortices
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towards the bulk) leave the pinning centers to find another stable con-
figuration. There exist also important differences, as for instance the
dynamic character of the “base” of this interface: the vortices enter
at the surface of the superconductor, and therefore the interface is
not driven from above, but from its bottom. The “magnetic-pressure”
character of the driving force is, thus, an important detail to take into
account.

ii) As a vortex pile: This is the most accepted SOC image for supercon-
ductors. The presence of pinning centers allows to pile up vortices at
these sites. The magnetic quanta Φ0 associated with each vortex are
the grains of this pile. The height at a site is given by the accumulated
magnetic field Bz (see left part of Fig.6.4), with a threshold stated by
the point of balance between pinning and magnetic forces. When this
threshold is overcome, the vortices are redistributed and, while the
magnetic field Bz decreases at the active site, increases at the new pin-
ning sites where redistributed vortices get now trapped. This mimics
the conservative relaxation rule of sandpiles. The approximate uniform
distribution of the defects which can be achieved in the experiments fa-
cilitates the sandpile-like scenario. This is the image that will be used
here from now on.

For both images, there exist two different time scales: the short time scale
of the evolution of the vortex avalanches, during which vortices move with
velocities orders of magnitude larger than when moving independently; and
the large time scale of the ramping of the external magnetic field. Thus,
in the Bean state, avalanches occur instantaneously in comparison with the
driving time scale.

In this way, the equivalence with SOC will be completed if a scale-free
behavior for avalanche-related observables can be noticed. Although many
theoretical computational models have already reported such a behavior (see,
for instance, [250]), there is an advantage in type-II superconductors which
makes them the perfect realm where experimental realizations of SOC must
be looked for: the lack of inertia of the vortices, stemming from the small
mass and overdamped motion of such units.

On the other hand, it is necessary to pay some attention on the so-called
flux jumps, which are thermically activated avalanches equivalent to the
application of mechanical vibration in experimental sandpiles (see above).
This type of avalanches are not originated by the dynamics of the system,
but due to a rapid ramping of the field (i.e. a driving not slow enough)
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Figure 6.4: Left: Vortex density measured in a two-dimensional YBa2Cu3O7−x sample;
taken from [260]. Right: Sketch of the experimental setup used in [251]. Adapted from
[251].

in a superconductor with low thermal capacity and conductivity. In these
avalanches, vortices are driven so fast that they dissipate energy in their
motion, which increases the temperature of the sample. Due to its small
thermal capacity, heat is accumulated; this produces a feedback effect in the
system which tends to break the critical state. Therefore, the flux jumps
are to be rejected in the discussion of the measurements in the vortex pile
experiments.

6.2.2 Vortex Pile Experiments

Boundary Avalanches

The first experiment which found SOC behavior in a superconductor was
described in [251]. The experimental setup is composed of a tubular super-
conductor (NbTi), in whose central space between the inner surfaces a copper
pickup coil is placed (see right part of Fig.6.4). A ramping magnetic field is
applied to the set, in order to produce the vortex avalanches.

As said above, each vortex possesses a quantum of flux field, Φ0. As
the field is increased in the experimental setup, more and more vortices are
formed in the outer surface of the tube, penetrating into the bulk of the
superconductor by means of the avalanche-like dynamics described in the
previous section. Thus, the avalanches transport vortices until reaching the
inner surfaces, where they enter the coil. The variation of the total flux inside
the coil induces a voltage, V = N∂tΦ(t) (where N is the number of turns
of the coil), electric pulses whose integral is proportional to the number of
vortices leaving the pile. This was the only avaliable information in [251]
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about the size of the avalanche (s ∝ ∫
V dt′).

With this experimental setup, only a small fraction (3%) of the avalanches
could be measured. However, in [251] it is argued that the most of the non-
considered events are thermically activated avalanches, and therefore they
are not important in the discussion of the results. In such a way, a power-
law behavior was reported for the size probability distribution P (s), with a
non-universal exponent which varies depending on the central value of the
ramping of the magnetic field. Also, a scale-free behavior was reported for
the power spectra. As in sandpiles, overlapping avalanches were observed
using large rates for the increasing of the external field H.

Despite the existence of non-universal behavior, this experiment can be con-
sidered the first experimental setup using superconductors in which the fea-
tures of SOC were observed.

A discrepant point of view can be found in [252]. In there, a different
method to measure, the micro Hall probes5, was used with YBa2Cu3O7−x

(YBCO) crystals. Still, only avalanches reaching the border were taken into
account. The same hysteretic behavior was reported and sharply peaked
avalanche distributions observed in the early sandpile experiments (see above).

Although in [252] this behavior was, in analogy with sandpiles, attributed to
the inertia of the vortices, as said before this inertia is completely negligible
for vortices even at such low temperatures (< 1K) [249]. Instead, the origin
of such behavior is in the distribution of the disorder: as pointed out in
[249, 253, 254], a broad distribution of low density pinning centers produces
the same phenomenology reported in [252] whereas, when a high enough
amount of quenched disorder is present, scale-free behavior is recovered.

Internal Avalanches

In [255], the first measurement of internal vortex avalanches was performed.
In a thick Nb film, a matrix of Hall probes was used to measure local mag-
netizations. With this method, up to the 70% of increments in the magnetic
field of the sample as small as 0.4Φ0 could be resolved.

In an exhaustive sweep of a broad part of the field-temperature (H, T ) space,
very different behaviors were reported. For high enough temperatures, as

5Small sensors based on the Hall effect able today to resolve even individual vortices,
but with the limitation of a small scanning area.
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expected, the superconducting phase is destroyed and no avalanche-like be-
havior was observed. For very low temperatures and small external field,
flux-jump-like (thermally activated avalanches, see above) with no critical
behavior and huge catastrophic avalanches were reported.

But, for a wide part of the phase space, the increase of the field into the
sample is staircase-shaped, with steps corresponding with rapid internal rear-
rangements into the superconductor; these avalanches were monitored, show-
ing a wide distribution of sizes. Although the results are compatible with a
power law, the falloff part of the plot does not correspond with a finite size
scaling; guessing a stretched exponential shape (and therefore, a non-critical
behavior for the system), in [255] the origin and meaning of such behavior
remained as an open question.

The SOC Behavior of Vortex Avalanches

In [256, 257], the strongest indication of SOC behavior at superconduct-
ing materials was reported. Two-dimensional samples of YBa2Cu3O7−x and
NdGaO3 with uniformly distributed screw dislocations acting as pinning cen-
ters were used. Both were exposed to the influence of a slowly-increased
external field H, which produces intermittent bursts into the samples.

With the high-resolution magneto-optic imaging techniques6, the increases
of the internal magnetic field ∆Bz are measured. These increases are pro-
duced by the motion and accumulation of vortices at the pinning centers (see
above).

The measurements revealed a step like behavior of the response of the sample,
into which stable periods are followed by sudden bursts of different sizes. The
difference of the magnetic surfaces (see left part of Fig.6.5 for such a surface)
gives an idea of the size of the avalanche:

s = ∆Φ =
1

2

∫
|∆Bz(x, y)|dxdy. (6.1)

With this definition, the avalanche size distribution measured exhibits a
power law behavior with an exponent τ = 1.30(5). A direct measurement of
the fractal dimension of the surface of the pile yielded the (very low) value

6Able to resolve not only individual vortices, but to use fields of view from a few
centimeters to microns, and a time response of nanoseconds.



218 Chapter 6. Experimental Realizations of SOC

Figure 6.5: Left: Vortex density in a YBCO superconductor; both, magnetic rough
surface and flux front, are depicted. Taken from [257]. Right: Flux penetration front
(similar to the rough white line illustrated in the low part of the left panel) for a Nb film
at two different levels of Bz (red lines); taken from [258].

Df = 1.92(5). Moreover, a finite size scaling study was performed.

If a system shows FSS, any part (of linear size e.g. L′) of a larger system
behaves like an independent system (of linear size L′). Due to this, the FSS
study can be done assuming the FSS ansatz and performing the measure-
ments by using different fields of view instead of systems of different sizes. If
the universal curves of the ansatz collapse (see above), the system exhibits
FSS and the assumption is justified. Using this method, in [256, 257] the
exponents which produced the best collapse of the data for the different sizes
of observation windows were τ = 1.29(2) and Df = 1.89(3), confirming the
previous results.

Thus, for the superconductor systems studied in [256, 257], a state with
self-organized metastable configurations was found. These systems changed
from one of these configurations to another one by means of bursts or avalanches
of all sizes whose distribution is scale free. Furthermore, the cutoff of this
power law behavior depends in a non-trivial way on the system size. A priori,
SOC was observed in these systems. The confirmation of this claim arrives
with the study of the rough surface of the vortex pile.

Vortex Interfaces

As can be seen in Fig.6.5, as the vortices are accumulated at the pinning
centers of a two-dimensional sample and the magnetic field increases, Bz(x, y)
forms a rough surface at the top layer at each position. In this case, this would
be a (d = 2) + 1 interface, using the notation of chapter 4 (see left part of
Fig.6.5).
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Moreover, the flux penetrating front (the geometrical place of the deepest
vortices into the bulk, regardless the value of the accumulated magnetic field
in there) is also a rough manifold, a (d = 1) + 1 interface in this case (see
right part of Fig.6.5). This front is the result of taking an horizontal cut at
a certain value of Bz in the three-dimensional system.

In [258], the roughening properties of the penetrating front were studied
in a sample of low-Tc Nb film. For this manifold, scale-free behavior was
observed for the interface width (see Eq.(4.6)). Also, scale invariance for the
local width, the height-height correlation function, and the power spectrum
of the surface, was reported. Measurements of the Hausdorff dimension were
as well performed. Together with the consistence of the measurements of the
exponents by means of these different methods, two remarkable points were
noticed:

• Non-universal values were measured for the different levels of Bz con-
sidered.

• There is no superroughening nor anomalous scaling (see chapter 4) in
this interface.

This non-universal behavior is not observed when all the levels of the
field are taken to build the 2 + 1 interface above explained. In [259], a noise
correction technique was devised with which more reliable measurements
of the surface can be done. Indeed, when this technique was applied to a
YBCO sample, a roughening exponent α = 0.75(6) and a growth exponent
β = 0.7(1) were reported, which represent a correction of a 188% and a 233%
in the previously measured values, respectively (see [259] for further details).

Although the link with interfaces into quenched disordered media was
already stated, only in a subsequent work [260], a correction in β allows to
stablish a relation between the rough surface of the vortex pile and the 2+ 1
interface built by using the quenched Edwards Wilkinson (qEW) equation
(see chapter 4). With the new value of the growth exponent, β = 0.57(6),
the coincidence of exponents allows to classify this system into a universality
class.

By comparing the set of interface critical exponents measured with the corre-
sponding exponents of the qEW universality class (see table 4.1), in [257,260]
it was claimed that the observed critical behavior of the sample under study
(YBCO) belongs to the qEW universality class. Moreover, as the measured
roughening exponents coincided with the values obtained by using scaling re-
lations of avalanche exponents, it was stated that the surface was the result
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of the underlying avalanche dynamics. Thus, by comparing the measured τ
and Df exponents with the ones illustrated in table 4.2, it is reasonable to
think that the 2 + 1 surface of the vortex pile belongs to the qEW (C-DP)
universality class (see chapter 4).

However, the sources of experimental errors are numerous, and the prudence
must refrain any attempt of classification into universality classes of these
experimental systems; indeed, the actual controversy is focused on the more
basic level of the existence of SOC behavior in such systems. Only if critical-
ity is reliably stated by the experiments and universal behavior is observed,
a classification into different classes will make any sense.

To summarize, when a type-II superconductor is exposed to a external
slow-ramping magnetic field H, a metastable configuration of the created
vortices (accumulated at the defects of the sample) is reached. This state,
called the Bean state, is the result of the balance of the attractive (pinning)
vortex-defect forces and the vortex-vortex repulsive forces. The slow increase
of the field can originate avalanche events in which vortices are rearranged
in order to achieve an energetically more favorable configuration.

The lack of inertia of vortices permits reliable experimental measurements
of avalanche observables for this type of systems. By means of experimental
techniques, the avalanches have been shown to be scale invariant, as well as
the roughening observables associated with the “free surface” of this vortex
pile. For the first time, SOC is cleanly observed in an experiment.

6.3 Existence of SOC in Neural Networks

Once reliable observations of SOC behavior have been made in real experi-
ments (ricepiles and superconductors, see above), one question arises. Is it
possible to observe SOC, as defined in the previous chapters, in more daily
situations?

To answer this question, many possibilities can be considered because, as
said all along this thesis, the features of SOC can be observed ubiquitously in
Nature. But the results obtained in recent experiments, and the subsequent
controversy generated, make neural networks be the perfect system with
which this discussion about experimental realizations of SOC can be closed.
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The brain is maybe one of the most complex systems in this world. The
adaptation of each of its parts to the function that they carry out makes the
brain be composed of many different sub-systems of neural networks, each of
them with many different levels of organization, in which different operation
mechanisms can be found.

In the case of these neural networks, it is not even clear whether they are
critical, nor the implications of such behavior in the accomplishment of their
functions.

However, recent experiments have claimed not only a critical behavior
for neural networks, but the SOC character of such behavior. Is in these
experiments in what this last section will be focused on.

6.3.1 Neuronal Avalanches

The brain is a system composed by billions of interacting units7 called neu-
rons. Each of these units can be roughly described as a central body (the
soma) with many connections (dendrites) with other neurons or other cells,
and a cable-like projection (the axon) which can extend up to tens of thou-
sands of times the diameter of the soma in length to connect it with other
neurons by means axon connections (see left panel of Fig.6.6). A set of
connected neurons is called a neural network.

The connection between a neuron and another cell is called the synapse.
Depending on the mechanism through which the information is transmitted
between both cells, the synapse can be electrical, chemical or immunologi-
cal. It will be more useful for the analogy with SOC to consider chemical
synapses; in the case of such synapses, the dendrites consider only incom-
ing information, while the axon connections transmit only the information
output.

As commented in chapter 1, the usual image for the mechanism for a neuron
to transmit information is the so-called integration and fire mechanism. In
it, the neuron collects all the information inflow, which produces a membrane
potential which is stored until a certain level is overcome; then, the neuron
discharges this potential to the cells to which it is connected, remaining again
under the firing level. This event can trigger more firings, and therefore the
information can be transmitted to many different parts of the system.

7More than 1016 in the brain of children.
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There are many techniques to measure the activity of the brain; maybe
the best-known examples are the electroencephalogram (EEG) and the mag-
netoencephalogram (MEG), which are measurements of the electric and mag-
netic (respectively) output signal of a part of the brain. The local-field po-
tential (LFP) measurements, instead, take into account the input signal (i.e.
the synchronous activation) of the zone under study. Due to technical lim-
itations, these techniques are able to measure the behavior of a (larger or
smaller) group of neurons, but not of each of them individually.

Also, there are many different methods to use these techniques (on the surface
of the cranium, directly applied to a zone of the brain. . .) and different ways
in which the specimen to be studied can be obtained: the complete brain
or one part of it conserved in a medium similar to the inner medium of the
cranium (in vivo samples); or cultured set of connected neurons obtained
from parts of a brain (in vitro samples). With in vitro samples, however,
some relevant features of the intact system are lost.

As far as storage and information processing is concerned, the possibilities
of one individual neuron are very limited. However, a set of neurons (i.e.
a neural network) is able to perform very complex operations. This is an
example of the emergent complexity of these systems. In the next experiment,
the complexity of these networks is studied from the point of view of SOC.

The Measurement of Avalanches

In [261, 262], the relation between the brain and SOC was investigated. For
this purpose, two different samples were used [261–263]:

• Slices of rat cortex. The brain of an anaesthetized rat is dissected and
placed in a cold, oxygenated solution containing the salts and sugars
of the cerebrospinal fluid. Then, it is divided into thin coronal sections
(slices) large enough to allow oxygen and nutrients to diffuse into the
tissue, and waste products to be eliminated. These slices can be kept
alive for up to 12 hours after the dissection of the brain.

• Organotypic cultures. Slices prepared as described above are bathed
into a culture medium with hormones and blood serum, which allows
to keep alive the sample for even weeks.

For both, in vivo and in vitro samples, the zone of the somatosensory
cortex was considered for measurements. LFPs of this zone were collected
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Figure 6.6: Left: Photography of a real neuron (pyramidal neuron in the hippocampus
of an epileptic patient; 40 times magnification) where its parts, described in the text, are
depicted. Right: Definition of a neuronal avalanche (lower panel); note that a lack of
resolution (upper panel) make them go unnoticed. Taken from [261].

by means of square 8x8 electrode arrays without the corners (60 electrodes
separated by a distance of 200 µm)8. In this way, each electrode represents a
group of neurons placed around its position; thus, the results of this experi-
ment can be posed on a mesoscopic level of observation.

In both types of samples, activity is not induced, but spontaneously gen-
erated due to the feeding medium in which they are immersed. When mea-
surements of the activity of the neurons are performed, it is usual to find
spatio-temporal activation patterns like the ones depicted in the upper panel
of the right part of Fig.6.6. In it, the trivial pattern of the signal at the
electrodes suggests that all neurons are firing in a synchronized way. Indeed,
these patterns were also measured for both types of samples in [261, 262].
However, in these same experiments, temporal resolution was increased, and
more complex patterns arose (see lower panel of the right part of Fig.6.6).

The new observed patterns suggest a consecutive, more than synchronized,
activation of neurons, similar to a chain reaction. The set of activation
events occurring between two periods of repose was in [261, 262] defined as
a neuronal avalanche. A new way for the transmission of information in
a neural network was, thus, reported. It is a natural question whether these
avalanches can be related with SOC behavior.

8For further details of the experimental setup, see [261,262].
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Analogies with SOC Systems

The integration-and-fire mechanism of individual neurons described above
(see section 6.3.1) exhibits the following characteristics [263]:

i) An accumulation period for a site during which it collects the incom-
ing information in the form of membrane potential. Throughout this
period, the site remains inactive.

ii) The existence of a threshold for the accumulated potential. Once it is
overcome, the site turns into an active unit.

iii) A separation of time scales. The time between the spontaneous ac-
tivation of a site (i.e. the triggering of avalanches) is of the order of
tens of seconds, while the burst-propagation of activity lasts only a few
milliseconds.

This mechanism, which better represents the behavior of neurons of an in
vitro sample connected by chemical synapses, resembles the already studied
behavior of the sites of a sandpile.

In [261–263] it was claimed that, by means of the described mechanisms,
the studied neural networks were able to evolve towards a regime in which
spontaneous activity allows the system to jump from one metastable state
to another by means of bursts which rearrange the potential distribution of
the network. In this sense, the system is self-organized. Measurements of
avalanche observables were performed in order to confirm or reject a critical
behavior for this system.

The SOC Behavior of Neuronal Avalanches

The relevant measured observables associated with neuronal avalanches were
their size s (number of electrodes in which a signal is collected during an
avalanche) and lifetime, and the duration of the repose period (inter-event
interval, IEI).

A refractory period of 20 msec was considered to avoid the overlapping of
events. Also, a convenient temporal binning of the data is necessary, to avoid
the grouping of LFPs belonging to different avalanches. Once the binning
was adjusted to be the average IEI, a universal critical behavior was observed
for the probability distributions [261].
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For both P (s) and P (t), a power-law shape with mean-field critical exponents
(τ = 3/2, τt = 2) was reported. This value for the exponents is not surprising,
because it is natural to find in such networks connections between neurons
separated a long distance; with such connections the definition of local and
global is blurred (as in small-world networks [264]), which confers the system
a mean-field character.

Moreover, although a specific study of the FSS of the avalanche observables
of these samples was not performed, the cutoff of the probability distributions
presented a clear dependence with the maximum number of electrodes con-
sidered during the experiments; the larger the system, the higher the value
of the cutoff.

Recalling that a mean-field avalanche in a sandpile can be translated into
a branching process (see section 5.2), a study of the branching ratio was
performed. This ratio, σ, was defined as the fraction of active electrodes in a
time bin per each active electrode of the previous time bin. It was found that
the value of σ measured for avalanches started from one single electrode was
σ = 1.04(19), in good agreement with the critical value σc = 1 of a critical
branching process (see chapter 5).

In light of these evidences, more clearly exhibited for the in vitro sam-
ple (as expected, see above), the SOC character of neuronal avalanches was
claimed [261, 262]. That is, it was claimed that neural networks (or at least
neural networks of certain parts of the brain) exhibit SOC behavior.

This conclusion is robust over pharmacological variations in the medium
made in the experiment, aimed to study the reaction of the network in the
presence of substances which increase or decrease the excitability of the net-
work [261]. In the presence of such extra-ingredients, the exponent of the
power laws does not change, as expected, but the scale-free behavior is de-
stroyed, indicating that the optimal excitability for the system is represented
by the power-law with the mean-field exponent (τ = 3/2).

The consequences of the reported critical behavior can be [261,263]:

• A divergence in the average avalanche size, inherent of the power-law
behavior of P (s), implies an efficient transmission of information, due
to the possibility for the information to reach any part of the system.

• A critical branching ratio implies a self-sustained activity, which as well
improves the transmission of information. But also that the network
is at the edge of stability, and does not suffer pathological runaways
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Figure 6.7: Example of recurrence patterns of avalanches; the difference in real time
between the compared patterns is depicted above each pair. Taken from [262].

of activity (typical of, for instance, epileptic attacks) even under small
perturbations.

Together with these important characteristics, one unexpected feature
was also reported [262]: the existence of recurrent avalanche patterns.

By using different observables characterizing the correlation between the con-
secutive steps of two avalanches, in [262] it was possible to detect, in in vitro
samples as the ones described above, the emergence of many different sta-
ble spatio-temporal patterns which could appear recurrently even after many
hours (see Fig.6.7).

The characteristics of such patterns indicate the presence of a long-term
stability and diversity necessary for the storage of information in these net-
works. In their critical regime, described above, the number of the patterns is
maximized; the SOC state would be, therefore, a state for the most optimal
performance of the neuronal network.

In conclusion, the experiments performed in [261, 262] led the authors
to conclude that it is possible to find a self-organized optimal transmission
and storage of information in the studied cortex neural networks; this self-
sustained behavior can be the result of SOC activity avalanches taking place
in the network, which also yield stable recurrent patterns.

An important discrepant result was obtained in [265], where similar mea-
surements of cortical LFPs were made using the parietal cortex of a cat.
None of the claims of [261, 262] were observed for this in vivo sample. Not
only the observed behavior was not critical, but it was not possible even a
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clear observation of avalanches9.

As said before, in vivo samples exhibit less clearly the features of SOC;
this could explain the lack of critical behavior observed. Also, as pointed out
in [265], the absence of criticality could stem from the fundamental differences
between the specific parts of the cortex considered (for instance, parts related
with the sensorial perception are different from the association cortex).

Thus, the high complexity of the brain makes very difficult even to reproduce
the same experiment. It is necessary, then, to find a very simple theoretical
model able to reproduce these results by using the most simple possible
ingredients of Neuroscience.

6.3.2 Theoretical Models for Neuronal Avalanches

What is exactly the origin of the scale-free behavior (if it really exists) in the
case of the neural networks? A phenomenological bridge with SOC systems
has been built in the previous section but a key ingredient, as conservation
is, has been obviated in the discussion. Can exhibit neural networks SOC
behavior in the absence of a defined conservation rule? Indeed, what are the
basic ingredients to take into account in order to obtain the phenomenology
observed in [261,262]?

To answer these questions, the construction of theoretical models is very
useful. As in the case of the Oslo ricepile experiment (see above), a model
intended to reproduce the critical behavior of an experiment is necessary.

In the previous section, many SOC related ingredients, experimentally ob-
served in real neural networks, have been enumerated. They are necessary
ingredients for a system to exhibit SOC, and therefore they are to be present
in any SOC model of neural network. However, it is not clear what kind of
conservation is relevant for these systems. Moreover, the recurrent patterns
described above point out the presence of a relevant underlying topology in
the network. Thus, conservation and topology are the only aspects that will
be discussed here [266].

9A different origin for the 1/f scaling of the power spectra was also stated; however,
as said above, the presence or absence of such scaling is not necessarily a consequence of
SOC [16].
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The Role of Conservation in Neural Networks

In the rich behavior of the brain, some quantities are conserved, at least, on
average. If such quantities were relevant for the criticality of the system, a
conservation on average could be enough to observe a reasonable scale-free
behavior of the measured magnitudes (see section 5.5.2).

It is well known that, in living matter, there exist many regulatory mech-
anisms due to which a stable environment is achieved, necessary for certain
essential functions to be performed. They are called homeostatic mecha-
nisms10.

In the brain, homeostatic mechanisms are, of course, present. For instance,
the learning process and memory, inherent of brain, imply structural changes
between the connections in the network (plasticity); however, when solely
implemented in a theoretical model, they make it develop stability problems.
A regulatory mechanism, for instance depression and potentiation processes,
prevents the real network from being unstable.

These mechanisms can bring associated a conservation, as is the case of
the mentioned example, in which total synaptic weight (the strength of the
connection between two neurons) is conserved [267].

However, a kind of local conservation law like the typical of sandpiles
seems not to be suitable in the brain: if the neural network is identified with
an electrical circuit, a perfect conduction without loss of energy is only an
idealization. In the case of chemical synapses, also there exist dissipative
phenomena like the leakage, a loss of potential into the neuron due to the
deviation of the cations responsible of the conduction to different channels
(leak channels). A local conservative rule is not realistic for this
system.

Locally Conserved Models

Of course, when local conservation is implemented in a neural system which
captures the rest of essential ingredients of SOC, criticality is recovered. In
this section, one illustrative example is presented.

In [268], Arcangelis et al. consider a square lattice of neurons connected

10A trivial example of homeostatic mechanism is sweating, with which endothermic
animals prevent the organism from getting too hot.
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by means of electrical synapses. A threshold Vmax is defined for the potential
Vi accumulated at any site i. An external driving is imposed and, once
the threshold is overcome, an avalanche is triggered. During the relaxation
events, the potential of active sites is exactly redistributed only among the
neighbors to which it can flows (i.e. a positive electrical current between them
can be defined) according to certain synaptic weights, which are also updated.
When no more active sites remain in the system, the driving mechanism is
again switched on. Thus, the dynamics is as follows:

• Initial activity is obtained by raising the potential of a site up to the
threshold level. An avalanche is, thus, started.

• For any active site (i.e. Vi ≥ Vmax), Vi is proportionally distributed
only between neighbors fulfilling Vj < Vi (i.e. with a positive electrical
current Ii,j flowing from site i to site j). The fraction received by each
site is weighted by the strength of the synapse gi,j (or conductance).

• After the firing of a site, the conductance of all the synapses of the
active neuron is updated in a quantity αg Ii,j. As the sign of the
increase depends on the sign of the current, active unions are reinforced
while passive unions are, in the end, pruned (plasticity).

• The two previous steps are repeated for any new active site into the
system until there are no more active neurons. Then, a regulatory
reduction of all the conductances is made.

• After the regulation, a new driving step is performed.

With this dynamics, in the end, a stationary state is achieved. In it, and in
the presence of rewiring mechanisms which facilitate a small-world character
for the network, the numerically-measured exponent for the avalanche size
distribution is the expected τ = 3/2 when a random site is chosen for driving
events [268]. Also, scale-free behavior for the power spectra is reported.

However, two important unrealistic assumptions have been done in order
to obtain this behavior:

i) A local conservation rule for the redistribution of the potential of active
sites.

ii) A regulatory mechanism for the conductances imposed “by hand” which
needs of a fine tuning of αg in order to obtain the reported critical be-
havior. Indeed, αgc changes with the set of parameters considered.
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The control-parameter character of αg is even clearer when leakage is
switched on by means of the equation:

dVi(t)

dt
= −γVi(t). (6.2)

In such a case, to maintain the scale-free shape of the power spectra, αg

must be increased one order of magnitude for the case illustrated in [268]
(γ = 0.01). These values correspond to a strong regulatory process for the
conductances, similar to the repoblation mechanism studied in the previous
chapter, which is able to bring the dynamics to a pseudo-critical state.

In conclusion, the neural network model of Arcangelis et al. achieves
criticality by means of somehow unrealistic regulatory mechanisms and lo-
cal conservation rules which, when broken, need from a strong regulation
mechanism to be compensated.

The Repoblation Mechanism in Neural Networks

When realistic leaking neurons are considered, local conservation does not
hold anymore. Then, it is possible to use mechanisms which compensate in
any way the loss of potential.

In [269], the background dynamics already used in the SOBP-BD model
(see [231] and the previous chapter) is applied to neural networks. In this
adaptation of that model, the neuron can be at one of these three possible
states: i) dormant state, ii) threshold state, and iii) excited state, which
correspond with the refractory, quiescent and excited states defined in [231].

In the course of an avalanche (see chapter 5 for further details of the rules),
part of the information can be lost. Thus, when no more excited sites remain
in the system, a compensation mechanism is turned on by means of which
some dormant neurons are transformed into threshold neurons and viceversa,
with an associated probability. With a convenient tuning of these probabil-
ities, the background of potential is effectively increased to compensate the
dissipation.

The background dynamics, which represents fluctuations in the membrane
potentials of the neurons, makes the system reach the SOC state for finite
values of the system size. But, as in the SOBP-BD (see chapter 5 and [232]),
for the sizes with which critical behavior is observed, the effect of dissipation
is already negligible. Moreover, the only way to reach this state is by means of
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a fine-tuning of the background probabilities. Therefore, this system cannot
be SOC in the presence of leakage.

As already explained in the previous chapter, when bulk dissipation (i.e.
leakage) is considered, the only way to recover a reasonable SOC stationary
state is by means of a compensation mechanism present during the course of
avalanches, not only between them.

This concept can summarize the mechanisms acting in the model proposed
by Levina et al. in [270]. It is based on the model of chemical synapses
of Markram and Tsodyks (MT) [271], which considers three variables with
which the dynamics of the synapse can be modeled: the potential of each
neuron (Vi); the number of neurotransmitters11 avaliable at the presynaptic
neuron j (Ji,j); and the fraction of such particles to be used for the trans-
mission of the information (ui,j).

In a previous adaptation of the model [272], one equation was proposed for
each of these three variables, as in the original MT model. The evolution
of ui,j entails a potentiation of the transmission (facilitation), while the
evolution of Ji,j contributes to its weakness (depression). In this way, the
competition between both mechanisms was argued to drive the system to-
wards a self-organized stationary state: when a neuron fires many times,
the number of used neurotransmitters increases, which makes decrease the
number of neurotransmitters avaliable; on the other hand, when there are no
more neurotransmitters avaliable, the neuron must remain inactive and the
amount of such proteins increases again. In spite of this regulatory process,
in [272] the presence of a standard critical point makes this system not able
to be SOC.

However, in [270], Levina et al. perform one simplification in the previous
model: the fraction of used neurotransmitters remains constant (ui,j = u).
Thus, together with the dynamics for the membrane potential, only the de-
pression mechanism is taken into account.

Consider a fully connected network of N neurons. Each neuron is character-
ized by a membrane potential 0 < Vi(t) < Vmax. There exists an external
input which applies a current Iext to a randomly selected neuron ζh(t) with
a rate h. As time goes on, neurons integrate these external signals until,
at one of them, a threshold Vmax is overcome. Then, this neuron i fires,

11Proteins and other chemicals which are stored in vesicles in the synapse. Due to the
presence of them in the synaptic gap, the pulse of information is transmitted from the
presynaptic to the postsynaptic neuron.
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redistributing part of its potential among the rest of the system, and it turns
to the value Vi(t

+
sp) → Vi(t

−
sp) − Vmax, where tsp is the firing (or spiking)

time. Consequently, the number of neurotransmitters of the active sites of
the lattice decreases. Also, the membrane potential of all sites of the lattice
is affected: the activity of a site makes it decrease, but the potential at the
neighbors of such an active site increases. The set of temporal steps during
which the system remains active, starting from an initial activation due to
the external driving, constitutes an avalanche. After an initial transient level,
a stationary state for both Vi and Ji,j is achieved.

In a summarized way, the equations which represent the explained dynamics
are:





∂tVi = δi,ζh(t)I
ext +

1

N

N∑
j=1

uJi,jδ(t− tjsp − td)

∂tJi,j =
1

tJ

(αJ

u
− Ji,j

)
− uJi,jδ(t− tjsp).

(6.3)

Now, each term will be briefly explained.

a) Equation for the membrane potential Vi: The two terms at the r.h.s. in
the upper line of Eqs.(6.3) correspond to (from left to right):

i) The external driving. Only when the site i is randomly selected, the
external input Iext is applied to this site.

ii) The result of the firing of the neighbors. Each time a neuron j fires
(t = tjsp), and if td ¿ h (the separation of time scales is fulfilled), the
potential is increased a quantity uJi,j/N at site i.

In addition, an extra term −Vmaxδ(t−tisp−td) must be added to the evolution
of the potential. It takes into account the reduction of potential at site i due
to its relaxation.

b) Equation for the avaliable neurotransmitters Ji,j: The terms at the r.h.s.
in the lower row of Eqs.(6.3) correspond to (from left to right):

i) The recovery of the number of neurotransmitters. Each time, the
amount of neurotransmitters at each synapse increases; in the absence
of more terms, the maximum level given by αJ/u is achieved. The
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time scale for such recovery is given by the product tJ = νhN , where
1 < ν ¿ N and tJ is called the recovery time.

ii) The use of neurotransmitters. Each time the neuron fires, the amount
of avaliable neurotransmitters is decreased in uJi,j.

Concerning the similarities with sandpiles, the membrane potential in
this model can be seen as the energy stored at each site of a fully connected
pile. The external pulses Iext are the driving grains. Thus, the first row
of Eqs.(6.3), with the additional term proposed above, can be seen as a
sort of regularized12 equation for the relaxation rules of the pile, with non-
conservative dynamics. Only in the limit in which uJi,j = Vmax ∀(i, j),
conservation is recovered (see below).

The equation for Ji,j represents in a certain way the repoblation mechanism
explained in the previous chapter. When the recovery level given by αJ/u
is large enough, a certain degree of compensation is achieved. Now, two
important questions arise [266].

i) Which is the stationary value of 〈Ji,j〉 necessary for the system to be
critical? In [270], a study of the static limit (i.e. Ji,j fixed for all the synapses)
is made. First, the set of parameters u, td, tJ , N . . . is chosen; concretely for
the threshold, Vmax = 1. By fixing Ji,j = α0J

/u ∀(i, j), the parameter α0J

is fine-tuned until criticality is obtained. The value at which criticality is
recovered for any size N is α0J

∼ 0.95 ∼ Vmax. For this value, the amount
of potential transmitted to the neighbors during a firing is

∑
j uJi,j/N ∼

Vmax(N−1)/N ∼ Vmax for large N . As the site is decreased to Vi → Vi−Vmax

after the relaxation, it can be affirmed that the critical point for the static
case corresponds to the conservation limit. However, due to the lack of
dissipation in the limit of exact conservation13, the critical point for a finite
system is always situated below the α0J

= Vmax critical value to ensure the
existence of a stationary state [266].

ii) Is criticality obtained if the dynamics situates Ji,j around this α0J
/u

critical value on average? Although the answer to this question is “yes”,
these evolution equations are not able to achieve such a stationary state (see
Eqs.(6.3)). There are two important reasons:

1.- First, even considering the fine-tuning of αJ to α0J
, the reach of the

conservation limit is always impeded by the depression term associated

12Because of the presence of a unique time scale, see chapter 2.
13Note that there are no boundaries in this system.
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with activity (negative term in ∂tJi,j, see Eqs.(6.3)); only in the absence
of activity (or in the static limit), this value could be reached.

2.- Second, the presence of a recovery time scale makes, for a certain time,
the dynamics subcritical (nonconservative; see chapter 5), and there-
fore prevents the system from reaching the stationary critical value.
Even if αJ is fine tuned to a supercritical value αJ > α0J

in order
to compensate dissipation, only when νtJN ∼ 1 (which implies an un-
physical instantaneous recovery for neurotransmitters), criticality could
be reached.

Within this scenario, the possibility for this system to exhibit SOC be-
havior can be rejected. Only when the system is fine-tuned to the unrealistic
conservative level in the static, not-self-organized case, a true scale invariance
can be observed. Or, by considering the dynamics described by the second
equation of Eqs.(6.3), only the unphysical limit of instantaneous recovery
together with a fine-tuning of αJ , could make the system reach its critical
stationary state.

With the same arguments of a fine-tuning to reach conservation, the more
realistic equation with a leaking term for the membrane potential proposed
in [270] can be argued not to be SOC [266].

In [270], Levina et al. also claim that any αJ ≥ 1 (αJ ≥ Vmax, indeed),
in the thermodynamic limit N →∞, drives the system to a true SOC state.
This result is correct only when two assumptions are made: Iext ∼ N−w, with
w > 0, and the average value of the interevent interval IEI∼ N . Although
it is reasonable to think that, in the thermodynamic limit (N → ∞), the
external input represents a negligible quantity for the average potential of
the system, and in consequence the IEI also diverges, here the assumption is
stronger: they must scale in a specific way with the size of the system. This,
which represents a fine-tuning analogous to the double separation of scales of
the stochastic forest fire model (see the previous chapter), constitutes a very
artificial situation in which many of the units of the neural network remain
inactive during large periods of time.

Moreover, this condition seems not to have been applied in the simulations
presented in [270], aimed to prove the SOC behavior of the system, where
Iext seems to be fixed regardless the system size. Also, the SOC behavior
is argued by using a rather arbitrary parameter as is the “deviation from
power-law behavior”.

In summary, none of the variations of the MT model made in [270]
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or [272] are true SOC systems. The only way in which criticality is
recovered is, again (see above and chapter 5), by means of a fine-tuning to
the unrealistic conservation limit or double separation of scales; or by means
of a fine-tuning to a supercritical value together with the unphysical limit of
instantaneous recovery for neurotransmitters.

The Origin of the Scale Invariance in Neural Networks

In light of the results obtained in the previously discussed models it seems
clear that, as expected, a system with the basic ingredients of SOC needs of
conservation to be critical (see chapter 5). Thus, as local dissipation must be
considered for a model of neural network to be realistic, it is necessary to look
for the path to criticality by means of another self-organization mechanism
different from SOC.

Recall that the ultimate aim of this discussion about neural network mod-
els is to obtain one with which the critical features observed in [261,262] can
be observed. So far, the discussion has been focused on the scale-free behav-
ior. But now, it turns to the feature of the recurrence patterns.

The existence of such patterns implies a non-trivial underlying topology for
the network; this is a consequence of the learning process in which some
synapses are reinforced and others are pruned (i.e. of plasticity). The missing
ingredient can be a non-trivial topology for the network able to induce scale-
free behavior.

As Grinstein et al. argued in [274], the hierarchical structure of a scale-
free network (a network whose node degree distribution follows a power law
[264]) can induce, in a non-critical system, a scale free behavior in quantities
related with the spreading of an initial seed of activity (i.e. avalanches).

This is due to the presence of large hubs, sites which are connected to many
nodes at once. Thus, if activity reaches a node with low connectivity, the
avalanche is small; and if it hits one of these hubs, the avalanche is large even
with only one step of surviving activity. Therefore, avalanches of all sizes are
possible in such networks, with a duration which depends on the distance to
criticality for the system.

However, observables like P (s) are shown in [274] to inherit the same
scale-free behavior exponent of the topology. If this hypothesis is applied to
the measurements of [261, 262], the value τ = 3/2 found is, then, explained
by i) an underlying scale-free topology for the networks, with an identical
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degree distribution of exponent 3/2; or ii) the topology presents features of
small-world networks (see above).

Although work is still in process [266], it is reasonable to think that it is pos-
sible to find in the highly heterogeneous structure of the neural networks of
the brain a mixed scale-free network with some subtle small-world character-
istics. This would explain the recurrent patterns and scale-invariant behavior
(due to the scale-free network) and the mean-field values (small-world net-
work, which induces a mean-field behavior). Also, the short duration of the
avalanches would be explained due to the lack of criticality because of the
existence of leakage (i.e. the deviation from conservation). And the lack
of scale-free behavior observed in other parts of the brain, that would stem
from underlying structural differences.

A model of non-conservative neural networks with the above defined un-
derlying topology, thus, would embrace all the properties observed in the
experiments here mentioned [261–263, 265] and would represent a theoreti-
cal model with a realistic mechanism for a non-conservative system to reach
scale-free behavior in the absence of criticality [266]. But, as long as these
statements are conveniently proved, this remains as an open question.

6.4 Concluding Remarks

With the study of theoretical models, SOC can be characterized and its
universal features, distinguished. In this way, the relevant universality classes
can be identified, and even mesoscopic descriptions for such classes can be
found.

However, direct experimental realizations of SOC are very elusive. In real
life, together with the usual features of SOC, additional phenomenology can
be present.

For the archetypical example of real sandpiles, the inertia of the grains
makes large avalanches present an oscillatory relaxation behavior. Only small
avalanches, for which this effect is not so pronounced, exhibit scale-free be-
havior.

This lack of kinetic friction can be circumvented in two ways:

• By using elongated grains (rice grains) with which the friction is in-
creased, allowing the local forces to dominate over inertia.
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• By using inertia-free grains, i.e. exploring the realm of superconducting
avalanches.

In both examples, experiments have been performed and clean power-laws
have been reported. Therefore, the only backward of granular systems which
prevents them from being the perfect real systems where SOC must be looked
for is the presence of inertia.

In other kind of systems, like neural networks, although some basic ingredi-
ents of SOC are present, the lack of one of the necessary ingredients (con-
servation), avoid the development of critical behavior by means of SOC. The
measured scale invariance of some parts of the brain must stem from different
mechanisms (as, for instance, a nontrivial underlying topology).

Despite the difficulty of a reliable measurement of its critical observables,
the features of SOC can be observed in Nature, as are the systems with
absorbing states. However, as stated in this chapter, the fragility of some of
its ingredients reduces the extremely wide range of applicability suggested at
first moment by BTW.

But, still, one cannot help to be fascinated with how the mechanisms typical
of the SOC theory are used by Nature, in a great or lesser extent, to build
and keep in balance the world in which we live.



238 Chapter 6. Experimental Realizations of SOC



Chapter 7

Conclusions

The Foundations of SOC

Self-Organized Criticality (SOC) is a term coined by Bak, Tang and Wiesen-
feld (BTW) aimed to explain the ubiquity of scale invariance observed in
Nature. This scale-free behavior (assumed to be a sign of criticality) would
be the result of a common generic mechanism, present in all dynamical sys-
tems with many interacting degrees of freedom (which Nature is plagued
of).

Today, it is well-known that not all the observed scale-free behavior is caused
by emergent criticality, but there are many other mechanisms which can
generate scale invariance out of criticality.

However, there still are many other systems in which the general features of
SOC are present. Concretely, the basic ingredients reported to be essential
for SOC are:

• A slow accumulation of a physical quantity (stress, energy, magnetic
field, . . .). We use here energy for the sake of simplicity.

• A threshold for this energy defined for each of the interacting individ-
uals.

• A conservative rule for redistribution of energy when the threshold is
exceeded.

• A rapid (as compared with the accumulation time scale) relaxation of
all the sites above threshold.

239
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• Dissipation of energy only possible at the limits of the (finite) system.

These characteristics can be observed in many different systems, from earth-
quakes to type-II superconductors. The five points commented above give rise
to metastability and infinite separation of time-scales which, together
with conservation, define the basic ingredients for a system to display SOC.

The behavior of a system with these ingredients is dominated by a burst-
like dynamics in which individual avalanches can be defined. By means of
these avalanches, the dynamic parameter of the system (in this case, energy),
is driven towards a stationary state in which it is maintained around a specific
value. Below this value, avalanches can spread their activity only up to a
finite distance of the initial seed. Above this value, in the thermodynamic
limit, the activity (and, therefore, the avalanche) never dies. Therefore, the
above mentioned value is the critical value for the control parameter, and
the activity of an avalanche is the order parameter of the system.

Thus, the observables which can be defined in the avalanche (for instance, the
avalanche-size/duration probability distributions) follow a power law only
limited by the finite size of the system, which introduces a cutoff in the
spreading of the activity. Systems with a common set of the critical exponents
measured from these power laws can be grouped into universality classes.

Many different theoretical models, as for instance the archetypical sandpile
models, are defined in order to deeply study this behavior. These models
allow to identify not only the conditions under which SOC can be expected,
but also the basic ingredients defining each universality class.

Therefore, a SOC system can be considered a system out of equilibrium whose
dynamics makes it achieve a stationary state in which its control parameter
is maintained around the critical point of a second-order phase transition
and the relevant observables show scale-free behavior.

SOC as a Second-Order Phase Transition

The phase transition undergone by a SOC system is what is known as an
absorbing state phase transition, because the critical point separates an
overcritical phase, with an ever-lasting activity spreading, and a subcriti-
cal phase, in which the system gets trapped once it is reached (absorbing
phase). Moreover, an avalanche is just an event in which an initial seed
of activity is posed into an otherwise absorbing state, and activity-spanning
related observables are measured. That is, it is equivalent to the spreading
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experiments which are usually performed in absorbing state systems.

Although the paradigmatic universality class of systems with absorbing
states is the so-called Directed Percolation (DP) class, the conservation
present in SOC systems prevents them from showing the same critical be-
havior defined by this class.

Two different universality classes are usually distinguished in conservative
SOC theoretical models:

- The universality class of systems with deterministic relaxation rules
(deterministic -or BTW- sandpile class).

- The universality class of systems with stochastic relaxation rules (stochas-
tic -or Manna- sandpile class).

Concretely, when the basic ingredients of the latter are identified, two
different main fields can be defined: i) an activity field, whose evolution is
very similar to the one of the order parameter of DP, but which is coupled
to ii) a conserved background field (equivalent to the microscopic sand grains
under threshold), whose value defines whether a site is active or not.

With these fields, it is possible to construct a mesoscopic representation for
the mentioned universality class. As a previous step, it is necessary to per-
form a regularization procedure of the dynamics, after which only one time
scale and translational invariance are present in the system. To this end, the
slow-driving is forbidden, and the open boundaries are replaced by periodic
boundary conditions. In this way, energy is locally and globally strictly con-
served, and the Fixed-Energy Sandpile (FES) ensemble is defined.

In this FES ensemble, SOC turns into a standard second order phase transi-
tion between a state with non-zero activity and a state with no activity (the
absorbing state), in which energy acts as the tuning control parameter, not
self-organized anymore.

By using the two fields above-defined and the FES ensemble, the meso-
scopic equation which represents to this class can be written as:

{
∂tρ = Dρ∇2ρ + µρ− λρ2 + ωρE + σ

√
ρη(~x, t)

∂tE = DE∇2ρ,
(7.1)

where ρ and E are the above-mentioned activity and background fields, re-
spectively, η is a Gaussian white noise and the rest of parameters are con-
stants. The form of the noise is caused by the Poissonian distribution of the
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number of microscopic creation and annihilation events which, at a meso-
scopic level, is translated into a Gaussian noise with variance proportional
to the mean rate of the process (i.e. the activity).

This set of Langevin equations defines a system with an infinite number
of absorbing states (states with ρ = 0, in which there is no evolution of any
of the fields); the evolution of the activity field is, as commented above, very
similar to the one of DP, but it is also coupled to a conserved field, whose
diffusion (as usual in sandpiles) is limited to the propagation of avalanches.
Therefore, the class of the microscopic stochastic sandpiles can be, attending
to its mesoscopic characteristics, called Conserved Directed Percolation
(C-DP) universality class.

Comparison of DP and C-DP Classes

Although DP and C-DP classes are conceptually very different, the closeness
of the critical exponents which define both classes (see appendix C) makes,
sometimes, difficult to distinguish the true universal behavior of systems with
long transients present in the observables.

However, the different response of both classes to the presence of certain
perturbations can be useful to discern the universality class of such systems.

It is well known that DP systems are Galilean-invariant, i.e. their critical
behavior is not changed when anisotropy is present in the dynamics. A
preferred direction leaves the critical exponents unchanged, in this case.

On the other hand, anisotropy constitutes a relevant perturbation for the
C-DP universality class which, in the presence of such a new ingredient, is
transformed into a new universality class, called anisotropic C-DP (A-C-DP)
class. This different behavior can be used as a discrimination criterium.

When a surface (for instance, absorbing or reflecting) is introduced into
a DP system next to the seed of activity, whereas bulk properties (properties
which are not related with the surviving probability) does not suffer any
change and no structure can be observed in the background field, the rest
of observables change dramatically. This phenomenology, called surface DP
(S-DP) here, is very different from the observed in the case of C-DP systems.

For C-DP systems in the presence of a reflecting wall, although a defined
structured landscape is present, all the observables remain as in the surface-
free (bulk-driven) case. On the opposite, when an absorbing surface is intro-
duced, not only a structured background arises, but the non-bulk exponents
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change as well. Therefore, in the case of C-DP, two different phenomenolo-
gies can be observed: C-DPref (where the critical exponents are identical to
bulk-driven C-DP) and C-DPabs.

In all the cases, the response of a C-DP system to the presence of a wall
clearly distinguishes it from a DP system. Thus, this can be also used as a
discrimination criterium.

By using the explained different reactions of DP and C-DP systems to
such perturbations, a method to distinguish quantitatively both classes in
controversial systems can be defined:

1.- Measure the critical exponents of the isotropic, bulk-driven (or surface-
free) system, in the large-time/large-size regime.

2.- Introduce a reflecting wall at one boundary next to the site for the driv-
ing events or initial seeds of spreading experiments. If the exponents
change, the system belongs to the DP class. In contrast, if it does not
alter its critical behavior, the system belongs to the C-DP class.

3.- Change this wall by an absorbing surface. If the exponents change with
respect to the isotropic case, and coincide with the ones measured in
the previous step, the system belongs to the DP class. In contrast, if
they are different from those of any of the above described points, the
system belongs to the C-DP class.

4.- Define a preferred direction (anisotropy) for the dynamics. If the mea-
sured critical exponents do not vary, the system belongs to the DP
class. On the contrary, if they change to the ones of the A-C-DP class,
it belongs to the C-DP universality class.

SOC and Elastic Interfaces

It is possible to relate the features of the phase transition present in elastic
interfaces into random media, with the absorbing state phase transition of
the FES ensemble.

The evolution of elastic manifolds into random media is represented by
the quenched Edwards-Wilkinson (qEW) equation, which defines the
qEW universality class, also called linear interface model (LIM) class.

This equation describes the evolution of systems which undergo a continuous
phase transition between an active (interface propagation velocity v 6= 0)
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and an absorbing (v = 0) phase, with a critical value for the external force,
which acts as the control parameter of the transition.

Moreover, a conserved background field (the sum of the deterministic forces
present in the system) can be defined, and when the boundaries of the system
are open, an avalanche-like behavior can be observed if the external force is
slowly increased. Eventually, a scale invariant stationary state is reached.

Therefore, not only both FES and SOC ensembles can be recognized in
the LIM class, but also the same symmetries and ingredients. Thus, for the
LIM class, the same critical exponents of C-DP are measured, stating that
linear elastic interfaces into random media and stochastic sandpiles are just
two different realizations of the same underlying phenomenon: SOC.

Indeed, it is possible to express the dynamics of a microscopic stochastic
sandpile by means of the qEW equation and, conversely, to map the micro-
scopic dynamics of a LIM interface into the C-DP set of Langevin equations.

That both classes represent the same phenomenology can be also shown by di-
rectly measuring some functions related with the renormalized (mesoscopic)
form of the microscopic random pinning potential. The mesoscopic shape of
the potential is the responsible for the burst-like behavior of LIM systems
and, therefore, the measured functions must coincide with the C-DP ones.

The spectacular collapse of the functions measured for the qEW equation,
microscopic LIM systems and both micro and mesoscopic C-DP examples
confirms that LIM and C-DP share the same underlying physics, and there-
fore are two equivalent languages with which SOC can be described.

The Role of Conservation in SOC

Although conservation has been presented here as a necessary (and suffi-
cient) condition for SOC, there are many non-conservative theoretical mod-
els claimed to exhibit it. Moreover, many important examples of SOC in
Nature, as for instance earthquakes, are intrinsically non-conserved.

It is necessary to distinguish two different types of conservation: global
and local.

- Global conservation is that of the FES ensemble, in which energy
cannot be lost nor introduced into the system. This type of conser-
vation can be violated on average and criticality still be kept. This is
the case of the SOC ensemble, in which the global level of energy is
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maintained fluctuating around its critical value.

- Local conservation is present in what is defined here as conserved
systems. Local conservation is fulfilled when the redistribution rules are
strictly conservative. This is the conservation claimed to be necessary
in order to keep the critical behavior of a SOC system.

When local conservation is present in a SOC system, the only way to
dissipate incoming energy, in order to keep the stationary state, is by means
of arbitrary large avalanches. Thus, any increase of energy due to the ran-
dom deposition of an amount of extra energy during the driving process can
reach the boundaries. As large dissipation of energy is rarely necessary (com-
pared with small dissipations), a power law shape for, say the avalanche-size
distribution, is expected.

However, if local dissipation is present, it is not necessary to reach the borders
in order to achieve the stationary state and, therefore, large avalanches are
not present anymore. This introduces a relevant characteristic length into
the system, a cutoff for the scale-invariant behavior of the observables. Thus,
although the system still self-organizes to a stationary state, such state is not
critical anymore, but subcritical.

This heuristic argument illustrates the observed subcritical behavior for
locally-dissipative systems. However, in order to compensate the energy lost
during the avalanches, a background dynamics can be defined.

If this dynamics is implemented between avalanches, the only change in the
system is in the initial conditions, but the evolution of the avalanche re-
mains subcritical. This dynamics must be introduced in the course of the
avalanches.

Of course, no extra activity can be created by means of the background
dynamics, because it would introduce an extra characteristic length. The
only way in which this mechanism can be used to recover a quasi-critical
evolution is by defining an on-average-locally-conservative propagation for
the avalanche. With this kind of propagation, it is possible to control how
far to the true critical (strictly conserved) state the system is.

Thus, although true criticality is only reached by means of strict local
conservation, “local conservation on average” constitutes the only way in
which this condition can be relaxed without losing a reasonable large power-
law regime for the observables.
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SOC in Real Life

Although many theoretical models can be defined to study SOC, the real
experiments in which the critical observables of SOC can be reliably measured
are not so numerous.

The reason why this happens is that, in real systems, it is usual to find
not only the ingredients of SOC, but also extra ingredients which can blur
the scale invariance of the observables.

This is the case of the paradigmatic example of SOC, the sandpiles, which
in real experiments are affected by inertia, which introduces a characteristic
length impeding the measurement of power laws for any of the observables.

Inertia can be prevented in granular systems by using elongated grains
of rice instead of rounded grains. It can also be avoided by using a different
type of systems: type-II superconductors. When the latter are posed into an
external magnetic field H, vortices are created on the surface of the sample
and penetrate into its bulk. These vortices carry a quantum of magnetic field
which can be considered an inertial-free grain for this new kind of pile, in
which internal magnetic field B is stored and superconducting avalanches
can be defined. The front of penetrating vortices can also be seen as an
interface, which evolves by means of bursts of activity.

For both, ricepiles and type-II superconductors, experiments have been per-
formed and clean power-laws has been measured. These examples constitute
the best reported experimental realization of SOC up to the date.

In systems like neural networks, scale-free avalanches have been also ob-
served. Although some of the necessary ingredients of SOC are present, the
lack of conservation prevents SOC from being the underlying mechanism re-
sponsible for the scale invariance. Instead, other factors, as for instance the
topology of the network, can originate this non-critical but still power-law
like propagation of activity.

SOC is not, as expected at first moment, a general theory to explain the
ubiquitous emergence of scale invariance in real systems. As stated in the
last example, not all the scale invariance in Nature is even a sign of criticality.
But still exist many different systems in which the catastrophic-like behavior
of SOC systems can be observed. The accumulated knowledge about this
theory allows to predict under which conditions these systems will exhibit
true scale invariance. Even so, it is still far a complete understanding of the
point up to which SOC is involved in the processes observed in Nature.
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Basic Concepts

In this first appendix, some basic concepts concerning phase transitions are
explained. This section is an essential part in this thesis, intended to be
absolutely self-sufficient. All these definitions can be found in most of books
about Statistical Physics, for instance [A1,A2,A3,A4].

A.1 Phase Transitions

A system undergoes a phase transition when it suffers a qualitative change
in some thermodynamic magnitudes as the result of the variation of one
characteristic parameter of the system. In this way, we can use the reaction
of some observables to the tuning of some parameters to detect when the
system changes from one phase to another. Conceptually, it is usual to think
in a phase transition as a change from order to disorder (or viceversa).

The parameter whose variation induces the phase transition is the so-called
control parameter. One system can suffer many different transitions, and
there is one control parameter associated with each of them. Likewise, there
is at least one observable whose behavior, when the control parameter varies,
is indicative of the existence of a phase change. It is the order parameter.
Depending on the behavior of the order parameter, the phase transitions are
classified into two families.

247
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A.1.1 First Order Phase Transitions

If the order parameter has a discontinuous dependence on the control pa-
rameter, the phase transition is called discontinuous or first order phase
transition. It is discontinuous because of the described behavior of the or-
der parameter, and the first order denomination stems from the fact that
the first derivative of the Gibbs free energy suffers a discontinuity just at the
same point.

In this jump, the order parameter takes two different values at the same
point of the control parameter axis. This indicates that the system is in two
different phases at the same time. This is the so-called phase coexistence.
During the coexistence, as the control parameter is varied, one of the phases
is growing at the expense of the other, which is disappearing.

The usual example of coexistence is water. Its phase diagram is depicted
in Fig.A.1 (see left panel). All the lines in this plot are coexistence lines, i.e.
pairs pressure-temperature (P, T ) at which there are two phases1 coexisting.

Consider, for instance, the solid-liquid phase transition of water. In this case,
the control parameter is the temperature, and it can be selected as order
parameter anyone which measures order in the system. It is straightforward
to see that, starting from ice phase up to a temperature T = 0−, the order
parameter is in its maximum value due to the ordered structure of ice. As
temperature raises up to T = 0, any amount of energy given to ice is devoted
to melting (latent heat), the order parameter begins to decrease, and the
coexistence between water and ice starts. When all the ice has disappeared,
transformed into water, the energy applied is used again to increase T , and
the order parameter reaches its minimum value.

In the previous example, when the molar entropy (s) is taken as the order
parameter, the function s(T ) presents a jump just when the phase transition
is undergone. A more intuitive representation is the one depicted in the right
part of Fig.A.1, where the molar volume v is the order parameter, which at
certain P = P ′ takes two different values, v1 and v2 (a value per coexisting
phase). This indicates the phase transition.

1Three, at the point in which the three coexistence lines cross. This is the so-called
triple point of water (T3 in the figure).
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Figure A.1: Left: Water phase diagram. The lines are coexistence lines, indicating
a first order phase transition. While, at points A and C, the coexistence lines are not
interrumpted, the point B does not entail coexistence; it is the critical point of a second
order phase transition. Right: Behavior of the molar volume v of water with the variation
of the pressure P ; the two values for v at the same P , point to the coexistence of two
phases.

A.1.2 Second Order Phase Transitions

But in the same system can occur many different phase transitions. As said
above, when one of the coexistence lines is crossed (due to the variation of any
of the parameters of the system), a first order phase transition is undergone.
However, it is possible to change from one phase to the other avoiding the
coexistence.

Recall the phase diagram of the previous example (see left part of Fig.A.1).
The point at which a coexistence line ends is a point above which water
can pass from one phase to another one continuosly, i.e. the order parameter
does not jump at this point, but varies smoothly. This point is called critical
point, and the transition, second order or continuous phase transition.
It is continuous because of the described behavior of the order parameter, and
the second order denomination stems from the fact that the first derivative of
the Gibbs free energy is continuous, but the second one suffers a discontinuity
just at the critical point.

We will use the liquid-vapor continuous phase transition of water to see
clearly the difference between both transitions. As explained in the previous
section, it is possible to transform liquid water into vapor following path
1 (green line depicted in the phase diagram of the left part of Fig.A.1).
Then, when temperature reaches some value posed on the coexistence line,
all energy applied to the system is used as latent heat (i.e. to transform liquid
into water keeping (P, T ) constant) and two phases are coexisting. But it
is also possible to follow path 2 (blue line), in which the liquid changes to
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Figure A.2: Second order transition in the Ising model. Above the critical point Tc (the
Curie temperature), thermal fluctuations make the system be completely disordered.

vapor and the system does not absorb any latent heat, and therefore there
is no coexistence.

In equilibrium Statistical Physics, the most instructive example of con-
tinuous phase transition is the Ising model. Consider a lattice with N sites,
and one spin at each position i which can be oriented only towards two di-
rections. Thus, we can assign the values si = ±1 to each spin. To quantify
the order into the system, it is used the magnetization, defined as:

m(t) =
1

N

N∑
i=1

si(t). (A.1.1)

In this way, when all the spins are equally oriented, |m| = 1 and the system
is completely ordered; if any of the spins is oriented towards the opposite
direction, 0 < |m| < 1, and when the system is totally disordered, |m| = 0.
With this order parameter, it is possible to know whether the system is in
its magnetic phase (m 6= 0) or in its non-magnetic phase (m = 0).

The control parameter is the temperature (T ), because thermal fluctuations
are the responsibles for changes in the orientation of the spins. The point at
which the system undergoes the phase transition (the critical point) is called
in this case Curie temperature. The phase diagram can be observed in
Fig.A.2.

As second order phase transitions are the ones observed in Self-Organized
Criticality, we will be focused on them from now on. The phenomenology
around and at the critical point is very interesting, and it is what provides
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many of the tools needed to study the models described on this thesis.

The Divergence of Correlations

As said before, the behavior of many observables changes in the vicinity of
a critical point. One can be interested in observe, in a spatially extended
system, how the behavior of one site ~x1 affects to another site ~x2. To this
end, it is necessary to define a two-point spatial correlation function,
G(~x1, ~x2); if the behavior is characterized by, e.g. a spin, this function takes
the form:

G(~x1, ~x2) = 〈s(~x1)s(~x2)〉 , (A.1.2)

where 〈.〉 means thermal averaging; or better its connected form:

Gc(~x1, ~x2) = 〈s(~x1)s(~x2)〉c = 〈s(~x1)s(~x2)〉 −
〈
s2

〉
. (A.1.3)

When the system is translationally invariant or isotropic, this function de-
pends on distances, and the expression is reduced to:

Gc(r) = 〈s(0)s(~r)〉c = 〈s(0)s(~r)〉 − 〈
s2

〉
, (A.1.4)

where r = |~x1 − ~x2|. Away from the critical point (T 6= Tc in this example),
this function has the form:

Gc(r) ∼ e−r/ξ, (A.1.5)

that is, correlations decay exponentially fast with the distance, and ξ is a
characteristic length. This last expression means that the fluctuations at
one site ~x can travel a distance up to r = ξ, but sites situated far away do
not have the information of what happens at ~x. This characteristic length ξ
is called correlation length.

In the proximity of the critical point, and taking the thermodynamic limit
(L → ∞) and long time limit (t → ∞)2, this observable behaves in a very
special way. Defining ∆ = T − Tc, i.e. the distance to the critical point,
when |∆| ¿ 1:

2The L, t →∞ limit is called the hydrodynamic limit.
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ξ ∼ |∆|−ν⊥ . (A.1.6)

This means that, as the control parameter achieves the critical point, this
length becomes larger and larger, diverging as a power law characterized
by the exponent ν⊥. This affects to the correlation function because, next to
the critical point and for large r, it behaves as:

Gc(r) ∼ e−r/ξ

rd−2+η
−→ 1

rd−2+η
, (A.1.7)

that is, the correlation function also follows a pure power law, given by the
exponent d − 2 + η. Both η and ν⊥ are critical exponents, because they
characterize the behavior of these observables next to the critical point.

In summary, near the critical point, correlations span throughout the system
(ξ À 1), decaying very slowly as a power law of the distance r.

Similarly, a temporal correlation function can be defined, for exam-
ple, for the order parameter:

Gc(t) = 〈φ(t0)φ(t0 + t)〉c = 〈φ(t0)φ(t0 + t)〉 − 〈
φ2

〉
. (A.1.8)

These correlations have as well a characteristic time length (the correlation
time, ξt) which indicates the duration of the correlations or memory effect
in the system3. This length also follows a power law in the proximity of the
critical point:

ξt ∼ |∆|−ν‖ . (A.1.9)

This means that, as the control parameter is closer to the critical point, the
correlations spend more and more time in dissappear. This phenomenon is
called critical slowing down. Both correlation lengths are linked by the
relation:

ξt ∼ ξz, (A.1.10)

3Also, it can be called decorrelation time length, because it is the time the system takes
to become decorrelated again.
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where z is the so-called dynamical exponent. This relation allows to link
not only the observables, but also the exponents, with the scaling relation4:

z =
ν‖
ν⊥

. (A.1.11)

Scale Invariance

The relevancy of the power law behavior stems from its underlaying physics.
Consider two properties of a system described by the functions f(x) and
g(x). Suppose that the first one follows a power law, and the second one, an
exponential law. As only dimensionless quantities can be arguments of both
functions, a scale length x0 is to be defined; hence, the functions are:

f(x) =

(
x

x0

)γ

g(x) = e−x/x0 . (A.1.12)

By changing the scale of observation, x → x̃ = bx, the effect on each function
is different. For the power law:

f(x̃) =

(
bx

x0

)γ

= bγf(x). (A.1.13)

In this way, the new function conserves the shape of the original one (i.e. the
selected property of the system conserves the same behavior, a power law
characterized by the same exponent) after the change5. It is necessary only
a linear change in the scale of both axes to recover the original one. In other
words, the relative change f(bx)/f(x) = bγ is independent of x.

However, the exponential:

g(x̃) = e−bx/x0 = g(x)b, (A.1.14)

that is, the new function has a modified form different from the original
one, which cannot be recovered with simple linear changes of scale. Now

4These relations reflect symmetries of the system, and therefore they can vary for
different systems.

5The new function is identical to the original one, but shifted in the f axis by a factor
bγ .
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g(bx)/g(x) = g(x)b−1 depends on x. It also can be seen as a change of the
characteristic length (from x0 to x0/b). The new function is, thus, qualita-
tively different from the original one, and therefore the property changes its
behavior when the scale is varied.

In summary, a property described by a power law remains qualitatively the
same regardless the scale of observation, while a property described by an
exponential law changes its behavior with the scale of observation. The
former phenomenon is known as scale invariance. If a system is scale-
invariant, the observables defined at the microscopic level of description can
be also defined at any other level, and moreover they behave in an identical
way. This is an essential property, intimately related to universality (see
below).

Dynamic Behavior

Apart from correlation functions, more observables can be used to study the
critical behavior of a system. Depending on the system and the behavior
under study, a certain set of observables must be selected. The previous
ones study the behavior close to the critical point, but not just at the critical
point.

Consider a system whose order parameter is given by the number of ac-
tive sites6. Starting from a seed of activity7 (experiment which is known as
spreading experiment), it is interesting to measure the temporal behavior
of the number of active sites considering only surviving experiments up to
time t (Ns(t)), considering all the experiments (N(t)), the surviving probabil-
ity (Ps(t)) or the mean quadratic distance to the seed of activity considering
again only surviving runs (R2(t)); the average over different experiments of
these quantities, at the critical point (∆ = 0), follows the power laws:

Ns(t) ∼ tη+δ, (A.1.15)

N(t) ∼ tη, (A.1.16)

Ps(t) ∼ t−δ, (A.1.17)

6For example, in a simulation of the spreading of diseases in populations: the infected
people would be the order parameter and the probability to infect other site or health
itself, the control parameter.

7One individual infected among the rest of the healthy population.
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R2(t) ∼ tzspr . (A.1.18)

In the same way, it is possible to study how some quantities behave if the
initial state is one in which all sites are active. It is interesting, for example,
to study the decaying of the density of active sites, ρ, with time; just at the
critical point, and averaged over different experiments, it follows the power
law:

ρ(t) ∼ t−θ. (A.1.19)

Static Behavior

Out of the critical point, a stationary density ρst can be defined. If the
control parameter is above its critical value (∆ > 0):

ρst ∼ ∆β. (A.1.20)

As all these behaviors are valid only in the L →∞ limit, it is interesting
to study how the finite size of any real or simulated system affects to the
results. When the system is far from criticality, the correlation length is
small, less than the size of the system (ξ < L). But, at the critical point,
correlations diverge and, for a finite size, ξ > L and correlations are limited
by the system size. This is what is called finite size effect. In a nutshell, it
consists in a shift of the critical point, making ∆ larger for a fixed value of the
control parameter as the size is reduced. In the opposite way, if the control
parameter takes its critical value, this can be expressed with the relation:

∆(L →∞) = 0 =⇒ 0 < ∆(L). (A.1.21)

In this way, when the control parameter of a system with finite L takes a
value such that ∆(∞) = 0 (i.e. the critical value of the infinite system),
the behavior of the order parameter is supercritical, i.e. it converges to a
finite stationary value in a finite time. The value of this time is larger as L
increases, and the saturation value fulfills the relation:

ρst ∼ L−β/ν⊥ . (A.1.22)

This behavior is called finite size scaling.
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A deviation from the power-law behavior of all these quantities shows that
the system is close but not at the critical point. Hence, these observables can
be used to detect when the system is undergoing a phase transition. As a
power law takes a linear form when it is represented in a plot in which both
axes are in logarithmic scale, a deviation from a straight line in a log-log
plot indicates a deviation from the critical point. All these exponents also
can be linked by using scaling relations like the ones which can be found in
chapter 2.

A.2 Universality

In the previous section, many critical exponents have been defined. As can
be seen all along the thesis, it is possible, for many different systems with
different dynamics (i.e. microscopic rules), to share the same set of values for
the critical exponents. This means that, although the microscopic behavior
is different, the critical behavior at a higher level of observation is identical.
This phenomenon is called universality8.

Universality allows to gather many systems into the same group, char-
acterized by a certain critical behavior. This group is called universality
class. As it is recalled in the bulk of this thesis, a set of symmetries defines
a universality class. Thus, universality is a very powerful concept, because it
allows to predict what the critical behavior of a system is just by identifying
its symmetries.

Attending to these characteristic symmetries, it is possible to build a
continuous equation (a Langevin equation) which specifies the behavior of
the universality class at a mesoscopic level of description, regardless the mi-
croscopic rules of each single system. Due to the scale invariance occurring
at the critical point, it makes no difference whether to choose the micro-
scopic or the mesoscopic level to describe the dynamics of the system. As
microscopic rules can blur the true asymptotic critical behavior by introduc-
ing long transients, it is usually advisable to study the continuous equation,
which remains unaffected by these microscopical details.

A very spectacular plot in which the concept of universality is clearly

8The set of exponents is identical, but as the microscopic rules are different, the appro-
priate order or control parameter can be different in each system; due to this, the value of
the critical point is not universal.
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Figure A.3: Liquid-gas coexistence curves for many fluids; observe that temperature
and density are scaled by their corresponding critical values, which are non-universal
parameters. See [A2] for further details.

depicted is the well-known temperature-density diagram of the liquid-gas
coexistence curves of many fluids as noble gases, Fig.A.3. Throughout the
thesis, this topic is very recurrent, and thus many plots in which universality
is present can be seen. Concretely, Fig.4.8 is recommended.

A.3 Self-Affinity, Self-Similarity, Fractals and

1/f Noise

An object is said to be self-similar if it looks ”roughly” the same on any
scale. In other words, when the object is enlarged or reduced, the result is
statistically similar to the original one (i.e. it can be superimposed to the
original or, if not, at least conserves its shape). The Cantor set is an example
of a self-similar object (see Fig.A.4).

On the other hand, if the object has to be rescaled anisotropically to recover
the shape of the original one, it is said to be self-affine.

Fractal Dimension

If M(L) (or mass) is the number of objects of unit length L necessary to fill
a self-similar object of volume V (L), both magnitudes are related by means
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n=0

n=1

n=2

n=3

.

.

.
Figure A.4: The one-dimensional Cantor set: starting from a line (n = 0), each new
generation is obtained by dividing the object of the previous one into three parts and
removing the one in the middle.

of the expression:

M(L) = V (L) · L−dE , (A.3.1)

which is a power law characterized by the Euclidean dimension of the object,
dE ∈ Z0,+. The object is said to be a fractal if this relation changes to:

M(L) ∼ L−Df , (A.3.2)

where Df , the so-called fractal dimension, is a non-integer number less
than the corresponding Euclidean dimension in which the object is embed-
ded. The presence of this power law implies, as said above, the lack of a
characteristic scale of description; therefore, a fractal is a geometrical struc-
ture with features of all length scales

1/f Noise

The counterpart of spatial fractals in time domain is the known as 1/f noise.
The spectrum of a temporal signal is defined as the square amplitude of the
Fourier transform of the signal or, if a stationary state can be reached, the
cosine transform of the temporal correlation function:

S(f) = 2

∫ ∞

0

dtG(t)cos(2πft). (A.3.3)



A.3. Self-Affinity, Self-Similarity, Fractals and 1/f Noise 259

Broadly, it can be said that, in many cases, a time-correlation function fol-
lowing a power law implies a scale-free power spectrum:

S(f) = 1/fα. (A.3.4)

Thus, the presence of 1/f noise points out, in many cases (see chapter 6),
the divergence of correlations, i.e. some internal temporal structure arising.
This is the reason why this noise is said to be a fractal in time. The case
α = 1 is special, because temporal correlations decay in a logarithmic way
(very long time correlations).
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Appendix B

Field Theory Representation of
a Master Equation

In this appendix, some necessary steps to perform a mapping from a reaction-
diffusion set of equations to the continuous generating function of the process
will be followed. Two species A and B for interacting particles will be con-
sidered.

Let P (m,n; t) be the probability for a site i to have m particles of species
A and n particles of species B at time t. If w((m′, n′) → (m, n)) is the
transition rate for the changing process from the state (m′, n′) to the state
(m,n), the master equation for this site can be written as:

∂tP (m,n; t) =
∑

(m′,n′)

w((m′, n′) → (m,n))P (m′, n′; t)

−
∑

(m′,n′)

w((m,n) → (m′, n′))P (m,n; t).
(B.1.1)

To map the master equation into a field theory, it is necessary to define
the state of the system in a second quantized form. To this end, it is necessary
to introduce the ket-vector |m,n〉, which is the microscopic state for a site i
with m particles A and n particles B, and whose scalar product is given by:

〈m′, n′|m,n〉 = m!n!δm′,mδn′,n, (B.1.2)

which is called exclusive scalar product [106]. This defines the orthonormal
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basis of a Hilbert space. Creation and annihilation operators are defined for
each species:

â†|m,n〉 = |m + 1, n〉
b̂†|m,n〉 = |m, n + 1〉
â|m,n〉 = m|m− 1, n〉
b̂|m,n〉 = n|m,n− 1〉

(B.1.3)

with the commutation rules:

[
â†i , âj

]
= δi,j

[
b̂†i , b̂j

]
= δi,j

[
â†, b̂

]
= 0

[
b̂†, â

]
= 0; (B.1.4)

thus, a Fock space is defined. The number operator for each species is given
by:

N̂A = â†â|m,n〉 = m|m,n〉
N̂B = b̂†b̂|m,n〉 = n|m,n〉. (B.1.5)

It is convenient to define also the projector state:

〈 | = 〈0, 0|eâ+b̂ (B.1.6)

and the identity resolution, given by:

I =

∫
dϕdϕ̄dφdφ̄

(2π)2
eiϕϕ̄eiφφ̄|ϕ, φ〉〈iϕ̄, iφ̄|, (B.1.7)

where ϕ,ϕ̄, φ and φ̄ are real-valuated, position and time dependent fields.
The state |ϕ, φ〉 is a coherent state, which in its bra and ket forms can be
written as:

|ϕ, φ〉 = eâ†ϕeb̂†φ|0, 0〉 =
∑
m,n

(â†ϕ)m

m!

(b̂†φ)n

n!
|0, 0〉 =

∑
m,n

ϕm

m!

φn

n!
|m,n〉

〈ϕ, φ| = 〈0, 0|eâϕ∗eb̂φ∗ =
∑
m,n

〈0, 0|(âϕ∗)m

m!

(b̂φ∗)n

n!
=

∑
m,n

〈m,n|(ϕ
∗)m

m!

(φ∗)n

n!
.

(B.1.8)
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The ket states are eigenvectors of the annihilation operator b̂â in this
space:

b̂â|ϕ, φ〉 = ϕφ|ϕ, φ〉, (B.1.9)

and the bra states are eigenvectors of the creation operator b̂†â†:

〈ϕ, φ|b̂†â† = 〈ϕ, φ|ϕφ. (B.1.10)

The resolution of the identity can be rewritten now as:

I =

∫
dϕdϕ̄dφdφ̄

(2π)2
eiϕϕ̄eiφφ̄eâ†ϕeb̂†φ|0, 0〉〈0, 0|e−iâϕ̄∗e−ib̂φ̄∗ (B.1.11)

Once the Fock space is completely characterized, the rest of the steps of
the mapping from the master equation Eq.(B.1.1) to a field theory can be
performed. To this purpose, we define now the state of site i at a time t
as a superposition of all the possible |m,n〉 states, each of them with the
convenient weight given by the probability P (m,n; t):

|ψi(t)〉 =
∑

(m,n)

P (m,n; t)|m,n〉 (B.1.12)

where the state of the whole system is:

|Ψ(t)〉 =
∑

i

|ψi(t)〉 (B.1.13)

Thus, if the master equation Eq.(B.1.1) is multiplied by the state |m,n〉:

∂tP (m,n; t)|m,n〉 =
∑

(m′,n′)

w((m′, n′) → (m,n))P (m′, n′; t)|m,n〉

−
∑

(m′,n′)

w((m,n) → (m′, n′))P (m,n; t)|m,n〉,

(B.1.14)

and a sum over all possible states is performed:
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∂t

∑

(m,n)

P (m,n; t)|m,n〉 =
∑

(m,n)

∑

(m′,n′)

w((m′, n′) → (m,n))P (m′, n′; t)|m,n〉

−
∑

(m,n)

∑

(m′,n′)

w((m,n) → (m′, n′))P (m,n; t)|m,n〉,

(B.1.15)

With these definitions, the master equation can be written as:

∂t|Ψ(t)〉 = −Ĥ|Ψ(t)〉, (B.1.16)

where this Ĥ operator can be written as the contribution of each site and each
process separately1. It is difficult and not very illustrative to demonstrate
this last expression, but it can be easily shown in each concrete example, for
example the explained in section 2.7 (see chapter 2).

Eq.(B.1.16) is the imaginary-time Schrödinger equation, which can be
integrated to result in:

|Ψ(t)〉 = e−Ĥt|Ψ(0)〉. (B.1.17)

Consider that, at time t = 0, the distribution of particles follows a Poissonian
distribution; for the whole system, it can be written:

P (m,n, 0) = C
∏

i

nmi
A0

mi!

nni
B0

ni!
, (B.1.18)

where C is a normalization constant that, for the sake of simplicity, it is
assumed to be C = 1; therefore, using the definition of state, Eq.(B.1.12)-
Eq.(B.1.13):

1Except, of course, the diffusion of particles, which involves two sites.
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|Ψ(0)〉 =
∑
m,n

∏
i

nmi
A0

mi!

nni
B0

ni!
|m,n〉

=
∑
m,n

∏
i

nmi
A0

(â†i )
mi

mi!

nni
B0

(b̂†i )
ni

ni!
|0, 0〉

= enA0

P
i â†i enB0

P
i b̂†i |0, 0〉.

(B.1.19)

The solution of the evolution equation, Eq.(B.1.17), can be used to eval-
uate the generating function, which is given by:

Z = 〈 |Ψ(t)〉 = 〈 |e−Ĥt|Ψ(0)〉

= 〈0, 0|e
P

i(âi+b̂i)e−
P

i Ĥi|Ψ(0)〉.
(B.1.20)

For the moment, the contribution of each site i will be considered separately1.
The subscripts i will be omitted. It is possible to divide the time interval in
K → ∞ slices; thus, if ∆t is the width of these slices, t = t0 + K ·∆t, and
the exponential of time takes the form:

e−Ĥt = lim
∆t→0

(1− Ĥ∆t)t/∆t (B.1.21)

and the contribution of site j to the generating function is given by:

Zj = lim
∆t→0

〈0, 0|eâ+b̂(1− Ĥ∆t)t/∆t|ψ(0)〉. (B.1.22)

Now, introducing the identity resolution between each of the K slices:

Zj = lim
∆t→0

〈0, 0|eâ+b̂IK(1− Ĥ∆t)I(K−1)(1− Ĥ∆t) . . . I1(1− Ĥ∆t)I0|ψ(0)〉

= lim
∆t→0

〈0, 0|eâ+b̂

(∫
dϕKdϕ̄KdφKdφ̄K

(2π)2
eiϕK ϕ̄KeiφK φ̄Keâ†ϕKeb̂†φK |0, 0〉
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〈0, 0|e−iâϕ̄∗Ke−ib̂φ̄∗K

)
(1− Ĥ∆t) . . .

(1− Ĥ∆t)

(∫
dϕ1dϕ̄1dφ1dφ̄1

(2π)2
eiϕ1ϕ̄1eiφ1φ̄1eâ†ϕ1eb̂†φ1|0, 0〉〈0, 0|e−iâϕ̄∗1e−ib̂φ̄∗1

)

(1− Ĥ∆t)

(∫
dϕ0dϕ̄0dφ0dφ̄0

(2π)2
eiϕ0ϕ̄0eiφ0φ̄0eâ†ϕ0eb̂†φ0|0, 0〉〈0, 0|e−iâϕ̄∗0e−ib̂φ̄∗0

)
|ψ(0)〉;

by grouping terms:

Zj = lim
∆t→0

〈0, 0|eâ+b̂

∫ [
K∏

k=0

dϕkdϕ̄kdφkdφ̄k

(2π)2
eiϕkϕ̄keiφkφ̄k

]

[
eâ†ϕKeb̂†φK |0, 0〉〈0, 0|e−iâϕ̄∗Ke−ib̂φ̄∗K (1− Ĥ∆t)

eâ†ϕK−1eb̂†φK−1|0, 0〉〈0, 0|e−iâϕ̄∗K−1e−ib̂φ̄∗K−1(1− Ĥ∆t) . . .

eâ†ϕ1eb̂†φ1|0, 0〉〈0, 0|e−iâϕ̄∗1e−ib̂φ̄∗1(1− Ĥ∆t)eâ†ϕ0eb̂†φ0|0, 0〉〈0, 0|e−iâϕ̄∗0e−ib̂φ̄∗0
]
|ψ(0)〉.

Thus, three different types of terms can be found into the previous expression:

T1 = 〈0, 0|eâ+b̂eâ†ϕKeb̂†φK |0, 0〉 (B.1.23)

T2 = 〈0, 0|e−iâϕ̄∗l e−ib̂φ̄∗l (1− Ĥ∆t)eâ†ϕl−1eb̂†φl−1|0, 0〉 (B.1.24)

T3 = 〈0, 0|e−iâϕ̄∗0e−ib̂φ̄∗0 |ψ(0)〉, (B.1.25)

where ϕ̄∗ = ϕ̄ and φ̄∗ = φ̄, because both are real-valuated fields by definition.
Now, each of these three types of terms will be studied separately.

First term, T1: By using the definitions of the projector, Eq.(B.1.6), and the
coherent state, Eq.(B.1.8):

T1 = 〈0, 0|eâ+b̂eâ†ϕKeb̂†φK |0, 0〉 = 〈|ϕK , φK〉 = eϕKeφK . (B.1.26)
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Second term, T2: Again, by using Eq.(B.1.8):

T2 = 〈0, 0|e−iâϕ̄le−ib̂φ̄l(1− Ĥ∆t)eâ†ϕl−1eb̂†φl−1|0, 0〉

=
∑

m,n,k,j

(−iϕ̄l)
m(−iφ̄l)

n(ϕl−1)
k(φl−1)

j

m! n! k! j!
〈m,n|(1− Ĥ∆t)|k, j〉

=
∑

m,n,k,j

(−iϕ̄l)
m(−iφ̄l)

n(ϕl−1)
k(φl−1)

j

m! n! k! j!

(
〈m,n|k, j〉 −∆t〈m,n|Ĥ|k, j〉

)
.

(B.1.27)

Thus, by using the definition of the scalar product, Eq.(B.1.2):

∑

m,n,k,j

(−iϕ̄l)
m(−iφ̄l)

n(ϕl−1)
k(φl−1)

j

m! n! k! j!
〈m,n|k, j〉 = e−iϕ̄lϕl−1e−iφ̄lφl−1 .

(B.1.28)

On the other hand, with the operational form for the Hamiltonian:

Ĥ =
∑

k,j

Hk,jN̂
k
AN̂ j

B =
∑

m,n,k,j

Hm,n,k,j â
† kâmb̂† j b̂n

= H(â†, â, b̂†, b̂),
(B.1.29)

the last part of T2 can be expressed as:

∑

m,n,k,j

(−iϕ̄l)
m(−iφ̄l)

n(ϕl−1)
k(φl−1)

j

m! n! k! j!
〈m,n|H(â†, â, b̂†, b̂)|k, j〉

= H(ϕl−1,−iϕ̄l, φl−1,−iφ̄l)e
−iϕ̄lϕl−1e−iφ̄lφl−1

(B.1.30)

and, therefore:

T2 = e−iϕ̄lϕl−1e−iφ̄lφl−1
[
1−H(ϕl−1,−iϕ̄l, φl−1,−iφ̄l)∆t

]
∼ e−iϕ̄lϕl−1e−iφ̄lφl−1e−H(ϕl−1,−iϕ̄l,φl−1,−iφ̄l)∆t + O(∆t2).

(B.1.31)
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Third term, T3: If the initial state of site j, |ψ(0)〉, is written as (see
Eq.(B.1.19)):

|ψ(0)〉 = enA0
â†enB0

b̂† |0, 0〉, (B.1.32)

then:

T3 = 〈0, 0|e−iâϕ̄0e−ib̂φ̄0enA0
â†enB0

b̂† |0, 0〉

=
∑

m,n,k,j

〈0, 0|(−iϕ̄0)
m(â)m(−iφ̄0)

n(b̂)n(nA0)
k(â†)k(nB0)

j(b̂†)j

m! n! k! j!
|0, 0〉

=
∑

m,n,k,j

(−iϕ̄0)
m(−iφ̄0)

n(nA0)
k(nB0)

j

m! n! k! j!
〈m,n|k, j〉

= e−iϕ̄0nA0e−iφ̄0nB0

(B.1.33)

With these three contributions, the generating function for a site j takes
the form:

Zj = lim
∆t→0

∫ [
K∏

k=0

dϕkdϕ̄kdφkdφ̄k

(2π)2
ei∆ϕkϕ̄kei∆φkφ̄ke−H̃∆t

]
e−iϕ̄0nA0e−iφ̄0nB0eϕKeφK ,

(B.1.34)

where H = H(ϕk−1,−iϕ̄k, φk−1,−iφ̄k), ∆ϕk = (ϕk − ϕk−1), and ∆φk =
(φk − φk−1).

To obtain the expression of the generating function for the whole d-
dimensional system in the continuum limit, some considerations have to be
taken into account now:

• The increments of the fields can be expressed as:

∆ϕk = ∆t
∆ϕk

∆t
∆φk = ∆t

∆φk

∆t
(B.1.35)
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• The redefinition of the differentials:

Dϕk =
dϕk√

2π
Dφk =

dφk√
2π

Dϕ̄k =
dϕ̄k√

2π
Dφ̄k =

dφ̄k√
2π

(B.1.36)

• The change iϕ̄ → −iϕ̄, and a subsequent shift in the response fields
ϕ̄ → 1 + ϕ̄ and φ̄ → 1 + φ̄, which only gets rid of the exponentials for
the last slice K.

• In the limit ∆t → 0, ∆t∆ϕk/∆t → dt∂tϕ, ∆t∆φk/∆t → dt∂tφ and, to
the leading orders, ∆tH(ϕk−1,−iϕ̄k, φk−1,−iφ̄k) ∼ dtH(ϕk,−iϕ̄k, φk,−iφ̄k).

• In a similar way, when the sum over sites is transformed into the con-
tinuous space integral, the fields change to density fields, due to the
(dividing) volume factor appearing in the definition of the integral.

Taking into account these points, the final form for the generating function
is:

Z =

∫
DϕDϕ̄DφDφ̄e−S(ϕ,ϕ̄,φ,φ̄), (B.1.37)

where S is the action, defined as:

S(ϕ, ϕ̄, φ, φ̄) =

∫
ddx

∫
dt

[
iϕ̄∂tϕ + iφ̄∂tφ + H(ϕ, 1 + iϕ̄, φ, 1 + iφ̄)

]

−
∫

ddx
[
(1 + iϕ̄0)nA0 + (1 + iφ̄0)nB0

]

(B.1.38)

And, with the specific form of the Hamiltonian operator, a continuous equa-
tion for each set of original reaction-diffusion processes can be obtained.
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Appendix C

Summary of Tables

In the following tables, the main results obtained in this thesis for the Con-
served Directed Percolation (C-DP) universality class are collected. In order
to easy-compare with Directed-Percolation (DP) class exponents, the critical
exponents of this class can also be found in a specific section of this appendix.
To check the consistency of the results, the scaling relations of chapters 2-4
can be used.

The appendix is organized in two sections: one devoted to the C-DP
class-related exponents, and the other one, to the DP universality class. In
each section, four different tables for each class can be found (three, for the
DP case).

In the first table, are illustrated the exponents of each class itself, measured
by means of isotropic bulk-driven (surface-free) experiments (see chapter 2).

Next, two different tables (one for DP) gather the exponents measured when
activity spreads in the presence of one of the two different surfaces studied
in chapter 3 (i.e. absorbing or reflecting walls).

In the last table are shown the critical exponents of the universality class
resulting from anisotropy present in the propagation of activity (see chapter
3).
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C.1 C-DP Universality Class

In this section, the best results for the C-DP class, obtained with both micro-
scopic models and mesoscopic equations (Eqs.(2.66)), are shown. The critical
exponents which take into account the spreading of a seed of activity have
been measured by using the SOC and the FES ensemble, indistinctly (see
chapter 2).

C-DP d = 1 d = 2 Mean-Field†

θ 0.13(2) 0.50(5) 1

η 0.35(2) 0.23(5) 0

δ 0.17(2) 0.48(5) 1

zspr 1.39(2) 1.28(5) 1

τ 1.11(2) 1.26(5) 3/2

τt 1.17(2) 1.48(5) 2

Df 2.18(2) 2.67(5) 4

β 0.24(3) 0.639(9)† 1

ν⊥ 1.33(3) 0.799(14)† 1/2

β/ν⊥ 0.18(3) 0.85(8) 2

α 1.25(1) 0.75(2) −
βW 0.86(3) 0.48(1) −
κW 0.17(3) 0+ −

Table C.1

The exponents of this table have been measured in C-DP systems with pe-
riodic boundary conditions or by means of bulk-driven experiments. Due to
the equivalence with the class of the quenched Edwards-Wilkinson equation
(qEW), Eq.(4.1), (see chapter 4), the roughness-related exponents are taken
from own measurements and [164, 171], from interfaces into this class. The
exponents labeled with the subscript † are taken from [93,112].
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C.1.1 C-DP in the Presence of a Wall

The results of the following tables are obtained by imposing an absorbing or
reflecting boundary condition next to the initial seed of an activity spreading
experiment (see chapter 3). Therefore, only the related exponents are shown.

C-DPabs d = 1 C-DPref d = 1
η −0.33(2) η 0.35(3)
δ 0.85(2) δ 0.16(3)

zspr 1.42(2) zspr 1.42(3)
τ 1.56(2) τ 1.11(3)
τt 1.81(2) τt 1.15(3)
Df 2.14(2) Df 2.13(3)

Table C.2 Table C.3

The exponents of the C-DP reflecting surface (table C.3) coincide, within
error bars, with the ones of the bulk-driven case, whereas the exponents of
C-DPabs (table C.2) show a very different phenomenology.

C.1.2 C-DP with Anisotropy (A-C-DP Class)

To obtain the following exponents, a preferred direction is considered in the
dynamics of a C-DP system. These exponents define a new universality class,
A-C-DP.

A-C-DP d = 1 d = 2

η 0 0.02(3) 0 0.03(5)

δ 1/2 0.45(3) 3/4 0.80(5)

zspr 2 1.98(3) 2 2.02(5)

τ 4/3 1.31(3) 10/7 1.43(5)

τt 3/2 1.48(3) 7/4 1.75(5)

Df 3/2 1.45(3) 7/4 1.75(5)

Table C.4
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C.2 DP Universality Class

Due to the high precision of the DP exponents avaliable in the literature, the
exponents of the following table are taken from [79, 171, 183] and references
therein, but also confirmed with own simulations (see chapters 2-4).

DP d = 1 d = 2 Mean-Field

θ 0.15947(3) 0.4505(10) 1

η 0.31368(4) 0.2295(10) 0

δ 0.15947(3) 0.4505(10) 1

zspr 1.26523(3) 1.1325(10) 1

τ 1.108(1) 1.268(1) 3/2

τt 1.159(1) 1.451(1) 2

Df 2.328(1) 2.968(1) 4

β 0.27649(4) 0.583(4) 1

ν⊥ 1.09684(1) 0.733(4) 1/2

β/ν⊥ 0.252(3) 0.795(4) 2

α 1.33(1) 0.97(1) −
βW 0.839(1) 0.550(5) −
κW 0.4336(4) 0.33(1) −

Table C.5

C.2.1 Surface DP and Anisotropic DP

The exponents of the following tables are obtained by introducing a surface
(left) or anisotropy (right) into the simulation of a DP model. As, in DP,
both walls originate identical response for the system (called here surface
DP, S-DP), only the results of the absorbing case are shown (see chapter 3
for the results obtained with the reflecting wall).
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S-DP d = 1 A-DP d = 1
η 0.05(2) η 0.33(3)
δ 0.43(2) δ 0.14(3)

zspr 1.28(2) zspr 2.00(3)
τ 1.25(3) τ 1.07(4)
τt 1.43(2) τt 1.14(4)
Df 2.31(2) Df 2.30(2)

Table C.6 Table C.7

On the other hand, the DP class is Galilean invariant, and therefore its
exponents remain unchanged in the presence of anisotropy.
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Resumen en Castellano

Conceptos Básicos de SOC

Criticalidad Auto-Organizada (SOC, por sus siglas en inglés) es un término
introducido por Bak, Tang and Wiesenfeld dirigido a explicar la ubicuidad
de la invarianza de escala en la Naturaleza. Este comportamiento libre de
escala (asumido en un principio como signo de criticalidad) seŕıa el resultado
de un mecanismo genérico común, presente en todos los sistemas dinámicos
con muchos grados de libertad que interactúan (de los cuales la Naturaleza
está plagada).

Hoy en d́ıa, es bien conocido que no todo el comportamiento libre de es-
cala que se observa está causado por criticalidad emergente, sino que hay
otros muchos mecanismos que pueden generar invarianza de escala fuera del
equilibrio.

Sin embargo, aún hay otros sistemas en los cuales las caracteŕısticas gen-
erales de SOC están presentes. Concretamente, los ingredientes básicos es-
enciales para la existencia de SOC son:

• Una lenta acumulación de una cierta magnitud f́ısica (tensión, enerǵıa,
campo magnético . . .). En este resumen se utilizará la enerǵıa, por
simplicidad.

• Un nivel máximo para esta enerǵıa, definido para cada uno de los in-
dividuos que interactúan.

• Una regla conservativa para la redistribución de la enerǵıa cuando dicho
nivel es superado.

277
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• Una relajación rápida (en comparación con la escala temporal de la
acumulación) de todos los sitios con enerǵıa por encima de ese nivel.

• Disipación de la enerǵıa sólo posible en los ĺımites del sistema (finito).

Estas caracteŕısticas pueden ser observadas en muchos sistemas diferentes,
desde terremotos a superconductores de tipo II. Los cinco puntos comentados
arriba dan lugar a metaestabilidad y separación infinita de escalas
temporales, los dos ingredientes que, junto con la conservación, definen
los ingredientes básicos de un sistema para mostrar comportamiento SOC.

El comportamiento de un sistema con estos ingredientes está dominado
por una dinámica a saltos en la que avalanchas individuales pueden ser
definidas. Mediante esas avalanchas, el parámetro dinámico del sistema (en
este caso, la enerǵıa), es conducido hacia un estado estacionario en el que
es mantenido alrededor de un valor espećıfico. Por debajo de ese valor, las
avalanchas pueden propagar su actividad sólo hasta una distancia finita de
la semilla inicial. Por encima de dicho valor, la actividad (y, por tanto, la
avalancha) nunca muere (en el ĺımite termodinámico). Por tanto, el valor
mencionado anteriormente es el valor cŕıtico para el parámetro de con-
trol, y la actividad de una avalancha es el parámetro de orden del sistema.

Aśı, los observables que pueden ser definidos en la avalancha (por ejemplo,
las distribuciones de probabilidad de su tamaño o duración) siguen una ley
de potencias sólo limitada por el tamaño finito del sistema, que introduce
un corte en la propagación de la actividad. Los sistemas con un conjunto
común de exponentes cŕıticos medidos a partir de esas leyes de potencias
pueden ser agrupados en clases de universalidad.

Existen muchos modelos teóricos distintos, como por ejemplo los arquet́ıpicos
modelos de pila de arena, que permiten estudiar en profundidad este com-
portamiento. En estos modelos es posible identificar no sólo las condiciones
bajo las cuales puede esperarse SOC, sino también los ingredientes básicos
de cada una de sus clases de universalidad asociadas.

Por tanto, un sistema SOC puede ser considerado un sistema fuera del equi-
librio cuya dinámica permite alcanzar un estado estacionario en el que su
parámetro de control es mantenido alrededor del punto cŕıtico de un cam-
bio de fase de segundo orden y los observables relevantes muestran compor-
tamiento libre de escala.
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SOC como Cambio de Fase de Segundo Orden

El cambio de fase que sufre un sistema SOC es lo que se conoce como un
cambio de fase a estados absorbentes, porque el punto cŕıtico separa
una fase supercŕıtica, con una propagación infinita de la actividad, y una fase
subcŕıtica, en la que el sistema queda atrapado una vez entra en ella (fase
absorbente). Y lo que es más, una avalancha es tan sólo un fenómeno en el
que una semilla de actividad es colocada en un estado que, por lo demás, es
absorbente, y los observables relacionados con la propagación de la actividad
son medidos. Esto es, una avalancha es equivalente a los experimentos de
propagación de actividad que se suelen llevar a cabo en los sistemas con
estados absorbentes.

Aunque la clase de universalidad paradigmática de los sistemas con es-
tados absorbentes es la conocida como Percolación Dirigida (DP, por sus
siglas en inglés), la conservación presente en los sistemas SOC evitan que
muestren el mismo comportamiento cŕıtico definido por esta clase.

T́ıpicamente, pueden distinguirse dos clases de universalidad muy diferentes
en los modelos teóricos SOC conservados:

- La clase de universalidad de los sistemas con reglas de relajación de-
terministas (clase de las pilas de arena deterministas o de BTW).

- La clase de universalidad de los sistemas con reglas de relajación es-
tocásticas (clase de las pilas de arena estocásticas o de Manna).

Concretamente, cuando los ingredientes básicos de ésta última son iden-
tificados, dos campos diferentes pueden ser definidos: i) un campo de ac-
tividad, cuya evolución es muy similar a la del parámetro de orden de DP,
pero cuya dinámica está acoplada a ii) un campo conservado subyacente (que
representa a los granos de arena microscópicos que se encuentran por debajo
del nivel máximo antes mencionado), cuyo valor define si un sitio es activo o
no.

Con estos campos, es posible construir una representación mesoscópica para
la mencionada clase de universalidad. Como paso previo, es necesario antes
llevar a cabo un proceso de regularización de la dinámica, después de la
cual sólo quede una escala temporal e invarianza translacional esté presente
en el sistema. Con este objetivo, la lenta adición externa de enerǵıa debe
ser interrumpida y los bordes abiertos, ser reemplazados por condiciones de
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contorno periódicas. De esta manera, la enerǵıa se conserva local y global-
mente, y un formalismo conocido como de las Pilas de Arena de Enerǵıa
Conservada (FES) queda definido.

En dicho entorno, SOC se vuelve un cambio de fase estándar entre un estado
con actividad no-nula y un estado carente de actividad (el estado absorbente),
en el que la enerǵıa actúa como el parámetro de control ajustable, dejando
aśı de ser un sistema auto-organizado.

Usando los campos antes mencionados y este entorno, la ecuación mesoscópica
que representa a esta clase de universalidad puede escribirse como:

{
∂tρ = Dρ∇2ρ + µρ− λρ2 + ωρE + σ

√
ρη(~x, t)

∂tE = DE∇2ρ,

donde ρ y E son los campos de actividad y enerǵıa antes definidos, respecti-
vamente, η es un ruido gaussiano y el resto de parámetros son sólo constantes.
La forma del ruido se debe a una distribución poissoniana del número de even-
tos microscópicos de creación y aniquilación, que en este nivel mesoscópico
quedan traducidos en un ruido gaussiano cuya varianza es proporcional a la
tasa media del proceso (o sea, la actividad).

Este conjunto de ecuaciones de Lagevin define un sistema con un número
infinito de estados absorbentes (estados con ρ = 0, en los que no hay evolución
alguna de cualquiera de los campos) en el que la evolución del campo de ac-
tividad es, como ya se ha dicho, muy parecida a la que se encuentra en DP;
pero también está acoplada a un campo conservado, cuya difusión (como es
habitual en las pilas de arena) está limitada a la propagación de las avalan-
chas. Por tanto, la clase de universalidad de las pilas de arena microscópicas
estocásticas puede ser, teniendo en cuenta estos rasgos mesoscópicos, llamada
la clase de Percolación Dirigida Conservada (C-DP).

Comparación de las Clases de DP y C-DP

Aunque DP y C-DP son clases conceptualmente muy diferentes, la cercańıa
del valor de sus exponentes cŕıticos (ver apéndice C) hace que, en ocasiones,
sea dif́ıcil distinguir el comportamiento cŕıtico real de sistemas que presentan
largos transitorios en sus observables.

Sin embargo, la diferente respuesta de ambas clases a la presencia de ciertas
perturbaciones puede ser útil para discernir la clase de universalidad de tales
sistemas conflictivos.
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Es bien conocido que los sistemas DP presentan invarianza galileana, o
sea, su comportamiento cŕıtico no es alterado cuando cierta anisotroṕıa está
presente en su dinámica. Una dirección privilegiada deja los exponentes
cŕıticos sin cambios, en este caso.

Por otro lado, la anisotroṕıa constituye una perturbación relevante para la
clase de universalidad de C-DP que, en presencia de este nuevo ingrediente,
queda transformada en una nueva clase de universalidad, conocida como clase
de C-DP anisotrópico (A-C-DP). Este coportamiento tan distinto puede ser
utilizado como criterio de discriminación.

Cuando una superficie (por ejemplo, absorbente o reflejante) es intro-
ducida en un sistema DP al lado de la semilla de actividad inicial, mien-
tras que las propiedades del interior (no relacionadas con la probabilidad
de supervivencia) no sufren ningún cambio y no puede apreciarse estructura
alguna en el campo de enerǵıa subyacente, el resto de observables cambian
dramáticamente. Esta fenomenoloǵıa, llamada aqúı DP con superficie (S-
DP), es muy distinta de la observada para los casos de C-DP.

Para un sistema C-DP en presencia de una pared reflejante, aunque aparece
un perfil estructurado, todos los observables permanecen como en el caso sin
superficie presente (dirigidos desde el interior). Por el contrario, cuando una
superficie absorbente es introducida, no sólo aparece una estructura, sino que
los exponentes relacionados con la probabilidad de supervivencia cambian,
de una manera distinta al caso S-DP. Por tanto, en el caso de C-DP, pueden
observarse dos fenomenoloǵıas diferentes: C-DPref (donde los exponentes
cŕıticos son idénticos a los de C-DP) y C-DPabs.

En todos los casos, la respuesta del sistema C-DP en presencia de una pared
cláramente lo distinguen de un sistema DP. Aśı, ésto puede ser también usado
como criterio de discriminación.

Usando las ya explicadas distintas reacciones de los sistemas DP y C-DP
a tales perturbaciones, puede definirse un método para distinguir cuantitati-
vamente ambas clases en casos conflictivos:

1.- Medir los exponentes cŕıticos para el caso isotropico dirigido desde el
interior, para tiempos y tamaños lo más grandes posibles.

2.- Introducir una pared reflejante en uno de los bordes, y la semilla de
actividad de las avalanchas al lado de dicha pared. Si el exponente
cambia, el sistema pertenece a DP. Por el contrario, si permancen in-
alterados, el sistema pertenece a C-DP.
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3.- Reemplazar el caracter reflejante del muro por absorbente. Si los ex-
ponentes cambian respecto al caso isotrópico, y coinciden con los del
apartado anterior, el sistema pertenece a DP. Si no, y son distintos a
cualesquiera de los medidos hasta ahora, el sistema pertenece a C-DP.

4.- Definir una dirección privilegiada en la dinámica. Si los exponentes
cŕıticos no vaŕıan, el sistema pertenece a la clase de DP. Por el contrario,
si cambian a los de la clase de A-C-DP, el sistema original pertenece a
C-DP.

SOC como Cambio de Fase en Superficies

Es posible relacionar las caracteŕısticas del cambio de fase presente en in-
terfases elásticas en medios aleatorios, con los cambios de fase a estados
absobentes del entorno FES.

La evolución de superficies elásticas en medios aleatorios están represen-
tadas por la ecuación de Edwards-Wilkinson congelada (qEW), que
define la clase de universalidad de qEW, también conocida como clase del
modelo de interfase lineal (LIM).

Esta ecuación describe la evoluvión de sistemas que sufren un cambio de
fase continuo entre una fase activa (velocidad de propagación de la interfase
v 6= 0) y una fase absorbente (v = 0), con un valor cŕıtico para la fuerza
externa que actúa como parámetro de control.

Lo que es más, puede ser definido un campo conservado subyacente (suma de
todas las fuerzas deterministas presentes en el sistema) y, cuando los bordes
del sistema son abiertos, un comportamiento a saltos con avalanchas puede
ser observado si la fuerza externa es aumentada lentamente. Aśı, finalmente,
se alcanza un estado estacionario invariante de escala.

Por tanto, no sólo los entornos FES y SOC pueden ser reconocidos en
la clase LIM, sino que también las mismas simetŕıas e ingredientes pueden
encontrarse. Aśı, para la clase LIM, se obtienen los mismos exponentes de C-
DP, estableciendo que las interfases lineales elásticas en medios aleatorios y
las pilas de arena estocásticas son sólo dos realizaciones diferentes del mismo
fenómeno subyacente: SOC.

De hecho, es posible expresar la dinámica de una pila de arena estocástica
microscópica mediante la ecuación qEW y, del mismo modo, traducir la
dinámica microscópica de una interfase LIM en el conjunto de ecuaciones
de Langevin de C-DP.



283

Que ambas clases representan la misma fenomenoloǵıa puede ser mostrado
mediante la medida directa de algunas funciones relacionadas con la forma
renormalizada (mesoscópica) del potencial aleatorio microscópico de los sis-
temas LIM. La forma mesoscópica del potencial es la responsable del com-
portamiento con avalanchas de los sistemas LIM y, por tanto, las funciones
que se midan deben coincidir con las de C-DP.

El espectacular colapso de las funciones medidas para la ecuacion qEW, los
sistemas microscópicos LIM y ejemplos tanto micro como mesoscópicos de C-
DP, confirma que LIM y C-DP comparten la misma f́ısica subyacente, y por
tanto ambas son lenguajes equivalentes con los que SOC puede ser descrito.

El Papel de la Conservación en SOC

Aunque la conservación ha sido presentada aqúı como una condición nece-
saria (y suficiente) para la existencia de SOC, hay muchos modelos teóricos
no-conservados que dicen presentar comportamiento SOC. Es más, muchos
ejemplos importantes de SOC en la Naturaleza, como por ejemplo los terre-
motos, son intŕınsecamente no-conservados.

Es necesario distinguir dos tipos diferentes de conservación: global y local.

- Conservación global es la que se define en el formalismo FES, en el
que la enerǵıa no puede ser introducida en ni perdida por el sistema.
Este tipo de conservación puede ser violada en media y la criticalidad
permanece inalterada. Este es el caso del formalismo SOC, en el que
el nivel global de la enerǵıa es mantenido fluctuando alrededor de su
valor cŕıtico.

- Conservación local es la que está presente en lo que se ha definido
aqúı como sistemas conservados. La conservación local se cumple cuando
las reglas de redistribución de la enerǵıa son estŕıctamente conserva-
tivas. Ésta es la conservación que se considera aqúı necesaria para
mantener el comportamiento cŕıtico de un sistema SOC.

Cuando la conservación local está presente en un sistema SOC, la única
manera en la que se puede disipar la enerǵıa que es introducida en el sistema
es mediante avalanchas arbitrariamente grandes. Aśı, cualquier incremento
de la enerǵıa debido a la introducción en una posición aleatoria del sistema
de enerǵıa extra (durante el proceso de acumulación de la misma) puede
alcanzar los bordes. Como disipaciones grandes son raramente necesarias en
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contraste con las pequeñas, puede esperarse una forma de ley de potencias
para, por ejemplo, la distribución de tamaños de avalancha.

Sin embargo, si la disipación local está presente, no es necesario alcanzar los
bordes para alcanzar el estado estacionario, y por tanto ya no tendrá sentido
que se desarrollen las avalanchas grandes. Esto introduce una longitud carac-
teŕıstica relevante en el sistema, un corte para el comportamiento invariante
de escala de los observables. Aśı, aunque el sistema todav́ıa se auto-organiza
a un estado estacionario, este estado ya no es cŕıtico, sino subcŕıtico.

Este argumento heuŕıstico ilustra el comportamiento subcŕıtico observado
para sistemas localmente disipativos. Sin embargo, para intentar compensar
la enerǵıa disipada durante las avalanchas, se puede definir una dinámica
para el campo subyacente.

Si esta dinámica se implementa entre avalanchas, el único cambio en el sis-
tema es en las condiciones iniciales para la dinámica, pero la evolución per-
manece subcŕıtica. La implementación debe introducirse en el transcurso de
las avalanchas.

Por supuesto, ninguna actividad extra puede ser creada durante la dinámica
del campo subyacente, puesto que esto conduciŕıa a la aparición de una es-
cala caracteŕıstica. La única manera en la que este mecanismo puede ser
usado para recuperar una evolución cuasi-cŕıtica es definiendo una propa-
gación localmente conservada en media para las avalanchas. Con este tipo
de propagación, es posible controlar cuán lejos está el sistema de su compor-
tamiento verdaderamente cŕıtico (estrictamente conservado).

Aśı, aunque la verdadera criticalidad es tan sólo alcanzada mediante con-
servación local estricta, la conservación local en media constituye la única
manera en la que esta condición puede ser relajada sin perder un régimen
razonablemente grande de ley de potencias para los observables.

SOC en la Vida Real

Aunque se pueden definir muchos modelos teóricos para el estudio de SOC, no
son tan numerosos los experimentos reales en los que los observables cŕıticos
en SOC pueden ser medidos con la suficiente seguridad y confianza.

El motivo por el que ésto sucede es que, en los sistemas reales, es nor-
mal encontrar no sólo los ingredientes de SOC, sino también ingredientes
añadidos que pueden dificultar la observación de la invarianza de escala de
los observables.
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Este es el caso del ejemplo paradigmático de SOC, las pilas de arena, que en
experimentos reales están afectadas por la inercia, que introduce una escala
caracteŕıstica que impide la medida de leyes de potencia para cualquiera de
sus observables.

La inercia puede ser evitada en sistemas granulares mediante el uso de
granos de arroz en lugar de granos redondeados. También puede evitarse
usando sistemas diferentes, como los superconductores de tipo II. Cuando
éstos se colocan dentro de un campo magnético H, se crean vórtices en su
superficie que penetran en su interior. Estos vórtices portan un cuanto de
campo magnético que puede ser considerado un grano libre de inercia en este
nuevo tipo de pila, en la que se almacena campo magnético interno (B) y
pueden definirse avalanchas superconductoras. El frente de penetración
de los vórtices puede ser también visto como una interfase, que evoluciona
mediante “explosiones” de actividad en forma de avalanchas.

Para ambos (pilas de arroz y superconductores de tipo II), experimentos
han sido llevados a cabo, y se han medido ńıtidas leyes de potencias. Estos
ejemplos constituyen la mejor realización experimental de SOC observada
hasta la fecha.

En sistemas como las redes neuronales también han sido observadas avalan-
chas libres de escala. Aunque algunos de los ingredientes necesarios para la
existencia de SOC están presentes, la falta de conservación evita que SOC sea
el mecanismo responsable de la invarianza de escala observada. En su lugar,
otros mecanismos, como por ejemplo la topoloǵıa de la red, pueden originar
esta propagación con ley de potencias pero subcŕıtica de las avalanchas.

SOC no es, como se esperaba en un primer momento, una teoŕıa general
que explica la ubicuidad con la que se observan leyes de potencia en sistemas
reales. Como se puede deducir del ejemplo anterior, no toda la invarianza de
escala de la Naturaleza es debida a un comportamiento cŕıtico. Sin embargo,
aún existen muchos sistemas diferentes en los que puede ser observado el
comportamiento en forma de eventos catastróficos de SOC. El conocimiento
acumulado sobre esta teoŕıa permite predecir bajo qué condiciones estos sis-
temas presentarán invarianza de escala. Aun aśı, todav́ıa se está lejos de
comprender exactamente hasta qué punto está SOC involucrado en los pro-
cesos que observamos en la Naturaleza, y que conforman el mundo en el que
vivimos.
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of Small Data Sets, J. Phys. A 41, 202001 (2008).
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Descriptions for a Simple Nonequilibrium Model, in Modeling Coopera-
tive Behavior in the Social Sciences: Ninth Granada Lectures, Eds. P.
L. Garrido, J. Marro, and J. J. Torres, American Institute of Physics
(2007).



Bibliography

[1] P. Bak, How Nature Works, Springer-Verlag (1996).

[2] B. Gutenberg and C. F. Richter, Seismicity of the Earth and Associated
Phenomenon, 2nd Ed., Princeton University Press (1954).

[3] B. Mandelbrot, The Fractal Geometry of Nature, Freeman (1982).

[4] M. E. J. Newman, Power Laws, Pareto Distributions and Zipf ’s Law,
Contemp. Phys. 46, 323 (2005).

[5] D. Sornette, Critical Phenomena in Natural Sciences, 2nd Ed., Springer
(2006).

[6] P. Bak, C. Tang, and K. Wiesenfeld, Self-Organized Criticality: An
Explanation of 1/f Noise, Phys. Rev. Lett. 59, 381 (1987).

[7] R. Frigg, Self-Organized Criticality: What it is and What it isn’t, Stud.
Hist. Phil. Sci. 34, 613 (2003).

[8] J. Horgan, From Complexity to Perplexity, Scient. Amer. 272, 104
(1995).

[9] G. Grinstein, Generic Scale Invariance and Self-Organized Criticality,
in Scale Invariance, Interfaces and Non-Equilibrium Dynamics, Proc.
1994 NATO Adv. Study Inst., Eds. A. McKane et al. (1995).

[10] T. Hwa and M. Kardar, Avalanches, Hydrodynamics, and Discharge
Events in Models of Sandpiles, Phys. Rev. A 45, 7002 (1992).
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[141] P. Fröjdh, M. Howard, and K. B. Lauritsen, Directed Percolation and
Other Systems with Absorbing States: Impact of Boundaries, Int. J.
Mod. Phys. B 15 1761 (2001).

[142] K. B. Lauritsen, K. Sneppen, M. Markošová, and M. H. Jensen, Di-
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[159] J. A. Bonachela and M. A. Muñoz, Confirming and Extending the Hy-
pothesis of Universality in Sandpiles, Phys. Rev. E 78, 041102 (2008).

[160] T. Halpin-Healy and Y. -C. Zhang, Kinetic Roughening Phenomena,
Stochastic Growth, Directed Polymers and All That. Aspects of Multi-
disciplinary Statistical Mechanics, Phys. Rep. 254, 215 (1995).



Bibliography 301

[161] J. Koplik and H. Levine, Interface Moving Through a Random Back-
ground, Phys. Rev. B 32, 280 (1985).

[162] O. Narayan, D. S. Fisher, Threshold Critical Dynamics of Driven In-
terfaces in Random Media, Phys. Rev. B 48, 7030 (1993).

[163] T. Nattermann, S. Stepanow, L. -H. Tang, and H. Leschhorn, Dynamics
of Interface Depinning in a Disordered Medium, J. Phys. II (France)
2, 1483 (1992).

[164] H. Leschhorn, T. Nattermann, S. Stepanow, and L. -H. Tang, Driven
Interface Depinning in a Disordered Medium, Ann. der Phys. 6, 1
(1997).

[165] P. Chauve, P. Le Doussal, and K. J. Wiese, Renormalization of Pinned
Elastic Systems: How Does It Work Beyond One Loop?, Phys. Rev.
Lett. 86, 1785 (2001).

[166] H. Leschhorn, Interface Depinning in a Disordered Medium - Numerical
Results, Physica A 195, 324 (1993).

[167] F. Family and T. Vicsek, Scaling of the Active Zone in the Eden Process
on Percolation Networks and the Ballistic Deposition Model, J. Phys.
A 18, L75 (1985).

[168] J. Krug, Turbulent Interfaces, Phys. Rev. Lett. 72, 2907 (1994).
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