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1. INTRODUCTION

1.1. Some fundamental definitions

This is a thesis dissertation aboutelectrostatic heteroaggregation processes aris-
ing in two-component colloidal dispersions. In what follows, we try to provide
an adequate definition for a such long topic name. Acolloidal dispersionis
a complex fluid consisting of two distinguishable phases: i) a dispersed phase
composed of solid particles and ii) a dispersion phase, usually a liquid. The
adjectivecolloidal implies that the typical size of the particles1 is compressed
between 10 nm and 1µ.

The most distinctive property of colloidal dispersions —which is even responsi-
ble of the own word “colloid”2— is their tendency toaggregate. In fact, most
colloidal particles are lyophobic,i.e., they tend to reduce their interphase area.
For solid, hard particles, this only can be achieved by forming clusters of parti-
cles. The process of rearranging the colloidal dispersion into clusters iscalled
aggregation, coagulation, flocculation or association. The term coagulation is
generally used to describe processes that lead to permanent contact between par-
ticles and hence are irreversible. Flocculation and association are referring to
reversible or temporary association between particles. Aggregation is a more
general term, and can be applied instead of any other. This process may eventu-
ally leads to a phase separation. Even although a typical colloidal dispersion is
thermodynamically unstable, it is usually kinetically stable,i.e., the time scale of
the coagulation process is generally longer than the time scale we are interested

1The particle diameter, since only colloidal suspensions of microspheresare considered here.
2The term “colloid” was introduced by the Scottish scientist Thomas Graham in1861. It derives

from the Greek word “Kollas”, which means “glue”.
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1. INTRODUCTION

in. This can be due, for instance, to the presence of repulsive particle-particle
interactions.

The prefixhetero implies that the nature of all the particles is not the same.
Hence, by aheteroaggregationprocess we refer to an aggregation process in
which several species of particles are involved. Analogously, we speak about
homoaggregationwhen the nature of all the particles involved in the aggrega-
tion process is the same. In this work, we focus on heteroaggregation processes
arising in two-component systems.

Particles may differ on any of their properties: chemical composition, electrical
charge, size or shape of particles, etc. Here, we focus on particles withthe same
shape, size and chemical composition, but with opposite electrical charges. Two
terms are found in the literature which refers to heteroaggregation of oppositely
charged particles: “Charge heteroaggregation” (Puertaset al., 2001a; Ferńandez-
Barbero and Vincent, 2001) and “electrostatic heteroaggregation” (Kimet al.,
2003). The latter term emphasises the nature of the particle-particle interactions
and, hence, it is preferred here.

In summary, we study the aggregation processes arising in two-componentcol-
loidal dispersions, where both types of particles only differ in the sign of their
electrical charges.

1.2. Motivations

Binary colloidal dispersions have received significant interest in the recent sci-
entific literature due to their potential use in many technological processes and
natural phenomena (López-Ĺopezet al., 2006). Aggregation of binary colloids
with varying composition, charge or size has been shown to be important in
industrial applications such as mineral flotation (di Feoet al., 2001; Bandini
et al., 2001; di Feo and Finch, 2002), waste water treatment (Findlayet al.,
1996; Buffle et al., 1998; Rubioet al., 2002), stability of emulsions (Sunkel
and Berg, 1996; Abendet al., 1998; Lagalyet al., 2001) and rapid separation of

2



1.2. Motivations

Figure 1.1.: TEM microphotograph of a heteroaggregate, reproduced from
(Snoswellet al., 2005) for academic purposes.

phases (Itoet al., 2002). It is also fundamental for the manufacture of new mate-
rials, such as molecular materials (Lipskier and Tran-Thi, 1993; Ionet al., 1999)
and, especially, the so-called composite materials.

Many of the composite materials present a core-shell internal structure (Miao
and Marquis, 1992; Harleyet al., 1992; Ottewillet al., 1997; Morriset al., 1999;
Yanget al., 2001; Tangboriboonrat and Buranabunya, 2001; Costaet al., 2002;
Luna-Xavieret al., 2002; Furusawaet al., 2003; Galindo-Gonźalezet al., 2005),
although other topologies are found in the literature (Deng and Lu, 1998; Taylor
et al., 2003; Snoswellet al., 2005; Yinget al., 2005; Plunkettet al., 2005; Suna-
gawaet al., 2006). The variety of synthesis mechanisms and final properties of
these composite materials is quite large. For instance, Snoswellet al. (2005)
make use of the heteroaggregation of hard and soft colloids to synthesisecom-
posite materials of high porosity (see Fig. 1.1); Costaet al. (2002) prepared
core-shell microparticles by coating a phosphor particle with pigment ones;and
Sunagawaet al. (2006) demonstrated that the performance of a solid oxide fuel
cell improves when the anode is synthesised by means of a heterocoagulation
process. The technology of synthesising core-shell particles is quite sophisti-
cated, despite the fact that it is usually based on empiric recipes. Furusawaet al.
(2003), for instance, were able even of synthesise a complex particle composed
by a hematite core, a inner layer of silica nanoparticles and an outer layer of
phosphatidyl-choline liposomes.

Understanding heteroaggregation is also a key issue for developing novel biotech-

3



1. INTRODUCTION

nologies, such as bacteria recovery (Hayashiet al., 2001) and industrial ex-
traction of enzymes fromin culture fungi (Mukherjeeet al., 2002). Colloidal
heteroaggregation have been also applied to medical areas, from enhanced in-
munoassays (C̈olfen et al., 2002), to new approaches to fight human tumours
(Jadhavet al., 2001; McCartyet al., 2002). Oualiet al. (1994) even used a tech-
nique similar to ours (a Coulter counter) to study the heteroaggregation kinetics
of sensitised latexes, in order to improve the accuracy of pregnancy tests.

Apart from its numerous applications, heteroaggregation phenomenon itself is
important from the fundamental science point of view. In fact, scientific lit-
erature about heteroaggregation have remarkably increased during the last ten
years (Ĺopez-Ĺopezet al., 2006). Particularly, electrostatic heteroaggregation
processes at low and very low electrolyte concentrations have been revealed
full of scientific surprises. Very recently, for example, Puertaset al. (2000) and
Ferńandez-Barbero and Vincent (2001) made the exciting discovery that oppo-
sitely charged polymer spheres at low ionic strength can lead to fractal dimen-
sions significantly lower than DLCA (rapid homoaggregation). These authors
found a continuous increase in the fractal dimension from 1.3 to 1.7 as the back-
ground electrolyte concentration was increased. Brownian dynamics simulations
followed a similar trend (Puertaset al., 2001b), although the obtained fractal
dimensions were not as low as in experiments. Kimet al. (2003) also stud-
ied heteroaggregates prepared by aggregation of oppositely chargedpolystyrene
spheres. When no electrolyte was added, they measured fractal dimensions as
low as 1.21±0.15, which is the lowest mass fractal dimension ever measured for
aggregating colloids.

Other interesting phenomena are predicted to occur in electrostatic heteroag-
gregation processes at low and very low electrolyte concentrations. Computer
simulations performed by Puertaset al. (2002) predicted that a odd-even cluster
discrimination takes place at very low electrolyte concentrations. At long ag-
gregation times, clusters with an even number of particles disappear faster than
those composed by an odd number of particles. The first experimental support
to this hypothesis has been found during this researching work (López-Ĺopez
et al., 2004b).

In summary, two aspects of the electrostatic heteroaggregation processesare par-

4



1.3. A short overview

ticularly interesting and still not well understood. On the one hand, the distinct
behaviour of heteroaggregates that are formed at very low electrolyte concentra-
tions. On the other hand, the formation and properties of clusters with a core-
shell structure. In this work we deal with these two aspects by two comple-
mentary approaches: single-cluster light scattering experiments and Brownian
dynamics simulations. Moreover, our study does not restrict only to processes
arising at very low electrolyte concentrations, but it covers a wide range. This
will allow us to identify the different aggregation regimes that take place in elec-
trostatic heteroaggregation processes.

1.3. A short overview

This PhD thesis is structured in the following chapters:

Chapter I: Introduction
The research topic and my motivations are briefly introduced here.

Chapter II: Theoretical background
The theoretical background needed for describing electrostatic het-
eroaggregation processes arising in colloidal dispersions is provided
here. It comprises a general kinetic description, a detailed micro-
scopic description of the process and an overview on particle-particle
interactions.

Chapter III: Materials and methods
Experimental techniques, simulation methods and colloidal disper-
sions used in this work are described here. Especial attention is paid
to thesingle-cluster light-scattering(SCLS) technique, used for ac-
quiring most experimental data.

Chapter IV: Symmetric heteroaggregation:
aggregation rate constants

The short time kinetics of symmetric two-component systems is dis-
cussed here. Effective and absolute dimer formation rate constants
are determined by means of SCLS over a wide range of electrolyte
concentrations. The absolute aggregation rate constant is found to

5



1. INTRODUCTION

increase from diffusion-limited values at high electrolyte concen-
trations to quite larger values at very low electrolyte concentrations.
Brownian dynamics simulations and theoretical approaches are used
in order to interpret the experimental results.

Chapter V: Symmetric heteroaggregation:
cluster-size distributions

This chapter is devoted to the study of the long time kinetics be-
haviour of symmetric heteroaggregation processes. The cluster-size
distribution is monitored by means of SCLS over a wide range of
electrolyte concentrations. The first evidences of cluster discrimina-
tion are found (Ĺopez-Ĺopezet al., 2004b). Additionally, Brownian
dynamics simulations complement experimental data, and allow us
to distinguish several aggregation regimes: from diffusion-limited at
high electrolyte concentration to attraction-driven at very low elec-
trolyte concentrations. A novel binary diffusion-limited colloid ag-
gregation (BDLCA) regime is proposed for the intermediate region.
Furthermore, some theoreticalkernelsfor the coagulation equation
are discussed.

Chapter VI: Asymmetric heteroaggregation:
stable aggregates

Here, a study on asymmetric heteroaggregation processes arising in
two-component colloidal dispersions is reported. It is specially fo-
cused on the formation and structure of stable aggregates, which
are found in BDLCA processes arising in highly asymmetric sys-
tems (Ĺopez-Ĺopezet al., 2005). These stable aggregates present a
core-shell structure and, hence, may help to improve our knowledge
about nanocomposite materials. Other interesting phenomena that
take place in these processes, such as bimodal cluster concentration
curves (“two hump effect”, López-Ĺopezet al., 2005) are also dis-
cussed. Most data corresponds to computer simulations, although
some experimental evidences of stable clusters are reported for the
first time to the best of out knowledge.

Chapter VII: Conclusions
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1.3. A short overview

It is a brief summary of the conclusions of this research work, with
some emphasis on our original results.
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2. THEORETICAL BACKGROUND

In this chapter, we briefly describe the theoretical background neededto study
electrostatic heteroaggregation processes. Only those results relevantto our pur-
poses are discussed. Complete derivations are avoided in general. Instead, refer-
ences where they can be found are provided.

The aggregation kinetics is described in Sec. 2.1, with some emphasis put on
one-component homoaggregation and two-component heteroaggregation proc-
esses in dilute systems. A microscopic description of the aggregation processes
is developed in Sec. 2.2. Finally, Sec. 2.3 deals with the particle-particle in-
teractions considered by the Derjaguin-Landau-Verwey-Overbeek (DLVO) and
Hogg-Healy-Fuerstenau (HHF) theories.

2.1. Heteroaggregation kinetics

In this section, aggregation processes are described from the kinetics point of
view. We start from the most general case of colloidal aggregating systems
(Sec. 2.1.1), and finish with the particular case of two-component systems (Sec.
2.1.5).

2.1.1. General aggregation kinetics

Consider an ideal colloidal dispersion,i.e., an aqueous suspension of identical
microspheres. These particles encounter each other randomly, due to their in-
trinsic Brownian motion (Overbeek, 1977; Broide and Cohen, 1990; Stolland

9



2. THEORETICAL BACKGROUND

Pefferkorn, 1992a) or due to external forces, such as shear (Wang, 1992), con-
centration gradients (Adler, 1981; Chung and Hogg, 1985) or gravity (Chung
and Hogg, 1985; Wang, 1992; Allainet al., 1995). After a collision, two parti-
cles may be linked and become adimer. The dimer, on its part, may collide with
another particle and form a trimer. And so on, any twoaggregatesor clusters
may encounter and form a larger aggregate.1 This aggregation process continues
until macroscopic flocs are formed, or until a stationary cluster-size distribution
is reached.

Two alternative —and equivalent— descriptions of the aggregation process ex-
its: deterministic and stochastic. The deterministic description was born by the
pioneering works of von Smoluchowski (1917), and it is basically a mean-field
approximation, valid for infinitely diluted and large systems. The stochastic de-
scription, on the contrary, takes into account the limited size of the system and
the consequent random fluctuations in the population of the different species
(Gillespie, 1977). This leads to a more complex, although also more rigourous,
description of the aggregation phenomenon.

Deterministic description

Consider a non-limited colloidal system undergoing an irreversible aggregation
process. Particles are grouped in clusters with different properties: mass, com-
position, inner structure, etc. In order to describe the aggregation state of the
system at a timet, we need to know thecluster population, cγ(t), i.e., the con-
centration of clusters of theγ type. Here,γ and other Greek letters represent
generic indexes that go through all the different cluster species. The basic re-
action is the union of two aggregates,α andβ, to form a larger clusterγ. We
indicate this reaction with the “direct sum” notation:α ⊕ β = γ. After this re-
action, the concentration ofγ-aggregates increases and the concentrations ofα-
andβ-aggregates decreases. Since this is just a general binary reaction, we can

1In this work, the words “aggregate” and “cluster” are used indistinctly to refer to any group of
particles that move together as a whole. An-mer refers to a cluster composed byn particles.
For the sake of simplicity, individual colloids will be considered as “clusters of size one” or
monomers.

10



2.1. Heteroaggregation kinetics

assume that the reaction rate is proportional to the concentration of the reactants.
Let kα,β be the corresponding proportionality constant. Then, we can say that:

dcγ

dt

∣

∣

∣

∣

∣

α⊕ β
= −dcα

dt

∣

∣

∣

∣

∣

α⊕ β
= −dcβ

dt

∣

∣

∣

∣

∣

α⊕ β
= kα,βcα(t)cβ(t) (2.1)

When theγ-cluster is created by the reaction of two identicalα-clusters, we have
to take into account that theα-concentration decreases twice as faster as theγ-
concentration increases. Formally,

dcγ

dt

∣

∣

∣

∣

∣

α⊕α
= −1

2
dcα

dt

∣

∣

∣

∣

∣

α⊕α
=

1
2

kα,α(cα(t))2 (2.2)

On the other hand, theγ-aggregate concentration decreases when the reactionγ ⊕
δ takes place, beingδ an aggregate of any type. Hence, if we put together all the
reactions that affect the concentration ofγ-aggregates, we obtain the following
non-linear differential equation:

dcγ(t)
dt
=

1
2

∑

α⊕ β=γ
kα,βcα(t)cβ(t) − cγ(t)

∑

δ

kδ,γcδ(t) (2.3)

The first term in the r.h.s. of (2.3) deals with all the reactions that create aggre-
gates of theγ type, and consequently is calledbirth term(see,e.g., Ramkrishna,
2000). Analogously, the second term deals with the reactions that decrease the
γ-concentration and is calleddeath term. Finally, the set of aggregation con-
stantskα,β is called thekernelof the system. Note that the12 coefficient in the
birth term means different things whenα = β and whenα , β. In the former
case is due to (2.2), and in the latter is introduced just to avoid double counting
since “α ⊕ β” and “β ⊕ α” are actually the same reaction. Once thekernel is
known, the equation (2.3) could, in principle, give us the time evolution of the
cluster population.

It should be noted that two assumptions have been taken for the above deriva-
tion:
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2. THEORETICAL BACKGROUND

Dilute system hypothesis

Only binary collision have been taken into account. Consequently, (2.3) only
holds when the system is dilute enough to neglect the probability of a three-body
reaction. For real systems, it is usually considered that a system is dilute enough
when the particle volume fraction is less than 1% (Broide, 1988). Even whenthis
limit may be questionable, in this work the experiment were carried out at a quite
low volume fraction, less than 0.001%. Also in the simulations the system may
be considered diluted enough, since the particle volume fraction ranges between
0.01% and 0.1%.

Mean-field hypothesis

When we state that the cluster concentrationscγ(t) are continuous functions, we
implicitly are assuming that the system is infinite. Otherwise, any time aγ-
cluster is created or destroyed its concentration should vary in a finite quantity,
namely 1/V, whereV is the volume of the system. The stochastic description of
the aggregation process deals with this limitation (Gillespie, 1977).

Stochastic description

The stochastic description of the aggregation process takes into accountthe finite
size of the system. The cluster population is described by using the number of
cluster,Nγ(t), instead of the cluster concentrations. The set{Nγ(t)} for all possi-
ble γ is usually notated as a vector~N(t) and calledstate vector. The stochastic
description introduces another fundamental idea: if we only know the state vec-
tor at a given timet0 and the set of aggregation rate constants,{kα,β}, we cannot
determine the exact state vector at a different timet, but only the state probability
densityP(~N, t). This function gives the probability of finding the system in the
state~N at time t. The probability density obeys the following master equation
(Gillespie, 1977; Thorn and Seesselberg, 1994; Odriozolaet al., 2004):

dP(~N, t)
dt

=
1

2V

∑

α,β

kα,β
[

(Nα + 1)(Nβ + 1+ δβα)P( ~N′, t) − Nα(Nβ − δβα)P(~N, t)
]

(2.4)
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2.1. Heteroaggregation kinetics

whereδβα is the Kronecker symbol and~N′ is the vector state prior to theα ⊕ β

reaction:

~N′ =

{

(. . . ,Nα + 1, . . . ,Nβ + 1, . . . ,Nα⊕ β − 1, . . .) , α , β

(. . . ,Nα + 2, . . . ,Nα⊕α − 1, . . .) , α = β
(2.5)

Fortunately, for larger systems both deterministic and stochastic descriptionsare
equivalent. The deterministic description is more convenient for obtaining math-
ematical properties of the solution, such as their long time behaviour (van Don-
gen and Ernst, 1985a) and scaling properties (van Dongen and Ernst, 1985b). On
the other hand, the master equation (2.4) is easier to solve numerically (Thorn
and Seesselberg, 1994).

Reversible aggregation

We have considered so far only irreversible aggregation, where bonds between
particles never break. Nevertheless, some systems aggregate in a reversible man-
ner (examples of reversible aggregation processes will be presented later on, see
Fig. 3.13). Then, after some time, the population achieves a stationary state, ina
sort of dynamic equilibrium (see,e.g., Vanni, 2000). Reversible aggregation may
be included in the aggregation theory, in both the deterministic (Vanni, 2000) and
the stochastic (Odriozolaet al., 2003) descriptions, by including afragmentation
kernelin addition to the aggregationkernel.

The meaning of the aggregation rate constants

As stated above,kα,β is related with the rate at which aggregates of speciesα

andβ react. This quantity have dimensions of volume per unit of time2 and,
hence, it expresses somehow aflux. Consider the reaction between anα-cluster
and aβ-cluster. Consider the origin of coordinates to be solidary to a concrete
α-cluster. Then, if aβ-cluster reacts with ourα-cluster, it disappears reducing

2All k values of this work are expressed in cm3s−1, as usually. In this units, it takes values of the
order of 10−12.
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2. THEORETICAL BACKGROUND

theβ-concentration. Hence, theα-cluster acts as aβ-cluster sink. Accordingly,
we can state thatkα,β is the flux ofβ-clusters forward eachα-cluster. This sce-
nario is used in Sec. 2.2.1 for calculating the aggregation rate constants from the
microscopic properties of the colloidal dispersion.

2.1.2. Homoaggregation kinetics

A particular case of special importance is found when all the particles are iden-
tical. Then, the main difference among aggregates is their mass or, equivalently,
their number of constituent particles. Accordingly, it is usual to group together
the clusters with the same number of component particles, and consider that
the state of the system is described by knowing the concentration of clusters
of each size (cluster-size distribution, cn(t) or CSD3). Obviously, the CSD does
not describe completely the aggregation state of the system, because it doesnot
take into account the internal structure of the clusters.c3(t), for instance, com-
prises the overall concentration of trimers, independently of the angle thatform
the three component particles. Nevertheless, the CSD is a widely used tool for
studying aggregating systems.

Smoluchowski’s equation

If we are only interested in determine the cluster-size distribution, (2.3) takesan
easier form:

dcn(t)
dt
=

1
2

n−1
∑

i=1

ki,n−i ci(t) cn−i(t) − cn(t)
∞
∑

i=1

kni ci(t) (2.6)

which is known as Smoluchowski’s equation of the coagulation (von Smolu-
chowski, 1917). Please note that in the cluster-size distribution —CSD in what
follows— we do not distinguish the spatial configuration of the clusters, only
their mass. It is quite reasonable to state that the cluster reactivity may depend
not only on its size but also on its inner structure (the spatial configuration of the

3In this work, we use Greek letters (α, β, γ, . . .) to refer to general indexes, and lower-case Latin
letters (n, i, j, . . .) to refer to integer indexes.
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2.1. Heteroaggregation kinetics

constituent particles of the cluster). Hence, the aggregation rate constant ki j have
to been considered as an average of the aggregation rate constants corresponding
to the different reactions between aggregates of massesi and j. This average is
somehow weighted according to the abundance of the different spatial config-
urations. Hence, (2.6) does not hold when the population of clusters with the
same size but different reactivity changes during the aggregation process. For-
tunately, computer simulations demonstrate that this is quite unlikely to happen
in homoaggregation processes (Odriozolaet al., 2001b), even when reversible
aggregation is included (Odriozolaet al., 2002).

Stochastic description

Analogously, also the stochastic master equation may be restricted to study the
cluster-size distribution of a homoaggregation process. Then, it reads:

dP(~N, t)
dt

=
1

2V

∞
∑

i, j

ki j

[

(Ni + 1)(N j + 1+ δ j
i )P(~N+i j , t) − Ni(N j − δ j

i )P(~N, t)
]

(2.7)
whereNi(t) is the number ofi-mers and~N+i j is the vector state prior to thei-mer-
j-mer reaction, which is given by:

~N+i j =

{

(. . . ,Ni + 1, . . . ,N j + 1, . . . ,Ni+ j − 1, . . .) , i , j
(. . . ,Ni + 2, . . . ,N2i − 1, . . .) , i = j

(2.8)

Dimensionless aggregation equation

In theoretical studies of homoaggregation processes, it is usual to rewrite (2.6)
in the following dimensionless way:

dXn

dT
=

1
2

n−1
∑

i=1

Ki,n−i Xi Xn−i − Xn

∞
∑

i=1

Kni Xi (2.9)

whereXn = cn/c0 is the dimensionless cluster-size distribution,Ki j = 2ki j/k11 is
the dimensionless aggregationkernel, andT is a dimensionless time obtained by
dividing the time by the so-calledaggregation time, given by:

taggr=
2

c0 k11
(2.10)
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2. THEORETICAL BACKGROUND

2.1.3. Classical solutions of the Smoluchowski’s equation

The Smoluchowski’s coagulation equation is a set of coupled nonlinear ordinary
differential equations, which have a unique solution if positive initial conditions
X j(0) are given, such that the moments:

Mn ≡
∞
∑

j=1

jnX j (2.11)

are initially finite for all integersn (Leyvraz and Tschudi, 1981). Neverthe-
less, exact solutions of (2.9) are only known for a few specially simplekernels
(Leyvraz, 2003). They, although scarce, are of great importance since provide
an easy way of checking the accuracy of numerical methods. In this section, we
briefly comment on the solutions of (2.9) corresponding to the classicalkernels,
namely the “constant”, “sum” and “product”kernels. We only present explicit
solution for aggregation processes starting from monomeric initial conditions,
i.e., Xn(0) = δ1

n.

Constant kernel

The simplest functional form of thekernelof (2.9) is the mass-independentker-
nel, or constantkernel:

Ki j = 2 , ∀i, j ∈ N (2.12)

Despite its simple form, the constantkernelprovides a first point of reference
to every aggregation process, and it is even a fair approximation to some real
aggregation processes, such as those limited by diffusion. The solution from
monomeric initial conditions was firstly derived by von Smoluchowski (1916),
and have been often rederived (Leyvraz, 2003):

Xn(T) =
Tn−1

(1+ T)n+1
(2.13)
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2.1. Heteroaggregation kinetics

The CSD forn-mers withn ≤ 7 is plotted in Fig. 2.1.3a. The overall concentra-
tion of clusters,M0, given by

M0 ≡
∞
∑

n=1

Xn =
1

1+ T
(2.14)

is also plotted in the figure. Please note that the overall concentration of clusters
is halved in one aggregation time,i.e., M0(T = 1) = 1/2. This fact has led to an
alternative definition for the aggregation time,t′aggr, which does not involve the
dimer formation rate constant:

t′aggr / M0(t = t′aggr) =
1
2

(2.15)

A numerical solution of the constantkernel—obtained by the stochastic method
that will be described in Sec. 3.4.3— is plotted in Fig. 2.1d. As can be seen, the
agreement between exact and approximated solutions, is excellent.

Some of the features of the CSD plotted in Fig. 2.1a are shared by all the ir-
reversible aggregation processes that start from monomeric initial conditions.
Firstly, monomers cannot be created and, consequently,X1(T) is always a de-
creasing function. Clusters, on the other hand, are both created and destroyed
during the aggregation processes. In the early stages of the aggregation process
(T � 1) they are created at a larger rate than they are destroyed and, hence, their
concentration increase. When their concentration is large enough, this tendency
reverses. Consequently, allXn(T) curves withn > 1, are bell-shaped. Other fea-
tures of the CSD corresponding to the solution of (2.9) with the constantkernel,
are particular of this functional form. For instance, at long times, allXn curves
decay asT−2.

The constantkernelhave been intensively studied in the literature and its solution
is actually known for arbitrary initial conditions (Leyvraz, 2003).
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Figure 2.1.: Cluster-size distribution calculated for several classicalkernels: con-
stant (top row); sum (medium row) and product (bottom row). The
plots on the left side are the analytical solutions discussed in this sec-
tion, and those of the right side are approximated solutions obtained
by numerically solving the stochastic master equation. In each plot,
the concentration ofn-mers forn ≤ 7 (thin lines) and the overall
concentration of clusters (thick line) are shown.
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2.1. Heteroaggregation kinetics

Sum kernel

In the sumkernel, the reactivity of two clusters is proportional to the mass of the
resulting aggregate:

Ki j = i + j , ∀i, j ∈ N (2.16)

The solution, starting form monomeric initial conditions, was derived by Melzak
(1953):

Xn(T) =
(nb)n−1e−nb−T

n!
(2.17)

M0 = e−T (2.18)

whereb = (1 − e−T). It is plotted in Fig. 2.1b. When we compare it with the
CSD of the constantkernel, the most clear difference is that the concentration of
clusters of different sizes do not tend to have the same value for long times. An
important increase in the overall aggregation rate is also evident.

In fig. 2.1e the sumkernel is solved by the algorithm that will be described in
Sec. 3.4.3. The approximate solution is quite accurate, as can be seen.

Product kernel

In the productkernel, the reactivity of two clusters is proportional to their masses:

Ki j = 2i j , ∀i, j ∈ N (2.19)

The reactivity of the aggregates increases so steeply that an infinite aggregate is
formed in a finite time. This is interpreted in terms of a phase transition sol-gel.
The infinite aggregate is called agel phaseand it is reached at the gelation time
T = Tgel = 0.5. The solution from monomeric initial conditions, for times before
the phase separation, was firstly derived by McLeod (1962):

Xn(T) =
(2nT)n−1e−2nT

n n!
, T ≤ 1

2
(2.20)

M0 = 1− T , T ≤ 1
2

(2.21)
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2. THEORETICAL BACKGROUND

McLeod (1962) originally believed that no solutions could be found beyond that
time, although it was eventually realised (Ziff and Stell, 1980) that such solutions
existed and were physically meaningful. The decrease in total mass was inter-
preted as the flow of mass to an infinite cluster. For times larger than the gelation
time, we have two cluster populations: on the one hand, we have the clusters that
are small with respect to system size, the concentrations of which tend to a well
defined limit as system size is made to go to infinity. These are known as thesol
particles. On the other hand, the large clusters of the finite system have sizes that
go to infinity with the system size, and contain a finite portion of the mass, and
are calledgelparticles. The solution for times after the gelation point depends on
the model of interaction between the sol particles and the gel particles. If (2.20)
is assumed to be valid at all times, we have the so-called Flory solution, which
is indeed valid for finite systems. If we neglect the sol-gel interaction, but still
consider the system to be infinite, we obtain the so-called Stockmayer solution
(Leyvraz, 2003):

Xn(T) =
Xn(1

2)

2T
, T >

1
2

(2.22)

M0 =
1

4T
, T >

1
2

(2.23)

In Fig. 2.1c the CSD for the productkernel is plotted. In this case, the Stock-
mayer solution was chosen for times beyond the gelation point (a dotted vertical
line indicates the gelation time in the plot). As have done above for the constant
and sumkernels, we have obtained the numerical solution by using the stochastic
algorithm described in Sec. 3.4.3. The corresponding CSD is plotted in Fig. 2.1f.
Apparently, the agreement is quite good both before and after the gelation point.
Nevertheless, this is actually due to the particular election of parameters usedto
solve the stochastic equation. In order to save memory during the calculations,
a trick is used: those clusters whose size is larger than certain maximum cluster
size are completely ignored. This have very little effect in the solution of the
constant and sum kernels, but a quite drastic importance when gelation is taken
place. If we consider that every cluster size is significant, we obtain a different
solution, plotted in Fig. 2.2b.4 Not surprisingly, the obtained solution is actually

4Fig. 2.1f was obtained by using 100 000 particles and a cut-off cluster size of 10 000. In contrast,
Fig. 2.2b was obtained by averaging five performances with only 10 000 particles,but without
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Figure 2.2.: Cluster-size distribution obtained for the productkernel with the
Flory model. On the left side the exact solution and on the right side
a numerical approximation by solving the stochastic master equa-
tion.

the Flory solution (see Fig. 2.2a).

2.1.4. Other important aggregation kernels

Thekernelsdescribed in Sec. 2.1.3 have received much attention since are, some-
how, “classical”. Nevertheless, other aggregationkernelsare known to have ana-
lytical solution (Leyvraz, 2003). In particular, the linear combination of thethree
classicalkernels, the so-called “bilinearkernel” (Drake, 1972):

Ki j = A+ B(i + j) +Ci j (2.24)

whereA, B andC are arbitrary constants (restricted to guarantee the positivity
of Ki j for all positive integer values ofi and j, and the normalisation condition
A+ 2B+C = 2). Exact solutions for the bilinearkernelwith arbitrary constants
A, B andC are known (see,e.g., the excellent review by Leyvraz, 2003).

More recently, exact solutions of otherkernelshave been found. Leyvraz and
Redner (1986a), for example, studied the following parity-dependentkernel:

Kdd = 2 ; Kpp = L ; Kdp = M (2.25)

cut-off cluster size.
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2. THEORETICAL BACKGROUND

whereL and M are positive constants and the argumentsd respectivelyp run
over the odd (dispari), and respectively even (pari) integers. Exact solutions for
arbitraryL andM have been derived by Calogero and Leyvraz (2000).

Hendriks and Ernst (1984) studied akernel, which they called “addition-aggrega-
tion kernel”, in which the monomer behaviour is quite different from the behav-
iour of larger clusters:

K11 = 2 ; K1, j>1 = L ; Ki>1, j>1 = M (2.26)

whereL and M are arbitrary positive constants. These authors found that the
dynamics crucially depends onM. Exact solutions for (2.26) with arbitrary pa-
rametersL andM have been very recently derived by Mobiliaet al. (2003).

Another example of an exactly solvablekernel, is theq-sumkernelrecently in-
troduced by Calogero and Leyvraz (1999):

Ki j = 4− qi − q j (2.27)

where 0< q < 1.

2.1.5. Binary heteroaggregation kinetics

In two-component systems, it seems quite likely that the reactivity of two clusters
depend not only on their sizes, but also in their compositions. A first approach
could be to consider that the reactivity of a cluster not only depends on its mass,
but also in the number of particles of each species. Accordingly, we define the
composition-detailed cluster-size distribution (CDCSD),cl

i(t), as the concentra-
tion of clusters composed byi particles, beingl of them of typeA and (i − l)
of type B. The CDCSD is straightforwardly related with the non-detailed CSD,
since

∑i
l=0 cl

i = ci . Analogously, we defineklm
i j as the aggregation rate constant

controlling the aggregation of ani-size cluster containingl particles of typeA,
and a j-size cluster containingm particles of typeA. The corresponding aggre-
gation equation reads (López-Ĺopezet al., 2005):

dcl
i

dt
=

1
2

i− j
∑

j=1

j
∑

m=0

km,l−m
j,i− j cm

j cl−m
i− j − cl

i

∞
∑

j=1

j
∑

m=0

klm
i j cm

j (2.28)
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2.1. Heteroaggregation kinetics

It should be noted thatcl
i(t) does not contain information on the internal structure.

Hence, the rate constantsklm
i j have to be understood as averages over all possible

spatial configurations.

Monomeric initial conditions are the most usual:cm
i (0) = δi

1[xδm
0 + (1 − x)δm

1 ],
wherex is the relative concentration of both particles:5

x ≡
c0

1

c0
1 + c1

1

=
cA

cA + cB
(2.29)

The analytical treatment of (2.28) is quite complex, and numerical methods are
needed.

It should be taken into account that, in real heteroaggregation processes, many
of theklm

i j constants that appear in (2.28) are zero. In selective heteroaggregation,

for instance,k00
i j = ki j

i j = 0 , ∀i, j.

2.1.6. HHF approximation

Hogg, Healy and Fuerstenau (1966) derived an approximate expression for the
short time evolution of the monomer concentration in two-component system
that undergo heteroaggregation from monomeric initial conditions. According
to (2.28), the monomer evolution is given by:

dcl
1

dt
= −cl

1

∞
∑

j=1

j
∑

m=0

klm
i j cm

j (2.30)

In the zero time limit, the concentration of clusters, apart from monomers, is
negligible and, so, (2.30) reduces to:

dcA

dt
' −kAA cA

2 − kAB cA cB

dcB

dt
' −kBB cB

2 − kAB cA cB (2.31)

5An alternative name for quantity is “number ratio”,θ.
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2. THEORETICAL BACKGROUND

Then, the total monomer concentration,c1(t) = cA(t) + cB(t), is given by:

dc1

dt
=

dcA

dt
+

dcB

dt
' −kAA cA

2 − 2kAB cA cB − kBB cB
2 (2.32)

At zero time, the concentration of monomer of each type is related with the
total concentration of monomers by (2.29). Nevertheless, as time goes on, this
quantity may change. In particular, every reaction between two unlike monomers
produces a rarefication of the minority particles. Hogget al. (1966), however,
considered that the relative concentration of both species remain constant during
the short time interval which is under study. Hence, (2.32) can be approximated
to:

dc1

dt
' −kHHF

11 c1
2 (2.33)

wherekHHF
11 is an apparent monomer-monomer reaction constant given by:

kHHF
11 = x2kAA+ (1− x)2kBB+ 2x(1− x)kAB (2.34)

Equation (2.33) was originally derived by Hogg, Healy and Fuerstenau (1966)
and, so it is called HHF approximation. Note that two different approximations
have been performed to derive (2.33): i) only monomer-monomer reactionstake
place, and ii) the relative concentration of monomers of both species remains
constant. It is possible to improve the accuracy by considering reactions be-
tween monomers and larger aggregates. Puertaset al. (2001a), for instance, de-
rived a more complex kinetic equation for the monomer evolution, by consider-
ing monomer-dimer reactions in addition to the monomer-monomer reactions.

Finally, it should be mentioned that (2.34) is a more robust approximation than
(2.33). In fact, the former becomes exact atall the timeswhenx takes the actual
ratio of monomers of each species.6

6A quantity that, in general, depends on time.
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2.2. Microscopic description

2.2. Microscopic description

The interpretation of the aggregation rate constantskα,β as a flux ofβ-particles
forward anα-particle has been widely used in order to calculate these constant
from a microscopic description of the aggregation processes. The simplest pos-
sible case is found when there is no interaction between particles, apart from
an infinite attractive interaction at the contact. The particle-particle collisions
are due only to the Brownian motion of particles and clusters. This aggre-
gation scheme is calleddiffusion-limited cluster-cluster aggregation(DLCA7).
This aggregation regime is described in Sec. 2.2.2. Other classical aggrega-
tion regime is found when the particles hardly react among themselves because
there is a strongly repulsive energy barrier when they encounter eachother.
In the limit of infinitely low sticking probability, the aggregation is said to be
reaction-limited, and the corresponding aggregation regime is calledreaction-
limited cluster-cluster aggregation(RLCA8). This limit regime, and the transi-
tion between RLCA and DLCA are commented in Sec. 2.2.3. Finally, another
extreme case is found when long-ranged attractive interactions are present be-
tween the particles. Then, the diffusion can be completely overwhelmed and the
particle trajectories are no longer similar to random paths, but perfectly directed.
Then, the aggregation regime is calledattraction-limited cluster-cluster aggre-
gation(ALCA). Although long-range attractive interactions are present between
oppositely charged colloids, the corresponding aggregation regime cannot be de-
scribed as “attraction-limited” since the diffusion step is still important. Hence, a
different denomination has been proposed:attraction-driven colloid aggregation
(ADCA9). The ADCA regime is briefly described in Sec. 2.2.4.

7Two different interpretations of the letter ‘C’ are found, in the literature. Some timesit means
“cluster-cluster”, like here, but others means “colloid”. Generally, thefirst denomination is
used when we refer to an ideal diffusion-limited aggregation process, such as those found
in simulation or theoretical studies. The second denomination is preferredto refer to real
aggregating colloids which, strictly speaking, never can be completely free of particle-particle
interactions. In this work, the short form “DLCA” is generally used to refer to both ideal and
real diffusion-limited aggregation processes. When the long form is used, we have tried to
distinguish both denominations.

8As in the DLCA case, some ambiguity remains in the meaning of the ‘C’ letter ofRLCA.
9In this case, the “colloid” meaning of the ’C’ letter is preferred because this applies to real

colloidal systems.
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2. THEORETICAL BACKGROUND

2.2.1. Brownian motion and diffusion

Any mesoscopic particle immersed in a liquid undergoes a random force due to
the collisions with the fluid molecules. As a consequence, the particle is con-
tinuously moving and describes a random path motion. Robert Brown (1827),
an English botanic, was the first in describing this phenomenon, which he found
looking at pollen grains immersed in water with a microscope. The Brownian
motion —as this random movement was called— was the focus of scientific in-
terest at the beginning of the 20th century, until three great scientists, Einstein
(1905), von Smoluchowski (1906) and Langevin (1908), establishedits funda-
mentals. As is now well known, we witness in Brownian movement the phe-
nomenon of molecular agitation on a reduced scale by particles very large onthe
molecular scale. The perpetual motions of the Brownian particles are maintained
by fluctuations in the collisions with the molecules of the surrounding fluid. Un-
der normal conditions, in a liquid, a Brownian particle will suffer about 1021

collisions per second (Chandrasekhar, 1943).

The quantity that describes the extension of the Brownian motion of a particle is
its self-diffusion coefficientD0. For a hard sphere of radiusa, it is given by the
Einstein-Stokes relation (Einstein, 1905):

D0 =
kBT
6πηa

(2.35)

wherekBT is thermal energy andη is the solvent viscosity. The coefficient of
diffusion is related with the mean square displacement by (Langevin, 1908):

〈|~r(t) − ~r(t + ∆t)|2〉 = 6D0∆t (2.36)

Cluster of particles, of course, also undergo Brownian motion. Equation (2.35)
is still valid when the hydrodynamic radiusRh is used. It is generally accepted
that, for rigid clusters, the hydrodynamic radius is equal to the radius of gyration
of the cluster,Rh ≈ Rg, which is given by:

Rg ≡

√

√

√

a2 +
1
n

n
∑

j

|~r j − ~rcm|2 (2.37)

26



2.2. Microscopic description

Figure 2.3.: Microphotograph of a typical fractal aggregate, composedby 4739
gold nanoparticles. Reproduced from Weitz and Oliveria (1984) for
academic purposes.

wherea is the radius of the constituent particles,~r j the position of thej-th par-
ticle and~rcm the position of then-mer centre-of-mass. Nevertheless, rigourous
calculations and light-scattering experiments demonstrate thatRh is generally
larger thanRg for fractal aggregates (Lattuadaet al., 2003). Finally, computer
simulations (Meakin, 1983; Kolb, 1984) and experiments (Weitz and Oliveria,
1984; Aubert and Cannell, 1986), indicate that the radius of gyration offractal
clusters is given by:

Rn ' an1/df (2.38)

wheredf is the fractal dimension of then-mer anda is the radius of the monomer.
A microphotograph of a typical fractal aggregate with adf ' 1.75, obtained by
Weitz and Oliveria (1984), is reproduced in Fig. 2.3 for academic purposes.
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2. THEORETICAL BACKGROUND

2.2.2. Diffusion-limited cluster-cluster aggregation

The first to address the problem of calculating the collision rate of two spheres,
of radii a1 anda2, describing Brownian motion was von Smoluchowski (1914).
He followed a suggestion of Zsigmondy: to solve the Fick’s diffusion equation
for one particle, considering the other one as a sink of radiusa1 + a2. The so-
lution is (for rigourous, modern derivations of this and next results, please see
Ramkrishna, 2000):

kBrw
a1,a2
= 4πD12(a1 + a2)

(

1+
a1 + a2√
πD12t

)

(2.39)

whereD12 is the mutual diffusion coefficient of both particles. As a first approx-
imation,

D12 ' D∞12 ≡ D1 + D2 (2.40)

where D j is the self-diffusion coefficient of particles of radiusa j . The time
dependence of (2.39) is usually neglected in dilute systems, since a stationary
value is achieved in a time scale much shorter than the aggregation time scale.
Neglecting the time dependence, and assuming (2.40), (2.39) simplifies to:

kBrw
a1,a2
= 4π(D1 + D2)(a1 + a2) (2.41)

Finally, D j can be obtained from the Einstein-Stokes equation (2.35), giving:

kBrw
a1,a2
=

2kBT
3η

(a1 + a2)2

a1a2
(2.42)

For equally sized spheres, (2.42) does not depend onR:

kBrw =
8kBT

3η
(2.43)

which is the famous von Smoluchowski’s coalescence rate (von Smoluchowski,
1917). For water atT = 293 K, one obtainskBr

11 = 10.79× 10−18 m3 s−1.

Expression (2.41) can be used to obtain the reaction rate constant between any
two clusters:

kBrw
i j = 4π(Di + D j)(Ri + Rj) (2.44)
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Figure 2.4.: Cluster-size distribution up to heptamers obtained for the Brownian
kernel.

whereDi andRi are the diffusion coefficient and the radius of thei-mer. Assum-
ing thatRi = Rg, Rh = Rg and the relation (2.38), it yields to:

kBrw
i j = kBrw(i1/df + j1/df )(i−1/df + j−1/df ) (2.45)

which is called Browniankernel.

The solution of the coagulation equation (2.6) with the Browniankernel(2.45) is
plotted in Fig. 2.4. The coagulation equation was solved by using the stochastic
algorithm that will be described in Sec. 3.4.3. The fractal dimension was fixed
to 1.75, a value generally accepted for clusters formed under DLCA conditions
(Kolb, 1984; Linet al., 1990a).

2.2.3. Reaction-limited cluster-cluster aggregation

Equation (2.41) was derived by assuming that no forces of any kind were present.
Hence, it is not valid when particle-particle interactions are not negligible. Fuchs
(1934) derived an expression for the particle-particle reaction rate that explicitly
consider particle-particle interactions:

ka1,a2 = 4π(D1 + D2)























∞
∫

a1+a2

1

r ′2
eβV12(r′)dr ′























−1

(2.46)
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2. THEORETICAL BACKGROUND

whereV12(r) is the particle-particle potential energy, andβ = 1/kBT as usual.

Equation (2.46) is still not completely general because it is assumed that the
movements of both particles are completely uncorrelated (2.40). Basic hydro-
dynamics, however, states that this is not the case: the motion of one particle
induces long-range hydrodynamics interactions on the other particle. Thishy-
drodynamic effect can be treated by considering that the diffusion coefficient de-
pends on the particle-particle separationD12(r) (Spielman, 1970). Honiget al.
(1971) derived the following expression forD12(r), which is valid assuming that
the radii of the two spheres do not differ much:

D12(r) = D∞12
6H2 + 4RH

6H2 + 13aH + 2a2
(2.47)

whereH ≡ r − (a1 + a2) is the distance of closest approach between two spheres
anda ≡ (a1 + a2)/2 is their mean radius.

With this hydrodynamic correction, (2.46) now reads:

ka1,a2 =
4kBT
3ηa























∞
∫

a1+a2

1

r ′2
D∞12

D12(r)
eβV12(r′)dr ′























−1

(2.48)

It is worth noting that (2.48) leads tok11 = 0 for non interacting particles
(V12(r) = 0). Hence, some attractive interaction must exist if aggregation is tak-
ing place. Consider thatVA(r) is such an attractive particle-particle interaction.
Then, the aggregation occurs at a relative fast rate, and the processis said to be
diffusion-limited (DLCA). On the other hand, when a repulsive particle-particle
interactionVR(r) exists in addition toVA(r), aggregation occurs more slowly and
is said to be reaction-limited (RLCA).

In experimental works, it is quite convenient to define a stability factor in the
following way:

W =
kfast

11

kslow
11

(2.49)

This quantity can be calculated form the Fuchs approach (2.48) by assuming
that “fast” aggregation is taken place when only the attractive particle-particle
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2.2. Microscopic description

potential is significative, while “slow” aggregation occurs when both attractive
and repulsive interactions are considered:

W =

∞
∫

a1+a2

1
r′2

D∞12
D12(r)

eβ[VA(r′)+VR(r′)]dr ′

∞
∫

a1+a2

1
r′2

D∞12
D12(r)

eβVA(r′)dr ′
(2.50)

Equation (2.48) may be used, in principle, for calculating any rate between par-
ticles or clusters. Unfortunately, its practical application is usually reducedto
the monomer-monomer reaction, since detailed models of interaction potentials
between clusters are not found in the literature. Hence, it is not possible toobtain
a full set of constantki j from the Fuchs approach. In fact, all reactionkernels
for RLCA processes are, in more or less extend, semiempirical. The following
kernel, a generalisation of the productkernelproposed by Familyet al. (1985)
results a good approximation for simulated and experimental RLCA processes
(Lattuadaet al., 2003):

ki j =
kBrw

i j

W
(i j )λ (2.51)

wherekBrw
i j is the Browniankernelgiven by (2.45),W the stability ration given by

(2.49) or (2.50)10 andλ is a homogeneity parameter, generally used as a free pa-
rameter. Please note that (2.51) necessarily has to fail for very large aggregates,
since it predicts thatki j > kBrw

i j wheni, j → ∞.

More recently, Odriozolaet al. (2001b) derive akernelthat correctly describes
the full transition between DLCA and RLCA regimes, based on physically sound
arguments:

ki j =
kBrw

i j

W
(i j )λ

1−W−1[(i j )λ − 1]
(2.52)

10Obviously, (2.49) should be used if we only have experimental data, while (2.50) would be
our election if we are interested in inferring thekernel from a theoretical particle-particle
interaction potential.
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2. THEORETICAL BACKGROUND

This kernel yields to the Browniankernel for W = 1 and to the generalised
productkernel for W → ∞. Moreover, thekernelby Odriozolaet al. (2001b)
also avoid the contradiction for large aggregates of (2.51).

2.2.4. Attraction-driven cluster-cluster aggregation

The Fuchs approaching (2.48) is still valid when the particle-particle interactions
become attractive and long-ranged. This is the case for mixtures of oppositely
charged particles at low electrolyte concentrations. Then, the interaction between
unlike particles are so important that the aggregation rate surpasses the DLCA
limit. The absolute dimer formation rate constantskAA, kBB andkAB can be cal-
culated by using the appropriate particle-particle potential on (2.48). Then, for
times short enough to consider that (2.34) holds, the effective dimer formation
rate constant can be calculated. To the best of our knowledge, the challenge of
obtain a fullkernelfor (2.28) that describes the attraction-driven colloid aggre-
gation regime is still an open problem.

2.3. Particle-particle interactions

In Sec. 2.2, the fundamentals to obtain kinetics constants from the microscopic
description of the aggregation process have been summarised. Nevertheless, the
Fuchs approaching (2.48) is useless if a model of the particle-particle interactions
is not provided. Hence, in this section we briefly describe the most widely used
expression for these interactions.

2.3.1. DLVO theory

The first quantitative treatment of the particle-particle interactions in colloidal
systems is the so-called DLVO theory (Derjaguin and Landau, 1941; Verwey
and Overbeek, 1948). It suggest that the colloid stability depends on thebalance
of two kinds of interactions: London-van der Waals forces and forcesdue to the
overlapping of the electric double layers of the particles. Generally speaking, the
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2.3. Particle-particle interactions

former are always attractive and short-ranged, while the latter are repulsive and
their range depends on the medium properties (ionic strength,pH. . . ).

2.3.2. London-van der Waals interactions

Van der Waals forces are attractive, short-range forces that originate from mole-
cular dipole-dipole interactions. Particularly, London-van der Waals interactions
are due to random fluctuations of the electronic molecular layer, which induce
instant dipoles in adjacent molecules. Hamaker (1937) derived an expression for
the van der Waals interactions between macroscopic bodies, by assuming pair-
wise additivity. The London-van der Waals-Hamaker interaction between two
spheres of radiia1 anda2 is (see,e.g., Hunter, 1987):

VvdW(r) = −
A1,3,2

6

{

2a1a2

r2 − (a1 + a2)2
+

a1a2

r2 − (a1 − a2)2
+ ln

(

r2 − (a1 + a2)2

r2 − (a1 − a2)2

)}

(2.53)
whereA1,3,2 is the so-called Hamaker constant which depends on the chemi-

cal composition of both particles and the dispersion medium. For equally sized
spheres of the same composition, it yields:

VvdW(r) = −
A1,3,1

6

{

2a2

r2 − 4a2
+

2a2

r2
+ ln

(

1− 4
a2

r2

)}

(2.54)

2.3.3. Double layer potential energy

The double layer potential energy arises from the overlap of diffuse clouds of
ions (double layers) that accumulate near charged surfaces to balancethe surface
charge. If the interacting surfaces are like-charged, the double layerpotential en-
ergy will be repulsive.11 If the surfaces are oppositely charged, the double layer
potential energy will be attractive. All formulations of the double layer potential

11Nevertheless, under some circumstances, attractive interactions between surfaces with the same
sign of charge are predicted (McCormacket al., 1995).
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2. THEORETICAL BACKGROUND

energy are sensitive to variations in: i) the surface potentials of the colloids, ii)
the ionic strength of the solution, and iii) colloid size. While the dependence
of the double layer potential energy on surface potentials and ionic strength has
been demonstrated in coagulation and deposition studies, the dependence on col-
loid size has not been verified (Ryan and Elimelech, 1996).

Expressions for this interaction are numerous. An usual approach consists in
assuming that ions surround the particle in two different layers:

A thin layer of ions strongly bonded to the particle surface (Stern layer).
These may arise from regular electrostatic forces or from specific ion ad-
sorption. In the latter case, they can even invert the sign of the effective
charge of the colloid.

A diffuse layer that extends out into the bulk solution (Goüy-Chapman
layer). This region is characterised by an excess of counterions and a
defect of coions, with respect to their bulk concentrations.

A detailed discussion about the double layer potential energy, however,falls out-
side the scope of this work. Hence, only an outline of the derivation is provided.
First, a model of the colloid-solution interface is needed, which has to provide
the effective electric potential on the Stern layerψ∗ and its thickness∆. Secondly,
the Poisson-Boltzmann equation,

∇2ψ(~r) = − e0

ε0εr

N
∑

i

zinie
βe0ziψ(~r) (2.55)

which gives the ion concentration profiles, has to be solved as a function of
the particle-particle separation. In (2.55),N ionic species are present, whose
bulk concentrations and electric charges areni andzie0, respectively. Solving
the non-linear Poisson-Boltzmann equation requires numerical methods. Several
approaches are found in the literature, such as the network simulation method
of Lopez-Garćıa et al. (2002). A specially controversial point here is wether
the surface potential or the surface charge keeps constant during theparticle-
particle approaching. Moreover, in the general case, both quantities vary during
this process (McCormacket al., 1995). Finally, for each ion configuration, the
electrostatic and osmotic forces acting on the particles are calculated. Several

34



2.3. Particle-particle interactions

expression can be found in the literature, with different mathematical complexity
and accuracy (see,e.g., Hidalgo-Álvarezet al. (1996) and references therein).

The Debye-H ückel parameter

The ionic concentration of the solution controls the extent to which double layers
extend from the surface into the bulk solution. At high electrolyte concentration,
the surface charge can be balanced by a thin double layer because the ion con-
centration near the surface is high; conversely, low electrolyte concentration will
produce thick double layers. The so-called Debye-Hückel parameterκ, defined
as:

κ =

√

√

√

e2
0

εrε0kBT

N
∑

i

z2
i ni (2.56)

is usually employed as a measure of the double layer thickness, since the ionic
excess decays approximately ase−κr . Here,r is the distance to the particle sur-
face. For 1:1 electrolytes, as those used in the experimental part of this work,
(2.56) yields to:

κ =

√

2n0e2
0

εrε0kBT
(2.57)

Double layer potential expressions

Consider two microspheres, with radiia1 anda2 and surface potentialsψ1 and
ψ2, separated by a distanceH. Then, the following expressions applies (see,e.g.,
Lyklema, 1991):

If both surface potentials are relatively low (ψ j . kBT/e0 ' 25 mV), then the
Poisson-bolzmann equation (2.55) can be linearised and exactly solved. The
double layer potential depends on the imposed boundary conditions. If weas-
sume that surface potentials do not change when the particles approach,then:

V(ψ)
DL (H) = 2πε0εr

a1a2

a1 + a2

[

(

ψ1
2 + ψ2

2
)

ln
(

1− e−2κH
)

+ 2ψ1ψ2 ln

(

1+ e−κH

1− e−κH

)]

(2.58)
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For identical spheres (a1 = a2 = a, ψ1 = ψ2 = ψ0), (2.58) yields to:

V(ψ)
DL (H) = 2πε0εraψ0

2 ln
(

1+ e−κH
)

(2.59)

On the other hand, if they change in such a way that the electrical chargeskeep
constant when the particles approach, then:

V(σ)
DL (H) = 2πε0εr

a1a2

a1 + a2

[

2ψ1ψ2 ln

(

1+ e−κH

1− e−κH

)

−
(

ψ1
2 + ψ2

2
)

ln
(

1− e−2κH
)

]

(2.60)
For identical spheres, (2.60) yields to:

V(σ)
DL (H) = 2πε0εraψ0

2 ln
(

1− e−κH
)

(2.61)

When surface potentials are not low enough to allow the linear approximation
for the Poisson-Boltzmann equation, it is usual to assume the linear superpo-
sition approximation (LSA). It consists in assuming that the ion concentration
in the middle region between two spheres is the sum of the ion concentrations
corresponding to these spheres considered as isolated. Fortunately, an analytical
expression for the latter can be obtained directly solving the non-linear Poisson-
Boltzmann. The resulting expression reads:

V(LSA)
DL (H) = 4πε0εr

a1a2

a1 + a2
ψ1ψ2e−κH (2.62)

Although (2.62) was derived for the limit ofκH � 1 (highly separated particles,
or highly compressed electrical double layers), rigourous calculations by Reiner
and Radke (1993) demonstrated that the LSA approximation accuracy is fair
good over a wide range of parameters (κH, κa, a1/a2 ratio. . . ).

Finally, when more accuracy is required, the full non-linear treatment of Over-
beek (1990) should be used.

Stern layer correction

The above expression were derived neglecting the role of the Stern layer. The
first, somehow trivial, step to consider is substituting the surface potentialsψ j
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by the effective surface potential at the Stern layerψ∗j . Vincent et al. (1970)
refined this picture by shifting the reference plane for the repulsive energy out-
wardly over a distance corresponding with the thickness∆ of the Stern layer.
Considering these corrections, the LSA expression for the electrical double layer
interaction (2.62), for example, is now given by:

V(LSA)
DL (H) = 4πε0εr

(

a1a2

a1 + a2
+ ∆

)

ψ∗1ψ
∗
2e−κ(H−2∆) (2.63)

2.3.4. Kinetic stability

Consider a colloidal system perfectly described by the DLVO theory. Then,
the particle-particle interactions have two components: the attractive and short-
ranged van der Waals forces and the repulsive interactions due to the EDL over-
lap. The range of the latter interactions depends, of course, on the EDL thickness.
That is to say, it depends on the Debye-Hückel parameter, independently of how
accurate were the explicit expression of these interactions. At low electrolyte
concentrations the repulsive interaction is long-ranged and the total particle-
particle interaction present an energy barrier that prevents the particlesto be-
come in touch. On the contrary, at high electrolyte concentrations the EDL is
compressed on the particle surface and the van der Waals forces prevail. Roughly
speaking, this implies the colloidal dispersion to be kinetically stable at low elec-
trolyte concentrations, but to aggregate at high electrolyte concentrations.

2.3.5. HHF theory

The original DLVO theory was developed to deal with one-component colloidal
dispersions. It seems that the first attempt to adapt the DLVO expressionsfor
particle-particle interactions to unlike particles were carried out by Hogg, Healy
and Fuerstenau (1966). In fact, these author derived expression (2.58). HHF
theory or DLVO-HHF theory are frequent names to refer to the DLVO theory
applied to unlike particles. Nevertheless, it should be pointed out that the inter-
actions considered by this theory are, essentially, the same as those considered
by the original DLVO theory.
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2.3.6. Non-DLVO forces

The particle-particle interactions considered by the DLVO theory does notcom-
prise all relevant interactions among colloidal particles. Probably, the mostevi-
dent limitation of this theory is found in theH → 0 limit. Since the dependence
on H at short distances is stronger for the van der Waals interaction than for the
double layer potential,VDLVO

12 (H) diverges in that limit. Obviously, some strong
repulsive interaction must exist at the contact to prevent the particles to inter-
penetrate. The effect of this short range repulsion has been included in DLVO
profiles in two ways (Ryan and Elimelech, 1996): i) designation of a minimum
distance corresponding to the layers of hydration water between surfaces; and
ii) calculation of the Born potential energy. The application of either of these
potentials implies that the energy minimum at short distances has a finite depth.
It opens the possibility of reversible aggregation to take place. Anyhow, the
accurate estimation of the depth of this minimum is highly speculative.

Other extensions to the DLVO theory has been proposed to deal with other sit-
uations, such as the discreteness of the surface charge (Kihiraet al., 1992), the
presence of a hairy layer of adsorbed polymer on the particle surface (Vincent
et al., 1986), the presence of hydrophilic surface groups (Škvarla, 1993).
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In this chapter, we describe the materials and methods used during this research
work. The first section deals with the single-cluster light-scattering technique,
which has provided most of the experimental data. Besides a general description
of the SCLS instrument, we also comment on the improvements introduced in
the data acquisition and analysis. Auxiliary experimental techniques, namely a
low-angle light-scattering instrument and a electrophoretic mobility set-up, are
briefly described in Sec. 3.2. A complete characterisation of the colloidal dis-
persions is provided in Sec. 3.3, including comments on their homoaggregation
behaviour. Finally, Sec. 3.4 deals with the numerical procedures used to com-
plement and interpret the experimental data. They comprise Brownian dynamics
simulations —with and without particle-particle interactions— and a stochastic
numerical algorithm, which is used to solve the coagulation equation.

3.1. Single-Cluster light-scattering

Most experimental data used in this work was obtained by using the single-
cluster light-scattering (SCLS) device located in the laboratories of the “De-
partamento de F́ısica Aplicada” of the University of Granada. It was built by
Dr. Miguel Cabrerizo-V́ılchez as a part of the PhD thesis of Antonio Fernández-
Barbero (1994), based on a prototype by Pelsserset al. (1990a), of the Wa-
geningen Agricultural University (The Netherlands). Some technical improve-
ments were subsequently made by Dr. Artur Schmitt (2000) and by Dr. Ge-
rardo Odriozola (2001). Our SCLS instrument allows us to obtain the cluster-
size distribution for small aggregates, without any assumptions about the clus-
ter structure. It have been used to obtain the cluster-size distribution (CSD) of
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aggregating one-component systems (Fernández-Barberoet al., 1996; Schmitt
et al., 2000b; Odriozolaet al., 2004) and, as part of this thesis, of two-component
systems (Ĺopez-Ĺopez et at., 2004a; López-Ĺopezet al., 2004b).

3.1.1. Principle of function and description

The SCLS technique belongs to the general group of light-scattering (LS)tech-
niques, in which the properties of the colloidal dispersion are inferred from the
intensity of the light scattered by a sample of the system,I (~q, t). The follow-
ing figure shows a scheme of a typical LS experiment, and the definition of the
scattering vector~q:

q = |~q| = 4πnm

λ0
sin

θ

2
(3.1)

Here,λ0 is the wave length of the light andnm the medium refraction index.

Depending on the time scale used to record the light-scattering intensity, we can
distinguish between two classes of LS techniques:

SLS Static light-scattering: the time response of the instrument is larger than
the Brownian diffusion time. The detected light intensity is somehow an
average light intensity〈I (~q, t)〉, related with the concentration and size of
the suspended particles.

DLS Dynamic light-scattering: the time response of the instrument is so short
that it is possible to record the rapid fluctuations of the light intensity due
to the Brownian motion of the particles. Although it is mathematically
more complex than SLS, DLS allows to obtain more accurate information
about size and structure of colloidal aggregates.

Single-cluster light-scattering is a SLS technique with one important particular-
ity: the scattering centre consists in a single particle or cluster.
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3.1. Single-Cluster light-scattering

Rayleigh scattering law

At the ending of the 19th century, Strutt (Lord Rayleigh) (1899) derived the
following expression for the intensity of scattered light in theq→ 0 limit:

I ∝ Vsc
2 (3.2)

whereVsc is the scattering centre volume. Rigourous calculations demonstrates
that this relationship holds when the adimensional quantityqRsc is reasonably
small, beingRsc the radius of the scattering centre (see,e.g., Kerker, 1969).

In a SCLS experiment, the scattering centre consists in a single cluster composed
of n colloidal particles of radiusa. Hence, ifqRcluster � 1 then the Rayleigh
scattering law applies and so:

I ∝ n2 (3.3)

In this case, it would be possible to clearly distinguish the number of constituent
particles from the light intensity.

A simple calculation shows that for colloids witha = 0.25µm and our experi-
mental setup,qa ≈ 0.18 and so, the Rayleigh scattering law is a valid assump-
tion. For larger aggregates, however,qRclusteris no longer smaller than unity. For
pentamers, for instance, this quantity may vary from 0.3 to 0.9 depending on its
spatial configuration. Since we are somehow working near the Rayleigh limit,
Eq. (3.3) is not expected to be fulfilled exactly. In fact, Fernández-Barberoet al.
(1996) experimentally found that the actual dependence of the light intensity on
n, for n ≤ 6, is:

I ∝ nγ ; γ = 1.83± 0.03 (3.4)

Although this is not the exact Rayleigh’s law, the dependence onn is still steep
enough to clearly discriminate the different cluster sizes.

Instrument overview

Hence, the device designers had to manage the following challenges (Fernández-
Barbero, 1994):
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physical separation of the clusters without breaking them up;

creation of a light-scattering volume as small as possible;

detection of the scattering light at low angles;

determination and compartmentalisation of the light pulses;

data storage, instrument control and measuring automatisation.

Our SCLS device separate the particles by hydrodynamic focusing,i.e., by slowly
injecting the sample into a fast laminar water stream.

The flow velocities of the sample and water streams are equalled in the surface
that separates them. Hence, the sample flow velocity is importantly increased.
As a consequence, the sample stream is narrowed and the mean cluster-cluster
distance enlarges. Then, the sample stream crosses the focus of a laserbeam and
the scattered light pulses are detected by a phototube located at a low scattering
angle. The light pulses are processed by a personal computer provided with an
A/D converter and then, classified on-line using an integration algorithm. The
sample handling is entirely computer-controlled so that the measurements can
continue without any human supervision. This makes it possible to obtain time-
resolved CSD measurements for time intervals of several days (Schmitt, 2000).
Fig. 3.1 shows an scheme of our SCLS device (López-Ĺopezet al., 2004c). In the
following paragraphs, there is a brief explanation on each one of the instrument
components, except the data acquisition software, which is described in a differ-
ent section (Sec. 3.1.2) because it was completely updated during this research
work.

Laser and entrance optics

According to Ferńandez-Barbero (1994), the entrance optics is composed of a
10 mW He-Ne laser, a spatial filter, two cylindrical lenses and a microscope
objective; all of them lying on a passive isolation anti-vibration table. The
laser supplies a collimated and linearly polarised light beam with a wavelength
of 632.8 nm, a output diameter of 0.68 mm and an angular divergence of just
1.2 mrad. Although it theoretically works on the TEM00 mode, unavoidable im-
perfections in its resonance cavity make that its transversal profile slightly differs
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3.1. Single-Cluster light-scattering

Figure 3.1.: Scheme of our SCLS instrument showing its main parts: distilled
and filtered water supply (1), reaction vessel (2), magnetic valve (3),
peristaltic pump (4), He-Ne laser (5), entrance optics (6), hydrody-
namic focusing cell (7), detection optics (8), phototube (9), AD/DA
converter (10), computer (11) and waste water (12).

from the gaussian one. The spatial filter is intended to correct these deviations
and to obtain a smooth light spot. It is composed of two spherical lenses, a pin-
hole and a diaphragm. Firstly, the laser beam is focused on a 20µm pinhole by
means of a 10 mm lens. A second lens, with a focal length of 100 mm, collimates
the beam. Finally, the corresponding diffraction pattern is cut off by a 4.0 mm
diaphragm, in such a way that only the first diffraction maximum is allowed to
pass.

The laser beam, now with a smooth profile, crosses a optical system with two
40 mm cylindrical lenses, separated by a distance slightly longer than twice the
focal length. The beam profile is no longer circular, but elliptical: now it is
somewhat convergent in one of the normal directions and collimated in the other
one. Finally, the laser beam is focused on a point inside the measuring cell by a
30.8 mm microscope objective. The aim of this is to obtain a small illuminated
region where the light intensity is almost constant. Hence, small fluctuations
of the sample location does not change significatively the incoming radiation
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Figure 3.2.: Scheme of the hydrodynamic focusing cell, adapted from
Ferńandez-Barbero (1994).

intensity.

Hydrodynamic focusing cell

The hydrodynamic focusing cell is the most sensible, complex and important
part of the device, as it is the place where the sample stream crosses the laser
focus. As can be seen in Fig. 3.2, the colloidal sample is injected thorough the
top of the cell into a faster water stream. Then the hydrodynamic focusing phe-
nomenon enlarge the cluster-cluster separation and the single cluster detection
is feasible. The particle concentration, however, must be low enough to avoid
coincidences, i.e., the fact of two clusters being inside the illuminated volume
at the same time. In the regular operation mode, this is achieved by keeping the
colloid concentration below approximately 108 cm−3 (Schmitt, 2000). The inner
water stream is also surrounded by another, slower, water stream that prevent
the former from suffering a significant shear disruption. The whole cell may be

44



3.1. Single-Cluster light-scattering

precisely moved in the three spatial directions by acting on micrometric screws.
Finally, a regular optical microscope allow us to watch the illuminate region and
help us to align the device properly.

Phototube and detection optics

According to Ferńandez-Barbero (1994), the detection optics is composed of an
annular diaphragm, a microscope objective, a regular diaphragm and a photo-
tube. The annular diaphragm is located just in the outside of the hydrodynamic
focusing cell, as it is shown in Fig. 3.2. It prevents transmitted light and al-
lows the light to be scattered only at angles between 2.7 and 3.2 degrees. A
22.5 mm microscope objective focuses the selected light on a regular diaphragm
with aperture 0.8 mm. It is located there to block parasite light from uncontrolled
reflections on the cell windows and other optical surfaces. Finally, a phototube
linearly translates from light intensity to voltage. The sensitivity peak of the
phototube is centred at 650 nm, close to the He-Ne laser wavelength.

Water supply

Any dust particle suspended in the water streams that crosses the measuring cell
may scatter some light which eventually provokes a false peak. Although the de-
tection optics is designed to discriminate between these spurious signals and the
actual signal, it is always convenient to use water as clear as possible. Therefore,
our device uses only deionised water, obtained by inverse osmosis, ionic inter-
changing and activated carbon filtering (Odriozola, 2001). A 10 litre Mariotte
siphon acts as a water reservoir and feeds an ordinary distiller intended mainly
to remove air bubbles. Distilled water is filtered by a 220 nm microfilter (Mil-
lipore Millipak 20) and then split between the inner and the outer streams. The
system may continuously supply clear water during up to 14 hours, without any
human supervision (Schmitt, 2000).

Sample injection

Although the first prototype of our SLCS device made use of a syringe in-
jector (Ferńandez-Barbero, 1994), it was afterward substituted by a computer-

45



3. MATERIALS AND METHODS

controlled peristaltic pump1 in order to extend the duration of a series of mea-
surements (Schmitt, 2000). The pump also improves significantly the overall re-
producibility of the measuring process (Schmitt, 2000). An electro-valve —also
computer-actuated— selects whether the pump acts on the reaction vessel oron
the hydrodynamic focusing cell. In the regular operation mode, a small amount
of sample is firstly extracted from the reaction vessel and then is slowly injected
into the hydrodynamic focusing cell. Usually, the extraction is much faster —
3.00 rpm— than the subsequent injection —0.0117 rpm— (Odriozola, 2001).
Since the sample is kept some time inside the tubes, it is required the use of
inert materials. Hence, all tubbing2 and valves are teflon coated. The main hand-
icap of using a peristaltic pump is that the flow velocity is not constant, since
rollers perturb the flow when they constrict the tubes. This undesirable effect
may, however, be overcome by fixing the measurement durationτ equal to an
integer number of pump cycles (Schmitt, 2000).

3.1.2. Data acquisition and treatment

During the present research work, the AD/DA converter was substituted by a
newer model and all the programs had to be rewritten. The new software features
some improvements that are described in some detail in this section.

New pulse classifier algorithm

The phototube signal is digitalised by an AD/DA card3 at a sample rate of
225 kHz. An example of the digitalised phototube output is shown in Fig. 3.3.
As can be seen in the figure, the phototube signal consists basically in several
peaks which stand out from the background noise. Each one of these peaks cor-
responds to the pass of one aggregate thorough the illuminated volume. In par-
ticular, two of such peaks are visible in Fig. 3.3, which corresponds to the pass
of two monomers. Our software detects and classifies the light pulses by using
a integral algorithm (Ferńandez-Barbero, 1994; Schmitt, 2000). The correlative

1Minipuls 312, Gilson S.A.S., France.
2Gilson S.A.S., Ref. 817741A. Inner diameter: 0.5 mm.
3DT302, Data Translation Inc., Marlboro, MS (USA).
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Figure 3.3.: A short segment of a typical phototube output after the digitalising
process. Two monomer peaks are clearly distinguishable. The de-
tection threshold is represented by a horizontal dotted line, and the
areas used for classifying the pulses are shadowed.

data points that surpasses certain threshold are considered to form a pulse. These
pulses are then classified according to their area. The duration of the pulses is
also recorded in order to correct the death time of the algorithm. Additionally, a
duration checking allows us to identify and eliminate spurious pulses that corre-
spond to fluctuations of the base line.

The former data acquisition software of our SCLS device classified the pulses
according to their area (Schmitt, 2000), while the current version classified then
according to the square root of their area (López-Ĺopezet al., 2004c). Since the
intensity of scattered light is approximately proportional to the squared number
of constituent particles of the cluster (3.3), this non-linear manner of classify
light pulses is quite convenient. As an example, in Fig. 3.4 are plotted the count
histograms obtained with both classifying methods, for the same data set. As
can be seen, the non-linear classifier improves the statistics, the resolution and
the interval of cluster-sizes able to be discriminated. It should be mentioned
that all pulses are counted, even those whose size is larger than the histogram
range. These large aggregates are summed up all together in the last position
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Figure 3.4.: Frequency histograms of a typical SCLS measurement obtainedwith
a linear (left) and non-linear (right) classifying algorithm. Numbers
indicate the number of constituent particles of the cluster, ‘N’ refers
to noise, ‘L’ to large aggregates and “cont.” to the continuous region.
Both plots correspond to the same data set.

of the histogram array (they are marked with the letter ‘L’ in Fig. 3.4). Please
note that the number of large aggregates is smaller when the non-linear classifier
is used. In the histograms is also appreciable the count peak corresponding to
noise (marked with the letter ‘N’ in the figure), which is removed during the data
analysis (see Sec. 3.1.3).

Real time determination of the count histograms

The new version of the software runs on Microsoft Windows4 and, hence, takes
advantage of the multi-task capabilities of this operative system. Thus, while the
data acquisition program is running on the background, most of the CPU5 can
be used for running other programs. This was used to plot the count histogram,
in real time6, using a commercial software7. This feature shorten the calibration

4The software was developed by usingMicrosoft Studio 6.0and the function libraries of the
DataAcquisition Software Development Kit. Two programming languages were used:Visual
Basicfor the user interface andVisual C++ for the program core.

5About 98%, in a regular personal computer.
6Actually, the histogram plot updates every 5 seconds.
7Origin Pro 7.0, OriginLab Corp., USA.
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process.

Cluster break-up detection

One of the main criticisms that had received the single-cluster light-scattering
technique, is the possibility of introducing some undesired cluster break-upin
the hydrodynamic cell, due to shear forces (see,e.g., the discussion about this
in Odriozolaet al., 2003). Accordingly, some effort have been made in prevent
cluster break-up, or at least, in detecting it.8 One manner of detecting cluster
break-up in the hydrodynamic cell consists in measuring a stable sample at dif-
ferent shear rates. This was done by Schmitt (2000) for a flocculated sample of
polystyrene colloidal particles, partially coated with BSA (bovine serum albu-
min). No appreciable alterations in the cluster-size distribution were found for
pulse durations between 50µs and 200µ.9

A different approach has been implemented in this work. If a cluster would break
up during the injection process, the fragments will cross the laser beam one-after-
another. This would create a strong correlation between the fragments, that could
be detected. Consider a measurement where aggregates can be detectedup to
those composed byM particles,i.e., we know the set{ni}Mi=1. Let N =

∑M
i=1 ni be

the total number of detected aggregates. Now, we define the quantities{ni j }Mi, j=1
as the number ofi-mers that are followed by aj-mer. If some breakage is carried
out in the measuring cell, then someni j will take values different from those
corresponding to a random process. If the order of the aggregates iscompletely
at random, then the expected values ofni j are:10

nrand
i j =

nin j

N
(3.5)

8Of course,natural cluster break-up arising in reversible aggregation should not be prevented.
In this section, when we speak about cluster break-up, we refer only tothe inducedcluster
break-up as a consequence of the measuring process.

9The typical pulse duration for the measurements carried out during this research work is 120µs.
10The derivation of (3.5) and (3.6) is based on the properties of the multinomial distribution, when

it is assumed that all the{ni} are large enough.
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and their standard deviation are:
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(3.6)

If the experimentalni j values are normally distributed, then, the probability of
finding ani j which differs from its expected value in more than 2σrand

i j , is less

than 2%. Accordingly, if we would find that|ni j − nrand
i j | > 2σrand

i j , we could
conclude that the correlation betweeni-mers andj-mers cannot be attributed to
randomness, but probably to break-up in the measuring cell.

This test have been carried out with a slowly flocculated cationic latex (specifi-
cally, the IDC latex described in Sec. 3.3), and the measuredni j were comprised
inside thenrand

i j ± 2σrand
i j intervals almost in every case. The only discrepancies

were found in cases were the statistics were quite bad, less than 25 counts.More-
over, when the test was repeated for a different measurement of the same sample,
the supposed-to-be correlatedni j were different. In conclusion, the correlation in
the sequence of detected clusters cannot be distinguished of the correlation due to
pure randomness. It should be mentioned that the sample used in these tests was
weakly flocculated, and it was re-dispersed by a sonication of two minutes.

3.1.3. Measuring protocol

The general procedure for obtaining all experimental data used in this work is
the following:

1. Sample preparation

2. Instrument calibration

3. Zero time measurements

4. Measure of the aggregating system

5. Data analysis and CSD obtention

6. Kinetic rate constant obtention
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In what follows, we visit all these points, particularising to a typical heteroaggre-
gation process: cationic latex (IDC) and anionic latex (AS1), in equal proportion,
in the presence of a high electrolyte concentration (1 M KBr).

Sample preparation

Colloidal dispersions are stored in a refrigerator at a high particle concentra-
tion, about 1011 cm−3. Diluted dispersions are prepared by adding ultra-purified
water obtained using Millipore equipment,11 which provides water with a con-
ductivity below 0.055µS cm−1. The particle concentration of the dilute disper-
sions, usually 2× 108 cm−3, is twice the final desired particle concentration.12

Reactants are kept several hours at room temperature, (20± 1) ◦C, and then
sonicated for 10 minutes13 in order to approach monomeric initial conditions.
To prevent undesired effects due to presence of silicic ions (Hidalgo-Álvarez
et al., 1989; Routh and Vincent, 2004), glassware was not used neither in sample
preparation nor in sample handling.

Instrument calibration

The crossing between the sample stream and the laser focus is highly sensi-
ble and must be checked —and usually corrected acting on the corresponding
screws— beforeeverySCLS measurement. It is convenient to use relatively
small colloids, whose diameter is close to the resolution limit of the instrument.
Fortunately, AS1 is indeed able to be used to this purpose. Once the hydro-
dynamic focusing cell is working properly, the microscope objective (seethe
above description of the detection optics) has to be checked in order to ensure
that it is focusing the illuminated region. Other components, as the pinhole and
the entrance diaphragms, also have to be checked regularly, although not so fre-
quently. In particular, diaphragms controls the absolute light intensity and the
ratio between real signal (light scattered by clusters) and backgroundnoise (S/N

11Milli-Q Academic System, Millipore Corporation, Massachusetts.
12It should be pointed out that this particle concentration corresponds to a particle volume fraction

of less than 0.001%. Such a low volume fraction not only ensures single particle detection,
but also allow us to safely state that we are studying aggregation processes arising in the dilute
regime.

13150 W ultrasonic bath Ultrasons, Selecta S.A., Spain.
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ratio). It is necessary to make a compromise between them, because allowing
more light intensity increases the S/N ratio but, at the same time, reduces the
size-discrimination interval of the instrument.

Other maintenance tasks include bubbles removing from cell and tubes, espe-
cially when the instruments have been several days stopped. Finally, it is conve-
nient to fix occasionally the pumpflow factor fflow, i.e., the amount of injected
volume per unit of time and pump revolution velocity. Althoughfflow slightly
fluctuates among measurements, a typical value is:

fflow = (0.478± 0.012)µL s−1 rpm−1

This factor allows us to calculate the sample volume injected in each measure-
ment. Immediately from its definition, the injected volume is:

Vinj = fflow ν τ (3.7)

whereτ is the injection time andν is the pump revolution frequency. A typical
Vinj value, corresponding to a measurement duration of 512 s, and where the
pump works at 0.0117 rpm, is:

Vinj = (2.86± 0.07)µL

Zero time measurements

The stable colloidal dispersions are measured before the aggregation process be-
gins. These zero time measurements are used to experimentally determine the
initial particle concentration of both colloidal dispersions and their relative con-
centrationx. In the experimental part of this work, it is assumed thatx = xIDC,
i.e., the ratio between the cationic particle concentration and the total particle
concentration:

x = xIDC =
cIDC

0

cIDC
0 + cAS1

0

(3.8)
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Zero time measurements also allow us to check if we have monomeric initial con-
ditions. Since colloidal dispersions slowly flocculate when they rest for a long
time, even if no salt is added, perfect initial conditions never could be reached.
In this work, we consider that a colloidal dispersion approaches monomeric ini-
tial conditions when the overall concentration of clusters —dimers, the most of
them— is less than 5% of the monomer concentration. Otherwise, dispersions
are sonicated once again, or even new samples are prepared. Despite of this
somehow relaxed initial condition, in the most of the experiments, dimer con-
centration was less than 2% of the monomer concentration for the anionic latex
AS1 and less than 3% for the cationic latex IDC. Initial concentration of clus-
ters larger than dimers was negligible in almost all experiments. Additionally,
zero time measurements complete the calibration process, as they act as a test
for the algorithm parameters: threshold voltage and typical pulse duration.In or-
der to achieve good statistics, zero time measurements are repeated at least three
times.

Another previous measurement is required: the background noise measure. It is
a SCLS analysis of the suspension medium, without any colloidal particle. Even
with no colloidal particles, the phototube signal often surpasses the threshold
value due to unavoidable effects like fluctuations in the light intensity or flow
velocity, spurious reflections on the cell windows, light-scattering due to dust
particles, etc., which leads to false pulse detections. Most of them are in-line
rejected because their duration is clearly shorter than the typical pulse duration.
But some of them may match genuine pulses in duration and, less frequently,
also in intensity (please see the noise peaks marked with letter ‘N’ in Fig. 3.4).
Hence, pulse histograms have to be corrected by subtracting the pulses detected
in these noise measurements. Additionally, noise measurements are a test of the
cell cleaning state.

Measure of the aggregation process

The heteroaggregation process starts when all reactants, colloidal dispersions
and salt solution, are poured thorough the mixing device schematically showed
in Fig. 3.5. The Y-shape devices assure a homogeneous mixing. It shouldbe
noticed that the mixing, although is performed as rapidly as possible, takes some
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Figure 3.5.: Scheme of the mixing setup, used to initiate heteroaggregation proc-
esses.

time, typically about 30 seconds.

Immediately after the mixing process, the first measurement starts by extracting
a small amount of sample and injecting it into the cell. Typically, injection is per-
formed at the slowest velocity and takes 512 s. Then, another amount of sample
is extracted and a new measurement begins. Although the injected volume is less
than 3µL, it is necessary to extract a larger amount of sample in each measure-
ment because the contents of the tubes have to be refilled. Hence, about 175µL
of sample are wasted in each single measurement. Even so, a typical experiment
starts with 40 mL of sample, so more than 200 measurements may be performed.
It corresponds to about 50 hours of continuous measuring. In addition, it is pos-
sible to set a delay between every two consecutive measurements.

Data analysis and CSD obtention

The data acquisition software analyses the phototube signal and classifiesthe
pulses according to their size, as described in Sec. 3.1.2. The numbers ofpulses
of each area and duration are stored in files for posterior analysis. Thisanalysis
consists of the following steps:

1. Noise correction: The background noise is substracted from all the exper-
imental data (including the zero time measurements of the reactants).
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2. Dead time correction: If one cluster enters the detection region before
another one leaves it, only the first cluster is recorded. This introduces a
dead time in the measuring time which have to be corrected. If the number
of detected pulses of a given size isndet

i , then the corrected number of
pulses of this sizencor

i is:

ncor
i = ndet

i
τ

τ − τpulses
(3.9)

whereτ is the measuring time andτpulsesis the duration of all the detected
pulses. This correction is always small, since the relative dead time never
exceeds 1%.

3. Determination of the size intervals corresponding to each cluster size:
Commercial software14 is used to plot several pulse frequency histograms
and determine the intervals corresponding to each cluster size. The his-
tograms must be distributed along the whole measuring time, since fluctu-
ations may move the sample stream and, consequently, alter the intensity
of the scattered light. The cluster-size distribution (CSD)Ni is obtained,
obviously, by summing up the pulse counts of each interval.

4. Monomer coincidence correction: As stated before, when two aggregates
cross the detection region at the same time, only one pulse is recorded.
The area of the detected pulse is, obviously, the sum of the areas of the
two actual pulses. Effectively, when the monomer concentration is large,
a small peak located between the monomer and dimer peaks can be found
in the frequency histograms. Then, the monomer count has to be updated
by adding twice the monomer coincidence count. This correction may
be quite important, especially in the early stages of the aggregation proc-
ess, when it may be as large as 10% (Fig. 3.6a). If we consider that the
probability of finding a monomer in the the illuminated volume obeys a
Poisson distribution, then the probability of monomer coincidence is pro-
portional to the squared concentration of monomers (see,e.g., Ferńandez-
Barbero, 1994). A log-log plot of the number of coincidencesnc versus the
number of monomersn1 detected during a measurement is shown in Fig.

14Origin Pro 7.0, OriginLab Corp., USA.

55



3. MATERIALS AND METHODS

10Z 10[
0

5

10

15

20

25

 

2n

\/n

] (%
)

c  ̂(cm_
`
)

a)

4.4 4.6 4.8 5.0 5.2 5.4 5.6
2.0

2.5

3.0

3.5

4.0

4.5

5.0

 

log
 na

log nb

b)

Figure 3.6.: Monomer correction due to coincidences:a) percentage of the
monomer count due to the coincidence correction, versus the ini-
tial monomer concentration; andb) allometric fitting of the number
of coincidences versus the number of monomers. The dotted vertical
line in plot a) indicates the maximum monomer concentration used
in experiments.

3.6b. The best fit is obtained fornc ∝ n1
α with α = 2.09± 0.05, in good

agreement with the theoretical prediction (α = 2). At the particle concen-
trations used in this work, the cluster coincidence is a relatively rare event,
only relevant for monomers.

5. Translation from counts to actual concentration: The CSD obtained so far
is expressed in number of counts per measurement. It is convenient to
translate this quantity to physically significant units. It is easily done by
dividing Ni by the injected volumeVinj , which was calculated in (3.7).

Kinetic rate constant obtention

The effective initial dimer formation rate,kS, can be obtained from the monomer
time evolution at short aggregation times, following the method reported by
Drake (1972). It consists of a linear fitting of theg(t) function, defined as

g(t) ≡ 2
c0

(√

c0

c1(t)
− 1

)

(3.10)
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At sufficiently short times, when the linear fit holds,ks can be identify with the
slope of the fitting straight line:

g(t) ≈ kSt (3.11)

c0, the initial concentration of monomers, is known from the zero time measure-
ments. Additionally, it is possible to determine bothkS andc0 from the same
fitting. In that case, it is more convenient to rewrite (3.10) and (3.11) as fol-
lows:

1
√

c1(t)
=

1
√

c0
+

kS
√

c0

2
t (3.12)

Then,c0 is obtained from the ordinate at the origin andkS from the slope of the
fitting straight line. Both possibilities have been used in this work, although it is
preferred to use the measuredc0 values for obtainingkS. Thec0 value obtained
from the fitting is used just as a checking procedure.

Although (3.10) was derived for homoaggregation processes,g(t) is always ex-
pected to behave linearly at short aggregation times. In these cases, it should at
least be possible to fit a straight line to the onset ofg(t). This procedure has been
shown to be a suitable method for obtaining quite accurateks values from ex-
periments (Baranyet al., 1996; Holthoff et al., 1997; Schmittet al., 2000a) and
simulations (Moncho-Jord́a et al., 2003; Ĺopez-Ĺopezet al., 2005), even when
the aggregation kernel differed quite strongly from the constant kernel.

3.2. Other experimental techniques

Most experimental data of this work was obtained by using the single-cluster
light-scattering instrument described above. Nevertheless, other experimental
techniques have been used for properly characterise the experimentalsystems.
In this section, we briefly comment on the two most relevant: nephelometry and
electrophoretic mobility measurement.
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3.2.1. Nephelometry

Nephelometry is a SLS technique in which the light scattered by an aggregating
sample is collected at very low scattering angle. It differs from SCLS because the
scattering centre is a macroscopic portion of the colloidal sample that contains
a large number of clusters. Consequently, nephelometry gives us only average
information about the system. In particular, the CSD is not accessible with this
technique. On the other hand, a nephelometry measurement of an aggregating
colloidal system takes only a few minutes. In fact, the measuring time is so short
that nephelometry is generally used to determine the region where certain aggre-
gation regime prevails. In this work, for instance, nephelometry has been used to
study the homoaggregation behaviour of both colloidal dispersions versus Potas-
sium Bromide concentration and, particularly, to find their critical coagulation
concentrations (CCC).

Instrument overview

The instrument records the average light intensity as a function of time at a fixed
scattering angle,〈I (θ0, t)〉 or, with a simpler notation,I (t). It is used to study the
early stages of the aggregation process, starting from monomeric initial condi-
tions. Here, it is applicable the model proposed by Lips, Smart and Willis (1971)
(LSW model). According to this model,I (t) increases linearly with time, and the
effective dimer formation rate is proportional to the slope of the fitting straight
line:

dI (t)
dt
∝ ks c0 (3.13)

Therefore, if we perform a series of measurements changing the medium prop-
erties but keeping constant the particle concentration, it is possible to compare
the corresponding aggregation rates. Particularly, if we take the fast homoaggre-
gation rate as a reference point, we obtain directly the stability factorW defined
in (2.49):

W =

(

dI (t)
dt

)

fast
(

dI (t)
dt

)

slow

(3.14)
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Instrument description

The nephelometre used in this work is a prototype donated by Biokit15 and cal-
ibrated by Dr. Artur Schmitt. The instrument is located on a light-protected
optical bank and is composed by the following elements:

A 10 mW He-Ne laser source which provides a collimated 632.8 nm laser
beam.

Entrance optics, composed by a spatial filter to smooth the laser profile
and several lenses to focalise the laser beam into the measuring cell.

A rectangular quartz cell with two orifices, for the entrance and the exit of
sample.

A special diaphragm with three openings located in the vertical direction.
It blocks transmitted light and only permits the light at three scattering
angles, namely: (4.5± 1.0)◦, (10.0± 2.0)◦ and (20± 3)◦.

Detection optics, composed by a lens set to separate the three scattering
light beams and an optical prism to lead them towards the detectors.

A set of three photodiodes, one for each permitted scattering angle.

A electronic system formed by threeI/V converters, a multiplexor and an
amplifier.

A personal computer with an A/D card.

Aggregation is induced by rapidly mixing the reactants using a Y-shape device
(see Fig. 3.5, where three of such devices are shown). The mixing process is
very fast, less than one second, because the 1 mL syringes are actuatedby a high
compressed air plunger.

CCC determination

The critical coagulation concentration (CCC) of a one-component colloidal sys-
tem can be accurately determined by using nephelometry. Basically, the proce-

15Biokit S.A., Spain.
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Figure 3.7.: Typical nephelometre output for a homoaggregation experiment.

dure lies in measuringI (t) for a series of homoaggregation processes with differ-
ent electrolyte concentrations. The appropriate particle concentration, which is
kept constant in the series of experiments, depends inversely on the particle size
(Molina Boĺıvar, 1999). For each experiment, threeI (t) curves are obtained (see
Fig. 3.7), corresponding to the three scattering angles.

The steep increasing ofI (t) at the first moments is due to the substitution of the
water inside the cell by the colloidal sample. Immediately after this, the onset
of I (t) is linearly fitted, being dI/dt the slope of the fitting line. As can be ap-
preciated in the figure, only the onset of theI (t) curves behave linearly. Later
on, when the concentration of trimers and larger clusters is no longer negligi-
ble, theI (t) curves apart from the linear behaviour. The linear range is longer
as lower is the scattering angle. Nevertheless, at very low angles the noisein-
creases so much that the fitting looses accuracy. Hence, the data set used in
the fitting process is usually the corresponding to a scattering angle of 10◦,
where the best compromise between linear behaviour and signal/noise ratio is
achieved (Molina Bolı́var, 1999).
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According to the DLVO theory (see Sec. 2.3.1), the aggregation rate increases
when the electrolyte concentration increases, until the CCC is reached. Then, the
system aggregates in the rapid aggregation regime andks —and, consequently,
dI/dt— takes its maximum value. TheW stability factor is then obtained by
means of (3.14).

3.2.2. Electrophoretic mobility

Since colloidal particles bear electrical charge and are able to move, some inter-
esting electrokinetic phenomena arise. Electrophoresis is one of this phenomena,
in which colloids move in a coherent way due to the presence of a external elec-
trical field (see,e.g., Hidalgo-Álvarezet al., 1996).

Principle of function

Let ~E be the electrical field intensity. Then every charged colloid ormacroion
will acquire a coherent motion, parallel to this field, that combines with its ran-
dom Brownian motion. If the external field is not too strong, the electrophoretic
drift velocity~ve is found to be proportional to the field intensity:

~ve = µe~E (3.15)

whereµe is theelectrophoretic mobilityof the colloidal particle. It is evident
that µe has to be related with the electrical properties of the colloidal particle,
although the exact relationship is not a solved question at all (Hidalgo-Álvarez
et al., 1996). Furthermore, it is assumed that the particle drifts some surrounding
water in its movement. Hence, electrophoresis theories usually does not refer di-
rectly to the particle surface properties but to the electrical properties at the shear
surface dividing the solidary water and the bulk medium. This surface is known
as theζ-plane and so the electrical potential in this surface is referred as the
ζ-potential. The theory concerning the relationship between the electrophoretic
mobility and theζ-potential —and, ultimately, with the surface properties— is
currently a matter of some debate (Hidalgo-Álvarezet al., 1996).
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Figure 3.8.: Principle of function of a electrophoretic mobility set-up: elec-
trophoretic motion of a macroion crossing a interference pattern
(top); phototube signal (bottom).

Instrument overview

Measuring the electrophoretic mobility is a straightforward task in current re-
search labs and even in large scale industry. A typical electrophoretic mobility
set-up applies a known electrical field of magnitudeE = |~E| and measures the
drift velocity of the colloidal particlesve = |~ve|. Then,µe is obtained by ap-
plying (3.15). The electrophoretic mobility measurements of this work were
performed by using a commercial electrophoretic mobility set-up of Malvern
Instruments16. This instrument is composed of a optic unit, a correlator and a
computer.

The optic units consists of the following elements:

A capillary cell, sizing 4 mm of diameter and 40 mm of length, in whose
extremes are located the electrodes. When an external electric field is
applied, the fluid inside the cell flows due to the ion migration. As the fluid
is almost incompressible and cannot escape from the cell, a counter-flow
is created close to the cell walls. Somewhere in an intermediate distance
between the cell axis and the cell wall, a cylindric stationary region without

16Zeta-Sizer IV, Malvern Instruments, United Kingdom.
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any flow should exist. According to the manufacturer, this region is located
at a distance of 71.8% of the cell radius, if the disperser medium is water.

A He-Ne laser source which provides a 5 mW collimated laser beam with
λ0 = 632.8 nm. The laser beam is split into two perpendicular beams,
which are forced to cross each other just in the stationary region of the
cell. Consequently, an interference pattern composed of alternating dark
and light bands is obtained.

A phototube detects the light scattered by the sample. The electrophoresis
motion of the particles is perpendicular to the bands, so particles change
periodically from dark to light zones as they move. Consequently, the
intensity of the scattered light also varies periodically. The frequency of
this variation is proportional to the drift velocity of the particles. Fig. 3.8
shows the principle of function of the instrument: the particle crosses the
interference bands (top) and scatters light whose intensity varies periodi-
cally.

The electronic correlator is used to calculate the autocorrelation function ofthe
signal. A computer controls the whole operation of the instrument and calculates
the electrophoretic mobility from the autocorrelation function.

3.3. Experimental systems

The election of a suitable experimental system is a critical point of this research-
ing work. Obviously, we need two colloidal dispersions whose particles bear
electrical charge of opposite signs. Then, electrostatic heteroaggregation starts
when both species of particles are mixed together. The properties of both col-
loidal dispersions have to be accurately determined in order to face the compar-
atively more complex understanding of the mixed system. Hence, it is desirable
the use ofmodel colloids. Here, we say that a colloidal dispersion is a composed
by model colloids when (Bastos-González, 1992):

It is composed by spherical, equally sized particles.
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The surface properties do not vary significantly among the particles.

The colloidal dispersion is kinetically stable during long periods of time,
unless the properties of the dispersion medium are intentionally changed.

Aqueous suspensions of micro-spheres composed of a polymer lattice, usually
known aslatexes, are widely used as model colloidal dispersions. The kinetic
stability of a latex may be achieved at least by three different mechanisms (see,
e.g., Hunter, 1987):

Steric stabilisation due to adsorbed macromolecules, usually polymers, on
the particle surface. These macromolecules extend into the surrounding
medium creating a “hairy layer”. When the hairy layers of two particles
interpenetrate, repulsive osmotic forces prevent coagulation.

Electrostatic stabilisation due to the presence of electric charges on the
particle surface. As stated in Sec. 2.3.3, charged surfaces develop anelec-
tric double layer (EDL) which extends out into the bulk solution. When
two EDLs overlap, repulsive osmotic forces prevent coagulation. Electric
charges may originate from the dissociation of the main lattice or, more
commonly among polymer colloids, from charged groups on the particle
surface.

Spontaneous stabilisation is possible when the colloid surface is highly hy-
drophilic. Although polymer latices usually present hydrophobic surfaces,
they may be covered by an appropriate hydrophilic layer.

Electrostatic stabilisation is preferred here because the particle-particle interac-
tions can be tuned precisely by changing the medium characteristics. Gener-
ally speaking, the electrolyte concentration controls the EDL thickness and the
mediumpH changes the overall interaction strength.

3.3.1. General characteristics

Jameset al. (1977) suggested that the best way to experimentally study het-
eroaggregation is by using two latexes with the same composition, one with
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a pH-independent charge and the other one being amphoteric. This is the ap-
proach followed in this work. Two polystyrene latexes where used, one with
sulphate groups and the other one with amidine groups. The amphoteric amidine
latex was supplied by Interfacial Dynamics Corp.17 It bears positive charge at
acidpH, and negative charge at basicpH. The anionic sulfate latex was synthe-
sised in our laboratories —according to the recipe described by Goodwinet al.
(1974)— by Schmitt (2000). It bears a negative charge almost independent of
the mediumpH. For the sake of simplicity, in what follows we will refer to them
as ‘IDC’ and ‘AS1’ respectively. Analogously, we will refer to the IDC+ AS1
mixtures with the letter ‘X’ plus the percentage of the cationic particles (IDC).
For instance, ‘X70’ means a binary dispersion composed by a 70% of cationic
particles and a 30% of anionic particles.

Already for homoaggregation experiments, highly monodisperse microspheres
are required in order to distinguish clusters of different size with SCLS. The size
monodispersity is even more important for heteroaggregation experiments with
SCLS. If A andB particles are used and, for instance, the radius of the former
is greater than the radius of the latter, then anA–A dimer scatters more light
intensity than aB–B dimer. Although it could allow us to distinguish between
the different dimer compositions, it also implies an important loss of resolution.
Hence, much care was taken that both systems used for the heteroaggregation
experiments were as similar in size as possible.

The ratio of the surface charges of both latexes can be varied by changing the
mediumpH, as stated before. Nevertheless, what is understood when we speak
about surface charge is somehow a complex thing. There are, at least, three
different “surface charges” involved in colloidal science, namely:

Titrated surface charge. It is obtained by titration and it is the maximum
electric charge that can bare the particle.

Stability effective surface charge. It is responsible of the formation of the
EDL and, eventually, of the kinetic stability of the colloid. It is related
to the critical coagulation concentration (CCC), although it is necessary

17Amidine latex 3-600, batch 1138, Interfacial Dynamics Corporation, Portland, Oregon, USA.
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Table 3.1.: Main properties of the experimental systems used in this work: latex
name, type of charged surface groups, particle diameter (2a), polydis-
persity index (PDI), KBr critical coagulation concentration (CCC),
and electrophoretic mobility (µe) at freepH.

Name Groups 2a (nm) PDI CCC (mM) µe (10−8 m2 V−1 s−1)
AS1 Sulfate 524± 19 1.005 320± 20 −(4.82± 0.14)
IDC Amidine 525± 14 1.002 180± 20 +(4.72± 0.05)

a model of the particle-particle interaction in order to obtain a quantita-
tive value. Anyhow, a larger CCC value corresponds to a larger effective
surface charge.

Electrokinetic effective surface charge. It is similar to the preceding one,
although it is responsible of the electrokinetic phenomena instead of the
stability. It may be obtained, for example, from electrophoretic mobility
measurements. Again here, a larger|µe| value corresponds to a larger ef-
fective surface charge, although a quantitative value can only be obtained
once a detailedζ-potential model is used.

In this work, we make use of both stability and electrokinetic effective surface
charges, although the discussion about which one is more appropriate oreven if
they are really equivalent, is out of our scope.

In summary, we measured size, monodispersity, stability versus electrolyte con-
centration and electrophoretic motion of our experimental systems. These prop-
erties are summarised in Tab. 3.1 and are studied in some detail in the following
sections.

3.3.2. Particle size and shape

Shape, size and polydispersity of the colloidal particles used in this work were
determined by transmission electron microscopy (TEM)18, at the “Centro de Ins-

18Model EM 10C, Carl-Zeiß, Germany.
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Figure 3.9.: Microphotograph of both colloidal dispersions, AS1 (left) and IDC
(right), obtained by transmission electron microscopy.

trumentacíon Cient́ıfica” of the “Universidad de Granada”. Several micropho-
tographs of each sample were taken with a 6825× magnification factor. Two of
the photographs are reproduced in Fig. 3.9. As can be seen, the particles are quite
monodispersed spheres. Additional microphotographs at a higher magnification
(12600×) were taken to check that the particle surface is highly smooth.

Photograph negatives were digitalised at high resolution and analysed byusing
bool2k

19, software developed by Dr. Galisteo and Dr. Holgado.bool2k auto-
matically detects the particle contour and obtains the corresponding particle size
distribution (PSD). The particle sizes are coarse grained into several intervals,
so we actually get a frequency histogramfi , i.e., the frequency of the particles
whose diameters are comprised in the interval centred atdi . The size histogram
of both systems are shown in Fig. 3.10 on the left side, with a interval width
of 1 nm. On the right side of this figure, it is shown the continuous distribution
obtained from the former by a Savitzky-Golay smoothing process20.

19bool2k 1.0, BooLERO Software, Spain.
20Origin Pro 7.0, OriginLab Corp., USA.
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Figure 3.10.: Particle size distribution of both experimental systems: size his-
togram (left side) and smoothed, continuous size distribution (right
side).

The Bool2k software also gives us some average diameters, defined as fol-
lows:

Number-averaged diameter:

〈d〉n =
∑

fi di (3.16)

Weight-averaged diameter:

〈d〉w =
∑

fi di
4

∑

fi di
3

(3.17)

Volume-averaged diameter:

〈d〉v =
(
∑

fi di
3
)1/3

(3.18)

The polydispersity of the particulate system may be quantified by itspolydis-
persity index(PDI), defined as the ratio between the weight and number average
diameters:

PDI =
〈d〉w
〈d〉n

(3.19)
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Table 3.2.: Size analysis of the two latexes used in this work:N number of parti-
cles used in the analysis;〈d〉n,w,v particle diameters (nm) averaged as
described in the main text; SD standard deviation (nm); PDI polydis-
persity index.

N 〈d〉n 〈d〉w 〈d〉v SD PDI
AS1 527 524.2 524.6 524.9 19.7 1.004
IDC 326 525.3 525.4 525.6 13.8 1.002

All the statistical parameters described above are listed in the table 3.2. Since all
the TEM measurements where performed the same day and with the same exper-
imental conditions, we can safely state that AS1 and IDC particles are equally
sized. Futhermore, it is generally accepted that a particulate system is monodis-
persed when its PDI is less than 1.05. Hence, our experimental systems are
highly monodispersed.

3.3.3. Stability versus KBr concentration

The stability factorW of both systems versus the KBr concentration was mea-
sured by using the nephelometre described in Sec. 3.2.1. We choose KBr be-
cause it is a indifferent 1:1 electrolyte, where no specific adsorption is expected.
Since relatively large particles are used, samples could be quite diluted, about
109 cm−3. This is quite convenient, because the linear region ofI (t) is conse-
quently longer. In fact, the wholeI (q) curves could be fitted to a straight line,
and not only their onset. Furthermore, the signal/noise ratio was so good that
we could safely use the smallest available scattering angle (5◦). The measured
W factors of both systems are plotted in Fig. 3.11. In this figure, it is evident
that the stability behaviour of both systems agrees qualitatively with the DLVO
predictions: when the electrolyte concentration surpasses certain value (the CCC
value) then the system aggregates in the fast aggregation regime.

As can be seen in the figure, the anionic latex is more stable than the cationic
one. In other words, with the same electrolyte concentration the anionic latex
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Figure 3.11.: Fuchs stability factorW vs KBr concentration of the latexes AS1
(�) and IDC (�).

aggregates more slowly than the cationic one.21 At 180 mM KBr, for instance,
aggregation undergoes three times more slowly in the AS1 latex than in the IDC
one. Also the CCC values are consistent with the prior statement about the
larger stability of the AS1 latex. Although its exact value may depend somehow
on the experimenter subjective appreciations, it is clear that the AS1’s CCCis
larger than the IDC’s CCC. Representative values for these CCC could be about
180 mM KBr for IDC and about 320 mM KBr for AS1.

3.3.4. Aggregation regimes

DLVO theory predicts that both systems aggregate in the diffusion-limited col-
loid aggregation regime above their CCCs and in somehow reaction-limited col-
loid aggregation regime below their CCCs. Strictly speaking, however, the term
RLCA should be restricted to the limit case where the diffusion step is negligi-
ble compared with the reaction step. This ideal situation would be reached at
very low electrolyte concentrations, and the flocculation process would bequite
slow. Hence, at electrolyte concentrations below the CCC but not so low, the

21Except, of course, if the electrolyte concentration is above the CCCs of both latexes.

70



3.3. Experimental systems

aggregation regime is somehow intermediate between DLCA and RLCA. For a
description of this intermediate regime, see (Odriozolaet al., 2001a).

This can be appreciate in Fig. 3.12, where several experimental CSDs for the
IDC and AS1 latexes are plotted. On the left side there are there homoaggre-
gation experiments corresponding to the IDC latex and on the right side those
corresponding to the AS1 latex. On the top the electrolyte concentration was
set at 1.0 M, clearly above their KBr CCCs, estimated around 180 mM for IDC
and 320 mM for AS1 (see Sec. 3.3.3). These CSD exhibit all the characteristic
of a CSD corresponding to a DLCA process. The overall shape of the cluster-
concentration curves is quite similar to those corresponding to the constantkernel
(see Sec. 2.1.3 and Fig. 2.1a), although there are small differences at long times,
where some crosses are appreciable. It should be noted that the Browniankernel
(See Sec. 2.2.2 and Fig. 2.4), usually used to describe ideal DLCA processes,
reproduces all these small deviations with respect to the constantkernel(Schmitt
et al., 2000b).

In the middle row are plotted the CSDs corresponding to experiments at lower
electrolyte concentrations, although still above the CCCs of the systems (200mM
and 500 mM for IDC and AS1, respectively). Here again the CSDs are typical of
a DLCA process, although the finest details are not so clearly visible. It could be
due to the presence of small —but not negligible— interactions between parti-
cles. Schmittet al. (2000b) found the same discrepancies between experimental
rapid aggregation and the solution of the Browniankernel. They call this exper-
imental aggregation regime “difussionlike” aggregation.

The CSDs shown on the bottom row correspond to experiments carried out
at KBr concentrations below the CCCs of the systems (100 mM for IDC and
200 mM for AS1). As expected, the aggregation kinetics here does not corre-
spond to a diffusion-limited aggregation process. The aggregation rate is clearly
slower22 and the concentration curves are more alike to those of the sumker-
nel than to those of the constantkernel(see Sec. 2.1.3). For a discussion about
the differentkernelsthat may describe the CSD in this region, see (Odriozola
et al., 2004).

22See also Sec. 4.1.2 and Tab. 4.2 for a more quantitative probe of this statement.
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Figure 3.12.: Cluster-size distributions for IDC (left side) and AS1 (rightside)
homoaggregation experiments, at three KBr concentrations: clearly
above their CCCs (top row), not so high but still above their
CCCs (middle row), and below their CCCs (bottom row). In each
plot, the concentration of monomers (�), dimers (�), trimers (M),
tetramers (O), pentamers (3), hexamers (�) and heptamers (D) are
shown; as well as the total concentration of aggregates (×).
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Finally, at lower KBr concentrations, both systems are kinetically stable. At
10 mM, for instance, samples did not show evidences of irreversible aggregation
for time intervals of several days23. In summary, both samples seem to behave
as model colloidal dispersions, aggregating in the diffusion-limited colloid ag-
gregation regime above their CCCs and in a slower, somehow reaction-limited
aggregation regime below those critical concentrations.

It should be noted that the well-behaviour of both colloidal dispersion versus
the electrolyte concentration is possible because both K+ and Br− are indifferent
ions. Hence, if other salts are used instead of KBr, it could be possible to observe
aggregation regimes different from the well-known DLCA and RLCA ones. This
is indeed the case for both the IDC and the AS1 latexes (Lopez-León et al.,
2006). In Fig. 3.13 the CSDs of homoaggregation experiments carried outwith
the IDC latex are plotted. In all four cases thepH was fixed to 6.0, the salt
concentration was 600 mM and the coion was Na+, but the counterion changes
from one experiment to another. As can be seen, the aggregation behaviour
depends quite strongly on the added counterion.

For Cl− (Fig. 3.13a) and SO=3 (Fig. 3.13b) a typical DLCA behaviour is ob-
served.24 The aggregation behaviour at 600 mM NaNO3 (Fig. 3.13c), however,
is clearly different from the DLCA one. It is slower than a diffusion-limited
process, with akS value that is half the rapid value (Lopez-León et al., 2006).
Moreover, the concentration curves do not intersect at long times. Actually, it
presents more similarities with a RLCA process than with a DLCA one. But,
without any doubt, the most impressive result was found when thiocyanatewas
used as counterion (Fig. 3.13d): the aggregation process slowed down and even-
tually stopped. This is revealing that the subjacent aggregation mechanism isof
a reversible nature, probably because the particles are bond in a not very deep
energy well.

The specific ionic effects —also known asHofmeister effects— are present not
only in colloidal systems; they also participate in a plethora of phenomena,

23Actually, some flocculation was observed, but it completely disappearedafter two minutes of
sonication.

24Nevertheless, when NaSO3 was used, it is appreciable some excess of monomers at the later
stages of the aggregation process.
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Figure 3.13.: Cluster-size distributions obtained in homoaggregation experi-
ments of the IDC latex with different counterions: NaCl (top left),
Na2SO4 (top right), NaNO3 (bottom left) and NaSCN (bottom
right). Please note that the salt concentration in 600 mM in all
cases. Symbols mean the same as in Fig. 3.12.

such as stability and solubility of proteins, water activity coefficients, surface
tension at the air-water interface, lipid solubility, chromatographic selectivity,
polymer cloud points, polymer swelling, heats of hydrations, etc (Collins and
Washabough, 1985; Cacaceet al., 1997). The origin of the Hofmeister effects
is still a matter of discussion and, apparently, it is related with the structure
of water around the ions and with the ion polarisabilities (Ninham and Yamin-
sky, 1997).

In conclusion, the homoaggregation behaviour of the selected colloidal disper-
sions can be described in terms of the classic colloid stability theory (DLVO)
when a convenient, non specific, electrolyte —like KBr— is chosen.
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Figure 3.14.: Left side: electrophoretic mobility of AS1 latex as a function of
the particle concentration, in a 5 mM KBr solution. Right side:
electrophoretic mobility of both latexes, AS1 (�) and IDC (�), as
function of the mediumpH.

3.3.5. Electrophoretic mobility

The electrophoretic mobility was measured using the electrophoretic mobility
set-up described in Sec. 3.2.2. The first step was to search for the optimalpar-
ticle concentration. It has to be large enough to achieve a reliable signal/noise
ratio; although low enough to avoid multiple light-scattering. For this purpose,
the apparent electrophoretic mobility of AS1 latex was measured versus the par-
ticle concentration. The dispersion medium was a 5 mM KBr solution with free
pH. Results are plotted in Fig 3.14, left). As can be seen, the electrophoretic mo-
bility reaches an almost constant value when the particle concentration surpasses
5 × 106 cm−3. Multiple light-scattering was not present at the particle concen-
trations used in this study. Regardless, it is convenient to perform measurements
at a relatively low particle concentration, so we consider that the best particle
concentration for electrophoretic mobility measurements is 5× 107 cm−3.

Since amidine groups are amphoterics, the charge of the IDC particles depends
on the mediumpH. The charge of sulphate particle, on the contrary, is expected
to be almost independent of the mediumpH. In order to check this,µe was mea-
sured as a function of the mediumpH. Only low ionic strength buffers were used,
which provide apH-controlled medium with a electrolyte concentration below
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Table 3.3.: Main characteristics of the buffers used in electrophoretic mobility
measurements: name, type of buffer, quantity used per litre of final
solution and measuredpH.

Anionic buffers Cationic buffers
name type quantity pH name type quantity pH
A4 acetate 772µL 4.034
A5 acetate 247µL 5.098
A6 phosphate 247 mg 5.991C6 BIS-TRIS 275 mg 6.460
A7 phosphate 156 mg 7.029C7 BIS-TRIS 871 mg 7.249
A8 borate 927 mg 8.246 C8 TRIS 217 mg 8.544
A9 borate 318 mg 8.952 C9 TRIS 1083 mg 9.348
A10 borate 136 mg 10.265C10 AMP 376 mg 10.350

2 mM. When it was possible, anionic buffers (Ax) were used for the anionic latex
and cationic buffers (Cx) for the cationic latex. Unfortunately, it was not possi-
ble to achieve cationic acid buffers with apH below 6. Composition and other
features of all the buffers are listed in Tab. 3.3. Occasionally, a small amount
of ClH or NaOH was added for a fine tuning of thepH. The electrophoretic
mobility of both systems as a function of thepH is plotted in Fig 3.14, right). Ef-
fectively,µe is almost constant for the AS1 latex, while it changes dramatically
for the IDC latex. In the heteroaggregation experiments of this work, especially
those related with the presence of long range interactions, it was necessary to
achieve quite low electrolyte concentrations. Hence, most heteroaggregation ex-
periments were performed withoutpH-buffering, at the freepH region (around
5.5). Consequently, thepH of the particle suspensions could vary slightly when
mixing both particle dispersions. Fortunately, the IDCµe is relatively robust
against smallpH variations around the freepH region.
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3.4. Computer simulations

Although this is primarily an experimental work, computer simulations were run
in order to get further insight into the heteroaggregation phenomena. Hence, we
make use of Brownian dynamics simulations (BDS) of heteroaggregation aris-
ing in oppositely charged colloids, both considering particle-particle interactions
and without considering them. The latter case was found to be quite convenient
for studying situations where the particle-particle interaction range was so short
that these forces could be substituted by aggregation rules at the contact.When
the particle-particle interaction range was not so short, then Brownian dynam-
ics simulations including a model of these interactions were used. Additionally,
in this work it was necessary to solve the stochastic master equation (2.7) for
a givenkernel. It was possible by using a stochastic algorithm. None of these
programs was newly written for this work: the source code of the BDS with-
out interactions was written by Dr. A. Moncho-Jordá, from the “Universidad de
Granada”; the code of the BDS with interactions, by Dr. A. Puertas, fromthe
“Universidad de Almeŕıa”; and the code of the stochastic algorithm, by Dr. G.
Odriozola, from the “Instituto Mexicano del Petróleo”. My personal contribution
restricts to some minor changes in the Input/Output functions and some perfor-
mance optimisations.

3.4.1. Brownian dynamics simulations without interactions

Roughly speaking, a Brownian dynamics simulation (BDS) consists in virtually
reproduce the behaviour of colloidal particles suspended in a fluid phase. BDS
are focused only in the particle behaviour, the motion of the surrounding fluid
is not reproduced. Consequently, the performance of BDS is quite high and it is
possible to simulate systems composed by several thousands of particles, during
very large simulation times, with a reasonably small computer effort. On the
other hand, as the the fluid motion is not properly simulated, the introduction
of the hydrodynamic interactions (HI) is a very hard task and they are usually
completely neglected (for a correct treatment of the HI in computer simulations
of interacting colloids, see Padding and Louis, 2006).
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Simulation overview

As early as 1983, Paul Meakin introduced a very convenient way of simulating
two-dimensional irreversible diffusion-limited cluster-cluster aggregation (Mea-
kin, 1983). These were on-lattice simulations,i.e., the particle coordinates were
restricted to the points of a simple square lattice. At each simulation step, clusters
(including single particles) were picked at random and moved to a neighbouring
lattice site with a probability proportional to their “mobility”. Meakin considered
two cases: i) cluster mobility independent of the cluster size and ii) cluster mobil-
ity inversely proportional to the cluster mass. Periodic boundary conditionswere
used to mimic a infinite system. Posteriorly, the own Meakin and co-workers
demonstrated that this scheme correctly reproduced the translational Brown-
ian motion of particles and clusters, when the cluster “mobility” is inversely
proportional to the cluster radius of gyration (Meakinet al., 1985a; Meakin
et al., 1985b).

Short range particle-particle interactions can be added to this aggregationscheme
by introducing a sticking probability,Ps. Then, when two particles encounter
each other, they are irreversibly linked with a probabilityPs. Gonźalez (1993)
showed that this approach could reproduce the behaviour of both the diffusion-
limited and the reaction-limited colloid aggregation: DLCA is achieved by set-
ting Ps = 1, and RLCA by settingPs � 1. Other situations of interest can be
reproduced introducing different “contact rules”. For instance, Moncho-Jordá
et al. (2003) simulated the aggregation of colloidal particles whose surfaces are
inhomogeneous because they present a circular patch with different properties.
When two particles encounter each other, there are three possible contacts: bare-
bare, bare-coated and coated-coated; each one with a different sticking proba-
bility. This model may imitate the aggregation of colloids partially covered by
macromolecules.

Heteroaggregation processes have been also simulated with this scheme by Mea-
kin and Djordjevíc (1986), and by Stoll and Pefferkorn (1993). In these works,
two “contact rules” were imposed: i) collisions between unlike particles always
lead to bond formation and ii) no bonds are allowed to form between like parti-
cles. The corresponding aggregation regime was called binary diffusion-limited
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cluster-cluster aggregation (BDLCA) by AlSunaidiet al.(2000). The BDS with-
out interactions used in this PhD thesis obey the same contact rules, as they were
intended precisely to study BDLCA processes, although particles were not re-
stricted to a lattice.

Simulation details

The BDLCA simulations are three-dimensional off-lattice Brownian dynamics
simulations with periodic boundary conditions. Initially,N0 = 25 000 spheri-
cal particles of radiusa = 1 are randomly scattered in a cubic box of sideL,
avoiding particle overlap. The box side is fixed toL = 1 015 in order to obtain a
volume fraction ofφ = 0.0001. To the best of our knowledge, these are the most
diluted simulations of BDLCA performed so far (see Table 6.1). In view of that,
the system can safely be considered as representative of the ideal diluteregime.
All particles are labelled with a property that we namedcharge. This property
is allowed to have two possible values,+1 and−1, that correspond to the two
different species of particles in a BDLCA process. The relative concentration of
minority particles,x (2.29), is an input value for the simulations.

All the particles and clusters are randomly moved with a size-dependent dif-
fusion coefficient, D, that is related to the cluster radius of gyrationRg (2.37)
through the Einstein-Stokes law (2.35),i.e., D ∝ R−1

g . D plays the same role than
the “mobility” introduced by Meakin and Djordjević, although it has physically
meaningful units. The BDLCA contact rules, described above, are imposed at
the particle-particle contact. In order to save computer time, a cell model has
been used. As stated before, the simulations do not account for possiblerotation
of the clusters. Several snapshots of a simulated BDLCA process withx = 0.5
are plotted in Fig. 3.15. The particle volume fraction in the simulations per-
formed in this work is the same as in the figure, although in this demonstrative
case only 200 particles were used. For snapshots of BDLCA simulations with
25 000 particles, see Fig. 6.1.
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Figure 3.15.: Snapshots of a simulated BDLCA process at different times. Blue
and red dots represent majority and minority particles, respectively.

3.4.2. Brownian dynamics simulations with interactions

When the particle-particle interaction range is not negligible, the “contact rules”
Ansatzis not defensible any more and full particle-particle interaction must be
taken into account in the BDS. Here, we make use of the approaching developed
by Puertaset al. (1999a).

Simulation overview

The Brownian dynamics simulation (BDS) is based on a mesoscopic descrip-
tion of the particle motion, where the surrounding fluid is treated as a continu-
ous medium. The motion of a Brownian particle is described by the so-called
Langevin equation.

m~̈r = −γ~̇r + ~f + ~F(~r , t) (3.20)

80



3.4. Computer simulations

This equation indicates that the displacement~r(t) of a colloidal particle of mass
m is governed by three forces: the friction force due to the viscosityγ of the fluid;
a force ~f that fluctuates randomly in time but with zero mean,〈 ~f (t)〉 = 0; and
the resulting force due to external potentials like the gravity,~F(~r , t). The friction
coefficient for a sphere is given byγ = 6πηa, whereη is the medium viscosity
anda the particle radius. The fluctuating force is a Gaussian distributed white
noise that can be related to the viscosity of the fluid by the fluctuation-dissipation
theorem:

〈 ~f (t) · ~f (t′)〉 = 6kBT γ δ(t − t′) (3.21)

Due to the presence of the fluctuating force, the particle motion is described by a
Probability Density Function (PDF) rather than a deterministic trajectory. Given
the initial conditions~r0 and~p0 = m~̇r0 at t = t0, the PDF is (for a derivation of
this result, see Sec. 2.2 of the classical paper of Chandrasekhar, 1943):

~P(~r , t) =
1

(4πD0∆t)3/2
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whereD0 = kBT/γ is the self-diffusion coefficient of the particle (2.36). If the
time difference,δt = t − t0, is much larger than the damping timem/γ ≈ 10−9 s,
the inertial term~p0/γ can be neglected, and the resulting PDF is said to be in the
diffusive time scale (Puertaset al., 2001b).

Every simulation time step, each aggregate is moved according to its PDF cal-
culated by (3.22) in the diffusive time scale. The particle-particle interactions
are introduced in the “external force term”,~F(~r , t). Aggregates are moved as a
whole, so possible rotations are not taken into account.

Simulation details

The simulations are three-dimensional off-lattice Brownian dynamics simula-
tions with periodic boundary conditions. Initially,N0 = 21 952 spherical parti-
cles of radiusa = 100 nm are randomly scattered in a cubic box. The particle
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volume fraction is fixed toφ = 0.01, diluted enough to avoid three body in-
teractions (Puertaset al., 1999a). Time step is 10−4 s, clearly larger than the
dumping time. Medium properties are equalled to those of pure water. Two
species of particles are present, differing on the sign of their surface charge. Two
contributions to the particle-particle interaction are considered: London-van der
Waals dispersion (2.54) and double layer potential, with the linear superposi-
tion approximation (2.62). For more details about these interactions, please see
Sec. 2.3.1). Physically reasonable values are used for the different parameters:
A = 10−21 J,ψ∗1 = −ψ

∗
2 = 50 mV. The inverse Debye length,κ, and the relative

concentration of both species,x, are input parameters for the simulations.

3.4.3. Solving the Smoluchowski’s equations

To obtain the theoretically predicted cluster-size distributions, the master equa-
tion has to be solved using the corresponding aggregationkernel. For this pur-
pose, the equivalent “stochastic simulation” approach is employed (Odriozola
et al., 2003). This procedure involves the calculation of the reaction probabil-
ity density function, which for pure aggregation processes may be denoted by
PR(τ, i, j). Here,PR(τ, i, j)dτ is the probability that, given the state~N at time
t, the next reaction to take place in the volumeV will be the aggregation of an
i-mer with a j-mer and that this reaction will occur during the infinitesimal time
interval [t + τ, t + τ + dτ]. Hence, it is convenient to defineai j dt as the proba-
bility that, given the system in the state~N at timet, an i-mer-j-mer aggregation
reaction will occur insideV during [t, t + dt]. According to Gillespie (1977),ai j

becomes

ai j = ki j
Ni(N j − δ j

i )

V(1+ δ j
i )

(3.23)

and the reaction probability density function:

PR(τ, i, j) = ai j e
−a0τ (3.24)

where

a0 =
1
2

N0
∑

i, j

ai j (1+ δ
j
i ) (3.25)
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Odriozolaet al. (2003) implemented an algorithm based on the above expres-
sions for calculating the cluster-size distribution. It may be summarized as fol-
lows:

1. Inputki j and initial conditions~N(t = 0); sett = 0.

2. Calculate allai j anda0.

3. Generate the random numbersξ1 andξ2 uniformly distributed in [0,1].

4. Incrementt the amountτ = a0
−1 ln ξ1

−1.

5. Take the smallest pair (i, j) that verifies1
2

∑i, j
m,l aml(1+ δl

m) > ξ2a0. Hence,
the pairs ofi and j cluster-sizes that have a largerai j have a higher proba-
bility to be chosen.

6. IncrementNi+ j one unit and decrementNi andN j one unit, too. Go back
to point 2 for recalculatingai j anda0. Continue with the procedure.

The procedure is finished when the system is composed by only one cluster,
i.e., a0 = 0. It should be noted that it is enough to recalculateai j only for
those cluster-sizes that have changed their population. Further details about the
algorithm can be found in the work by Gillespie (1977). This algorithm have
been extended to deal also with reversible aggregation (Odriozolaet al., 2003),
although this feature have not been used in this work.

In Fig. 2.1, the stochastic master equation is solved for the classicalkernels
—constant, sum and product— by using the algorithm described above, with
N0 = 100 000. The computing time was about one minute in a regular personal
computer. In the same figure are plotted the exact solutions of thesekernels. As
can be appreciated, the agreement is excellent.
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4. SYMMETRIC
HETEROAGGREGATION:
AGGREGATION RATE

Both this and the next chapter deal with electrostatic heteroaggregation proc-
esses arising in symmetric two-component systems,i.e., those with the same
concentration of cationic and anionic particles. Here, we focus on the short time
kinetics, especially on the dependence of the aggregation rate constants on the
electrolyte concentration of the dispersion medium. Chapter 5, on the other hand,
deals with phenomena found at longer times.

In Sec. 4.1, an experimental study on the dependence of heteroaggregation rate
constants on the electrolyte concentration is presented. It covers an electrolyte
concentration ranging from 1 M to just a fewµM. The experimental results are
compared with Brownian dynamics simulations and with the theoretical predic-
tions that will be described in Sec. 4.2. The conclusions are summarised in
Sec. 4.3.

4.1. Experimental aggregation rate constants

The heteroaggregation processes arising in aqueous suspensions ofcolloidal par-
ticles with opposite charge have been monitored experimentally by means of
static and dynamic light-scattering (Ryde and Matijević, 1994; Maroto and de
las Nieves, 1998; Yu and Borkovec, 2002; Puertaset al., 2003; Galletoet al.,
2005a), multiple-angle light-scattering (Yuet al., 2002; Galletoet al., 2005a;
Galleto et al., 2005b) and —as a part of this PhD thesis— by single-cluster
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Table 4.1.: Experimental values of the absolute heteroaggregation rate constant
obtained by different authors, using different techniques: turbid-
ity, static light-scattering (SLS), dynamic light-scattering (DLS),
multiangle static light-scattering (MSLS), multiangle dynamic light-
scattering (MDLS), simultaneous static and dynamic light-scattering
(SSDLS) and single-cluster light-scattering (SCLS). When an inter-
val is given, it refers tokAB measured at high and low electrolyte
concentrations.

work kAB (10−18 m3s−1) technique(s)
Ryde and Matijevíc (1994) 3.2 – 4.9 DLS
Maroto and de las Nieves (1998) 5.3± 0.3 turbidity
Yu and Borkovec (2002) 5.42 SLS and DLS
Yu et al. (2002) 5.28 – 6.71 MSLS and MDLS
Puertaset al. (2003) 3.5 – 12 DLS
López-Ĺopez et at. (2004a) 4.3 – 16 SCLS
Galletoet al. (2005a) 6.1 – 6.9 SLS, DLS and SSDLS
Galletoet al. (2005b) 5.3 – 6.0 SSDLS
Lin et al. (2006) 3.3 – 8.7 SSDLS

light-scattering (Ĺopez-Ĺopez et at., 2004a). While all these techniques can be
used to obtain aggregation rate constants, only SCLS provides additional infor-
mation about the detailed cluster-size distribution. Tab. 4.1 shows the values
measured by different authors for the absolute dimer formation rate constant,
kAB, in heteroaggregation processes with a similar concentration of oppositely
charged particles at low ionic strength. SincekAB is a very sensitive function
of the ionic strength of the liquid medium, the relatively large dispersion of
the values shown in Tab. 4.1 should be considered as normal. Puertaset al.
(2003), for instance, measured akAB value that increases monotonously from
3.5× 10−12 cm3s−1 to 12× 10−12 cm3s−1 when the NaCl concentration decreases
from 300 mM to 2 mM.

As was discussed previously in Sec. 2.1.5, we have to distinguish between ef-
fective and absolute aggregation rate constants. Absolute dimer formation rate
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constants are genuine constants that correspond to concrete reactions. Thus,kAB

is the aggregation rate constant corresponding to the reaction between twounlike
monomers, whilekAA andkBB are the aggregation rate constants corresponding
to the reactions between two like monomers. On the other hand, the effective
aggregation rate constant,kS, is somehow an average of the different reaction
rate constants, where the monomer-monomer reaction prevail. At short times,
kS can be identified with the effective monomer-monomer reaction rate constant
predicted by the HHF theory to be (2.34):

kHHF
11 = x2kAA+ (1− x)2kBB+ 2x(1− x)kAB (4.1)

Generally speaking, at high electrolyte concentrations both homo- and heteroag-
gregation take place simultaneously, while at low electrolyte concentration only
heteroaggregation occurs (“selective heteroaggregation”). In the former case,
the three different absolute dimer formation rate constants have to be consid-
ered. Then, two approaches are possible: i) homoaggregation rate constantskAA

andkBB are measured in separate homoaggregation experiments at the same elec-
trolyte concentration (Puertaset al., 2003) and ii) the three absolute dimer forma-
tion rate constants are measured simultaneously (Yu and Borkovec, 2002;Galleto
et al., 2005a). Nevertheless, the latter method is only suitable for using multi-
ple light-scattering and particles that differ in size by more than 10% (Yu and
Borkovec, 2002). Hence, when selective heteroaggregation is not guaranteed,
homo- and heteroaggregation rate constants have to be determined by separate
experiments. We have divided the discussion about our experimental results ac-
cording to electrolyte concentration intervals.

4.1.1. High electrolyte concentrations

In this section, we focus on electrostatic heteroaggregation arising at very high
electrolyte concentrations, well above the critical coagulation concentrations of
the reactants. In this case, the electric double layers (ELD) are highly com-
pressed around the particles and so, the interaction due to EDL overlapping
is energetically negligible with respect to the van der Waals interaction. In
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other words, not only repulsive interactions between like particles, but also at-
tractive interactions between unlike particles are completely shielded. Hence,
both homo- and hetero-aggregation processes are expected to be limited only by
the diffusivity of the particles. Therefore, the corresponding aggregation regime
should be DLCA.

Puertas, Maroto, Fernández-Barbero and de las Nieves used spectrophotometry
(1999b) and light-scattering (1999c) to measure the effective aggregation rate
constantkS for heteroaggregation processes as a function of the electrolyte con-
centration. When the electrolyte concentration was higher than the CCCs of the
reactants, these authors found thatkS takes similar values for homo- and het-
eroaggregation experiments. Moreover, if the stability of both species is signif-
icantly different, thenkS in heteroaggregation experiments takes diffusion-like
values at electrolyte concentrations above the CCC of the less charged compo-
nent (Puertaset al., 2003).

The same authors have used BDS (Brownian dynamics simulations, please see
Sec. 3.4.2 for details) to check that HHF-like interactions lead to diffusive ag-
gregation at high electrolyte concentrations (Puertaset al., 1999b; Puertaset al.,
1999c). More recently, Puertaset al. (2002) showed that not only the aggrega-
tion rate constants, but also the whole aggregation behaviour, are very similar in
simulated heteroaggregation processes at high electrolyte concentration and in
diffusion-limited homoaggregation.

Yu and Borkovec (2002) used a novel multiangle static and dynamic light-scatter-
ing technique to measure the homoaggregation rate constants (kAA, kBB) and the
absolute heteroaggregation rate constant (kAB) in heteroaggregation experiments.
They found that the three involved rate constants were similar at high electrolyte
concentrations. The small deviations they found may be due to the different
particle sizes (67 nm for their cationic latex and 84 nm for their anionic latex).

In this work, we measured the effective aggregation rate constantkS for heteroag-
gregation processes at high electrolyte concentration and compare it with the kS

obtained for homoaggregation processes at the same electrolyte concentration.
In all the experiments of this section,kS was determined from the monomer
concentration fitting a straight line to onset of theg(t) function (3.12). This pro-
cedure can be used to obtain bothkS andc0. Nevertheless, we preferred to fix
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Figure 4.1.: The effective aggregation rate constants for homo- and hetero-
aggregation experiments at 1.0 M KBr: anionic latex (top left),
cationic latex (top right) and two 50/50 mixtures of both of them
(bottom). In all cases, the inverse of the square root of the measured
monomer concentration (squares) and the corresponding linear fits
(solid lines) are shown.

c0 to the value obtained in a previous SCLS measurement of the stable systems
(please see Sec. 3.1.3), and to fit onlykS. In this manner, the accuracy is im-
proved, since the relative uncertainty of a linear fitting is generally smaller for
the slope than for the intercept at the origin.

The experimental data and the corresponding linear fits are plotted in Fig. 4.1
for four different experiments at high electrolyte concentration ([KBr]= 1.0 M):
AS1 homoaggregation, IDC homoaggregation and two heteroaggregation proc-
esses of mixtures thereof atx ≈ 1/2. In all cases,kS takes values that are
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well comprised within the interval of (6±3) 10−12 cm3 s−1 given by Sonntag and
Strenge (1987) as average value for a large number of experimental DLCA mea-
surements. The values are also similar to those obtained by Puertaset al.(1999c)
and by Yu and Borkovec (2002).

Several remarks should be made about the method used to obtainkS:

1. The error intervals correspond only to the standard 95% confidenceinter-
vals of the linear fits. Nevertheless, the actual errors could be larger since
all concentrations are affected by the uncertainty of the flow factorfflow.
Hence, we consider that it is convenient to enlarge these error intervalsto,
at least, a safe 10%. This correction is made in subsequent occurrences of
kS values, as for example those listed in Tab. 4.2. Strictly speaking, also
the data points are affected by thefflow uncertainty, although the error bars
are not plotted for the sake of the clarity.

2. As stated in Sec. 3.1.3, only the onset of theg(t) function is used for the
fits. More precisely, in Fig. 4.1 —and in most of the linear fittings of this
work— only the first 10 data points were used. Please notice that in three
of the four plots shown in Fig. 4.1, the straight line fits at least twice the
number of data points than those used in the fitting procedure. In fact, this
demonstrates that the approximation (3.11) is quite convenient in these
cases. The remaining case (Fig. 4.1, bottom left) was badly affected by
noise during the latter stages of aggregation, although it fortunately does
not affect the data interval used by the fitting procedure.

In homoaggregation experiments,kS can be safely identified with the absolute
homoaggregation dimer formation rate constant (kAA andkBB for cationic and
anionic latexes, respectively). For heteroaggregation experiments,kS may be
identified with the apparent dimer formation rate constant defined by the HHF
approximation (4.1). Hence, the absolute heteroaggregation dimer formationrate
constant,kAB, can be inferred from the heteroaggregation experiments:

kAB =
kS − x2kAA− (1− x)2kBB

2x(1− x)
(4.2)

All these aggregation rate constants —kS, kAA, kBB, kHET
S andkAB— are listed

in Tab. 4.2, for experiments performed at 1 M, as well as at other electrolyte
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4.1. Experimental aggregation rate constants

concentrations where homo- and heteroaggregation take place simultaneously.
Note that there is a small difference in the values of the rapid homoaggregation
rate constants, (3.8±0.4)×10−12 cm3s−1 for the anionic particles and (4.8±0.5)×
10−12 cm3s−1 for the cationic particles. The absolute heteroaggregation constant
takes an intermediate value:kAB = (4.3 ± 1.3) × 10−12 cm3s−1. Differences
of the same magnitude where also found by Yu and Borkovec (2002) and by
Puertaset al. (2003). The former attributed it to the size difference between the
oppositely charged particles they used while the later suggested it to be due to
small residual particle-particle interactions. Since, cationic and anionic particles
are equally sized, probably our results are also due to some residual interactions
among the anionic particles even above the CCC. Nevertheless, this interaction,
if it existed, must be quite week, since the difference betweenkAA andkBB is
practically within the error intervals of these quantities.

4.1.2. Intermediate electrolyte concentrations

In this section, we focus on symmetric heteroaggregation arising at intermediate
but still relatively high electrolyte concentrations (below the CCC of the reac-
tants, but high enough to allow for simultaneous homoaggregation). The DLVO
theory (Sec. 2.3.1) predicts the existence of a repulsive energy barrier at short
particle-particle separations between like particles. Consequently, homoaggre-
gation is possible, but not every encounter leads to a bond formation. On the
other hand, the HHF theory (see Sec. 2.3.5) predicts that the interaction between
unlike particles is attractive, but so short-ranged that it is not expected toincrease
the particle-particle encounter rate beyond the one due to Brownian diffusion.

The critical coagulation concentration separates fast and slow homoaggregation.
This can be clearly appreciated in a nephelometry study (see Sec. 3.3.3 andFig.
3.11) but also by means of SCLS. In Fig. 4.2, the effective dimer formation rate
constantkS is determined for both latexes at electrolyte concentrations around
their CCCs. It shows that for AS1 latex at 500 mM —a KBr concentration above
its CCC— the aggregation rate constant takes a value similar to the value it has
at 1 M; but at 200 mM —below AS1’s CCC— it takes a lower value. Analo-
gously, the IDC latex aggregates in the fast regime at 200 mM —slightly above
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Figure 4.2.: Effective dimer formation rate constant for homoaggregation experi-
ments at electrolyte concentrations around the CCC: above the CCC
on the left side and below the CCC on the right side. The symbols
have the same meaning as in Fig. 4.1.
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Figure 4.3.: Effective dimer formation rate constant for heteroaggregation ex-
periments at intermediate electrolyte concentrations, ranging from
200 mM (top left) to 10 mM (bottom right). The symbols have the
same meaning as in Fig. 4.1.

its CCC—, but aggregates slowly at 100 mM. The SCLS data, therefore, are fully
compatible with the previous nephelometry study. Moreover, SCLS gives quan-
titative values for the (absolute) homoaggregation dimer formation rate constants
kAA andkBB. On the other hand, the measuring process takes so much time that
SCLS is not the best choice to obtain the CCCs of the systems.

Fig. 4.3 shows the aggregation rate constants at intermediate electrolyte concen-
trations, ranging from 200 mM to 10 mM, for heteroaggregation experiments at
a relative concentration aroundx = 0.5. At 200 mM, the effective dimer forma-
tion rate constant has a value below the DLCA vale. Then, it increases as the
electrolyte concentration decreases, until it approaches again the diffusion limit

93



4. AGGREGATION RATE

Table 4.2.: Dimer formation rate constants obtained in homo- and hetero-
aggregation experiments at several KBr concentrations: IDC and AS1
homoaggregation rate constants (kAA andkBB, respectively), and ef-
fective and absolute heteroaggregation rate constants (kS andkAB, re-
spectively). The cases marked with the† symbol are those where
SCLS data were not available and so, had to be estimated using neph-
elometry data. The aggregation rate constants are expressed in units
of 10−12 cm3 s−1.

[KBr] Homoaggregation Heteroaggregation
(mM) kAA kBB xA kS kAB

1000 4.7 ±0.5 3.8 ±0.4 0.51 4.3±0.4 4.3± 1.3
500 4.7 ±0.5† 3.2 ±0.3 0.54 5.1±0.5 6.1± 1.8
200 3.1 ±0.3 1.72± 0.17 0.55 2.9±0.3 3.3± 0.4
100 2.37±0.24 0.17± 0.02† 0.63 3.4±0.3 5.2± 0.9
50 0.29±0.05† negligible 0.51 3.7±0.4 7.3± 0.8
10 negligible negligible 0.59 4.3±0.4 8.8± 0.8

value. We showed in Fig. 4.2 that at these electrolyte concentrations homoag-
gregation is partially impeded. In fact, homoaggregation at 50 mM (not shown
in the figures) is so slow that SCLS is not adequate for monitoring it, neither for
AS1 nor for IDC. Hence, at this electrolyte concentration, the dimer formation is
mostly due to heteroaggregation. If we accept that the effective dimer formation
rate constantkS is the apparent dimer formation rate constantkHHF

11 of the HHF
theory (2.34), then the absolute heteroaggregation rate constantkAB is actually
taking values above the diffusion limit already at 50 mM. This is shown in Tab.
4.2, where equation (4.2) was used to calculatekAB.

It is worth noting that we measured akAB value slightly above the diffusion limit
at 500 mM. Puertaset al. (2003) also reported akAB value above the diffusion
limit when the electrolyte concentration was close to the CCC of the anionic
system. They suggested that this anomaly was just a random fluctuation in the
experiment. This may be also the reason for this discrepancy in our case, espe-
cially when we consider the large error interval. Nevertheless, since the same
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Figure 4.4.: Effective dimer formation rate constant for heteroaggregation exper-
iments at low electrolyte concentrations, ranging from 5 mM (top
left) to 0.01 mM (bottom right). The symbols have the same mean-
ing as in Fig. 4.1.

features have been found in two very different studies —with different colloids
and different techniques—, it cannot be completely disregarded that this incre-
ment in the aggregation rate is a real phenomenon.

4.1.3. Low electrolyte concentrations

In this section, we focus on selective electrostatic heteroaggregation processes,
i.e., heteroaggregation arising at electrolyte concentrations low enough to avoid
any homoaggregation. The HHF theory predicts an attractive interaction be-
tween unlike particles whose range is increased as the electrolyte concentration
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Figure 4.5.: Effective dimer formation rate constant for four heteroaggregation
experiments with no added electrolyte. The symbols have the same
meaning as in Fig. 4.1.
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4.1. Experimental aggregation rate constants

is decreased. This could lead to a particle-particle encounter rate larger than the
one due only to Brownian diffusion. This is clear from thekS values obtained in
heteroaggregation experiments at low electrolyte concentrations (Fig. 4.4,please
note that vertical scales are not the same as in previous figures). Moreover, the
absolute heteroaggregation dimer formation rate constant,kAB, takes values im-
pressively large. These values where calculated assumingkS = kHHF

11 , and are
listed in Tab. 4.3. At 0.1 mM,kAB is even larger than the theoretical encounter
rate of a purely diffusive process without any hydrodynamic interactions (2.43).
This reveals, without any reasonable doubt, the presence of long range attractive
interactions between unlike particles.

Evidently, the smallest possible ionic concentration is achieved when no elec-
trolyte is added. In this case, the ionic concentration is mainly due to the medium
pH and to the couterions needed to balance the electric charge of the particles.
If only these two contributions are taken into account, the overall ion concen-
tration can be estimated to be smaller than 3µM. Measurements with no added
electrolyte, however, are highly sensible to small variations inpH and to the
presence of impurities. For this reason, these measurements were repeated four
times, all plotted in Fig. 4.5.1 There, it is evident that the system is aggregating
at a very high rate. Moreover, the absolute heteroaggregation rate constantkAB

reaches values above 30× 10−12 cm3 s−1. We take the mean value of the four
measurements as a representative value forkAB at 3µM:

〈kAB〉 = (35± 7)× 10−12 cm3 s−1

To the best of our knowledge, this value is the largest rate constant evermeasured
for electrostatic heteroaggregation.

1Please, note that in one case, the initial particle concentrationc0 was smaller than in the other
cases.
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4. AGGREGATION RATE

Table 4.3.: Effective and absolute dimer formation rate constants obtained in
heteroaggregation experiments at low KBr concentrations where ho-
moaggregation is absent. Here, “—” means that no KBr was added.
KBr concentration and aggregation rate constants are given in units
of mM and 10−12 cm3 s−1, respectively.

[KBr] xA kS kAB

5.0 0.54 4.0±0.4 8.1±0.8
2.0 0.55 4.9±0.5 9.9±1.0
1.0 0.55 4.8±0.5 9.8±1.0
0.10 0.58 7.4±0.7 15.2±1.4
0.010 0.58 13.0±1.3 27±3

— 0.55 17.8±1.2 36±4
— 0.61 12.8±1.2 27±3
— 0.52 21.4±2.2 43±5
— 0.57 17.8±1.2 36±4
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4.2. Comparison with Brownian dynamics
simulations and theoretical predictions

In this section, we try to analyse and interpret the experimental results described
in Sec. 4.1. Two approaches are followed: on the one hand, electrostatichet-
eroaggregation processes are simulated by means of Brownian dynamics simu-
lations; on the other hand, the experimental aggregation rate constants arecom-
pared with those predicted by the HHF theory.

4.2.1. Brownian dynamics simulations

Brownian dynamics simulations (BDS) of electrostatic heteroaggregation proc-
esses were carried out in order to check whether the experimental features de-
scribed in the previous section may derive solely from the particle-particle forces
given by the HHF theory. A series of simulations was performed with differ-
ent values for the adimensional Debye screening parameterκa (please see Sec.
2.3.5, especially Eqs. 2.57 and 2.62). The relative concentration of both com-
ponents was alwaysx = 0.5. The parameterκa is, basically, a measure of the
particle-particle interaction range and reflects the electrical double layer thick-
ness. Hence, varyingκa is equivalent to changing the electrolyte concentration.
In our simulations,κa ranges from 100 to 0.5, which is equivalent to an elec-
trolyte concentration of 91 mM and just 2.2µM, respectively.2 Further details
about these simulations can be found in Sec. 3.4.2, and in the work of Puertas
et al. (1999a), who programmed the simulation source code.

The effective dimer formation rate constant,kS, was calculated from the monomer
concentration by following the procedure described in Sec. 3.1.3. Briefly, it con-
sists in a linear fit of the onset of theg(t) function (3.10). Then,kS is obtained
from the slope of the fitted straight line. Theg(t) functions and the corresponding
linear fits are plotted in Fig. 4.6. The obtainedkS values are listed in Tab. 4.4.
Only the first fifty data points were used in the fitting procedure (corresponding

2These values correspond to concentrations of a 1:1 electrolyte for a particle radius ofa =
100 nm. Please note that the particle radius in the SCLS experiments was quitelarger.
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Figure 4.6.: Determination ofkS from simulated electrostatic heteroaggregation
processes at differentκa values. Here, “κa → ∞” means that no
particle-particle interactions were included (pure diffusion-limited
homoaggregation). Please note the change of the vertical scale
among the plots.

to approximately the first 0.1 s). Note that this value is smaller than 1/7 of the
DLCA aggregation timetDLCA

aggr (2.10).

In general, the linear fits of theg(t) function are quite good and only relatively
small deviations are observed at long times (see Fig. 4.6a–g). Nevertheless, for
very smallκa values, where long-range particle-particle interactions are present,
the deviations become larger (see Fig. 4.6h and, especially, Fig. 4.6i). This is
mainly due to the important increase in the aggregation rate. According to equa-
tion (2.10), this leads to a shorter aggregation timetaggr. Consequently, the data
interval used for the fitting procedure includes points corresponding to later ag-

100
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Table 4.4.:kS values obtained in symmetric electrostatic heteroaggregation sim-
ulations at differentκa. The aggregation rate constants are expressed
in units of 10−12 cm3s−1.

κa kS

∞ 18.62±0.08
100 17.01±0.07
50 16.32±0.06
20 14.75±0.05
10 13.15±0.02
5.0 16.25±0.03
2.0 29.28±0.24
1.0 65.7 ±0.5
0.5 109.8 ±0.5

gregation stages, where the differences between the actual aggregationkernel
and the constant aggregationkernelbecome more relevant. More quantitatively,
the data interval used for the fit atκa = 0.5 could be as large as 0.6taggr, while it
is less than 0.14taggr at κa = 100.

ThekS values obtained are listed in Tab. 4.4 and plotted in Fig. 4.7. According
to the table, the effective dimer formation rate constant at highκa (short particle-
particle interaction distance) has the same values as for an ideal homoaggregation
DLCA process. This is exactly what was found in the experiments. It can be un-
derstood as a consequence of the high degree of electrostatic screening, i.e., the
attractive (between unlike particles) and repulsive (between like particles) inter-
actions are so short-ranged that the system behaves as a one-component system
undergoing diffusion-limited aggregation. The absolute value ofkS, however,
are quite larger than the experimental ones. This may be due to several factors,
especially hydrodynamic interactions that have not been taken into account and
to the fact that the system is not diluted enough to completely avoid three-body
interactions.

As expected,kS takes values close to the diffusion limit until homoaggregation
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Figure 4.7.: The effective dimer formation rate constant, normalised by its rapid
homoaggregation value, as a function of theκa parameter. The val-
ues obtained from single-cluster light-scattering experiments (�) and
Brownian dynamics simulations (�) are shown.

becomes completely forbidden. Then,kS shows values smaller than the diffu-
sion limit. In the BDS, this happens forκa . 20. Hence, BDS support that the
smallerkS values obtained for electrolyte concentrations just below the CCC of
the two components is a direct consequence of the decreasing homoaggregation
rates. In the simulations, however, this effect is found at smallerκa values than
in experiments,i.e., at 5. κa . 20 for simulations, and 100. κa . 400 for the
experiments. Puertaset al.(1999b) found the same discrepancy between simula-
tions and experiments and attributed it to the fact that the interaction parameters
(particle radius, surface potentials,. . . ) in their simulations were fixed at arbi-
trary values. This seems to be the explanation also here, especially if one takes
into account that the Brownian simulations performed here and in the work of
Puertaset al. (1999b) are, in fact, the same.

At lower κa values, the aggregation rate increases substantially andkS surpasses
by far the diffusion limit. Hence, Brownian dynamic simulations explain the
largekS values found in experiments at low electrolyte concentrations. In Fig.
4.7, thekS values determined from our experimental data and obtained by sim-
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4.2. Comparison with BDS and theoretical predictions

ulations, are plotted together. There, we can appreciate that the strong increase
in the aggregation rate at lowκa values is qualitatively similar in both cases. A
quantitative agreement, however, is not achieve because there seems to be a shift
in theκa range where this effect occurs.

It should be mentioned that the experimentalkS values show a short plateau atκa
values close to 50. Here, selective heteroaggregation is taking place butthe ef-
fective dimer formation rate takes diffusive values. This plateau is, however, not
reproduced by the simulations. We only can guess about the reason of thisdis-
crepancy. It could be due, for instance, to a particle size effect. Theκa parameter
was introduced in order to normalise the particle-particle interactions due to the
electric double layer overlapping. The van der Waals interactions, on contrast,
have not been normalised. It could be possible that the interplay between van der
Waals interactions and EDL overlapping interactions is not completely described
when only one of these interactions —i.e., the EDL overlapping— is normalised.
Also the hydrodynamic effects, that are not included in BDS, could be respon-
sible in some extent for this discrepancy. Anyhow, further work is necessary in
order to clarify this point.

4.2.2. HHF theory

Hogg, Healy and Fuerstenau (1966) developed an extension to the DLVOthe-
ory which describes the aggregation processes of binary colloidal dispersions.
It was discussed in Sec. 2.3.5. Only two kinds of particle-particle interactions
are considered: van der Waals forces and electrostatic forces. The former are
short-ranged and always attractive. The latter are repulsive betweenlike parti-
cles and attractive between unlike particles and their interaction range depends
on the electrolyte concentration of the suspension medium. In the same paper,
Hogget al. also derived an approximation for the time evolution of the monomer
concentration at the early stages of the aggregation process (2.34). Basically, it
consists in defining an effective dimer formation rate constantkHHF that takes
into account the contributions of the three possible monomer-monomer reac-
tions: A-A, B-B andA-B. The absolute homoaggregation dimer formation rate
constants,kAA andkBB, can be calculated using the Fuchs approach (2.50) and
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Figure 4.8.: Effective dimer formation rate constant for electrostatic heteroag-
gregation processes at different KBr concentrations: comparison be-
tween single-cluster light experiments (�) and the predictions given
by the HHF theory (solid line).

the classical DLVO expression for the particle-particle interactions. The absolute
heteroaggregation dimer formation rate constant,kAB, can also be calculated fol-
lowing the Fuchs approach (2.50), but now with the particle-particle interactions
proposed by Hogget al. (1966).

This calculation has been performed by using commercial software3 and rea-
sonable values for the parameters:A = 4.1 × 10−21 J, ψ∗1 = −ψ

∗
2 = 20 mV,

a = 260 nm,T = 293 K and, as dispersion medium, pure water at 20◦C. In order
to obtain realistick values, the diffusion coefficients have been corrected accord-
ing to (2.47), taking into account hydrodynamic effects (Spielman, 1970; Honig
et al., 1971). The calculated effective dimer formation rate constantkHHF is plot-
ted in Fig. 4.8. The measuredkS values are also plotted in the same figure. The
qualitative agreement is evident. Starting from high electrolyte concentrations,
diffusion limit values are obtained at high electrolyte concentrations (above the
CCCs of the systems); then, a plateau wherekS takes smaller values than the

3Mathematica 5.0, by Wolfram Research, Inc.
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Brownian aggregation rate; and finally, an important increase in the aggregation
rate is observed. Here,kS reaches values far above the diffusion limit. It is worth
noting that in the latter region, small variations in the electrolyte concentration
lead to large changes inkS. This fact could explain the large dispersion of the
kS values listed in Tab 4.3 when no salt was added. The quantitative agreement
is also quite satisfying, despite the fact that no fitting process has been carried
out.4 The relatively small quantitative differences, however, can be summarised
as follows: theoreticalkS values overestimate experimental ones in the high elec-
trolyte concentration region, and underestimate them in the intermediate and low
electrolyte concentration regions.

4.3. Concluding remarks

The effective dimer formation rate constantkS has been measured for symmetric
electrostatic heteroaggregation processes arising at different electrolyte concen-
trations. The study covers a wide electrolyte concentration range, from 1M to
only a fewµM. kS is assumed to be equal to the absolute dimer formation rate
constant in homoaggregation experiments. In heteroaggregation experiments,kS

is assumed to be the apparent dimer formation rate constant defined by the HHF
approximation. Therefore, absolute heteroaggregation rate constants have been
determined, once homoaggregation rate constantskAA andkBB were measured
in separate experiments. Depending on the electrolyte concentration, several re-
gions can be distinguished:

At high electrolyte concentrations (&500mM), above the CCCs of the
reactants,kS is found to take diffusive values. Moreover, the three ab-
solute dimer formation rate constants take similar values, close to 4×
10−12 cm3s−1.

At intermediate electrolyte concentrations (50–200 mM), below the CCCs
of the reactants, but still high enough to prevent long-range particle-particle

4The value of the Hamaker constant was taken from the literature for polystyrene-water-
polystyrene systems (Kihiraet al., 1992). The effective surface potentials were chosen sym-
metrically, so that they give rise to CCC of about 300 mM,i.e., the CCC of the anionic latex.
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4. AGGREGATION RATE

interactions,kS takes values that are smaller than the Brownian aggrega-
tion rate. This is due to the decreasing homoaggregation rate, while the
absolute heteroaggregation rate constant keeps a diffusive value.

At low electrolyte concentrations (1–10 mM), a plateau is found, wherekS

takes again diffusive values. At these electrolyte concentrations selective
heteroaggregation is taking place,i.e., kAA+ kBB≪ kS. It implies that the
absolute heteroaggregation rate constantkAB is actually taking a value of
about twice the diffusive one.

At even lower electrolyte concentrations (.1 mM), the attractive inter-
actions between unlike particles become long-ranged and, consequently,
kS increases extraordinarily, to such an extend thatkAB = (35 ± 7) ×
10−12 cm3s−1 is obtained when no electrolyte is added. This is, to the
best of our knowledge, the largest value ever measured.

Brownian dynamics simulations partially support our findings, in a sense thatkS

is found to take: i) diffusive values at high electrolyte concentrations, ii) smaller
values in an intermediate region and iii) values clearly above the diffusive one at
low electrolyte concentrations. Nevertheless, two significant differences between
experiments and simulations are found. On the one hand, there seems to be a shift
in theκa values. It is reasonable to assume this fact to be due to the parameters
that control the particle-particle interactions. They take arbitrary values,which
are not expected to match with the experimental conditions. On the other hand,
the plateau region at low electrolyte concentrations is not found in simulations.
This could be a size effect. Nevertheless, more work is needed in order to clarify
this point.

An excellent and even quantitative agreement, is found between the experimental
kS values and those obtained by the Fuchs approach, when the particle-particle
interactions are calculated according to the DLVO and HHF theories. It is worth
noting that no attempt of parameter fitting had to be carried out.
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5. SYMMETRIC
HETEROAGGREGATION:
CLUSTER-SIZE DISTRIBUTIONS

This chapter represents a complement of the previous one. Here, symmetricelec-
trostatic heteroaggregation is revisited, but now we focus on the long-time behav-
iour. More precisely, the cluster-size distributions of aggregating two-component
colloidal dispersions are discussed.

In the literature about heteroaggregation, several experimental worksare devoted
to the study of aggregation rate constants (Ryde and Matijević, 1994; Maroto
and de las Nieves, 1998; Yu and Borkovec, 2002; Yuet al., 2002; Puertaset al.,
2003; Galletoet al., 2005a; Galletoet al., 2005b) or fractal dimensions (Rim
et al., 1992; Kim and Berg, 2000; Fernández-Barbero and Vincent, 2001; Puertas
et al., 2001b; Kim et al., 2003). Nevertheless, no experimental studies about the
cluster-size distributions (CSD) can be found in the literature, apart fromthose
related with this PhD thesis (López-Ĺopezet al., 2004b; López-Ĺopezet al.,
2006). The CSDs are discussed in Sec. 5.1. We show that the kinetic behaviour
of a two-component colloidal dispersion is strongly affected by the electrolyte
concentration of the dispersion medium.

In Sec. 5.2, experimental CSDs are compared with those obtained by means
of Brownian dynamics simulations (BDS). Three different simulation schemes
are used: i) BDS of ideal diffusion-limited cluster-cluster aggregation processes
(DLCA), ii) BDS of ideal binary diffusion-limited cluster-cluster aggregation
processes (BDLCA), and iii) BDS with particle-particle interactions. We show
that each one is suitable to describe experimental results belonging to different
electrolyte concentration regions.
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5. CLUSTER-SIZE DISTRIBUTIONS

Sec. 5.3 deals with a novel phenomenon found in electrostatic heteroaggrega-
tion at low and very low electrolyte concentrations:cluster discrimination. It
was recently predicted by BDS (Puertaset al., 2002), but the first experimen-
tal evidences have been found during this PhD research work (López-Ĺopez
et al., 2004b).

In Sec. 5.4, the coagulation equations are solved for several theoretical kernels
and solutions are compared with experimental CSDs. The section concludeswith
a summary of the different heteroaggregation regimes found in experiments and
simulations.

5.1. Experimental cluster-size distributions

Single-cluster light-scattering (SCLS) has been successfully used by several au-
thors to obtain cluster-size distributions in homoaggregation experiments (Pels-
serset al., 1990b; Broide and Cohen, 1990; Fernández-Barberoet al., 1996;
Schmittet al., 2000b; Odriozolaet al., 2004). Nevertheless, this is the first time
that SCLS has been used to monitor the CSDs in heteroaggregation. This became
possible because much care was taken in choosing two highly monodispersesys-
tems with the same particle size (Sec. 3.3.2). A series of symmetric heteroaggre-
gation experiments was carried out with KBr concentration ranging from 1 Mto
10µM . Additionally, several experiments without any added salt were also per-
formed. In the latter cases, the overall electrolyte concentration is mainly dueto
the H+ ions corresponding to a freepH and, to less extent, to the intrinsic coun-
terions of the colloidal particles. The overall electrolyte concentration with no
added KBr is estimated to be less than 3µM. Hence, in this study we have visited
almost six orders of magnitude in the electrolyte concentration. The experimen-
tal CSDs are plotted in Figs. 5.1, 5.2 and 5.4. It should be recalled thati-mer
curves in these plots comprise all possible types of clusters formed byi particles.
For example, the trimer concentration curvec3(t) includes all possible types of
trimers such as positive-negative-positive and negative-positive-negative trimers.
This is due to the fact that equally sized monomeric particles have been used and
so, all clusters formed by the same number of constituent particles scatter the
same amount of light.
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5.1. Experimental cluster-size distributions

All studied aggregation processes shown in Figs. 5.1, 5.2 and 5.4 exhibit some
common features:

1. Evidently, they start from monomeric initial conditions.

2. The monomer concentration decreases monotonically since monomers can
not be created under the given experimental conditions.

3. Larger aggregates have to be formed before they can react with other clus-
ters and so, the corresponding curves exhibit a maximum,i.e., they are
bell-shaped.

4. At long aggregation times, all curves show a decreasing tendency which
means that no dynamic equilibrium is reached.1 Consequently, the under-
lying aggregation mechanisms is of irreversible nature or at least the time
scale of fragmentation is extremely large if compared with the experiment
duration.

5. Since no precipitation was observed during the experiments, the always
decreasing behaviour of the total cluster concentration curves implies that
the average cluster-size keeps growing. This means that larger aggregates
must be present although their size could not be resolved by the employed
detection technique. From the overall concentration of clusters we can
extract this average cluster-size.

Apart from this quite general common features, the CSDs present some impor-
tant differences which are described in some detail in the following sections.

5.1.1. High electrolyte concentrations

Experimental CSDs for symmetric electrostatic heteroaggregation at high elec-
trolyte concentrations, ranging from 1 M to 100 mM, are plotted in Fig. 5.1. The
CSD for 1 M clearly exhibits the characteristics of a diffusion-limited process.

1A nice example of a reversible homoaggregation experiment was foundwhen IDC latex was
aggregated by adding 0.6 M NaSCN (Fig. 3.13d).
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Figure 5.1.: Cluster-size distribution (ci(t), i ≤ 7) for heteroaggregation exper-
iments at high KBr concentrations: 1.0 M (top left), 500 mM (top
right), 200 mM (bottom left) and 100 mM (bottom right). In each
plot, the concentration of monomers (�), dimers (�), trimers (M),
tetramers (O), pentamers (3), hexamers (�) and heptamers (D) are
shown as well as the total concentration of aggregates (×).

This can be appreciated comparing this figure with homoaggregation experi-
ments at high electrolyte concentration (Fig. 3.12) and with the solution of the
Browniankernel(Fig. 2.4 and what follows in Sec. 5.4.1).

The CSDs for 500 mM and 200 mM are also quite similar to those correspond-
ing to diffusion-limited colloid aggregation processes.2 It is important to put

2Unfortunately, the long-time data corresponding to the experiment at 500mM was lost. Even
so, it seems quite reasonable to assume that the aggregation behaviour here is somehow a
mixture between those for 1 M and for 200 mM.
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5.1. Experimental cluster-size distributions

onto relief that the aggregation seems to be diffusion-limited at 200 mM, where
the KBr concentration falls in the intermediate region between the CCC of both
systems. This result is in good agreement with the work of Puertaset al. (2003).
These authors found that the heteroaggregation rate constant have diffusive val-
ues when the electrolyte concentration is above the CCC of the less charged
system. Hence, we can add now that, not only the aggregation rate constant have
diffusive values, but the whole aggregation kinetics evolves in the same manner
than a diffusion-limited process.

Below the CCCs of both latexes —at 100 mM, for instance— a different behav-
iour is observed. Now, the concentration curves are clearly different from those
of a diffusion-limited process. They do not intersect at long times, and remain
clearly separated. The CSD evolves here as in a homoaggregation process at an
electrolyte concentration below the CCC. The reason for this is probably that
homo- and heteroaggregation are taking place simultaneously but with different
abilities. Evidently, every encounter between unlike particles leads still to bond
formation, due to the opposite sign of the particle charge. When two like par-
ticles encounter each other, however, they have to overcome a repulsive energy
barrier and hence, only a fraction of these encounters lead to bond formation.
The aggregation rate data of Sec. 4.2 also support this explanation.

5.1.2. Intermediate electrolyte concentrations

According to the DLVO theory for one-component colloidal dispersions,the col-
loidal stability increases quite steeply once the salt concentration falls below the
CCC. This was also experimentally found for the IDC and AS1 latexes in the
nephelometry study (Fig. 3.11 and Tab. 4.2). At 50 mM KBr, for instance, the
aggregation rate constant for the cationic latex is less than one tenth of its dif-
fusive value, and for the anionic particles it is already negligible. At 10 mM,
we can safely state that both systems are kinetically stable, in the time scale of
the experiments. Hence, the CSDs plotted in Fig. 5.2 correspond to selectivehet-
eroaggregation processes where simultaneous homoaggregation is negligible.3

3With the exception, perhaps, of the experiment at 50 mM, where some homoaggregation of
cationic particles could occur.
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Figure 5.2.: Cluster-size distributions for heteroaggregation experiments at inter-
mediate KBr concentrations: 50 mM (top left), 10 mM (top right),
5.0 mM (bottom left) and 1.0 mM (bottom right). The symbols have
the same meaning as in Fig. 5.1.

The CSD for electrostatic heteroaggregation at 50 mM (Fig. 5.2a) is similar to
the CSD at 100 mM (Fig. 5.1d). The others CSDs of Fig. 5.2, however, present
some new features:

Firstly, the overall aggregation rate increases again. This can be appreci-
ated in the short and the long time behaviour. At short times, we mea-
sured the effective aggregation rate constant (Sec. 4.1) and checked that
kS indeed takes values similar to those of a rapid homoaggregation proc-
ess (please compare Tabs. 4.2 and 4.3). At long times, the increase in the
aggregation rate can be inferred from the time evolution of the average
cluster-size〈n〉n = c0/

∑∞
i=1 ci(t), shown in Fig. 5.3a. Since the initial par-
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Figure 5.3.: Number-average cluster-size for electrostatic heteroaggregation ex-
periments at different KBr concentrations: 1 M (�), 50 mM (�),
10 mM (M) and 1 mM (O). In the graph on the right side the time
is normalised by multiplying it by the initial particle concentration,
c0.

ticle concentration was not exactly the same in all the experiments, it is
quite convenient to make use of a normalised time scale which takes into
account the differentc0 values. In the dilute regime, the actual reaction
rate is directly proportional to the concentration of particles. Therefore,
the most natural time normalisation is, probably,c0t. In Fig. 5.3b, the av-
erage cluster-size is plotted versus this quantity. It is clear that the overall
aggregation rate for 10 mM and 1 mM is faster than for 1 M whilst the
aggregation rate for 50 mM is the slowest one.

Secondly, the monomer concentration curves remain always above and
quite separated from the otheri-mer concentration curves. This means
that the monomer behaviour differs quite strongly from the one of all the
other aggregates. In this sense, some kind of “monomer discrimination” is
detected here. We postpone the discussion of this interesting effect to Sec.
5.3.
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5.1.3. Low and very low electrolyte concentrations

The electrostatic heteroaggregation processes at low and very low electrolyte
concentrations show probably the most interesting features, since in this case,
the particle-particle interactions become long-ranged. The CSD at 0.1 mM is
still similar to the ones described before: increase in the overall aggregation rate
and an excess of monomers are observed at long times. At even lower electrolyte
concentrations, new effects can be observed. Since the strength of the attractive
electrostatic interactions increases with decreasing electrolyte concentration, it
is not surprising that the concentrations of all clusters decrease the faster the
lower the electrolyte concentration becomes. This tendency, however, is most
pronounced for dimers up to a point at which the dimer concentration curves
at very low electrolyte concentration separate completely from all the otheri-
mer concentration curves (please see the CSDs plotted in Fig. 5.4). Hence,also
“dimer discrimination” is now observed. Here again we postpone the discussion
about cluster discrimination to Sec. 5.3. Nevertheless, we want to point outthat
this feature is quite reproducible even when no electrolyte was added. In fact,
four different experiments4 are plotted in Fig. 5.4 and the rapid decrease in the
dimer concentration is observed in all of them.

The aggregation rate is quite high in this regime at both short and long times. At
short times, this can be deduced not only from the quite largekS values measured
(Tab. 4.3), but also from thei-mer concentration curves themselves. Probably the
most clear prove for this hypothesis is found in the dimer concentration curve for
experiments with no added salt. In all four cases aggregation was so fastthat the
dimer concentration maximum was reached at an aggregation time shorter than
the first experimental point.

At long aggregation times, the increase in the aggregation rate at very low elec-
trolyte concentration is better appreciated in the average cluster-size〈n〉n. This
quantity is plotted in Fig. 5.5 for several low and very low electrolyte concen-
trations. The〈n〉n curve for 1 M is also plotted in the figure for comparison

4And these four are indeed all the electrostatic heteroaggregation experiments without any added
salt andx ≈ 0.5 performed in this research work.
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Figure 5.4.: Cluster-size distributions for heteroaggregation experiments at low
KBr concentrations: 0.1 mM (top left), 0.01 mM (top right) and with
no added KBr (middle and bottom rows). The symbols have the
same meaning as in Fig. 5.1.
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Figure 5.5.: Number-average cluster-size for electrostatic heteroaggregation ex-
periments at different KBr concentrations: 1 M (�), 0.1 mM (�),
0.01 mM (M) and with no added KBr (O). In the graph on the right
side the time is normalised by multiplying it by the initial particle
concentration,c0.

purposes. The average cluster-size grows faster for decreasing electrolyte con-
centrations and surpasses clearly the Brownian aggregation rate.

5.2. Brownian dynamics simulations

Brownian dynamics simulations (BDS) of heteroaggregation processes arising
in symmetric mixtures of oppositely charged particles have been performed in
order to explain the experimental results. Two different approaches have been
used:

1. BDS with particle-particle interactions only at surface to surface contact.
Hence, the particles and clusters diffuse in absence of interactions and,
when they encounter each other, a bond is formed according to a given
sticking probability. These BDSs are appropriate for reproducing aggre-
gation processes when the range of the particle-particle interactions is
very short compared with the particle size. The source code of these pro-
grammes was written by Dr. Arturo Moncho-Jordá (Universidad de Gra-
nada).
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2. BDS with particle-particle interactions. Here, the particles and clusters are
randomly moved according to the Langevin equation. Particle-particle in-
teractions are directly included as the “external forces” term of this equa-
tion. These BDSs are suitable to simulate aggregation processes where
the range of the particle-particle interactions is not negligible. The source
code was written by Dr. Antonio Puertas (Universidad de Almerı́a).

5.2.1. Brownian dynamics simulations without interactions

As stated before, in this BDS the effects of short-ranged particle-particle interac-
tions are approximated by “sticking rules” at surface to surface contact(further
details were given in Sec. 3.4.1). Two aggregation schemes have been consid-
ered. In the first scheme, all particles are identical and the only sticking rule is:
an irreversible bond between two particles is formed after touching each other.
This aggregation scheme correctly reproduces an ideal diffusion-limited cluster-
cluster aggregation regime (DLCA) (Schmittet al., 2000b). In the second aggre-
gation scheme, two species of particles are considered and two “sticking rules”
control the bond formation: i) the contact between like particles never gives rise
to bond formation and ii) the contact between unlike particles always form a
bond. This scheme is known as binary diffusion-limited cluster-cluster aggrega-
tion (BDLCA) (AlSunaidiet al., 2000).

The cluster-size distributions obtained for both aggregation schemes are plotted
in Fig. 5.6. In order to be able to compare them with experimental CSDs, they
have to be normalised. Hence,n-mer concentration curves are divided by the
initial particle concentrationc0 = N/V, and time is divided by the aggregation
time taggr (Eq. 2.10). For the latter normalisation, the dimer formation rate con-
stantk11 was assumed to be equal to the effective aggregation rate constantkS,
which was calculated by fitting the onset of theg(t) function as explained in Sec.
3.1.3.

DLCA

Fig. 5.6a shows the CSD simulated for an ideal DLCA process. It is quite sim-
ilar to the experimental CSDs obtained at high electrolyte concentrations, for
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Figure 5.6.: Simulated cluster-size distributions up to heptamers (thin solid lines,
the numbers indicate the number of constituent particles) and total
number of aggregates (thick solid lines) for two ideal aggregation
processes:a) DLCA andb) BDLCA with x = 0.5.

both homoaggregation (Fig. 3.12a–b) and electrostatic heteroaggregation (Fig.
5.1a). In order to make quantitative comparisons, dimensionless CSDs have to
be used. Hence, the experimental data have been normalised by dividingcn(t) by
the initial concentration of particlesc0. The latter was obtained from the “zero
time measurements” performed before the mixing procedure (Sec. 3.1.3). Time
normalisation has been carried out, by dividing the real time by the aggregation.
Therefore, the monomer-monomer reaction rate constantk11 was considered to
be equal to the effective aggregation rate constantkS that has been measured in
Sec. 4.1. In Fig 5.7a, the simulated CSD for an ideal DLCA process and the
experimental CSD obtained in electrostatic heteroaggregation at 1 M are plotted
together.5 As can be seen, the agreement is excellent.

It is well known that homoaggregation at high electrolyte concentrations fol-
lows a diffusion-limited aggregation scheme (see,e.g., Hunter, 1987). It was,
however, just a hypothesis that also electrostatic heteroaggregation at high elec-
trolyte concentration can be described by a DLCA scheme. Both, theory (Ryde
and Matijevíc, 1994) and simulations (Puertaset al., 2002) support this hypoth-
esis, but this is the first time —to the best of our knowledge— that it has been
demonstrated by experiments.

5Hence, in this figure are plotted together the data of Figs. 5.1a and 5.6a.
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Figure 5.7.: Comparison between electrostatic heteroaggregation experiments
(symbols) and Brownian dynamics simulations (solid lines): (a) ex-
periment at 1 M versus DLCA simulations; (b) experiment at 10 mM
versus BDLCA simulations. The graphs show the normalised con-
centration ofn-mers up to hexamers and the first moment of the
CSD.

BDLCA ( x = 1/2)

The CSD corresponding to a simulation of an ideal BDLCA process is plotted
in Fig. 5.6b.6 The most outstanding difference between the CSDs correspond-
ing to DLCA and BDLCA processes is the relative excess of monomers in the
latter case. This effect is the same “monomer discrimination” phenomenon that
was found in selective heteroaggregation experiments at intermediate and low
electrolyte concentrations (see Sec. 5.1.2). Hence, it is quite natural to compare
the CSD of Fig. 5.6b with an experimental CSD where monomer discrimination
takes place. In Fig. 5.7b, this comparison is shown for the heteroaggregation
experiment at 10 mM KBr. Once again, an excellent agreement is found. This
particular experiment has been selected because the similarities were evident
even before the normalisation (please compare Figs. 5.2b and 5.6b and see also
López-Ĺopezet al.(2005)). Moreover, it seems to be the best candidate to fulfill
the requirements for a BDLCA process because i) homoaggregation is forbidden

6Please recall that this chapter is devoted to symmetric heteroaggregation.Hence, Fig. 5.6b
refers to a BDLCA simulation withx = 1/2. CSDs corresponding to asymmetric BDLCA
simulations are discussed later on, in Sec. 6.1.2.
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and ii) long range particle-particle interactions are not expected.

The following considerations should be pointed out regarding the above men-
tioned comparison between Brownian dynamics simulations and single-cluster
light-scattering experiments:

Only kS was obtained by a fitting procedure and only the onset of the
monomer concentration was used. Hence, by fitting about ten data points
with only one free parameter,7 we obtain an excellent agreement for the
whole data set of about 300 points. This a formidable achievement.

Moreover, this fitting procedure involves only a normalisation of the data
that does not affect the curve shape at all in a log-log plot, it only intro-
duces a horizontal shift of the data set as a whole. Hence, even if no fit
procedure were performed, we still could conclude that experimental and
simulatedcn(t) curves are functionally identical.

Simulation data has also been normalised by calculating the correspond-
ing aggregation timetaggr. Hence, both the BDS and the SCLS data have
been normalised by applyingindependenttime shifts. Please note that,
although these normalisation involve fitting procedures, both data set have
been fitted to a theoretical function and not among themselves. That is to
say, neither the experimental data have been fitted to simulated curves nor
viceversa.

To the best of our knowledge, this is the first time that the existence of
a “binary diffusion-limited colloidal aggregation” regime is found in het-
eroaggregation experiments. It is also the first time that the CSDs aris-
ing in electrostatic heteroaggregation at electrolyte concentrations above
the CCCs of the reactants, the CSD really follow a DLCA aggregation
scheme.

7Please recall thatc0 was directly measured before starting the aggregation process.
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5.2.2. Brownian dynamics simulations with interactions

In Sec. 4.2.1, Brownian dynamics simulations with particle-particle interactions
were performed in order to interpret the experimentally obtained aggregation rate
constants. Nevertheless, BDSs provide much more information than aggregation
rate constants. Hence, we left the same BDSs discussed in Sec. 4.2.1 to evolve
for longer times and thus obtained the corresponding cluster-size distributions.
The results are plotted in Fig. 5.8.8 As expected, the CSDs at highκa values ex-
hibit the features of a diffusion-limited cluster-cluster aggregation process (Fig
5.8a). At relatively low κa values, where homoaggregation is partially or to-
tally absent (Fig. 5.8b–c), the most outstanding feature is the relative excess of
monomers (monomer discrimination). At even lowerκa values the simulated
CSDs exhibit an important decrease of the dimer concentration (Fig. 5.8d–e) in
spite of the strong increase of the aggregation rate. This “dimer discrimination”
effect was also found in experiments at low electrolyte concentration (Sec. 5.1.3
and Ĺopez-Ĺopezet al.(2004b)). At extremely lowκa values, that are not acces-
sible in our experiments, the cluster discrimination phenomenon includes also
larger oligomers, not only monomer and dimers. At long aggregation times and
κa = 0.5 (Fig. 5.8f) the concentration of monomers, trimers and pentamers is
larger than the concentration of dimers, tetramers and hexamers. This even-odd
cluster discrimination was discovered by Puertaset al. (2002) using the same
Brownian dynamics simulations that we have used here. All aspects concerning
the cluster discrimination phenomenon are further discussed in Sec. 5.3.

The monomer concentration curves corresponding to simulations with long-range
interactions exhibit a peculiar inflexion point at very short times (see Fig. 5.8e–f
at t ≈ 4 × 10−3 s). Puertaset al. (2002) also found this anomalous behaviour
for the monomers when the range of the interactions was large. They attributed
this effect to the ballistic aggregation that takes place when the initial distance
between particles is shorter than the particle-particle interaction range. Puertas
et al. (2002) found this ballistic aggregation atκa values lower than 0.2, because

8The CSDs for the simulations atκa = 50 andκa = 20, as well as the one corresponding to
diffusion-limited homoaggregation (“κa = ∞”) are not plotted in Fig. 5.8 because they all are
virtually identical to the one atκa = 100 (Fig. 5.8a).
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Figure 5.8.: Cluster-size distributions for heteroaggregation simulations at differ-
entκa values:a) κa = 100,b) κa = 10, c) κa = 5.0, d) κa = 2.0, e)
κa = 1.0 andf) κa = 0.5. In each plot, the concentration of cluster up
to heptamers, and the overall concentration of clusters are plotted.
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5.2. Brownian dynamics simulations

the systems they studied were more diluted.9 In any case, the aim of perform-
ing BDS in this work is to establish a comparison with the experiments and so,
the study of aggregation regimes atκa values smaller than those experimentally
accessible is out of our scope.

In the previous section, it has been demonstrated that the experimental datafol-
low a DLCA regime at high electrolyte concentrations and a BDLCA regime at
intermediate electrolyte concentration. Here, we try to determine what regime
corresponds to heteroaggregation experiments at low electrolyte concentrations.
As was discussed in Sec. 4.2.1, comparisons between experiments and BDS
should be done for the same particle-particle interaction range,i.e., the sameκa
parameter value. Hence, we have compared an experiment where no electrolyte
was added with a BDS with a relatively lowκa value. The best comparison was
achieved for the most dilute experiment10 and the simulation forκa = 2.0. This
case is shown in Fig. 5.9. The agreement is quite good, despite the fact thatthe
parameters used in the simulations had not to be fitted at all. Nevertheless, some
points should be discussed:

The overall electrolyte concentration in the experiments where no salt was
added is estimated to be about (3± 1)µM. This corresponds toκa =
(1.2±0.4). Nevertheless, the experimental CSD has more similarities with
the CSD of BDS forκa = 2.0 than forκa = 1.0. This could be due to
differences between the real particle-particle interactions and those used
in the simulations. In particular, the surface potentials in the simulations
were fixed at relatively large values (ψ∗1 = −ψ

∗
2 = 50 mV) that probably

overestimate the electrostatic interaction strength.

The time normalisation has been carried out in a different manner than in

9In fact, the particle volume fraction used by Puertaset al. (2002) wasφ = 0.001, while in this
work φ = 0.01. Consequently, ballistic aggregation in our work takes place atκa values ten
times larger than the ones reported by Puertaset al. (2002).

10As stated before, electrostatic heteroaggregation experiments with no added salt are highly sen-
sible to impurities and, hence, were repeated four times. In three of the cases plotted in Fig.
5.4 the particle concentration was about 9× 107 cm−3, i.e., the same value used in most of the
SCLS experiments of this work. Nevertheless, since the aggregation process was so fast,c0

was chosen to be half this value for the forth experiment (this case is plottedin Fig. 5.4c), in
order to obtain more data points at short times.
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Figure 5.9.: Comparison between an electrostatic heteroaggregation experiment
with no added salt (symbols) and Brownian dynamics simulations
for κa = 2.0 (solid lines). The graph shows the normalised concen-
tration ofn-mers up to hexamers and the first moment of the CSD.

Sec. 5.2.1. In order to improve the statistics, the total number of clusters
has been used instead of the monomer concentration. Thus, time has been
normalised by dividing byt′aggr, i.e., the time at which the total number of
clusters has dropped to half its initial value (Eq. 2.15). Please recall that
this time does not have to be equal totaggr. Additionally, t′aggr is a more
robust quantity since it does not need to assumek11 = kS.

Independently of choosingtagg or t′agg, only one curve is used for the fits.
Moreover, the normalisation gives only rise to a time shift. Hence, also
here simulations predict the functional form of experimentalcn(t) curves
correctly.

The agreement is quite good for all the measuredcn(t) curves. Especially,
the dimer discrimination is correctly described by the simulations.
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5.3. Cluster discrimination

5.3. Cluster discrimination

The term “cluster discrimination” was introduced by Puertaset al. (2002), and
refers to the fact that, under certain circumstances, the long-time behaviour of
the cn(t) functions depends on the parity ofn. Concretely, these author found
a strong bias of clusters formed by an odd number of particles, when the range
of the particle-particle interactions was long. Moreover, as this interaction range
increases (smallerκa values), the odd-even discrimination includes a wider inter-
val of cluster sizes. In simulations withκa = 3.2, only monomers were discrim-
inated, in the sense that they appear to be more stable than expected.11 When
κa = 0.8, they found a defect of dimers in addition to the excess of monomers.12

Finally, for κa = 0.2, the odd-even discrimination includes clusters up to oc-
tamers.13 Puertaset al. (2002) suggested that in the zeroκa limit, odd-even
cluster discrimination would be achieved for all cluster sizes.

Yoshiokaet al. (2005) have proposed a quite simple explanation for the even-
odd cluster discrimination phenomenon. They consider a system where only
reactions between unlike particles are allowed and where smaller clusters have
chainlike structures. Hence, they can join other clusters only at chain ends. Odd-
sized clusters, however, can form aggregates only with clusters that have oppo-
sitely charged particles, at least, at one of their ends because they haveequally
charged particles at both ends. In contrast, even-sized clusters havedifferently
charged particles at both ends. Therefore, the reactivities of even-sized clusters
are higher than those of odd-sized clusters.

5.3.1. Experimental evidences of cluster discrimination

The work of Puertaset al. (2002) was devoted only to Brownian dynamics sim-
ulations. Hence, they did not give any experimental indication that cluster dis-

11Please see Fig. 1eof (Puertaset al., 2002). The same effect can be observed also in Fig. 5.8c of
this PhD thesis, although in this latter case,κa = 5.0 and the particle volume fraction is larger.

12Fig. 1d of (Puertaset al., 2002), and Fig. 5.8d (κa = 2.0) of this PhD thesis.
13Fig. 1b of (Puertaset al., 2002), and Fig. 5.8f (κa = 0.5) of this PhD thesis. Nevertheless, in the

latter case, the relative high particle concentration induces ballistic aggregation at short times.
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5. CLUSTER-SIZE DISTRIBUTIONS

Figure 5.10.: A two-dimensional ALCA experiment with dipolar Ising particles:
(a) photographic snapshot of a typical configuration and (b) time
evolution of cluster-size distribution up to octamers. Both figures
reproduced from (Yoshiokaet al., 2005) for academic purposes.

crimination is a real phenomenon occurring in electrostatic heteroaggregation
processes. As far as we know, the first evidences of cluster discrimination in
experiments were found during this PhD thesis (López-Ĺopezet al., 2004b).
Monomer discrimination was found in electrostatic heteroaggregation at inter-
mediate electrolyte concentrations (see Fig. 5.2b–d) and dimer discrimination
was found at low and very low electrolyte concentrations (Fig. 5.4a–f). The odd-
even cluster-discrimination could not be confirmed experimentally for colloidal
heteroaggregation since it was not possible to achieveκa values below 1 with
our experimental set-up. Nevertheless, Yoshiokaet al. (2005) experimentally
observed odd-even discrimination for clusters up to octamers in a macroscopic
system composed by dipolar Ising particles (Fig. 5.10). These particles show
strong long-range magnetic interactions, repulsive between like particles and at-
tractive between unlike particles. Since they are not affected by Brownian motion
—the particle diameter is about 0.5 cm—, they undergo actual attraction-limited
cluster-cluster aggregation (ALCA).

The special behaviour of monomer and dimers in selective heteroaggregation ex-
periments is appreciable directly in the cluster-size distributions (Figs. 5.2 and
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5.3. Cluster discrimination

5.4). Nevertheless, dimer discrimination is even better appreciated in Fig. 5.11,
where the cluster concentration profiles at a fixed, relatively large time,t0, are
shown for different electrolyte concentrations. As expected, the cluster concen-
tration profile,cn(n), decays exponentially in the DLCA limit. This exponen-
tially decaying behaviour is maintained for clusters larger than dimers although
the cluster concentrations and the slope of the curves diminish for decreasing
electrolyte concentration. Only the monomers and dimers abandon this expo-
nential behaviour. The monomer concentration is always higher and the dimer
concentration is always lower than the value that could be extrapolated from the
exponential decay curve defined by the larger clusters. It should alsobe men-
tioned that dimer discrimination starts to become relevant at lower electrolyte
concentrations than monomer discrimination. According to this tendency, trimer
discrimination would be expected at an even lower ionic concentration. Under
the given experimental conditions, however, this effect could not be observed
since it was not possible to obtain samples with ionic concentrations below the
limit given by thepH of the aqueous medium.

It is important to throw into relief that cluster discrimination is not just a conse-
quence of the absence of homoaggregation. As mentioned before, the probability
for the reaction between two like particles is already negligible at 10 mM KBr,
i.e., aggregation is due only to heteroaggregation at this electrolyte concentra-
tion. However, only monomer discrimination is observed. According to Fig.
5.11, the electrolyte concentration has to drop below approximately 1 mM before
dimer discrimination starts to become relevant. The origin of cluster discrimina-
tion seems instead to be related to the ratio between the cluster size and the range
of the attractive electrostatic interactions. As the ionic concentration decreases,
the thickness of the electric double layer and, consequently, the range ofthe cor-
responding electrostatic interaction increase. The relative increase of the range
of the electrostatic interactions with respect to the cluster size is, however, more
pronounced for smaller aggregates than for larger ones. Hence, all phenomena
related to the range of the attractive electrostatic interactions are expected tobe
observable first for smaller aggregates and then for larger ones. Thisis exactly
what we observed for cluster discrimination.
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Figure 5.11.: Cluster-concentration profiles at fixed time (t0 ≈ 2 × 104 s) for
electrostatic heteroaggregation experiments at different KBr con-
centrations: 1.0 M (�), 100 mM (�), 10 mM (M), 1.0 mM (O),
0.1 mM (3), 0.01 mM (�) and no added KBr (�). Dotted lines
are drawn just as a guide for the eye.

5.3.2. Comparison with Brownian dynamics simulations

In the second part of this section, we now compare the experimental resultswith
the predictions made by Puertaset al. (2002) by means of Brownian dynam-
ics simulations (BDS). Their simulations were performed for 1:1 mixtures of
perfect microspheres of identical size and opposite surface charge.As particle-
particle interactions, London-van der Waals forces and double layer overlapping
in the linear superposition approximation were taken into account (more details
to be found in Sec. 3.4.2). Nevertheless, other important effects such as internal
cluster rearrangement, aggregate rotation, hydrodynamic interactions, or aggre-
gate sedimentation were not considered. Although typical values for the particle
characteristics such as the Hamaker constant and electric surface potentials were
chosen for the simulations, an exact equivalency with our experimental system
is not expected.

In order to make a direct comparison between experiment and simulation, the
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5.3. Cluster discrimination

particle size, the cluster concentrations, the time scale and the range of the in-
teractions have to be normalised. For this purpose, the inverse of the Debye
screening length,κ, is used (Eq. (2.57). The adimensional parameterκa provides
a suitable normalisation for the particle size and the range of the electrostatic
interactions. The cluster concentrationscn are easily normalised by dividing
them by the initial particle concentrationc0. Although the particle concentration
used for the simulations is about 2390 times the experimental one, it can still be
considered a dilute system since only binary reactions occur.14 Time scale nor-
malisation, however, has to be done in such a way that equivalent aggregation
stages of the experimental and simulated processes are compared. Here,we used
the normalised total number of clusters as an intrinsic time scale. This quantity
is not only unequivocally related to the time but also has the best statistics of all
the experimentally available data.

Before we compare the experimental and simulated data, we would like to make
some general remarks. Just like in our experimental CSD data, monomer dis-
crimination appears in the BDS already forκa values above 10 while dimer dis-
crimination becomes observable forκa values below approximately 5. Discrimi-
nation of larger clusters was not found experimentally. In the simulations, cluster
discrimination was detected even for aggregates as large as octamers. Thisoc-
tamer discrimination, however, is only observed for the smallestκa value used
in the simulations (κa = 0.1). Puertaset al. (2002) suggested that in the zero
κa limit an odd-even cluster discrimination would be achieved with a strong bias
of clusters formed by an even number of constituent particles. This hypothe-
sis could not be confirmed experimentally since it was not possible to achieve
κa values below 1 with our SCLS instrument because a minimal particle radius
of 250 nm is required to ensure correct monomer detection (Fernández-Barbero
et al., 1996). Nevertheless, the experimentally observed monomer and dimer
discrimination are compatible with the predicted odd-even behaviour,i.e., the
monomers become dominant and the dimers are biased in the CSDs.

For a more quantitative comparison between experiment and simulation, we cal-
culated the dimer-trimer concentration ratio,c2/c3, at a fixed, relatively advanced

14Only at extremely long interaction ranges,κa < 0.2, ballistic aggregation is appreciable in the
work of Puertaset al. (2002).
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Figure 5.12.: Dimer-trimer concentration ratio,c2/c3, at an advanced aggrega-
tion stage as a function ofκa. The plot shows the experimental
SCLS data (�) and the BDS data (�) simulated by Puertaset al.
(2002).

aggregation stage where the total number of clusters had dropped to one tenth of
its initial value. The obtained results are plotted in Fig. 5.12 as a function ofκa.
As can be seen in the figure, the experimental and simulated data are in good
agreement in their commonκa interval and seem to follow a single curve over
the entireκa range. Forκa values larger than 10, the dimer-trimer concentration
ratio does not vary very much and its value remains close to unity. This means
that dimers and trimers behave in similar way in the region where dimer dis-
crimination was not observed experimentally. At lowerκa values, however, this
is not the case anymore. There, the dimer-trimer concentration ratio decreases
and drops to lower values the lower the electrolyte concentration becomes. In
other words, the dimers reach a more advanced state than the trimers. In this
sense, dimer discrimination becomes stronger for decreasingκa.

Finally, it should be mentioned that a similar good agreement between experi-
ment and simulation was achieved also for other concentration ratios. Takinginto
account the objections made at the beginning of this section, it is quite surprising
to see such a quantitative agreement.
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5.3.3. Conclusions

Cluster discrimination was found experimentally in heteroaggregation processes
arising in 1:1 mixtures of positively and negatively charged particles at low and
very low ionic concentrations. Monomer discrimination could be detected al-
ready at 10 mM KBr while dimer discrimination started to appear only for elec-
trolyte concentrations smaller than 1.0 mM. This shows that cluster discrimina-
tion is not an intrinsic property of selective heteroaggregation processes since it
has not fully developed as soon as homoaggregation processes are completely
absent. Furthermore, dimer discrimination was observed to become more pro-
nounced for decreasing ionic concentrations. This finding implies that cluster
discrimination is most likely related to the range of the attractive electrostatic
interactions between the oppositely charged particles.

The experimental results were also compared with the Brownian dynamics simu-
lation performed by Puertaset al. (2002). Not only qualitative but also quantita-
tive agreement was obtained when the adequate normalisation were performed.
Especially, the onset and the increasing strength of dimer discrimination were
predicted quite satisfactorily by the BDS. In their simulations, Puertaset al.
(2002) found that cluster discrimination gives rise to an odd-even behaviour in
the cluster concentration profiles,i.e., odd size clusters become dominant while
even size clusters are biased in the CSDs. The experimental data confirm this pre-
diction for monomers and dimers. It should be pointed out that the simulations
were performed as a function ofκa, i.e., changing only the relative range of the
electrostatic interactions. Hence, the good agreement between experimentand
simulations supports the above mentioned hypothesis that the cluster discrimina-
tion phenomenon originates mainly from long range electrostatic interactions.

The cluster discrimination phenomenon in electrostatic heteroaggregation proc-
esses can be explained following the suggestions of Yoshiokaet al.(2005), since
light scattering experiments (Puertaset al., 2001b) and direct microscopy studies
(Kim et al., 2003) have demonstrated that heteroaggregates composed by oppo-
sitely charged particles at low electrolyte concentrations are almost linear.
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5.4. Electrostatic heteroaggregation regimes

Homoaggregation regimes of lyophobic latexes are well established in colloid
science: DLCA at high electrolyte concentrations (Linet al., 1990a), RLCA at
very low electrolyte concentrations (Linet al., 1990b), and a continuous tran-
sition between these two extreme regimes (Odriozolaet al., 2001a; Odriozola
et al., 2001b; Moncho-Jord́aet al., 2001). In contrast, much less is known about
heteroaggregation regimes. In this section, we summarise all the experimental
and simulated data collected in Chaps. 4 and 5 in order to identify the electro-
static heteroaggregation regimes. Moreover, experimental and simulated cluster-
size distributions are compared with the solutions of the coagulation equation
for severalkernels. Although a complete agreement is not achieved, we hope to
have brought some light on this topic.

5.4.1. Heteroaggregation kernels

In this section we compare the CSDs obtained in experiments and simulations
with those obtained by solving several aggregationkernels. The coagulation
equations were solved using the stochastic algorithm programmed by Dr. Gerar-
do Odriozola (details about this algorithm were given in Sec. 3.4.3).

Diffusion-limited aggregation

Both, the aggregation rate constants (Sec. 4.1.1) and the cluster-size distribu-
tions (Sec. 5.1.1), indicate that heteroaggregation arises as a diffusion-limited
homoaggregation process at high electrolyte concentrations. Moreover, it was
shown in Sec. 5.2.1 that computer simulated diffusion-limited cluster-cluster ag-
gregation (DLCA) fits the data quite well. Hence, we claim that mixtures of op-
positely charged particles at high electrolyte concentrations undergo diffusion-
limited colloid aggregation (DLCA).15 It is widely known that the Brownian

15Please recall that the letter ‘C’ of terms such as “DLCA”, “RLCA” or “ALCA” may mean
“cluster-cluster” when it is used in theory and simulation contexts; but it also may mean “col-
loid” when it refers to real aggregation regimes found in colloidal dispersions.
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Figure 5.13.: Comparison between the Browniankernel solution (solid lines)
and: (a) Brownian dynamics simulations of diffusion-limited
cluster-cluster aggregation; and (b) SCLS experiments of heteroag-
gregation at 1 M KBr. In each graph, the normalised concentration
of n-mers up to hexamers and the first moment of the CSD are plot-
ted.

kernel(see Eq. (2.45) and Sec. 2.2.2) perfectly describes the coagulation behav-
iour of simulated DLCA processes (Schmittet al., 2000b). We have tested it by
solving the Smoluchowski’s coagulation equation (2.6) with the Brownianker-
nel (2.45), and comparing the solution with DLCA data obtained by Brownian
dynamics simulations (see Sec. 5.2.1). The agreement is excellent, as can beap-
preciated in Fig. 5.13a. Time has been normalised in simulations by calculating
the aggregation time, as explained before. The fractal dimensiondf of the clus-
ters, which appears in the functional form of the Browniankernel, was chosen
to be 1.75, a typical value for DLCA processes (Kolb, 1984; Linet al., 1990a).
Nevertheless, the dependence ofkBrown

i j ondf is not very important.

In Fig. 5.13b, the Browniankernelsolutions have been compared with the CSD
of a electrostatic heteroaggregation experiment at high electrolyte concentration
([KBr] = 1.0 M). As can be appreciated, the agreement is excellent again. It
should be noted that the Browniankernel is known to fit homoaggregation ex-
periments at high electrolyte concentrations (see,e.g., Odriozolaet al., 1999),16

16Although it is usual to find that some residual particle-particle interactions remain even above
the CCC (Schmittet al., 2000b).
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although this is the first time that it has been shown that it also correctly repro-
duces an experimental CSD of a two-component colloidal dispersion.

Binary diffusion-limited aggregation

In Sec. 5.2.1, it was shown that the CSD of a selective heteroaggregationex-
periment at an intermediate electrolyte concentration ([KBr]= 10 mM), and the
CSD of an ideal binary diffusion-limited cluster-cluster aggregation (BDLCA)
simulation, were quite similar. For this reason, we suggested that this exper-
iment corresponds to an example of a novel aggregation regime: the binary
diffusion-limited colloid aggregation regime (BDLCA). Only a few studies about
BDLCA are found in the literature (Meakin and Djordjević, 1986; Stoll and Pef-
ferkorn, 1993; AlSunaidiet al., 2000; Ĺopez-Ĺopezet al., 2005), and they refers
only to simulated data. Moreover, none of them deals with the problem of finding
akernelof (2.6) that could reproduce the cluster-size distributions.

As stated before, the most outstanding feature of the CSD of a BDLCA process
with x = 1/2 is the monomer discrimination. According with the discussion in
Sec. 5.3, the monomer discrimination is a consequence of the selective heteroag-
gregation: reactions between like monomers are forbidden and hence, therela-
tive ability of monomers is smaller in BDLCA than in DLCA. This effect is less
important for larger aggregates since it is more likely that a pair of oppositely
charged particles touch in one of the successive collision of the cluster-cluster
encounter. Hence, it is expected a crossover from BDLCA to DLCA forlarge
cluster-sizes (Ĺopez-Ĺopezet al., 2005). Therefore, the BDLCAkernelshould
have the following functional form:

kBDLCA
i j = Pi j kBrown

i j (5.1)

In (5.1), kBrown
i j is the Browniankernel, andPi j is a factor between 1/2 and 1.

The lower limit is reached for the monomer-monomer aggregation rate, since
only one half of the monomer encounters occurs between unlike particles. The
upper limit is achieved in the encounter of two very of large clusters, since itis
almost sure that one of the successive collisions would lead to a direct contact
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between unlike particles. Hence,P(i j ) satisfies the following conditions:

P11 =
1
2

; lim
i, j→∞

Pi j = 1 (5.2)

A somehow trivial functional form forPi j that satisfies (5.2) is the following:

P11 =
1
2

; Pi j = 1 , ∀i, j / i + j > 2 (5.3)

It is similar to the addition-aggregationkernel(2.26), although it is multiplied by
the Browniankernel. Hence we propose the name “Brownian addition-aggrega-
tion kernel” for the kernel(5.1) withPi j given by (5.3).

The coagulation equation (2.6), with the Brownian addition-aggregationkernel,
is solved with the stochastic algorithm, and the solution is compared with: i)
Brownian dynamics simulations of BDLCA processes (Fig. 5.14a), and ii) elec-
trostatic heteroaggregation experiments at 10 mM KBr (Fig. 5.14b). In these fig-
ures, experimental and simulated data are normalised as described in Sec. 5.2.1.
A qualitative good agreement is found in both cases. The monomer discrimina-
tion, especially, is correctly reproduced by thiskernel. Nevertheless, important
deviations are found in the long time behaviour of some clusters. Particularly,the
dimer concentration is substantially underestimated by the Brownian addition-
aggregationkernel.

The Brownian addition-aggregationkernelsatisfies (5.2), although it is somehow
a bit extreme. The monomer-dimer reaction rate constant, for instance, takesthe
same value than in the Browniankernel. It means thatevery timea monomer
and a dimer encounter each other, they react and form a trimer. Nevertheless,
in a real BDLCA process, the probability of a monomer-dimer reaction during
one encounter is, surely, smaller than 1. Therefore, we propose the following
functional form forPi j , that satisfies (5.2) but in a softly manner:

Pi j = 1− 1
2i+1
− 1

2 j+1
(5.4)

This functional form is similar to theq-sumkernel (Eq. 2.27), withq = 1/2,
although it is multiplied by the Browniankernel. Hence we propose the name
“Brownianq-sumkernel” for the kernel(5.1) withPi j given by (5.4).
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Figure 5.14.: Comparison between heteroaggregation experiments at 10 mM
(“SCLS”, symbols), Brownian dynamics simulations of binary
diffusion-limited cluster-cluster aggregation (“BDS”, symbols),
Brownian addition-aggregationkernelsolution (“add-aggr”, solid
lines) and Brownianq-sumkernelwith q = 1/2 (“q-sum”, solid
lines): (a) BDS / add-aggr, (b) SCLS/ add-aggr, (c) BDS / q-sum
and (d) SCLS / q-sum. In each graph are plotted the normalised
concentration ofn-mers up to hexamers, and the first moment of
the CSD.
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The coagulation equation (2.6), with the Brownianq-sumkernel, is solved with
the stochastic algorithm, and the solution is compared with: i) Brownian dynam-
ics simulations of BDLCA processes (Fig. 5.14c), and ii) electrostatic heteroag-
gregation experiments at 10 mM KBr (Fig. 5.14d). In these figures, experimental
and simulated data are normalised as described in Sec. 5.2.1. As can be seen, the
quantitative agreement improves substantially. Now, not only the concentration
of monomers is correctly reproduced, but also the concentrations of dimers and
larger clusters.

Attraction-driven aggregation

At lower electrolyte concentrations, attractive interactions between unlike parti-
cle become long-ranged. Therefore, they are supposed to drive the aggregation
process. Accordingly, Puertaset al.(2001b) called this regime “attraction-driven
cluster-cluster aggregation”. As stated in Sec. 5.3, one of the most important
characteristics of this regime is the cluster-discrimination: clusters with an even
number of particles disappear faster than those composed by an odd number of
particles. Puertaset al. (2002) proposed the following aggregation scheme for
this situation:

Odd clusters can only be created by aggregation of another odd (charged)
cluster and an even (neutral) one, and can die out by aggregation with
neutral clusters, or with another odd one of opposite charge.

Even clusters are formed by the reaction between two even clusters, or two
odd ones (of opposite sign of charge), and disappear by aggregatingwith
any other cluster.

Aggregation between similarly charged clusters is forbidden, as no clusters
with a net charge of two are found.

This aggregation scheme indeed induces odd-even cluster discrimination. At
long times, when the death term prevails, even clusters can react with any other
cluster, but odd clusters cannot form aggregates with oppositely charged odd
clusters. Hence, the reactivities of even-sized clusters are higher thanthose of
odd-sized ones.
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5. CLUSTER-SIZE DISTRIBUTIONS

In a quite different context, (Leyvraz and Redner, 1986b) already proposed this
aggregation scheme for two-component systems. They also suggested that the
kinetics equations that rule such a system yield to the Smoluchowski equations
when a parity dependentkernel is used. Nevertheless, this finally was pointed
out to be an erratum (Leyvraz and Redner, 1986b). The problem arises from
the existence of two different kinds of odd clusters of a given size. Only when
both, concentration and reactivity, of the two types of odd-sized clustersare the
same, the simplification is possible. In this case, thekernelhas the following
expression:

ki j =















1
2k(±)

i j for odd i, j

k(0)
i j any other case

(5.5)

Wherek(0)
i j is the aggregation rate constant for the reaction between two even

(uncharged) clusters, or between an even-sized cluster and an odd-sized cluster;
andk±i j is the aggregation rate constant for the reaction between two oppositely
charged odd-sized clusters. Leyvraz and Redner (1986a) studied the double con-
stantkernel, i.e., k0

i j = L andk(±)
i j = M. Please recall that thiskernel is a par-

ticular case of the parity dependentkerneldescribed in Sec. 2.1.4. The results
reported by? were, however, quantitatively incorrect because they did not take
into account the1

2 factor that precedes the odd-odd reaction constants (Leyvraz
and Redner, 1986b). Puertaset al. (2002) rederived the differential equations
that govern the concentrations of neutral and charged clusters, and numerically
solved them for twokernels17. They are the double constantkerneland a two-
fold homogeneouskernelgiven by:

ki j =



















1
2k(±)

(

i+ j
2

)λ
for odd i, j

k(0)
(

i+ j
2

)λ
any other case

(5.6)

The solutions of the Smoluchoski equation with these twokernelsare plotted in
Fig. 5.15. According to the figure, they both exhibit an even-odd cluster dis-
crimination. Other functional forms are of course possible. A “double Brownian
kernel” is plotted in Fig. 5.15c. It corresponds to the general form (5.5) set-
ting bothk(0)

i j andk(±)
i j equal to the Browniankernel. In this case, the odd-even

17These authors directly solved the correct kinetic equations and hence, did not discuss the possi-
bility of using a parity dependentkernelfor the classical Smoluchowski equations.
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Figure 5.15.: Cluster-size distributions up to heptamers of some parity-
dependentkernels: (a) double constantkernelwith k(±) = k(0), (b)
two-fold homogeneouskernelwith k(±) = 1.333k(0) andλ = −0.2
and (c) double Browniankernelwith k(±) = k(0) anddf = 1.3.

cluster discrimination persists, although not so evident. Especially, monomers
disappear faster since their reactivity with larger clusters increases strongly if
compared with the constantkernel.

Nevertheless, the aggregation scheme described above reflects a quite idealised
situation. The third condition is particularly strong. (Puertaset al., 2002) re-
ported that clusters with an absolute charge greater than one particle charge form
even when extremely long-range interactions are imposed. The problem offind-
ing akernelthat correctly describe the attraction-driven cluster-cluster aggrega-
tion regime is, therefore, still open.
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5. CLUSTER-SIZE DISTRIBUTIONS

5.4.2. Concluding remarks

In this section, we summarise the different heteroaggregation regimes found in
50/50 mixtures of oppositely charged colloids:

DLCA: At high electrolyte concentrations, above the CCC of the reactants, het-
eroaggregation behaves as a one-component colloidal system undergoing
diffusion-limited colloidal aggregation. Effective dimer formation rate
constant takes diffusive values. An excellent agreement between the exper-
imental and the simulated cluster-size distributions is found. Additionally,
this CSD is correctly described by the solution of the coagulation equation
with the Browniankernel.

BDLCA: At intermediate electrolyte concentrations, where selective heteroag-
gregation takes place, but the range of the particle-particle interactions is
still negligible with respect to the particle radius, heteroaggregation fol-
lows a novel binary diffusion-limited colloidal aggregation regime. The
effective dimer formation rate constant ranges between half the diffusion
value and the diffusion value, approximately. The CSD is characterised by
an excess of monomers, due to the selection rules that regulate monomer-
monomer reactions. An excellent agreement between simulated and ex-
perimental BDLCA processes is found. Monomer discrimination is repro-
duced by some semiempiricalkernels, in which the monomer-monomer
reaction rate constant takes half the value than in DLCA. The best quanti-
tative agreement is found for the Brownianq-sumkernel, with q = 1/2.

ADCA: At low and very low electrolyte concentrations, long-ranged particle-
particle interactions take place. Then, the attractive interactions between
unlike particles drive the aggregation processes (Puertaset al., 2001b).
Therefore, this regime is known as attraction-driven colloid aggregation.
Effective and absolute heteroaggregation rate constants take values that
clearly surpasses the diffusive one. Experimental CSD is characterised by
a fast decrease of the dimer concentration. Brownian dynamics simula-
tions with particle-particle interactions correctly reproduce this phenom-
enon. Moreover, they predict that at even lower electrolyte concentration,
an even-odd cluster discrimination would take place, with a fast decaying
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5.4. Electrostatic heteroaggregation regimes

of even-sized clusters. According to Yoshiokaet al. (2005), the cluster-
discrimination is related to the tendency of small clusters to form chain-
like structures, when long-ranged interactions take place. Fractal dimen-
sion measures (Puertaset al., 2001b), as well as direct microscopy studies
(Kim et al., 2003) support this hypothesis.

ALCA: In the limit of infinitely long-ranged particle-particle interactions, where
Brownian motion does not take place, selective heteroaggregation proc-
esses would follow an attraction-limited colloidal aggregation regime. This
regime, however, has only been observed so far in macroscopical magnetic
systems (Yoshiokaet al., 2005) and in electrorheological suspensions in a
strong electric field (See and Doi, 1991).
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6. ASYMMETRIC
HETEROAGGREGATION: STABLE
AGGREGATES

Previous chapters of the present study on electrostatic heteroaggregation have
been focused only onsymmetricsystems,i.e., those with the same particle con-
centration of both species. In this chapter, on the contrary, we focus onasym-
metric systems, where the relative concentration of particles,x, is consider-
ably different from 1/2. Then, some interesting phenomena are found: clusters
with a high kinetic stability (“stable aggregates”, reported by Meakin and Djor-
djević, 1986), reactions that rapidly stop after some initial aggregation (“stopped
reactions”, reported by Puertaset al., 2001a), and non bell-shapedcn(t) curves
(“two hump effect”, López-Ĺopezet al., 2005).

First section focuses on binary diffusion-limited cluster-cluster aggregation proc-
esses (BDLCA), studied by means of off-lattice Brownian dynamic simulations.
Both short and long time behaviours are described, with special emphasis on the
formation and structure of stable aggregates. Furthermore, a simple schemefor
the off-lattice BDLCA kinetics is proposed.

Second section deals with experimental results found in asymmetric electrostatic
heteroaggregation at very low electrolyte concentrations. Since the anionic par-
ticles bear a higher electric charge than cationic colloids, different phenomena
arise atx . 0.2 andx & 0.8. In the former case, the process stopped rapidly after
some initial aggregation. In the latter case, however, stable oligomers were found
and bimodalcn(t) curves (“two-hump effect”) could be reported for the first time
to the best of our knowledge. Both effects are qualitatively explained by anal-
ogy with the simulation results, and by using the model that will be described in
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6. ASYMMETRIC HETEROAGGREGATION

Sec. 6.1.4. Moreover, the discrepancies may be explained quantitatively when
the particle-particle interactions are fully taken into account.

Finally, Sec. 6.3 summarises the conclusions, and discusses future work that
could be performed in this direction.

6.1. Ideal BDLCA processes

In this section, we focus on the aggregation behaviour of one of the simplest
examples of a multi-component system. Our system is formed by two types
of equally sized colloidal particles. We assume the particles to diffuse freely
and to react on contact, in such a way that only collisions between unlike parti-
cles lead to bond formation (see Sec. 3.4.1). This aggregation scheme is known
as binary diffusion-limited cluster-cluster aggregation (BDLCA, see AlSunaidi
et al., 2000). Although it supposes a very ideal case of aggregation processes
arising in multi-component systems, it will allow basic aspects of such processes
to be studied and analysed. Moreover, it may even serve to model real systems
such as electrostatic heteroaggregation of mixtures of positively and negatively
charged particles when the electric interactions are sufficiently screened but not
completely suppressed. In this case, only short-range repulsive and attractive in-
teractions between like and unlike particles are present. Hence, the interactions
control the stickiness of the particles but are not expected to alter their diffusiv-
ity.

Pioneering BDLCA simulations were carried out by Meakin and Djordjević
(1986). They studied 10 000 monomers that occupy the cells of a cubic lattice
at a volume fraction ofφ = 4.8 × 10−3. In their work, all clusters performed
a random walk with a size-independent diffusivity. They found that only rela-
tively small aggregates are formed when the initial relative concentration ofthe
minority particles,x, falls below a critical value,xc. In this case, all the minority
particles achieve to be contained in small aggregates that are completely coated
with majority particles. Evidently, these aggregates cannot react anymore with
other majority particles and so, aggregation comes to an end.
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6.1. Ideal BDLCA processes

Figure 6.1.: Snapshots of simulated BDLCA processes, at a late stage of aggre-
gation, forx = 0.50 (left) andx = 0.05 (right). Blue and red dots
represent the majority and minority particles, respectively.

The two possible final states in BDLCA processes are shown in Fig. 6.1, where
two snapshots of the aggregation state at very long times are plotted. The snap-
shot on the left side corresponds to a BDLCA process at a relative concentration
of x = 0.5, which is clearly above the critical relative concentrationxc. In con-
trast, the plot on the right side corresponds to a BDLCA simulation which a
relative concentration clearly belowxc. Differences between both late stages are
evident. Forx > xc only a small number of large aggregates remain in the sys-
tem. Forx > xc, however, there is a large number of relatively small aggregates
(mostly composed by only 10 to 20 particles).

BDLCA scheme has been studied in more detail by other authors apart from
Meakin and Djordjevíc (1986). Stoll and Pefferkorn (1993),e.g., performed
more realistic simulations considering a size-dependent cluster diffusivity. They
also noticed that for very asymmetric systems, the aggregation process stopped.
Nevertheless, their BDLCA simulations were focused on studying dynamic quan-
tities like the time evolution of the average number of particles. Moreover, the
small number of particles used by these authors, probably does not allow them
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6. ASYMMETRIC HETEROAGGREGATION

Table 6.1.: The table contains the main characteristics of some two-component
simulations: initial number of monomersN0, volume fractionφ, dif-
fusivity of an i-sized clusterDi and on/off-lattice performance.

work N0 φ Di/D1 lattice type
Meakin and Djordjevíc (1986) 10 000 0.0048 1 cubic
Stoll and Pefferkorn (1993) 1 000 0.0034 iγ cubic
AlSunaidiet al. (2000) 500 000 0.01 a/Rg(i) cubic
Puertaset al. (2001c) 2 000 0.001 a/Rg(i) off-lattice
López-Ĺopezet al. (2005) 25 000 0.0001 a/Rg(i) off-lattice

to extract reliable conclusions concerning these dynamical quantities. More re-
cently, exhaustive on-lattice simulations reported by AlSunaidiet al.(2000) con-
firmed the existence of a critical relative concentration,xc, separating two dif-
ferent aggregation regimes. Forx > xc, aggregation continues until a unique
large cluster containing all the particles is formed. Forx < xc more than one
stable cluster remains in the system. They reported a value ofxc around 0.2.
Nevertheless, on-lattice simulations limit bond formation to only a few sites on
the particle surface. This quite unrealistic geometric constraints for the cluster
structure implies that the size of the stable aggregates becomes restricted to 7,
12, 13, etc. if a cubic lattice is used. Meakin and Djordjević (1986) already men-
tioned the necessity of performing off-lattice simulations in order to avoid this
unrealistic geometric constraint. The highly expensive computer-time, however,
dissuaded them from performing off-lattice simulations.

Nowadays, the worthy improvement in computer technology made it possible
to carry out off-lattice BDLCA simulations spending a reasonable time. Puer-
tas et al. (2001c) performed such off-lattice simulations. They also included
long-range attractive and repulsive particle-particle interactions (please see Sec.
3.4.2 for a description of their simulations). Nevertheless, these long-range in-
teractions imply that their systems did not undergo binary diffusion-limited ag-
gregation. In addition, as they focus mainly on the short time kinetics, stable
aggregates were not reported. Table 6.1 summarises the main characteristics of
the works reviewed here.
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Figure 6.2.: Effective dimer formation rate,ks, versus the relative concentration,
x, obtained from BDLCA simulations (�) and the corresponding
parabolic fit according to the HHF prediction (solid line). The par-
ticle volume fraction is: (a) φ = 10−4 and (b) φ = 10−3. The hori-
zontal dotted lines indicate half the DLCA value in each case. The
dotted parabola in (b) is the same fitting parabola plotted in (a).

The aim of this section is to study binary diffusion-limited cluster-cluster aggre-
gation processes by means of off-lattice simulations. Both, short and long time
kinetics will be investigated as a function of the initial relative concentration of
the two species. We specially focus on the formation and growth of stable ag-
gregates that are expected at low relative concentration. Kinetic and structural
aspects will be discussed and contrasted with the results reported in the literature
for on-lattice simulations.

6.1.1. Short time kinetics

BDLCA simulations were performed for a representative set of relative concen-
trationsx. The particle volume fraction ofφ = 0.0001 was chosen to be as low
as possible, in order to achieve the ideal dilute BDLCA regime. For further de-
tails about the BDLCA simulation, see Sec. 3.4.1. The effective dimer formation
rate constant,ks, was calculated according to the method described in Sec. 3.1.3.
The results obtained are plotted in Fig. 6.2a. As predicted by the HHF approx-
imation (2.34), the effective dimer formation rate constant reaches a maximum
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6. ASYMMETRIC HETEROAGGREGATION

at x = 0.5 whereks ≈ 1
2kBr

11. This is clear from Fig. 6.2a since the theoretical
predicted value is marked as a horizontal dotted line. Eq. (2.34) was used to
fit the obtainedks data. As can be appreciated in Fig. 6.2a, the corresponding
parabolic fitting is excellent. Therefore, the HHF approximation is shown to be
accurate for the early stages of BDLCA processes. The best fit was achieved for
k01

11 = (10.78± 0.04) 10−18 m3 s−1. As expected, this value is exactly the Brown-
ian aggregation rate constantkBr

11 obtained in previous DLCA simulations.

The low particle volume fraction used here requires a long computing time.
Nevertheless, it is necessary to work with very dilute systems if we want to
correctly reproduce the ideal BDLCA regime. For example, if the particle vol-
ume fraction were ten times larger (φ = 10−3, a value still considered quite low),
then the HHF prediction does not work so nicely anymore (Fig. 6.2b). At x val-
ues around 0.5,kS takes larger values than it would be expected. Although the
Brownian coagulation rate constant also takes larger values in the “concentrated”
system than in the dilute one,kS > 1

2kBr
11 for x = 0.5. The dotted parabolic line

plotted in Fig. 6.2b is exactly the same function that correctly fits the data of
the (a) figure. Note that thekS points for relatively smallx values follow quite
nicely the parabola of the dilute system. Hence, we consider that, although the
fitting for φ = 0.001 is acceptable, it is preferable to use a more diluted system
for studying the ideal BDLCA regime.1

The fitting was restricted to a time interval of only 20 s in order to use only the
most linear part ofg(t) (3.10). This interval is about one order of magnitude
smaller than the Brownian aggregation time. Due to that short time interval, the
procedure was so accurate that the relative deviation was always smallerthan 1%.
In Fig. 6.3, a representative set ofg(t) curves and the corresponding linear fit, is
plotted. As can be seen, quite important deviations from the linear behaviour
are found at long times, especially for smallx values (Fig. 6.3k–l). Anyhow,
these deviations occur at longer times than those used in the fitting procedure.

1In the literature,φ = 10−3 is usually considered to be diluted enough for studying ideal aggrega-
tion regimes. Nevertheless, the behaviour at this particle concentration is not ideal, as can be
seen comparing plots (a) and (b) of Fig. 6.2. The same concentration effect can explain some
discrepancies found in the literature between the ideal parabolic curve and thex-dependence
of kS obtained by BDS. Please see, for example, Fig. 3 in Puertaset al. (2001c).
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Figure 6.3.: Determination ofkS in BDLCA simulations with different relative
concentrations,x. Please note the changes in the vertical scale.
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6. ASYMMETRIC HETEROAGGREGATION

This fact supports the suitability of theg(t) function for obtaining an effective
aggregation rate constant.

Even the non-linear behaviour ofg(t) may provide some valuable information.
From the definition ofkS, it follows that theg(t) derivative can be interpreted
as a somehow-weighted average of the monomer-monomer aggregation rate,
k11(t), and the monomer-cluster aggregation ratek j1(t).2 At early stages of the
aggregation process, the monomer-monomer reaction prevails and, hence, a lin-
ear behaviour is assured. The slope of the fitting straight line, consequently, is
kS = k11(t = 0). As time goes on, two effects may arise. On the one hand, both
k11(t) andk j1(t) may change their values, due to a change in the population of
the different cluster compositions. On the other hand, the relative importance of
monomer-cluster reactions increases. Both effects, obviously, leads to a change
in the slope ofg(t).

Taking into account the above discussion, now we try to interpret theg(t) plots
shown in Fig. 6.3:

For x < 0.35,3 we obtaing(t) ≤ kSt at any time. Moreover, the difference
between both functions increases asx decreases. This slow down of the
aggregation rate may be explained by considering thatk11(t) is a decreas-
ing function of time. When two monomers encounter each other, they
form a bond with a probability 2x(1− x), i.e., the same probability of they
being of unlike species. In the derivation of the HHF approximation, we
considered thatx keeps its initial valuex0 ≡ x(t = 0) for all times. But this
is only true forx0 =

1
2. In any other case, the relative number of minority

particlesdecreasesin every monomer-monomer reaction. Consequently,

2The time dependence of the aggregation “constants” have to been introduced because we are
not speaking about a homoaggregation process, and hence the aggregation abilities of clusters
with the same number of particles, but different composition can be quite different. If the
population of the different compositions changes, also the aggregation rate does. Please, also
recall the discussion on page 23.

3It should be noted that simulations with a relative concentrationx of particles of one type are, in
turn, simulations with a relative concentration (1−x) of particles of the other type. Hence, only
simulations withx ≤ 0.5 were actually performed. For the sake of simplicity, and considering
this x-symmetry, thex-intervals indicated in this section refers only tox ≤ 0.5. Accordingly,
this paragraph actually refers to bothx < 0.35 andx > 0.65.
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6.1. Ideal BDLCA processes

the monomer-monomer reaction ability decreases with time. This effect is
more important the larger the asymmetry of the system becomes. Hence,
it is quite reasonable to state that the slow down ofg(t) for small x values
is due to the relative rarefaction of the minority particles.

For x > 0.35, on the contrary theg(t) curve surpasses the fitting straight
line. The minority particle rarefaction is also taking place here (except for
x = 0.5) but it is not so dramatic since the asymmetry of the system is
less important. In any case, this acts decreasingg(t) as discussed above
and, hence, cannot explain thatg(t) > kSt at long times. This effect, how-
ever, may arise from an increasing importance of monomer-cluster reac-
tions, if we assume that the monomer-cluster reaction capability is larger
than the monomer-monomer reaction capability. It can be explained as
follows: only a fraction 2x(1− x) ≤ 1

2 of the monomer-monomer encoun-
ters corresponds to an encounter between unlike particles, which are the
only encounters that lead to a bond formation. In contrast, in a monomer-
cluster encounter, it is more feasible that the free monomer touches an
unlike particle of the target cluster in anyone of the successive collisions
of the encounter. Hence the probability of an effective encounter between
a monomer and aj-mer increases asj does.

In summary, two competitive effects are concurring at the same time:

1. The intrinsic monomer-j-mer aggregation rate constant become the larger
the larger j becomes, and the importance of these reactions increases as
time goes on. This leads to an overall increase of theg(t) slope.

2. The monomer-monomer aggregation rate decreases with time, due to a
rarefication of minority particles. This leads to a decrease of theg(t) slope.
The importance of this effect increases for decreasingx values.

The former effect prevails for quasi-symmetric systems, while the latter prevails
for highly asymmetric ones. They both are of similar importance atx ≈ 0.35.
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6.1.2. Long time behaviour

During the very early stages of BDLCA processes, only reactions between mono-
mers take place. This allowed an effective initial dimer formation rate constant,
ks, to be determined. As time goes on, however, reactions between clusters ofany
size occur and so, the complete set of reaction rate constants has to be accounted
for. Obtaining the complete aggregation kernel from experimental or simulated
CSDs is a very challenging problem (Ramkrishna, 2000), that is far beyond the
scope of this work. Nevertheless, valuable information about aggregation proc-
esses can be obtained directly from the cluster-size distributions without having
to go through a detailed kinetic analysis.

Fig. 6.4 shows the time evolution of the CSD for BDLCA processes starting
from different initial relative concentrations that range from the symmetric case
(x = 0.50, Fig 6.4a) to a highly asymmetric one (x = 0.05, Fig 6.4f). The CSDs
corresponding to some intermediatex values are also plotted in order to illustrate
the transition between these two extreme regimes. As was done similar graphs
along this thesis, the CSD plots show only the concentrations of the smaller clus-
ters. However, it should be borne in mind that larger clusters are also present in
the system. Their concentrations are not plotted for the sake of clearness. In-
stead, the total number of clusters,M0(t) =

∑∞
i=0 ni(t), is included. As can be

observed, the overall behaviour of the CSD depends strongly onx. There are,
however, some common features to all BDLCA simulations performed in this
work, including those plotted in Fig. 6.4: (i) All of them start from monomeric
initial conditions, M0(0) = n1(0) = N0. (ii) The total number of aggregates
decreases monotonically. That is to say, the average cluster size alwaysgrows.
(iii) Whilst the number of monomers decreases monotonically, the number of
larger aggregates reaches at least one maximum. (iv) The time at which these
maxima are reached increases with the cluster size. The first three points are
common to all systems that aggregate irreversibly starting from monomeric con-
ditions.

In spite of these common features, there are substantial differences among these
simulated BDLCA processes. One of the most outstanding points in this sense
can be observed during the final stages of the aggregation processes. For relative
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Figure 6.4.: Cluster-size distributionni(t) up to 10-mers (thin lines, alternating
between dashed and solid), and the overall number of aggregates
M0(t) (thick solid line), for simulated BDLCA processes: (a) x =
0.50, (b) x = 0.30, (c) x = 0.175, (d) x = 0.15, (e) x = 0.10 and (f)
x = 0.05. The numbers indicate the number of constituent particles
of the clusters.
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6. ASYMMETRIC HETEROAGGREGATION

concentrations around 0.5, the system reacts until all the particles are contained
in a single large cluster. Whenx takes low values, this unique large cluster is
never formed and a large number of aggregates and monomers remain in the
system (see also Fig. 6.1). Consequently, there must be a critical relativecon-
centrationxc that divides both regions. Comparing Figs. 6.4c–e, it becomes clear
that the critical relative concentration lies aroundx = 0.15. At this relative con-
centration, a unique large cluster could be formed, but only at extremely large
aggregation times.

We start the analysis of the obtained results with a discussion of the CSDs that
fall clearly in the single cluster forming region, well abovexc. At first sight,
the time evolution of these CSDs seems to be very similar to the ones obtained
for fast aggregating one-component systems (DLCA). There are, however, sig-
nificant differences that deserve to be discussed in more detail (please see Fig.
5.6, where CSDs of ideal DLCA and BDLCA withx = 0.5 are plotted side-by-
side). Evidently, BDLCA is always slower than DLCA since only a fraction of
all cluster-cluster encounters leads to bond formation. This effect is more pro-
nounced for the smallest clusters, especially for monomers. The latter finding
may be understood as follows: atx = 0.50, e.g., one half of all monomer-
monomer encounters occur between like particles and so, cannot give rise to
dimer formation. Larger clusters, however, may collide several times during
an encounter (Odriozolaet al., 2001b). Since they contain a similar number of
particles of each type, it becomes quite likely that one of these consecutivecon-
tacts takes place between unlike particles. Consequently, two larger clusters will
almost certainly aggregate once they encountered each other. This meansthat
they behave like the sticky clusters in DLCA processes. Hence, BDLCA proc-
esses with a similar number of particles of each type are expected to cross over
to DLCA after a certain time. As a consequence, there is a relative excess of
monomers (monomer discrimination) that was already discussed in Sec. 5.3.

After having analysed the single cluster forming region, we focus our attention
on the results obtained for relative concentrations well belowxc. Fig. 6.4f shows
the CSD forx = 0.05. A very unusual aggregation behaviour is observed. For
example, a large number of monomers remains in the system even at times as
long as 106 s. These monomers are particles of the majority type that keep dif-
fusing since they cannot find a free binding spot on a minority particle. Conse-
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6.1. Ideal BDLCA processes

quently, all the minority particles must be contained inside a shell of majority
particles such that any further reaction becomes practically impossible. Since
these clusters cannot react any more, we refer to them asstable aggregates. As
can be appreciate in Fig. 6.4e–f, the clusters composed by 9 and 10 particles
have an extremely long lifetime and so, may be identified as such stable aggre-
gates. These hardly reacting aggregates are analogous to the stable oligomers
reported by Meakin and Djordjević (1986) for on-lattice BDLCA simulations.
We postpone the discussion about the behaviour of these stable aggregates to
next section.

The other plots on Fig. 6.4 show a continuous transition between the two ag-
gregation regimes. Asx decreases, the excess of monomers becomes larger and
larger. In fact, for very asymmetric systems, some majority monomers remain in
the system at any time (see Fig. 6.4e–f). The case withx = 0.15 deserves special
attention because it is very close to the critical relative concentration. As can be
seen comparing Fig. 6.4c and Fig. 6.4d, the total number of clusters decreases
much more slowly forx = 0.15 than forx = 0.175, despite the relative small
difference between their proportion of majority and minority particles. More-
over, an inflexion point is observed aroundt = 105 s for x = 0.15 which is not
observed forx = 0.175. This means that the aggregation process slows down
even further after this point. Nevertheless, it is not clear what the final stage will
be. The system might react until a single large cluster is formed. However,if
that happened, an extremely long time would be required. Hence, the considered
aggregation process shows characteristics of both, the single and the stable clus-
ter forming region. The inflexion point seems to be related with the point where
all monomers have disappeared.

One of the most interesting features of the aggregation processes in the transition
region (Fig. 6.4c–e) is observed for the 8-mers, 9-mers and 10-mers. The num-
bers of these oligomers go through two clearly distinguishable maxima just like
the humps of a camel. This reveals that there should be two aggregation mech-
anisms that take place at different time scales. It should be mentioned that such
a clear double peaking behaviour was not reported for on-lattice simulations. In
fact, these two maxima correspond to two different oligomer compositions. As
can be appreciated in the Fig. 6.5 for 8-mers, the short time maximum corre-
sponds to clusters with two and three minority particles. The second maximum,
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Figure 6.5.: Time evolution of the octamer-composition distribution,nl
8(t), atx =

0.15: l = 1 (thin solid line),l = 2 (dashed line) andl = 3 (dotted
line). The total number of octamers,n8(t), is also plotted (thick solid
line).

however, is only due to octamers containing one minority particle. A similar be-
haviour is found for 9-mers and 10-mers. The double peaks formation is strongly
related to the formation and growth of the stable aggregates and will be discussed
later.

In order to identify the critical relative concentrationxc, it is convenient to analyse
the long time behaviour of the number of monomersn1(t) and the total number
of aggregatesM0(t). Both quantities are plotted in Fig. 6.6 for different values
of x. Some free monomers are observed to remain in the system forx ≤ 0.10.
Obviously, a unique aggregate will never be achieved in this case and so,the crit-
ical relative concentrationxc must be larger than 0.10. This lower limit is quite
reasonable since it falls clearly above the theoretical limit of 1/13≈ 0.077. The
latter value is easily obtained if one takes into account that a minority particle
can be covered by not more than 12 majority particles. Consequently, not all
majority monomers can react if there are more than 12 majority particles per one
minority particle.
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Figure 6.6.: Time evolution of the number of monomers (left) and the total num-
ber of aggregates (right) for different initial relative concentrations.
Thex values are indicated in the figures.

Fig. 6.6 also shows that monomers tend to disappear completely for all relative
concentrations abovex ≥ 0.125. Nevertheless, this value should not be taken
as an upper limit for the relative concentrationxc since all monomers could be
arranged in stable aggregates that, however, will never form a unique cluster.
This makes clear that the only way to determine the critical relative concentration
xc consists in analysing the time evolution of the total number of aggregates.

According to Fig. 6.6, the total number of aggregates tends towards a valueabove
1 for x ≤ 0.125, while forx ≥ 0.175, this quantity clearly tends towards 1. As
was mentioned before, the results forx = 0.15 fall in a region where it is un-
clear what the final stage will be. Consequently, we can only ensure thatthe
critical relative concentrationxc lies in the interval ]0.125,0.175[. It should be
mentioned that AlSunaidiet al. (2000) obtained for the critical relative concen-
tration an interval of [0.190,0.195] by means of on-lattice BDLCA simulations.
Their interval, however, lies clearly above the interval determined in this work
by means of off-lattice simulations. This implies that the minority particles are
on average covered by more majority particles when the particle position is not
constrained to a cubic lattice.

Special attention should be payed to the casex = 0.125, where all the monomers
will have reacted and form part of a relatively large number of stable aggregates.
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6. ASYMMETRIC HETEROAGGREGATION

In other words, all the free majority particles will be bound in aggregates if mi-
nority particles are added to the system in a ratio of at least 15 : 100. Moreover,
the production of those stable aggregates is most efficient in this case. Both find-
ings might be useful for future industrial applications or serve as a starting point
for further research (Manoharanet al., 2003).

In the following section, we discuss the structure and growth of the stable aggre-
gates that form at relative concentrations belowxc.

6.1.3. Stable aggregates

The stable clusters that remain in the system for relative concentrations below
xc are relatively small aggregates that are comprised by a few minority particles
covered with a larger number of majority particles. In what follows, we will use
the results forx = 0.05 as a representative example of the whole stable cluster
forming region. Fig. 6.7 shows the cluster-size distribution profile at different
times. As can be seen, the profile develops from its initial state towards a stable
distribution characterised by several clearly distinguishable peaks. Each peak
corresponds to aggregates with a fixed number of minority particles. We define
theorder of a cluster as its number of minority particles,i.e., all clusters having
the samel in the {nl

i(t)} set belong to thel-th order. According to the figure, the
first order aggregates peak around size 9 (att0 = 105 s). The second and third or-
der peaks are centred around sizes of 17 and 25, respectively. Thesmall number
of aggregates of forth order does not allow to determine the peak position reli-
ably. Nevertheless, they seem to peak at size 33. It is worth noting that thesize
differences between stable aggregates of consecutive orders are approximately
equal in all cases. Here, this difference is eight particles.4 A schematic view of
typical aggregates from first to fourth order is shown in Fig. 6.8.

In on-lattice BDLCA simulations, there are well-defined binding spots on the
particle surface that are given by the structure of the employed lattice. Unreac-
tive or stable aggregates definitely remain in the system as soon as the binding

4Since 33−25= 25−17= 17−9 = 8. Furthermore, if we consider the free majority particles as
“zeroth order” aggregates, what is consistent with the notation introduced here, we also have
9− 1 = 8.
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Figure 6.7.: CSD profile for simulated BDLCA withx = 0.05 at different times:
103 s (dotted line), 104 s (dashed line), and 105 s (solid line). Please
note that the number of monomers falls outside the plotted range.

Figure 6.8.: Typical stable clusters obtained in off-lattice BDLCA simulations
with x < xc. Red circles represent minority particles, cyan circles
represent majority particles that link two minority particles, and blue
circles represent other majority particles.
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sites on all minority particles are completely saturated by majority particles. At
this final stage of BDLCA, the stable aggregates have a well-defined size and
structure that depend on the type of the employed lattice. For a cubic lattice,
e.g., stable aggregates of first order are always of size 7. Second order aggregates
may have two different sizes depending on the type of bond that they contain. If
the two minority particles are joined through a single majority particle, then, the
resulting cluster size is 13. If they contain a double bond,i.e., the two minor-
ity particles bind simultaneously through two majority particles, the final cluster
size is 12 (Meakin and Djordjević, 1986).

When no lattice is imposed, however, there are no well defined binding sites on
the particle surface. Consequently, the structure and size of the stable aggregates
is not predetermined. This implies that the stable aggregates that finally remain
in the system have a wider size distribution. According to Fig. 6.7, the peaks for
aggregates of first, second and third order comprise the intervals [7,12], [13,20]
and [20,27], respectively. The lower limit for the size of the first order aggre-
gates can be understood if one takes into account that it is possible to saturate
a minority particle with just 6 majority particles if they are located on the ver-
tices of an octahedron centred in it. The upper limit is determined by the densest
possible packing of spheres that restricts the maximum coverage of a minority
particle to 12 majority particles. Nevertheless, both limiting configurations are
extremely ordered and so, very unlikely to be observed in random processes such
as off-lattice BDLCA. In fact, we obtained only one stable aggregate of size 7
and none of size 13 in a simulation with 25 000 particles.

Fig. 6.7 also shows that the peak structure of the CSD is well established at about
t = 104 s. As time goes on, the peak positions shift slightly towards higher sizes.
The peak height, however, remains approximately constant. In order to quantify
this effect, we calculated the total numberNl =

∑∞
i=1 nl

i , and the average size〈n〉l
of all the aggregates ofl-th order. The later quantity is given by

〈n〉l =
∑∞

i=1 i nl
i(t)

Nl(t)
. (6.1)

The obtained results are plotted in Fig. 6.9. At long times,Nl remains constant,
although〈n〉l slightly increases. The mean size of the aggregates of each order
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Figure 6.9.: Time evolution of the total number of aggregates of a given order
(left) and their average size (right) obtained forx = 0.05, for differ-
ent l values:l = 1 (solid line),l = 2 (dashed line),l = 3 (dotted line)
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correspond to the peak positions of the Fig. 6.7. Furthermore, the different clus-
ter orders seem always to be approximately equally spaced, and this separation
slightly increases in time. In the next subsection, we propose an aggregation
model that tries to explain these findings.

6.1.4. Aggregation model for x < xc

For a better understanding of the formation and growth of the stable aggregates
at low x, it is convenient to study the time evolution of the total number of aggre-
gates in the system and their average size. We exclude the monomers from these
quantities in order to emphasise the behaviour of the relatively few aggregates
that form. Hence, the total number of clusters excluding monomers is given by

M0(t) − n1(t) =
∞
∑

i=2

ni(t), (6.2)

and the corresponding average aggregate size by5

〈n〉aggr=
N0 − n1(t)

M0(t) − n1(t)
. (6.3)

5Do not confuse this quantity with the average cluster-size,〈n〉n.
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1(t) (dot-
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(solid line, right scale) for BDLCA withx = 0.05. The vertical dot-
ted lines approximately indicate the different aggregation stages.

These two quantities and the number of free minority particles are plotted in
Fig. 6.10 for simulated BDLCA processes atx = 0.05. The curves allow us
to distinguish several regions, labelled by roman numerals (López-Ĺopezet al.,
2005).

During the early stages of the aggregation (stage I) the only possible reaction is
dimer formation between minority and majority monomers. At very short times,
t . 20 s, the number of minority monomers does not differ very much from its
original value. This is the stage were the HHF approximation holds. Later (stage
II), the total number of clusters increases quite fast while the average cluster size
remains close to two. This process continues until the free minority monomers
disappear at approximatelyt = 3 × 102 s. At this time, the total number of
aggregates reaches almost the number of minority particles. Consequently,all
the minority particles have now reacted and are contained in small clusters. Only
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a very small number of larger aggregates may have formed so far and mostof
them are of first order.

In the following region (stage III), the average cluster-size starts to increase quite
rapidly, whilst the total number of aggregates decreases slightly. This means
that the aggregates formed, which we call first order seeds, grow mainlydue to
addition of further majority particles. A few first order seeds, however,react
among themselves forming aggregates that contain more than one minority par-
ticle. These higher order seeds will have a size of approximately a multiple of
the average cluster size at that moment. This explains why aggregates of size 8
start to appear in the system when the predominant size of the first order seeds
lies around 4 (see Figs. 6.4f and 6.9). Evidently, the octamers formed at that
stage will be mostly second order seeds.

The next aggregation stage (IV) starts at approximatelyt = 104 s. At that time,
the total number of clusters reaches a plateau while the average cluster sizere-
mains still somewhat increasing. This implies that the seeds do not react anymore
among themselves but their size still increases due to the addition of free majority
monomers. Consequently, some majority monomers still find some open spots
on the surface of the seeds where they can attach to the core particles. Atthis
stage, the above mentioned second order octamers will have grown up to fully
developed second order aggregates with a size close to 17. At the same time,
however, further octamers appear due to monomer addition to first order hep-
tamers. This means that there are two octamer forming mechanisms that occur at
very different time scales: a) relatively fast second order seed formation and b)
quite slow first order seed completion. The combination of both mechanisms ex-
plains the camel-hump-like maxima mentioned in Sec. 6.1.2 (see Fig. 6.5). The
first mechanism is of course the more pronounced the more minority particles are
present in the system. The second mechanism occurs mainly when the number
of first order seeds is much smaller than the number of majority particles. Close
to the critical relative concentrationxc, the effect of both mechanisms is of the
same order and this is why the camel-hump-like peaks in the CSD are observed
best atx = 0.15.

Finally, aggregation stops once all the holes on the surface of the seeds have
disappeared. Our simulations, however, can not unquestionably state thisfi-
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nal point, but they give clear evidence. In summary, the proposed aggregation
scheme for BDLCA processes for relative concentrations belowxc comprises the
following five stages:

I HHF stage: fast reactions between unlike monomers form dimers.

II Seed formation stage: dimers keep being formed. They grow by adding
further majority particles and become first order seeds. This stage ends
when all free minority monomers have disappeared.

III Seed aggregation stage: some first order seeds react among themselves
forming higher order seeds. Simultaneously, all aggregates keep growing
by adding majority monomers.

IV Seed completion stage: the seeds are so highly covered that they cannot
react any more among themselves. Nevertheless, they still can grow by
adding majority monomers.

V Stable aggregate stage: all the clusters are completely coated by majority
particles. Aggregation comes to an end.

This aggregation scheme is representative for all the simulated BDLCA proc-
esses for relative concentrations clearly belowxc. However, the moments at
which these stages start and end, depend on the initial relative concentrations.

6.2. Experimental evidences of stable aggregates

6.2.1. CSD in asymmetric two-component systems

In all the electrostatic heteroaggregation experiments discussed in Chap. 4and
Chap. 5, the systems were symmetric,i.e., there was approximately the same
concentration of positively and negatively charged particles. Nevertheless, the
BDLCA simulations of Sec. 6.1 indicate that the formation of stable aggregates
and related phenomena (such as the “two-hump effect”) takes place in asymmet-
ric two-component systems. Consequently, some asymmetric heteroaggregation
experiments were carried out. The single-cluster light-scattering techniquewas
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used to measure the time evolution of the cluster-size distributions. Aggregation
was started by mixing equal volumes of diluted dispersions of IDC and AS1 la-
texes (see Sec. 3.3). The particle concentration of the reactants was chosen to be
different in order to obtain the desiredx value and a final particle concentration
about 8× 107 cm−3. More details about the mixing process and the measuring
protocol can be found in Sec. 3.1.3.

In Fig. 6.11, the experimental CSDs corresponding to four different relative con-
centrations of cationic particles are plotted. The dispersion medium of these
experiments was ultrapurified water, with no added electrolyte. Hence, it is ex-
pected that long-range electrostatic particle-particle interactions are present. The
dependence of the experimental CSDs on the relative concentration of particles,
x, is quite important (please compare the plots in Fig. 6.11 among themselves
and with those of Fig. 5.4). Clear differences are found in the monomer con-
centration curves. Since reactions between like particles are not allowed,there
is an important excess of monomers with respect of the concentration of clus-
ters. This excess is more important the more asymmetric the system becomes.
Another quite noticeable difference is that the aggregation process stops com-
pletely for x = 0.15. This does not occur in the complementary case (x = 0.85),
revealing that both types of particles are not equally charged. It is also quite no-
ticeable the presence of stable aggregates in some experiments. This is the case
for tetramers atx = 0.75 and pentamers and hexamers atx = 0.85. But prob-
ably the most striking finding is that somen-mer concentration curves are not
bell-shaped (please see, especially, the pentamer curve atx = 0.75 and, in less
extend, the hexamer curve atx = 0.85). In what follows, three of these features,
namely, the monomer excess, the stopped reactions and the “two-hump effect”,
are discussed. The experimental evidences of stable aggregates will bediscussed
in Sec. 6.2.2.

Monomer excess

In Sec. 6.1.2 we demonstrated that the sole presence of a “contact rule” which
prevent the reaction between like particles is enough to provoke this monomer
excess. The BDLCA simulations also reflect that the monomer excess is larger
for very asymmetric systems. On the other hand, this kind of simulations are
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Figure 6.11.: Experimental CSDs for asymmetric mixtures of cationic and an-
ionic colloids. In each plot, the concentration ofj-mers (j = 1 �,
j = 2 �, j = 3 M, j = 4 O, j = 5 3, j = 6 � and j = 7 D) and the
overall concentration of clusters (×) are plotted.

strictly valid only in situations where the range of the particle-particle interac-
tions is short if compared with the particle radius. This is not the case of the
experiments, since no electrolyte was added and, so, the electrical doublelayers
are expected to reach out substantially into the surrounding medium. Neverthe-
less, it is still true that reactions between like particles are not possible in the
experiments. Hence, we claim the monomer excess found in asymmetric exper-
iments to be due to this restriction in the possible monomer-monomer reactions.
Please, note that a monomer excess —ormonomer discrimination— was also
found in electrostatic heteroaggregation experiments withsymmetricsystems at
low and intermediate salt concentrations (López-Ĺopezet al., 2004b). The fact
that the monomer discrimination becomes more relevant for more asymmetric
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systems, is indeed supporting the hypothesis defended here.

Stopped reactions

The cluster-size distribution measured for a mixture of 15% cationic particles
and 85% anionic particles, aggregating in a medium with no added salt, is quite
interesting (Fig. 6.11d). Apparently, it reflects a slightly aggregated system, with
a stationary cluster-size distribution. Accordingly to the figure, one could think
that no aggregation had taken place at all. Nevertheless, SCLS measuresof the
initial aggregation state of both latexes before the mixing process demonstrate
clearly that this is not the case. The dimer concentration after the mixing, for
instance, rise to four times its initial value. For larger aggregates, the relative
increment is even larger (eight times for trimers, five times for tetramers, and so
on). And, obviously, the monomer concentration decreases accordingly. Hence,
the actual description of the process comprises two steps: i) a very fast initial
aggregation, and ii) a stationary cluster-size distribution.

Puertaset al. (2001a) found a similar behaviour —which they called “stopped
reactions”— in asymmetric mixtures of oppositely charged colloids, when the
majority particles bear a higher electrical charge than the minority ones. These
authors used dynamic light-scattering to monitor the early stages of the aggre-
gation process, and found that, after an initial aggregation, the processrapidly
stopped. They proposed that the stationary state is composed by a large number
of majority particles and some dimers with practically the same charge as the
majority particles. The aggregation does not proceed because the resulting state
is electrostatically stable.

The stabilisation mechanism proposed by Puertaset al.(2001a) can also explain
our results. The low-angle light-scattering study of homoaggregation stabilityof
both latexes versus the concentration of KBr (Tab. 3.1 and Fig. 3.11), established
that the critical coagulation concentration is higher for the anionic latex (AS1)
than for the cationic one (IDC). Therefore, and according to the DLVO theory,
the anionic particles bear a higher electrical charge than the cationic ones.Effec-
tively, the stopped reactions are found when the proportion of cationic particles
is x = 0.15, but not in the complementary case, forx = 1− 0.15= 0.85.
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Nevertheless, we found that the final state is composed not only by monomers
and dimers, but also by larger clusters such as trimers and tetramers. This could
be due to the fact that the difference between the CCCs of our systems is not as
large as it was between the systems used by Puertaset al.(2001a) in their study.6

Hence, it is more likely that more than one majority particle attach to a single mi-
nority particle before the electrostatic stabilisation of the system. Additionally,
the experimental technique used by Puertaset al. (2001a) only provides average
information about the cluster-size distribution and, so, it is possible that alsoin
their experiments some larger clusters were present in the system.

Two-hump effect

Non bell-shaped cluster-concentration curves have been measured in asymmetric
systems where the concentration of cationic particles —the less charged ones—
is larger than the concentration of anionic particles. Fine examples of this phe-
nomenon are: the pentamer curves obtained forx = 0.75 (Fig. 6.11) andx = 0.90
(Fig. 6.12a), and the hexamer curve atx = 0.90 (Fig. 6.12b). In all these cases,
the n-mer concentration grows initially until it reaches a maximum, then it de-
creases for some extend and, finally, it increases again. It is likely that at even
longer times,cn(t) will decrease again. The limited duration of the experiments,
however, does not allow us to confirm the presence of a second maximum in
the n-mer concentration. Anyhow, thecn(t) listed above are, to the best of our
knowledge, the first experimental confirmation of the two-hump effect discussed
in Sec. 6.1.2 and Sec. 6.1.4.

The aggregation model proposed in Sec. 6.1.4 can explain this phenomenon. We
think that the non bell-shapedn-mer concentration curves are due to a change in
the composition of then-mers. Let us focus, for example, in thec6(t) curve of one
of the experiments atx = 0.90 (Fig 6.12b). The hexamers that are formed during
the early stages contain mainly two anionic particles and four cationic ones while
those formed at longer times are composed by only one anionic particle coated
with five anionic colloids. Using the notation introduced in Sec. 6.1.4, the former

6The CCCs the cationic and anionic particles that we used in this work are 180 mM and 320 mM,
respectively. The CCC of the particles used by Puertaset al. (2001a) —at pH=7, where
they reported stopped reactions— were 200 mM and 700 mM for the positively and negatively
charged particles, respectively.
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Figure 6.12.: Experimental CSDs for two highly asymmetric mixtures of cationic
and anionic colloids, withx = 0.90. The meaning of the symbols
is the same as in Fig. 6.11.

are second order seeds and the later are first order stable (or metastable) aggre-
gates. Two mechanisms lead to the two different kinds of hexamers. On the one
hand, (4+ 2)-hexamers are formed by the reaction of two small aggregates, typ-
ically two trimers with one anionic and two cationic particles each one. On the
other hand, (5+1)-hexamers are typically formed by the addition of one cationic
particle to a (4+1)-pentamer. The second reaction is clearly more difficult, since
the four cationic particles already present in the pentamer difficult the attach-
ment of another cationic particle. This fact explains why (5+ 1)-hexamers are
formed at longer times. Additionally, these hexamers are quite stable because
the addition of a sixth cationic particle to the aggregate is quite difficult. Unfor-
tunately, the SCLS technique does not allow us to distinguish the composition of
the clusters and, hence, we cannot undoubtedly state that a composition change
is taking place. This could be done, for instance, using optical microscopycom-
bined with fluorescent-marked microspheres, as reported Kimet al. (2003) in
their very remarkable work about electrostatic heteroaggregation.

6.2.2. Stable aggregates in experiments

Aggregates with an important stability have been found in highly asymmetric
systems where the concentration of cationic particles —the less charged ones—
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6. ASYMMETRIC HETEROAGGREGATION

is larger than the concentration of anionic particles. Examples of aggregates of
high stability are: tetramers forx = 0.75 (Fig. 6.11a) andx = 0.90 (Fig. 6.12a),
and pentamers forx = 0.85 (Fig. 6.11c) andx = 0.90 (Fig. 6.12b). It should be
noted that real stable aggregates can never be formed in real heteroaggregation
processes, since even one-component systems slowly flocculate when they are
not perturbed for several weeks.7 Hence, when we speak about “stable aggre-
gates” in experiments, we refer to aggregates with a long lifetime.

The simulation study of the ideal BDLCA carried out in Sec. 6.1 has shown that
the sizes of the stable aggregates are restricted to some regions, that correspond
to aggregates of the same order,i.e., aggregates having the same number of mi-
nority particles. This finding, however, is not appreciable in the CSD graphs
shown in Fig. 6.11 and Fig. 6.12, because thecn(t) curves are plotted only up to
n = 7.8 In order to check whether there is a second size range of stable clus-
ters, we study directly the pulse area histograms obtained at different times. For
further details about the meaning of the pulse area histograms, please see Sec.
3.1.2).

Fig. 6.13 shows three pulse area histograms corresponding to a heteroaggrega-
tion experiment. In this experiment, the relative concentration of cationic par-
ticles wasx = 0.90 and no electrolyte was added.9 In order to improve data
statistics, each one of the histograms was obtained as an average of three con-
secutive SCLS measurements.10 In the histogram for short times the cluster-size
profile is almost monotonous, although it is already appreciable that the concen-
tration of trimers and tetramers surpasses the concentration of dimers slightly.
At intermediate times, most clusters are concentrated around two different size

7Nevertheless, this slow flocculation is reversible, as stated in Sec. 3.3.1.
8In fact, in Fig. 6.11a–b and Fig. 6.12a, CSDs are plotted only up ton = 6, because the non-linear

light-pulse classifying method (see Sec. 3.1.2) was not implemented yet.
9It is indeed the same experiment whose cluster-size distribution was plottedin Fig. 6.12b. Please

notice that only the concentrations of clusters composed by up to seven particles were dis-
played in that figure. Nevertheless, the pulse area histograms clearly show that clusters com-
posed by 8, 9 and 10 particles were also distinguishable in the measurements.

10The pulse area histogram corresponding tot ≈ 1.5 × 104 s, for instance, was calculated as the
average of the measured histograms obtained at times 14 245 s, 15 048 sand 15 851 s. Further-
more, each measurement collects data during 512 s. Hence, the histograms shown in Fig. 6.13
have to be understood as time averages of the actual pulse intensity histograms.
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Figure 6.13.: Pulse area histogram for an asymmetric system (x = 0.90) with no
added salt at timest ≈ 103 s (dotted line),t ≈ 1.5 × 104 s (dashed
line), andt ≈ 105 s (solid line). Each histogram is the average of
three consecutive measurements. The numbers on top of the peaks
indicate the corresponding cluster size. The ‘C’ peak is caused by
monomer coincidences. Please note that the monomer peak falls
outside the plotted range.

intervals: 4–5 and 8–9. Clusters with an intermediate size,i.e., 6-mers and 7-
mers, practically do not exist. Comparing this experimental histogram with the
cluster-size profiles obtained in simulations of BDLCA processes (Fig. 6.7), a
qualitative agreement is found. Hence, it is reasonably to assume that the first
stability region (4-mers and 5-mers) corresponds to clusters of first order, while
the second stability region (8-mers and 9-mers) corresponds to clusters of second
order. It is worth noting that the size difference between the monomers and the
stable aggregates of first order is the same that the size difference between the
first second order clusters. This results is also in qualitative agreement with our
BDLCA simulations, and can be explained in terms of the model described in
Sec. 6.1.4.

At longer times, the size of the clusters with a large kinetic stability increases
and the first stability region —presumably, first order aggregates— shifted to
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5-mers and 6-mers, and the second region —second order aggregates— to 9-
mers and 10-mers. Please recall that also in ideal BDLCA processes, thesize
of the clusters with high stability slightly increases before it reaches its final
value (Sec. 6.1.3 and Fig. 6.9b). The qualitative agreement between simulations
and experiments allows us to conclude that the experimentally observed size
shift of the stable clusters is due to a slow attachment of majority monomers.
A quantitative agreement is, however, not expected to be achieved, since the
clusters with large stability found in the experiments are composed by a smaller
number of particles than those formed in BDLCA simulations.

6.2.3. Influence of the electrolyte concentration

According to Vincentet al. (Vincentet al., 1980; Luckhamet al., 1983), there are
two sets of interactions which must be considered in heterocoagulation. These
are the initial interactions expected between the approaching oppositely charged
particles; and the increasing lateral interactions which occur between the ad-
sorbed particle layer. Lateral interactions will affect the extent of coverage, be-
cause of the repulsion of identical double layers. Hansen and Matijević (1980)
studied the extent of the adsorbed layer and calculated the number of small par-
ticles that adsorb onto a larger particle. An increase of the electrolyte concentra-
tion give rise to a larger maximum coverage (Hansen and Matijević, 1980; Vin-
centet al., 1980), due to decreasing lateral repulsion forces. These authors stud-
ied two-component systems with high size-asymmetry in which the small parti-
cles adsorb onto the surface of the larger ones. Nevertheless, their theory should
also be applicable to the case of equally sized particles.

The ideal BDLCA regime simulated in Sec. 6.1, where the range of the lateral
repulsion is negligible if compared with the particle radius, is somehow an ideal
situation. In real experiments, homo- and hetero-aggregation take place simul-
taneously when the electric double layers are compressed. Hence, some lateral
repulsion between like particles must exist that prevents homoaggregation.In
summary, the stable aggregates formed in real life binary colloidal dispersions
are expected to be smaller than those formed in ideal BDLCA processes. More-
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over, the sizes of the stable aggregates will most likely decrease as the particle-
particle interaction range increases.

The discussion given above explains the quantitative discrepancy between the
size of the stable clusters formed in electrostatic heteroaggregation experiments
(5-mers and 6-mers) and the corresponding aggregates obtained in ideal BDLCA
processes (9-mers and 10-mers). It also may explain the relatively largediffer-
ences between two runs of the same experiment, namely, those plotted in Fig.
6.13. According to Fig. 6.13a, the tetramers are quite stable while the pentamer
concentration presents a two-hump like curve. In contrast, the stable aggregates
in Fig. 6.13b are the pentamers, and the two-hump effect is observed for the
hexamer concentration. This implies most likely that the particle-particle inter-
action range was longer in case (a) than in case (b). Both experiments were
performed in absence of any added electrolyte and, hence, even verylittle impu-
rities could change the electric double layer thickness quite dramatically.

In order to check this explanation, Brownian dynamics simulations with inter-
actions have been performed (details about these simulations were given inSec.
3.4.2, please see also Puertaset al., 1999a). The cluster-size distributions ob-
tained from two of these simulation runs are plotted in Fig. 6.14. The relative
concentration of particles isx = 0.10, the dimensionless Debye screening para-
meter was set toκa = 1.0 (figurea) andκa = 2.0 (figureb). For the remaining
parameters, the values indicated in Sec. 3.4.2 were used.

The similarities between the CSDs plotted in Fig. 6.14 and those plotted in Fig.
6.12 are quite surprising. Nevertheless, no attempt of parameter fitting has been
carried out. On the one hand, the simulated CSD forκa = 1.0 exhibits high sta-
bility for tetramers and a two-hump effect for pentamers. Both features were also
found in the experiment shown in Fig. 6.12a.11 On the other hand, the pentamers
of the simulation forκa = 2.0 (Fig. 6.14b) exhibit a high stability, as they did in
the experiment plotted in Fig. 6.12b. This qualitative —and even quantitative—
agreement between simulations and experiments strongly supports our conclu-
sion regarding the influence of lateral forces on the size of the stable aggregate.

11The heptamers of this simulation also exhibit a high degree of stability. Unfortunately, this
feature can not be compared with the experimental CSD shown in Fig. 6.12a. In early SCLS
measurements, heptamers still felt outside the detection range of the instrument.
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Figure 6.14.: Simulated cluster-size distributions, up to heptamers, obtained by
Brownian dynamics simulations with interactions. The relative
concentration of particles isx = 0.10 and the dimensionless De-
bye screening parameter is: (a) κa = 1.0 and (b) κa = 2.0. In each
plot, thin lines areXn = Nn/N0 (n is indicated by a number) and the
thick line is the overall concentration of clusters,M0.

6.3. Concluding remarks

Ideal binary diffusion-limited cluster-cluster aggregation processes were studied
by means of off-lattice simulations. The fundamental role played by the relative
concentration,x, was investigated for both, short and long aggregation times.
At short aggregation times, the predominant reaction is dimer formation due to
bond formation between two unlike particles. In this region, the effective dimer
formation rate constant,ks(x), follows the parabolic behaviour predicted by the
HHF approximation.

At long aggregation times, the aggregation behaviour is highly dependent on x.
For x > xc ≈ 0.15, aggregation continues until a single cluster is formed. In this
region, the time evolution of the CSD is somewhat similar to the well-known
DLCA processes. The main difference was found to be an excess of monomers
that is observed even forx = 1/2. This monomer excess seems to be identical
to the monomer discrimination recently found in electrostatic heteroaggregation
arising in oppositely charged colloids at low electrolyte concentrations (please
see Chap. 5.3 and López-Ĺopezet al., 2004b). In other words, our BDLCA
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simulations show that monomer discrimination may occur even in absence of
any particle-particle interaction.

At x values close toxc, an atypical time evolution was found for oligomers com-
posed by 8 to 10 particles. Their number reached two maxima at different time
scales. These maxima were shown to correspond to clusters with two different
compositions. At short times, these clusters contains several minority particles.
At long times, however, they are composed of only one minority particle covered
by several majority particles. Such as behaviour was not reported for on-lattice
BDLCA simulations.

At relative concentrations belowxc, stable aggregates remain diffusing in the
system and a single cluster is never formed. In on-lattice simulations, the size
and structure of these stable aggregates is restricted to a few fixed valuesthat
are determined by the geometry of the lattice imposed. In off-lattice simulations,
however, the stable aggregates group in wider bell-shaped distributions that cor-
respond to clusters with a given number of minority particles. Furthermore, the
minority particles are on average covered by more majority particles. Conse-
quently, the critical relative concentrationxc was found to be far lower than in
on-lattice simulations. Additionally, we developed a five stage model for a suit-
able description of the formation and growth of stable aggregates in the lowx
region. Our model also explains the “two hump effect” for the oligomers.

SCLS experiments have been carried out in asymmetric mixtures of cationic and
anionic particles with no added electrolyte. The time evolution of the corre-
sponding cluster-size distributions was found to depend quite strongly on the
relative particle concentration,x. The most interesting results are found in highly
asymmetric systems: forx . 0.2 andx & 0.8.

At x = 0.15, when the number of the highly charged anionic particles exceeds
the number of the cationic particles, a stopped reaction is found. In this case, the
process stopped almost immediately after some initial aggregation.n-mers with
n ≤ 7 are rapidly formed at the very early stages of the aggregation and then,a
stationary cluster-size distribution is achieved. The presence of stoppedreactions
can be explained in terms of the charge stabilisation mechanism proposed by
Puertaset al. (2001a).
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When the number of cationic particles prevails, however, we found the same
interesting phenomena observed in BLDCA simulations atx . xc, i.e., two hump
effect and aggregates with high kinetic stability. According to the simulation
results, we claim the two hump effect to be due to a change in the composition of
clusters of a given size during the aggregation process. It should be noted that,
to the best of our knowledge, this is the first time that a non bell-shapedn-mer
concentration curve is reported.

Highly stable aggregates are found in at least two precise size-ranges that are
approximately equally spaced. The average size of the clusters of these stabil-
ity size-intervals slightly increases with time. Both effects can be qualitatively
explained with the stable-aggregate formation model developed for simulated
BDLCA processes. Nevertheless, the quantitative comparison fails and the size
of stable aggregates found in the experiments were systematically smaller than
the size of the stable aggregates formed by simulated BDLCA processes. The
critical relative concentrationxc could not be determined from our SCLS exper-
iments because a large number of long-time measurements would be required.
Nevertheless, it could be as large as 0.25, since the stability of tetramers found in
experiment with 25% of anionic particles seems to be large enough for consider-
ing these tetramers as stable aggregates. Hence, also here we find a quantitative
discrepancy between experiments and simulations.

We suggest the quantitative discrepancies to be due to lateral repulsions between
like particles which prevents the attachment of other particles of the same species
(Vincent et al., 1980). This means that i) stable aggregates are composed by a
smaller number of particles and ii) a larger number of unbound majority parti-
cles remain in the system. The second point explains why the critical relative
concentrationxc is larger in experiments than in ideal BDLCA processes. In any
case, our simulations of ideal BDLCA processes give a clear idea aboutwhat
one expects in the limit of pure contact forces,i.e., extremely short range inter-
actions.

Finally, Brownian dynamics simulations with particle-particle interactions have
been performed for highly asymmetric systems. It could be shown that the long-
range interactions decrease the size of the stable aggregates. This effect becomes
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more significant as the interaction range increases. Moreover, a good qualita-
tive agreement between these simulations and the corresponding experimental
cluster-size distributions was found. This explains the discrepancies between
experiments and ideal BDLCA processes. Therefore, we expect thatthe size
of the stable aggregates formed in electrostatic heteroaggregation experiments
increases as the electrolyte concentration does. This could, however, only be
observed if the electrolyte concentration is low enough to prevent homoaggrega-
tion. Future work on that direction is planned to be done.
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7. SUMMARY AND CONCLUSIONS

This PhD thesis is devoted to the study of the heteroaggregation between equally
sized but oppositely charged colloidal particles. Both, aggregation ratesand ki-
netic behaviour are studied as a function of the range of the electrostatic inter-
actions and of the relative concentration of both speciesx. Two complementary
approaches have been followed. On the one hand, heteroaggregationprocesses
arising in mixtures of polymeric colloidal dispersions have been monitored by
means of single-cluster light scattering (SCLS). On the other hand, Brownian
dynamics simulations (BDS) have been performed. The following paragraphs
briefly summarise the main points of is work.

Characterisation of the systems and improvements of the
single-cluster light scattering set-up

X The data acquisition software of our SCLS instrument has been rewritten.
A non-linear pulse-classifying algorithm has been developed that increases
the maximum resolvable cluster-size from 6–7 to 9–11. Other improve-
ments comprise a real time representation of the aggregation state, and a
cluster break-up detection algorithm.

X SCLS has shown to be suitable for monitoring real heteroaggregation proc-
esses. A measuring protocol for performing reproducible measurementsof
the cluster-size distribution (CSD) has been established.

X Two model colloidal dispersions of equally sized but oppositely charged
particles, have been selected. Transmission electron microscopy, low-
angle static light-scattering and electrophoretic mobility measurements
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have been carried out in order to characterise them completely. The criti-
cal coagulation concentration (CCC) of the cationic latex was found to be
smaller than the CCC of the anionic sample.

X The homoaggregation behaviour of both, anionic and cationic particle dis-
persions, has been studied by means of SCLS. It has been shown that both
samples behaves regularly —according to the DLVO theory predictions—
when KBr is added. Nevertheless, non-standard behaviours (and even re-
versible aggregation) have been found when different electrolytes have
been added.

Heteroaggregation rate of symmetric two-component colloi dal
dispersions

X The effective heteroaggregation rate constantkS has been measured for
electrolyte concentrations ranging over six orders of magnitude. The ab-
solute heteroaggregation rate constantkAB has been obtained fromkS by
applying the HHF approximation.kAB was found to decrease continu-
ously for increasing electrolyte concentrations.kS, however, was found to
exhibits a minimum at intermediate electrolyte concentrations.

X At high electrolyte concentrations, well above the CCCs of the reactants,
bothkS andkAB approach the Brownian aggregation ratekBrw

11 . This indi-
cates that the particle-particle interactions of electrostatic origin are com-
pletely screened. This finding is in good agreement with the DLVO-HHF
theory predictions.

X At intermediate electrolyte concentrations,kS takes values below the Brown-
ian aggregation rate. On the contrary,kAB still remains of the same order
thankBrw

11 . Hence, the decrease ofkS has to be due to a decreasing ho-
moaggregation rate. The DLVO theory predicts an energy barrier between
like particles below the CCC that is responsible for this effect.

X At low electrolyte concentrations, a plateau is found wherekS approaches
againkBrw

11 . We claim that selective heteroaggregation is taking place in
this region, although the particle-particle interactions are still short-ranged.
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The existence of such a plateau is predicted by the DLVO-HHF theory for
relatively large colloids, as those used in this study.

X At very low electrolyte concentrations (.1 mM), kS is found to increase
extraordinarily. In fact, when no electrolyte was added,kAB was found
to be (35± 7) × 10−12 cm3s−1. This is the largest value ever measured.
Hence, long-range attractive interactions have to be acting. This is in-
deed predicted by the DLVO-HHF theory. It is worth noting that a good
quantitative agreement was found between the measured and theoretical
kS values, despite the fact that no parameter fitting procedure was carried
out.

X BDS have been performed in order to complement the SCLS experiments.
A general qualitative agreement was found, although some significant dif-
ferences were found. Especially the plateau region at low electrolyte con-
centrations could not be reproduced by the simulations. This could be a
size effect, although further work is needed to clarify this point.

Electrostatic heteroaggregation regimes for symmetric tw o-component
colloidal dispersions

X The time evolution of the CSD of electrostatic heteroaggregation processes
has been monitored by means of SCLS. The shape of the CSD was found
to depend strongly on the electrolyte concentration. Experimental CSDs
were compared with BDS and with solutions of the coagulation equation
for several semiempiricalkernels. From this study, at least three clearly
different aggregation regimes could be observed.

X At high electrolyte concentrations, well above the CCC of the reactants,
heteroaggregation behaves as if it were a one-component colloidal system
undergoing diffusion-limited colloidal aggregation (DLCA). An excellent
agreement between the experimental and simulated CSDs was found. As
expected, both are perfectly described by the solution of the coagulation
equation with the Browniankernel.
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X At intermediate electrolyte concentrations selective heteroaggregation takes
place, although the range of the particle-particle interactions is still negli-
gible with respect to the particle radius. Then, heteroaggregation follows
a novel binary diffusion-limited colloidal aggregation (BDLCA) regime.
The CSD is characterised by an excess of monomers (“monomer discrimi-
nation”) that is mainly due to the selection rules that govern the monomer-
monomer reactions. An excellent agreement between simulated and ex-
perimental BDLCA processes was found. Monomer discrimination could
be reproduced by some semiempiricalkernels, in which the monomer-
monomer reaction rate constant takes half the DLCA value. The best quan-
titative agreement was found for the Brownianq-sumkernelwith q = 1/2.

X At low electrolyte concentrations, long-range particle-particle interactions
are present and the corresponding colloidal aggregation regime is said
to be attraction-driven (ADCA). At very low electrolyte concentrations,
dimers are found to disappear faster than other clusters (“dimer discrimi-
nation”). BDS of ADCA processes predict an even-odd cluster discrimina-
tion in such a way that clusters composed by an even number of particles
disappear faster. We could confirm this experimentally for monomers and
dimers.

Electrostatic heteroaggregation processes arising in asy mmetric
two-component colloidal dispersions

X The influence ofx on ideal BDLCA processes has been investigated by
means of off-lattice BDS. At short aggregation times,kS(x) follows the
parabolic behaviour predicted by the HHF approximation. At long aggre-
gation times, a critical relative concentrationxc exists such that aggrega-
tion continues until a single cluster is formed forx > xc. For x < xc,
however, some stable aggregates remain diffusing in the system. We esti-
matedxc to be approximately 0.15. This value is far lower than the value
predicted by on-lattice BDS simulations. Such a discrepancy reveals a
larger extent of particle coating when no lattice is imposed.

X At x values close toxc, an atypical time evolution of oligomers composed
by 8 to 10 particles was observed. The number of these aggregates reached
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two maxima at different time scales (“two-hump effect”). We could prove
that these maxima correspond to two different aggregate compositions:
several minority particles per cluster at short times and just one minority
particle per cluster at long times. This behaviour was not reported for
on-lattice BDLCA simulations.

X SCLS experiments have been carried out in asymmetric mixtures of cationic
and anionic particles with no added electrolyte. Since the anionic particles
bear a higher electric charge than cationic colloids, different phenomena
arise atx . 0.2 andx & 0.8. In the former case, the process stopped
rapidly after some initial aggregation. In the latter case, however, stable
oligomers were found and bimodalcn(t) curves (“two-hump effect”) could
be reported for the first time to the best of our knowledge.

X Both, in simulations and in experiments, clusters of high stability were
found in at least two precise size-ranges that are approximately equally
spaced. We developed a five stage model for a suitable description of the
formation and growth of these stable aggregates. It also explains the “two
hump effect” for the oligomers.

X A quantitative comparison between simulated BDLCA processes and ex-
periments fails because in the latter case: i) the stable clusters are smaller
and ii) xc seems to be larger. We suggest these discrepancies to be due
to lateral repulsion between like particles which impedes the attachment
of other particles of the same species. When long-range interactions are
included in the BDS, the size of the stable aggregates is in fact found to
decrease. Therefore, also in experiments of selective heteroaggregation
processes, the size of stable aggregates is expected to increase with the
electrolyte concentration. Future work in this direction is planned.
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A. RESUMEN Y CONCLUSIONES

Esta tesis doctoral trata acerca de los procesos de heteroagregación electrost́atica
que se dan en dispersiones coloidales bicomponentes, formadas por partı́culas de
igual tamãno pero carga eléctrica de signo opuesto. Se han estudiado tanto las
tasas de agregación como el comportamiento cinético general, en función de dos
variables: la concentración de electrolito del medio y la fracción de part́ıculas de
cada especie. El trabajo tiene dos vertientes complementarias: una experimental
y otra de simulacíon.

El estudio experimental se basa principalmente en el uso de la técnica de disper-
sión de luz por agregados individuales (SCLS1).2 Esta t́ecnica nos permite deter-
minar la distribucíon de tamãnos de agregado (CSD3) sin necesidad de recurrir
a un modelo para la estructura de los mismos (Fernández-Barberoet al., 1996).
Otras t́ecnicas experimentales se han utilizado en menor medida (nefelometrı́a,
medidas de movilidad electroforética. . . ).

Por otra parte, se han utilizado simulaciones de dinámica Browniana (BDS4)
para complementar e interpretar los resultados experimentales. Se han utilizado
dos tipos de BDS: i) BDS donde las interacciones entre partı́culas se sustituyen
por reglas que determinan si se produce o no agregación en el contacto,5 y ii)

1single-cluster light scattering
2El instrumento de SCLS utilizado fue construido por el Dr. Miguel Cabrerizo Vı́lchez (Uni-

versidad de Granada), como parte de la tesis doctoral del Dr. Antonio Ferńandez Barbero
(actualmente en la Universidad de Almerı́a). Posteriormente, el Dr. Artur Schmitt (Universi-
dad de Granada) y el Dr. Gerardo Odriozola (Instituto Mexicano del Petróleo) introdujeron
importantes mejoras en el funcionamiento del dispositivo.

3cluster-size distribution
4Brownian dynamics simulations
5BDS with contact rules, implementadas por el Dr. Arturo Moncho Jordá (Universidad de Gra-

nada).
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BDS con un modelo de interacción entre partı́culas.6 Las primeras son adecuadas
para estudiar procesos en los que las interacciones entre partı́culas sean de corto
alcance (Meakin, 1983; Moncho-Jordá et al., 2001), mientras que las segundas
pueden utilizarse aunquéestas sean de un alcance comparable al radio de las
part́ıculas (Puertaset al., 1999c).

Finalmente, este trabajo se ha completado mediante métodos nuḿericos, desta-
cando el algoritmo estocástico para resolver la ecuación maestra de coagulación7

(Odriozolaet al., 2003).

Los puntos principales de este estudio son:

Selecci ón y caracterizaci ón de los sistemas experimentales y
adaptaci ón del dispositivo de SCLS

X Se ha reescrito completamente elsoftwarede adquisicíon y tratamiento
de datos del instrumento de SCLS. Esto ha permitido introducir algunas
mejoras, como son:

Un nuevo algoritmo de clasificación de pulsos, que mejora la ca-
pacidad del dispositivo para discernir agregados según su tamãno
(López-Ĺopezet al., 2004c). Aśı, ahora es posible discriminar agre-
gados compuestos por hasta 11 partı́culas, mientras que con el ante-
rior algoritmo dif́ıcilmente se llegaba a agregados de 7 partı́culas.

Posibilidad de seguir la evolución del histograma de frecuencia de
pulsos en tiempo real. Esto facilita en gran medida el proceso de
calibrado del instrumento.

Implementacíon de un criterio estadı́stico para determinar si se pro-
duce ruptura de agregados durante el proceso de medida. Hay que

6BDS with DLVO-HHF particle-particle interactions, implementadas por el Dr. Antonio Puertas
(Universidad de Almerı́a).

7Stochastic algorithm to solve the coagulation master equation, implementado por el Dr. Gerardo
Odriozola Prego (Instituto Mexicano del Petróleo).
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decir que, en las pruebas realizadas, el resultado de este test siempre
ha sido negativo (no se produce ruptura).

X Se ha comprobado que la técnica SCLS es adecuada para estudiar procesos
de heteroagregación coloidal. Con anterioridad a este trabajo, esta técni-
ca śolo se hab́ıa aplicado al estudio de la homoagregación (Broide and
Cohen, 1990; Pelsserset al., 1990a; Schmittet al., 2000b). Adeḿas, se
ha establecido un protocolo de medida que permite realizarlas de manera
reproducible.

X Se han seleccionado dos dispersiones coloidales modelo, cuyas partı́culas
tienen el mismo tamãno, pero carga eléctrica de signo opuesto. Además,
se ha realizado una completa caracterización de estos látex que incluye:

Determinacíon del tamãno de part́ıcula eı́ndice de polidispersidad
(PDI8) mediante microscopı́a electŕonica de transmisión (TEM9).

Estudio de la estabilidad cinética y determinación de la concentra-
ción cŕıtica de coagulación (CCC10), mediante nefelometrı́a11. Se
debe sẽnalar que la CCC del látex catíonico es algo menor que la
del aníonico, lo cual indica que las partı́culas positivas están menos
cargadas.

Estudio de la movilidad electrofóretica12 frente alpH y frente a la
concentracíon de KBr.

X Se han estudiado los procesos de homoagregación de los dos sistemas fren-
te a la concentración de varias sales. Cuando se utilizó KBr, ambos respon-
dieron acorde a la teorı́a cĺasica de los coloides liofóbicos, la teoŕıa DLVO
(Derjaguin and Landau, 1941; Verwey and Overbeek, 1948): agregacíon
limitada por difusíon (DLCA13) para concentraciones de KBr por encima

8polydispersity index
9transmission electron microscopy

10critical coagulation concentration
11nephelometry, low-angle static light-scattering
12electrophoretic mobility
13diffusion-limited colloid aggregation
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de la CCC, y agregación limitada por reacción (RLCA14) muy por debajo
de esta concentración de KBr. Hay que resaltar que cuando se utilizaron
otras sales se encontraron comportamientos que no pueden explicarse con
esta teoŕıa. Especialmente notable es el caso del sulfocianuro potásico. A
la concentracíon de 600 mM de NaSCN, se encontró que el ĺatex catíonico
agregaba mediante un mecanismo reversible (Lopez-Leónet al., 2006).

Estudio de la velocidad de agregaci ón en dispersiones coloidales
binarias sim étricas

X Se ha medido la constante aparente de formación de d́ımeros15, kS, en
dispersiones coloidales binarias simetricas siguiendo el método de Drake
(1972). La concentración de KBr en el estudio ha variado seisórdenes de
magnitud: desde 1 M KBr hasta una concentración total de electrolito de
aproximadamente 3µM16 Utilizando la aproximacíon HHF (Hogg, Healy
and Fuerstenau, 1966), y conocidas las constantes de homoagregación por
experimentos independientes, fue posible determinar también la constante
intrı́nseca de formación de d́ımeros mixtos17, kAB. Se encontŕo un aumento
continuo dekAB conforme se reducı́a la concentración de electrolito.

X A altas concentraciones de electrolito —por encima de las CCCs de los
sistemas monocomponentes— se encontró que tantokS comokAB toma-
ban valores considerados tı́picos para la agregación limitada por difusíon
(alrededor de 4× 10−12 cm3s−1). Esto nos indica que todas las partı́culas
reaccionan de la misma manera, independientemente de sus propiedades
eléctricas. Este resultado está en buen acuerdo con la teorı́a DLVO-HHF,
que predice que, por encima de la CCC, las interacciones de origen elec-
trost́atico est́an completamente apantalladas.

14reaction-limited colloid aggregation
15effective dimer formation rate constant
16Este caso corresponde a experimentos donde no se añadío nada de sal. Fue posible alcanzar

concentraciones de electrolito tan bajas porque no se utilizó ninǵun tamṕon depH.
17absolute heteroaggregation dimer formation rate constant
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X A concentraciones de electrolito intermedias —de 50 mM a 200 mM, es
decir por debajo de la CCC, pero del mismo orden de magnitud queésta—
se encontŕo quekS tomaba valores inferiores al difusivo. Sin embargo,kAB,
lejos de disminuir, incluso aumentaba levemente. Esto lo explica perfecta-
mente la teoŕıa DLVO, que predice la aparición de una barrera de energı́a
potencial que dificulta la agregación de part́ıculas iguales, para concentra-
ciones de electrolito inferiores a la CCC.

X A bajas concentraciones de electrolito —aproximadamente entre 1 mM y
10 mM— se encontŕo una zona deplateauen la quekS tomaba de nue-
vo un valor t́ıpicamente difusivo. Sin embargo, medidas independientes
de homoagregación demuestran que a esas concentraciones de sal los dos
sistemas son completamente estables. Se trata, por tanto, de procesos de
heteroagregación selectiva18, en los que las interacciones entre partı́culas
aún tienen un alcance relativamente corto. La teorı́a DLVO-HHF predice
la existencia de una región aśı para part́ıculas relativamente grandes, como
son las utilizadas en este estudio.

X A concentraciones de electrolito aún más bajas —por debajo de 1 mM—,
se encuentra un incremento extraordinario en el valor dekS. Por tanto, ne-
cesariamente tiene que haber interacciones atractivas de largo alcance en-
tre las part́ıculas. Hasta tal punto ocurre esto que, cuando no se añade elec-
trolito, se midío un valor parakAB tan grande como (35±7)×10−12 cm3s−1.
Hasta donde nosotros sabemos, se trata de la constante cinética de agrega-
ción más alta medida en un sistema coloidal diluido. La teorı́a DLVO-HHF
predice este incremento en la tasa de agregación de part́ıculas de distinto
tipo a muy bajas concentraciones de electrolito. Debemos resaltar que, a
pesar de no haber hecho ningún tipo de proceso de ajuste de parámetros,
el acuerdo entre los valores dekAB predichos por esta teorı́a y los medidos
en el laboratorio es satisfactorio, incluso a nivel cuantitativo.

X Para completar el estudio de las constantes cinéticas de agregación, se han
realizado simulaciones de dinámica Browniana de mezclas simétricas de
part́ıculas de carga opuesta. Las interacciones entre partı́culas contempla-
das por estas BDS son las proporcionadas por la teorı́a DLVO-HHF. Se

18selective heteroaggregation
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ha encontrado un acuerdo razonable entre simulaciones y experimentos:
agregacíon ŕapida para interacciones de muy corto alcance, un mı́nimo en
kS para valores intermedios, y un fuerte aumento cuando el alcance de
las interacciones se hace comparable al radio de las partı́culas. Falla, sin
embargo, el acuerdo cuantitativo. Además, en las BDS no se encuentra la
región deplateauque śı estaba presente en los experimentos. Es posible
que esto se deba a un efecto del tamaño de part́ıcula, aunque será necesario
más trabajo para clarificar esta cuestión.

Regı́menes de heteroagregaci ón en dispersiones coloidales
bicomponentes sim étricas

X La distribucíon de tamãnos cn(t) en procesos de heteroagregación elec-
trost́atica en dispersiones coloidales bicomponentes simétricas se ha medi-
do mediante SCLS. Se ha encontrado una fuerte dependencia de la cinéti-
ca de la CSD con la concentración de electrolito. Adeḿas, las CSDs ex-
perimentales se han comparado con las obtenidas mediante BDS y con
soluciones de la ecuación de coagulación para varioskernelssemiemṕıri-
cos. De todo esto, se ha podido establecer la existencia de, al menos, tres
reǵımenes de agregación diferentes seǵun la concentración de electrolito.

X A altas concentraciones de electrolito, la heteroagregación transcurre co-
mo si se tratara de homoagregación a esa misma concentración de elec-
trolito. Es decir, sigue el régimen DLCA. Se ha encontrado un acuerdo
excelente entre la CSD experimental y la correspondiente a una simula-
ción de un proceso ideal de agregación limitada por difusíon. Más áun,
se ha comprobado que la CSD experimental se reproduce perfectamente
cuando se resuelve la ecuación de agregación con elkernelBrowniano.
Debemos destacar que, aunque ya se sabı́a que elkernelBrowniano re-
produce correctamente la homoagregación en el ŕegimen DLCA (ver, por
ejemplo, Schmittet al., 2000b), esta es la primera vez que se comprueba
que tambíen lo hace para la heteroagregación en ese ŕegimen.

X A concentraciones de electrolito intermedias, donde la heteroagregación
es selectiva, pero el alcance de las interacciones entre partı́culas es áun

190



corto, se encuentra un régimen de agregación nuevo: agregación coloidal
binaria limitada por difusíon (BDLCA19). La principal caracterı́stica de
la CSD de este régimen es el exceso relativo de monómeros a tiempos
largos o “discriminacíon de mońomeros”20 (López-Ĺopezet al., 2004b).
Este ŕegimen queda perfectamente descrito por dos reglas (Meakin and
Djordjević, 1986): i) todos los contactos entre partı́culas de distinto tipo
forman un enlace y ii) los enlaces entre partı́culas iguales están prohi-
bidos. Se realizaron BDS con estas reglas de contacto y se encontró un
acuerdo excelente con los experimentos (López-Ĺopezet al., 2005). La
discriminacíon de mońomeros tambíen se encontró al resolver la ecuación
de coagulacíon conkernelsen los que la constante cinética de formacíon
de d́ımeros vale la mitad que en elkernelBrowniano. El mejor acuerdo
cuantitativo se obtuvo con una variación delkernel q-suma de Calogero
and Leyvraz (1999), conq = 1/2. Debemos resaltar queésta es la primera
vez, hasta donde nosotros sabemos, que estekernelha sido utilizado para
describir procesos reales de agregación coloidal.

X A baja concentración de electrolito, el alcance de las interacciones entre
part́ıculas ya no es despreciable. Las CSDs experimentales se caracterizan
por un fuerte incremento de la tasa global de agregación y por la ŕapi-
da desaparición de los d́ımeros, o “discriminacíon de d́ımeros”21 (López-
Lópezet al., 2004b). Este ŕegimen se conoce como de agregación diri-
gida por atraccíon (ADCA22) (Puertaset al., 2001b). Las simulaciones
de dińamica Browniana con interacciones describen correctamente este
fenómeno y predicen que la discriminación entre agregados pares e impa-
res se extiende a tamaños de agregado mayores cuando el alcance de las
interacciones se incrementa más áun (Puertaset al., 2002). En este trabajo
hemos confirmado la discrimación de mońomeros y d́ımeros, pero no ha
sido posible comprobar la validez de esta hipótesis para agregados mayo-
res.

19binary diffusion-limited colloid aggregation
20monomer discrimination
21dimer discrimination
22attraction-driven colloid aggregation
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Estudio de la heteroagregaci ón electrost ática de sistemas coloidales
bicomponentes asim étricos

X La influencia dex, la proporcíon de part́ıculas de cada tipo, en los proce-
sos ideales de BDLCA se ha estudiado mediante simulaciones de dinámica
Browniana fuera de red23. A tiempos cortos se ha demostrado la validez de
la aproximacíon HHF (Hogget al., 1966). A tiempos largos se ha encon-
trado que existe una proporción cŕıtica xc tal que, parax > xc la agregacíon
contińua hasta que se forma unúnico agregado, mientras que parax < xc

algunos agregados permanecen estables. El valor encontrado paraxc, alre-
dedor de 0.15, es claramente inferior al determinado por AlSunaidiet al.
(2000) para procesos BDLCA en un red cúbica24. Esta discrepancia se
debe al mayor grado de recubrimiento que es posible cuando las partı́cu-
las no est́an obligadas a ocupar las posiciones de una red cúbica simple
(López-Ĺopezet al., 2005).

X Para valores dex cercanos axc se encuentra un comportamiento muy atı́pi-
co en la concentración de ciertosn-méros, especialmente las correspon-
dientes a 8≤ n ≤ 10: su concentración alcanza dos ḿaximos a diferentes
escalas temporales, de tal manera que la curvacn(t) recuerda al perfil de
la espalda de un camello (“efecto de las dos jorobas”25). Se encuentra que
estos dos ḿaximos corresponden a dos composiciones distintas: agrega-
dos con varias partı́culas minoritarias, para tiempos cortos; y agregados
con tan śolo una part́ıcula minoritaria para tiempos largos (López-Ĺopez
et al., 2005). Debemos resaltar que este comportamiento no se encuentra
en simulaciones BDLCA en red.

X Se han realizado experimentos de SCLS con dispersiones coloidales bi-
narias asiḿetricas, sin electrolito ãnadido. Debido a la diferencia de car-
ga efectiva entre los dos tipos de partı́culas utilizados, se han encontra-
do feńomenos distintos parax . 0,2 que parax & 0,8. En el primer

23off-lattice Brownian dynamics simulations
24on-lattice BDLCA
25“two-hump effect”
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caso la agregación se detiene rápidamente, alcanzándose una CSD esta-
cionaria. Se trata de un ejemplo de las reacciones detenidas26 de Puertas
et al. (2001a). En el segundo caso, se encuentran agregados metaestables
y ejemplos de curvascn(t) bimodales (“efecto de las dos jorobas”). Hasta
donde nosotros sabemos, estas son las primeras curvas de concentración
con esta caracterı́stica encontradas en sistemas reales.

X Tanto en simulaciones como en experimentos, el tamaño de los agregados
estables se encuentra comprendido dentro de intervalos discretos preci-
sos. Hemos desarrollado un modelo en cinco etapas para la formación de
los agregados estables que da cuenta de este fenómenos. Adeḿas, nues-
tro modelo explica la presencia del “efecto de las dos jorobas” en ciertos
oligómeros.

X La comparacíon cuantitativa entre experimentos y simulaciones falla en
dos puntos: i) los agregados (meta) estables encontrados en los experi-
mentos son de menor tamaño y ii) en los experimentosxc ≈ 0,25, valor
mucho mayor que el obtenido en simulaciones. Creemos que estas discre-
pancias se deben a la repulsión lateral que sufren las partı́culas del mismo
tipo dentro de la capa de recubrimiento de una partı́cula de signo opuesto.
Esta interaccíon dificulta la adicíon de ḿas part́ıculas a esa capa, redu-
ciendo el grado medio de recubrimiento. De hecho, cuando se incluyen
interacciones de largo alcance en las BDS, se encuentra que el tamaño de
los agregados estables decrece. Por tanto, se espera que en experimentos
de heteroagregación selectiva, el tamãno de los agregados estables aumen-
te al aumentar la concentración iónica. Pretendemos continuar este trabajo
en esa dirección.

26stopped reactions
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Ferńandez-Barbero, A. (1994), ‘Estudio de Agregación en Fluidos Complejos: Escalado
Espacial y Temporal’, PhD thesis, Universidad de Granada, Spain.
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Hidalgo-Álvarez, R. (2003), ‘Simulated reversible aggregation processes for dif-
ferent interparticle potentials: the cluster aging phenomenon’, J. Phys. Chem. B
107(10), 2180–2188, 14145.

Odriozola, G., Leone, R., Schmitt, A., Callejas-Fernández, J., Martı́nez-Garćıa, R. and
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Nomenclature

a particle radius

A,A132 Hamaker constant

ai j i-mer-j-mer reaction probability density, see equation (3.23)

AS1 arbitrary name of the anionic latex used in this work

cγ(t) concentration of clusters of theγ type

c0 initial particle concentration

cm
j concentration ofj-mers withm particles of typeA

cn(t) concentration of clusters composed byn particles, CSD

δ
j
i Kronecker’s symbol

D diffusivity used in simulations

D0 self-diffusion coefficient, see equation (2.35)

ε0 dielectric permittivity of the vacuum

εm relative dielectric permittivity of the dispersion medium

η medium viscosity

~E electrical field intensity

φ volume fraction of particles

fflow pump flow factor, page 52

γ friction coefficient

g(t) Drake’s function, see equation (3.10)
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Nomenclature

〈I (~q, t)〉 average light intensity in a LS experiment

I (t) light intensity in a LS experiment

IDC arbitrary name of the cationic latex used in this work

κ Debye-Ḧuckel parameter, see equation (2.56)

kBrw,kBr
11 monomer-monomer reaction rate constant for ideal DLCA processes

kα,β aggregation rate constant between clusters of the speciesα andβ

kB Boltzmann’s constant

kS effective aggregation rate constant, see equation (3.11)

kHHF
11 HHF approximation for the dimer formation rate constant, see equation (2.34)

kAA, kBB absolute homoaggregation dimer formation rate constants

kAB absolute heteroaggregation dimer formation rate constant

Ki j dimensionless aggregationkernel

ki j aggregation rate constant between clusters of massesi and j

λ0 light wavelength

L side length of the simulation box

µe electrophoretic mobility, see equation (3.15)

M0 (normalised) overall concentration of clusters, see equation (2.14)

Mn n-th moment of the CSD, see equation (2.11)

~N(t) vector state in the stochastic description

Nγ(t) number of aggregates of theγ type

Nl total number of aggregates withl minority particles

N0 total number of particles in simulations

Ni(t) number ofi-mers
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〈n〉l average size of aggregates withl minority particles, see equation (6.1)

nm medium refraction index

〈n〉n number-average cluster size, page 112

ψ∗ effective surface potential in the Stern layer, page 37

PR(τ, i, j) reaction probability density function

Ps sticking probability, page 78

~q scattering vector, see equation (3.1)

Rg radius of gyration, see equation (2.37)

Rsc radius of the scattering centre

T dimensionless time

T temperature

taggr aggregation time, see equation (2.10)

t′aggr alternative aggregation time, see equation (2.15)

~ve electrophoretic drift velocity

V system volume

Vinj sample volume injected in a SCLS measurement

Vsc scattering-centre volume

W Fuchs stability ratio, see equation (3.14)

x relative particle concentration, number fraction

xc critical relative concentration in BDLCA processes

Xn dimensionless cluster-size distribution

X50,X70. . . arbitrary names used for mixtures with 50%, 70%.. . of cationic particles.
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