UNIVERSIDAD DE GRANADA
FACULTAD DE CIENCIAS

Departamento de Rsica Aplicada
Grupo de Fisica de Fluidos y Biocoloides

Electrostatic heteroaggregation
processes arising in
two-component colloidal
dispersions

Jos Manuel Lopez Lopez

TESIS DOCTORAL



Editor: Editorial de la Universidad de Granada
Autor: José Manuel Lépez Lopez

D.L.: Gr. 1830 - 2006

ISBN: 978-84-338-4094-3


USER
Editor: Editorial de la Universidad de Granada
Autor: José Manuel López López
D.L.: Gr. 1830 - 2006
ISBN: 978-84-338-4094-3


Electrostatic heteroaggregation
processes arising in
two-component colloidal
dispersions
por
JOE MANUEL LOPEZ LOPEZ

Licenciado en Ciencias {§icas)

DIRECTORES:

Dr. D. Artur Schmitt Dr. D. Arturo Moncho Joréd
Prof. Titular de ksica Aplicada Prof. Colaborador deiBica Aplicada

Dr. D. Roque Hidalgdlvarez
Catedético de Fsica Aplicada

Este trabajo de investigdi se presenta
para alcanzar el grado de
DOCTOR EN CIENCIAS FSICAS
DOCTOR EUROPEUS

Jos Manuel lopez Lopez
Granada, julio de 2006



Este trabajo ha sido financiado por el proyecto del plan
nacional de materiales MAT2003-08356-C04-01.



A mis padres






Agradecimientos

Deseo agradecer en primer lugar al Dr. D. Roque Hidaﬁlgmrez por
haberme dado la oportunidad de llevar a cabo este trabajo de invastigaci
Su apoyo y su confianza eri gnen este proyecto han sido constantes desde
el primer momento, antes incluso de que terminase mi licenciatura.

Al Dr. Artur Schmitt debo agradecerle tantas cosas que para enurgerarla
todas requeria una secdin propia. Todos los puntos de este trabajo son
un intento de reflejar su arf por el detalle y el orden, desde el protocolo
de medida experimental hasta la propia difige la tesis. Queden dqui
respeto y admiradin por un magifico profesor y &n mejor persona.

Agradezco al Dr. Arturo Moncho Jaadque aceptase el reto de codirigir
una tesis ya iniciada. Esérito suyo que se incluyan aigesultados de si-
mulacbn que complementen al experimento. Sin su apdnaain duda,

esta tesis hubiese quedado coja. No menos importante ha sido su conta-
giosa inyecdn de entusiasmo, justo en el momento en gés necesaria

me era.

Por supuesto, no puedo dejar de mencionar al De Gadlejas Ferandez

—mi “cuarto director"— que, en un magito ejemplo de honestidad per-
sonal, prefid concentrar sus esfuerzos en aquellos campos que mejor do-
mina. Adenas de su dedican inicial, le agradezco que haya financiado
este trabajo a tr@s del proyecto de investigaci del que es responsable.

Este trabajo esta@incompleto de no ser por la inestimable y desinteresada
colaboraddn del Dr. Antonio Puertas, de la Universidad de AlraeMi

mas sincero agradecimiento por permitirme utilizar sus programas sin nin-
guna limitacén, y por las frudferas conversaciones que hemos mantenido
y de las que tanto he aprendido.

Doy las gracias al Prof. Jean Pierre Hansen por haberme permitidarealiz
una estancia de verano en@mbridge University Centre for Computa-
tional Chemistry(CUC®), y al Dr. Ard Louis por todo el tiempo y esfuerzo
gue me dedia durante la misma. Quiero hacer extensivo mi agradecimien-
to a todo el personal del C3Cque me acodi desde el primer momento



VIII

como a un miembro &s, especialmente al Dr. Johan Padding, al Dr. Mark
Miller y a la Dra. Catherine Pitt.

Agradezco a Teresa y Pedro, con quienes me une una amistad que vie-
ne desde losfes de la carrera, todo lo que hemos compartido dentro y
fuera del laboratorio; y a Juanjo, Roberto, Fernando, Cati, JudosCan-

lia, Joaqin, Manolo y todos los deés comp#eros becarigprecarios, el
haber contribuido a crear un ambiente sano de trabajo. . . jy esparcimiento

Mi agradecimiento a todos los conios del Grupo deifica de Flui-

dos y Biocoloides que participasteis de alguna forma en este trabajo y que
no he podido mencionar expresamente en un espacio tan reducido. Tam-
bién a todo el personal del Departamento agda Aplicada por haberme
permitido la realizadn de esta Tesis.

Tampoco hubiese sido posible este trabajo sin la parti@pate las ins-
tituciones que me han financiado durante esttsos cinco @os, prin-
cipalmente el Plan Nacional de Formatide Profesorado Universitario
del Ministerio de Educadin y Ciencia; pero tambn el Programa de For-
macbn de Personal Docente e Investigador de la Junta de Ardaluc
el mismo Grupo de Fluidos y Biocoloides, que me finardurante unos
meses mediante una beca con cargo a sus propios fondos.

Finalmente, agradezco la pacienciay el apoyo de aquellos gsem han
animado y nas han sufrido conmigo. Me refiero, claro&st mis padres, a
mis amigos —gracias Javi por insistirme tanto en “cuafgipas al th"'—

y, especialmente, a Encarni.



Contents

1. INTRODUCTION 1

1.1. Some fundamental definitions . . . . ... ... ... ..... 1

1.2. Motivations . . . . . .. .. ... .. e 2

1.3. Ashortoverview . . ... ... ... .. .. ... e 5

2. THEORETICAL BACKGROUND 9

2.1. Heteroaggregationkinetics . . . .. .. ... ... ....... 9
2.1.1. General aggregationkinetics . . . .. .. .. .. .. .. 9
2.1.2. Homoaggregationkinetics . . . ... ... ....... 14
2.1.3. Classical solutions of the Smoluchowski’'s equation . . . 16
2.1.4. Otherimportant aggregatikarnels. . . . . .. .. .. 21
2.1.5. Binary heteroaggregation kinetics . . . . ... .. ... 22
2.1.6. HHF approximation . .. .. .............. 23

2.2. Microscopicdescription. . . . .. .. ... .. .. . ... 25
2.2.1. Brownian motion andfiusion. . . . .. ... ... .. 26
2.2.2. Ditusion-limited cluster-cluster aggregation . . . . . . 28
2.2.3. Reaction-limited cluster-cluster aggregation . . . . . . . 29
2.2.4. Attraction-driven cluster-cluster aggregation. . . . . . . 32

2.3. Particle-particle interactions . . ... .. ............ 32
23.1. DLVOtheory . . ... ... ... .. .. .. .. ... 32
2.3.2. London-van der Waals interactions . . . . . ... .. .. 33
2.3.3. Double layer potentialenergy . . . ... ... ..... 33
2.3.4. Kineticstability . . . ... ... ............. 37
235. HHFtheory . . .. .. ... ... ... ... ...... 37
2.3.6. Non-DLVOforces . ... .. ... ... ........ 38

IX



Contents

3.

4,

MATERIALS AND METHODS 39

3.1. Single-Cluster light-scattering . . . . . ... ... ....... 39
3.1.1. Principle of function and description . . . . . .. .. .. 40
3.1.2. Dataacquisitionandtreatment . . . .. .. .. ... .. 46
3.1.3. Measuringprotocol . . . . ... .. ........... 50

3.2. Other experimental techniques . . . .. .. ... ... ..... 57
3.2.1. Nephelometry. . . .. ... ... ... .. ....... 58
3.2.2. Electrophoreticmobility . . . .. ... ... ...... 61

3.3. Experimentalsystems . . . . ... ... ... ... ... ..., 63
3.3.1. Generalcharacteristics . . .. ... ... ........ 64
3.3.2. Particlesizeandshape . .. ... ............ 66
3.3.3. Stability versus KBr concentration . . . . . .. ... .. 69
3.3.4. Aggregationregimes . . . .. ... ... ... ... .. 70
3.3.5. Electrophoreticmobility . . .. ............. 75

3.4. Computersimulations . . . . .. ... ... .. ......... 77
3.4.1. Brownian dynamics simulations without interactions . . 77
3.4.2. Brownian dynamics simulations with interactions . . . . 80
3.4.3. Solving the Smoluchowski’s equations . . . . ... .. 82

AGGREGATION RATE 85

4.1. Experimental aggregationrate constants . . . . ... ... ... 85
4.1.1. High electrolyte concentrations . . .. .. .. ... .. 87
4.1.2. Intermediate electrolyte concentrations . . . .. .. .. 91
4.1.3. Low electrolyte concentrations . . . . .. ... ... .. 95

4.2. Comparison with BDS and theoretical predictions . . . . . . .. 99
4.2.1. Brownian dynamics simulations . . . .. .. ... ... 99
42.2. HHFtheory . . . . .. . .. ... ... .. 103

4.3. Concludingremarks . . . . . ... ... .. ... ... 105

CLUSTER-SIZE DISTRIBUTIONS 107

5.1. Experimental cluster-size distributions . . . . . ... ... ... 108
5.1.1. High electrolyte concentrations . . .. ... ...... 109
5.1.2. Intermediate electrolyte concentrations . . . ... ... 111
5.1.3. Low and very low electrolyte concentrations . . . . .. 114

5.2. Brownian dynamics simulations . . . ... ... ........ 116



Contents

5.2.1. BDSwithoutinteractions . . . . . ... ... ...... 117
5.2.2. BDSwithinteractions . . ... ... ... ....... 121
5.3. Clusterdiscrimination. . . . ... ... ... .......... 125
5.3.1. Experimental evidences of cluster discrimination . . . . 125
5.3.2. Comparison with Brownian dynamics simulations 128
533. Conclusions . . . . ... ... ... ... . ... 131
5.4. Electrostatic heteroaggregationregimes . . . . . . ... .. .. 132
5.4.1. Heteroaggregatidernels . . . . . ... ........ 132
5.4.2. Concludingremarks . ... ............... 140
6. ASYMMETRIC HETEROAGGREGATION 143
6.1. Ideal BDLCAProcesses . . . . . . . . . v 144
6.1.1. Shorttimekinetics . . . ... ... .. .. ....... 147
6.1.2. Longtimebehaviour . . .. ... ... ......... 152
6.1.3. Stableaggregates . . .. ... ... ... ........ 158
6.1.4. Aggregationmodelfor<xc . ... .......... 161
6.2. Experimental evidences of stable aggregates . . . . . ... ... 164
6.2.1. CSD in asymmetric two-component systems . . . . . . 164
6.2.2. Stable aggregatesinexperiments. . . . .. ... .. .. 169
6.2.3. Influence of the electrolyte concentration . . . .. ... 172
6.3. Concludingremarks. . . . ... ... ... ... ... ..., 174
7. SUMMARY AND CONCLUSIONS 179
A. RESUMEN Y CONCLUSIONES 185

XI






List of Figures

1.1.

2.1
2.2.
2.3.
2.4,

3.1.
3.2.
3.3.
3.4.
3.5.
3.6.
3.7.
3.8.
3.9.

3.10.
3.11.
3.12.
3.13.
3.14.
3.15.

4.1.
4.2.
4.3.
4.4.

Microphotograph of a colloidal heteroaggregate . . . . .. . .. 3
CSD calculated for several classikatnels . . . . . . . .. .. 18
Produckernelwith the Florymodel . . . . . .. ... ... .. 21
Microphotograph of a typical fractal aggregate . . . . . . . . .. 27
Browniarkernelsolution . . . . . ... ... ... ... ..., 29
Scheme of our SCLS instrument . . . . . . ... ........ 43
Hydrodynamic focusingcell . . ... ... ... ... ..... 44
Typical phototube output . . . . . .. ... ... ........ 47
Frequency histograms of a SCLS measurement . . . . .. ... 48
Scheme ofthemixingsetup . . . . . .. ... ... ... .... 54
Monomer correction due to coincidences . . . . . . .. ... .. 56
Typical nephelometreoutput . . . . . ... ... ........ 60
Fundamentals of a electrophoretic mobility set-up . . . . . . .. 62
TEM microphotograph of the experimental systems . . . . . . . 67
Particle size distribution of the experimental systems . . . . .. 68
Stability factor of the experimental systems . . . .. .. .. .. 70
CSD in homoaggregation experiments . . . . . . ... ... .. 72
Hfects of some salts on the homoaggregation behaviour . . . . . 74
Electrophoretic mobilityversyod . . . . . . .. .. ... ... 75
Snapshots of a simulated BDLCA process . . . . .. ... ... 80
ks in homo- and heteroaggregation experiments at high [KBr] . 89
ks in homoaggregation experiments at intermediate [KBr] . .. 92
ks in heteroaggregation experiments at intermediate [KBr] . . . 93
ks in heteroaggregation experiments atlow [KBr] . . . . . . .. 95

XIIT



List of Figures

XIV

4.5.
4.6.
4.7.
4.8.

5.1.
5.2.
5.3.
5.4.
5.5.
5.6.
5.7.
5.8.
5.9.

5.10.
5.11.
5.12.
5.13.
5.14.
5.15.

6.1.
6.2.
6.3.
6.4.
6.5.
6.6.
6.7.
6.8.
6.9.
6.10.
6.11.
6.12.
6.13.
6.14.

Ks in heteroaggregation experiments with no added salt . . . . . 96
Determination oks in simulations with interactions . . . . . . . 100
Ks: comparison between experiments and simulations . . . . . . 102
ks: comparison between experiments and HHF predictions . . . 104
CSD in heteroaggregation experiments at high [KBr] . . . . . . 110
CSD in heteroaggregation experiments at intermediate [KBr] . . 112
Average cluster-size for experiments at high and medium [KBr] 113
CSD in heteroaggregation experiments at low [KBr] . . . . . . . 115
Average cluster-size for experiments at low and very low [KBr] 6 11
Simulated CSD for DLCA and BDLCA processes . . . . . . .. 118
Comparison experimentsimulations: DLCA and BDLCA . . 119
CSDs in heteroaggregation simulations &edéntsa values . . 122
Comparison experimentsimulations: attraction-driven . . . . 124
An ALCA experiment, from Yoshioket al. (2005) . . . . . .. 126
Experimental cluster-concentration profiles . . . . .. ... .. 128
Dimer-trimer concentrationratio . . . . . . ... ... ..... 130
Comparison experimerjtsimulationg theory: DLCA . . . . . 133
Comparison experimerntsimulations theory: BDLCA . . . . 136
CSDs for parity-dependekdrmels. . . . . .. ... ... ... 139
Snapshots of simulated BDLCA processes . . . . . .. .. ... 145
ks versusxin BDLCA simulations . . . . ... ... ... ... 147
Determination oks in BDLCA simulations . . . . .. ... .. 149
CSDs of simulated BDLCA processes . . . . .. ... .. ... 153
Octamer-composition distribution . . . . . ... ... ... .. 156
Time evolution of monomers . . . . . . ... ... ....... 157
CSD profile for simulated BDLCA . . . . . ... ... ... .. 159
Typical stableclusters . . . . ... ... ... ... ....... 159
Total number of aggregatesltf-order . . . .. ... ... .. 161
Time evolution of monomers and clusters . . . . ... ... .. 162
CSDs for asymmetric systems: noaddedsalt. . . . . ... ... 166
CSDs for highly asymmetric systems: noadded salt . . . . . . . 169
Pulse histogram evolution for an asymmetric system . . . . .. 171
CSDs in asymmetric heteroaggregation with interactions . . . . 174



List of Tables

3.1.
3.2.
3.3.

4.1.
4.2.
4.3.
4.4,

6.1.

Main properties of both experimental systems . . . . .. .. .. 66
Particle size of ASlandIDClatexes . . . .. ... ... .... 69
Low ionic strength bfiers . . . . ... ... ... ... .... 76
Experimental values &g obtained by dierent authors . . . . 86
ks, kaa, ksg andkag at high electrolyte concentrations . . . . . 94
ks andkag at low electrolyte concentrations . . . . . ... ... 98
ks values in simulations with ffierentka . . . . .. . ... .. 101
Main characteristics of some two-component simulations . . . . 146

XV






1. INTRODUCTION

1.1. Some fundamental definitions

This is a thesis dissertation abaléctrostatic heteroaggregation processes aris-
ing in two-component colloidal dispersiane what follows, we try to provide

an adequate definition for a such long topic name .coloidal dispersionis

a complex fluid consisting of two distinguishable phases: i) a disperse@ phas
composed of solid particles and ii) a dispersion phase, usually a liquid. The
adjectivecolloidal implies that the typical size of the particles compressed
between 10 nm andl

The most distinctive property of colloidal dispersions —which is evenaesip

ble of the own word “colloid®— is their tendency taggregate In fact, most
colloidal particles are lyophobic.e., they tend to reduce their interphase area.
For solid, hard patrticles, this only can be achieved by forming clusterartf p
cles. The process of rearranging the colloidal dispersion into clusteeslées
aggregation, coagulation, flocculation or association. The term coagulatio
generally used to describe processes that lead to permanent cohiazipar-
ticles and hence are irreversible. Flocculation and association arengfay
reversible or temporary association between particles. Aggregation ise mor
general term, and can be applied instead of any other. This process/ardy-e
ally leads to a phase separation. Even although a typical colloidal dispéssio
thermodynamically unstable, it is usually kinetically stabke, the time scale of

the coagulation process is generally longer than the time scale we are irdereste

1The particle diameter, since only colloidal suspensions of microsphezesnsidered here.
2The term “colloid” was introduced by the Scottish scientist Thomas Grahdr@6a. It derives
from the Greek word “Kollas”, which means “glue”.
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in. This can be due, for instance, to the presence of repulsive pgrtdiele
interactions.

The prefixheteroimplies that the nature of all the particles is not the same.
Hence, by aheteroaggregatiorprocess we refer to an aggregation process in
which several species of particles are involved. Analogously, wekspieaut
homoaggregationwvhen the nature of all the particles involved in the aggrega-
tion process is the same. In this work, we focus on heteroaggregatioagses
arising in two-component systems.

Particles may dfer on any of their properties: chemical composition, electrical
charge, size or shape of particles, etc. Here, we focus on particletheifame
shape, size and chemical composition, but with opposite electrical chdiges
terms are found in the literature which refers to heteroaggregation okap|yo
charged particles: “Charge heteroaggregation” (Puettak 2001a; Ferrandez-
Barbero and Vincent, 2001) and “electrostatic heteroaggregation” @ia,,
2003). The latter term emphasises the nature of the particle-particle intesactio
and, hence, itis preferred here.

In summary, we study the aggregation processes arising in two-compmient
loidal dispersions, where both types of particles onlfediin the sign of their
electrical charges.

1.2. Motivations

Binary colloidal dispersions have received significant interest in tbentesci-
entific literature due to their potential use in many technological processes an
natural phenomena (pez-lopezet al., 2006). Aggregation of binary colloids
with varying composition, charge or size has been shown to be important in
industrial applications such as mineral flotation (di Feaal, 2001; Bandini

et al, 2001; di Feo and Finch, 2002), waste water treatment (Finellegl.,
1996; Bufle et al, 1998; Rubioet al, 2002), stability of emulsions (Sunkel
and Berg, 1996; Abendt al,, 1998; Lagalyet al., 2001) and rapid separation of
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Figure 1.1.: TEM microphotograph of a heteroaggregate, reproduasd f
(Snoswellet al., 2005) for academic purposes.

phases (lteet al, 2002). It is also fundamental for the manufacture of new mate-
rials, such as molecular materials (Lipskier and Tran-Thi, 1993etat, 1999)
and, especially, the so-called composite materials.

Many of the composite materials present a core-shell internal structues (M
and Marquis, 1992; Harlest al., 1992; Ottewillet al,, 1997; Morriset al., 1999;
Yanget al, 2001; Tangboriboonrat and Buranabunya, 2001; Cefstd,, 2002;
Luna-Xavieret al, 2002; Furusawat al,, 2003; Galindo-Gor&lezet al., 2005),
although other topologies are found in the literature (Deng and Lu, 12880T

et al, 2003; Snoswelét al,, 2005; Yinget al,, 2005; Plunketet al, 2005; Suna-
gawaet al,, 2006). The variety of synthesis mechanisms and final properties of
these composite materials is quite large. For instance, Snoswall (2005)
make use of the heteroaggregation of hard and soft colloids to syntlvesise
posite materials of high porosity (see Fig. 1.1); Costtal. (2002) prepared
core-shell microparticles by coating a phosphor particle with pigment anes;
Sunagawat al. (2006) demonstrated that the performance of a solid oxide fuel
cell improves when the anode is synthesised by means of a heterocoagulatio
process. The technology of synthesising core-shell particles is qutassie
cated, despite the fact that it is usually based on empiric recipes. Furasalv
(2003), for instance, were able even of synthesise a complex partitipased

by a hematite core, a inner layer of silica nanoparticles and an outer layer of
phosphatidyl-choline liposomes.

Understanding heteroaggregation is also a key issue for developirbiotech-
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nologies, such as bacteria recovery (Hayasthal, 2001) and industrial ex-
traction of enzymes fronm culture fungi (Mukherjeeet al., 2002). Colloidal
heteroaggregation have been also applied to medical areas, froncedhan
munoassays (@fen et al,, 2002), to new approaches to fight human tumours
(Jadhawet al,, 2001; McCartyet al., 2002). Oualiet al. (1994) even used a tech-
nique similar to ours (a Coulter counter) to study the heteroaggregation kinetic
of sensitised latexes, in order to improve the accuracy of pregnancy tests

Apart from its numerous applications, heteroaggregation phenomendristse
important from the fundamental science point of view. In fact, scientific lit-
erature about heteroaggregation have remarkably increased dugitgsthen
years (lbpez-Lopezet al, 2006). Particularly, electrostatic heteroaggregation
processes at low and very low electrolyte concentrations have beealedv
full of scientific surprises. Very recently, for example, Puedgal. (2000) and
Ferrandez-Barbero and Vincent (2001) made the exciting discovery tipat-op
sitely charged polymer spheres at low ionic strength can lead to fractal dimen
sions significantly lower than DLCA (rapid homoaggregation). These aitho
found a continuous increase in the fractal dimension fradnd 17 as the back-
ground electrolyte concentration was increased. Brownian dynamics siongla
followed a similar trend (Puertast al, 2001), although the obtained fractal
dimensions were not as low as in experiments. Kitral. (2003) also stud-

ied heteroaggregates prepared by aggregation of oppositely clpolystyrene
spheres. When no electrolyte was added, they measured fractal dimseasio
low as 121+ 0.15, which is the lowest mass fractal dimension ever measured for
aggregating colloids.

Other interesting phenomena are predicted to occur in electrostatic heteroag
gregation processes at low and very low electrolyte concentrations. @emp
simulations performed by Puertasal. (2002) predicted that a odd-even cluster
discrimination takes place at very low electrolyte concentrations. At long ag-
gregation times, clusters with an even number of particles disappear faster th
those composed by an odd number of particles. The first experimen{adrsup

to this hypothesis has been found during this researching wargez-Lopez

et al, 2005).

In summary, two aspects of the electrostatic heteroaggregation proaesges-
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ticularly interesting and still not well understood. On the one hand, the distinc
behaviour of heteroaggregates that are formed at very low electralgtzntra-
tions. On the other hand, the formation and properties of clusters with a core
shell structure. In this work we deal with these two aspects by two comple-
mentary approaches: single-cluster light scattering experiments anchiarow
dynamics simulations. Moreover, our study does not restrict only to psese
arising at very low electrolyte concentrations, but it covers a wide raiges

will allow us to identify the diferent aggregation regimes that take place in elec-
trostatic heteroaggregation processes.

1.3. A short overview

This PhD thesis is structured in the following chapters:

Chapter I: Introduction
The research topic and my motivations are briefly introduced here.

Chapter II: Theoretical background
The theoretical background needed for describing electrostatic het-

eroaggregation processes arising in colloidal dispersions is provided
here. It comprises a general kinetic description, a detailed micro-
scopic description of the process and an overview on particle-particle
interactions.

Chapter 111 Materials and methods
Experimental techniques, simulation methods and colloidal disper-
sions used in this work are described here. Especial attention is paid
to thesingle-cluster light-scatterinSCLS) technique, used for ac-
quiring most experimental data.

Chapter IV: Symmetric heteroaggregation:

aggregation rate constants
The short time kinetics of symmetric two-component systems is dis-

cussed here. fEective and absolute dimer formation rate constants
are determined by means of SCLS over a wide range of electrolyte
concentrations. The absolute aggregation rate constant is found to
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increase from dfusion-limited values at high electrolyte concen-
trations to quite larger values at very low electrolyte concentrations.
Brownian dynamics simulations and theoretical approaches are used
in order to interpret the experimental results.

Chapter V: Symmetric heteroaggregation:
cluster-size distributions

This chapter is devoted to the study of the long time kinetics be-
haviour of symmetric heteroaggregation processes. The cluster-size
distribution is monitored by means of SCLS over a wide range of
electrolyte concentrations. The first evidences of cluster discrimina-
tion are found (bpez-Lopezet al, 2004). Additionally, Brownian
dynamics simulations complement experimental data, and allow us
to distinguish several aggregation regimes: froffudion-limited at
high electrolyte concentration to attraction-driven at very low elec-
trolyte concentrations. A novel binaryftiision-limited colloid ag-
gregation (BDLCA) regime is proposed for the intermediate region.
Furthermore, some theoretidarnelsfor the coagulation equation
are discussed.

Chapter VI: Asymmetric heteroaggregation:
stable aggregates

Here, a study on asymmetric heteroaggregation processes arising in
two-component colloidal dispersions is reported. It is specially fo-
cused on the formation and structure of stable aggregates, which
are found in BDLCA processes arising in highly asymmetric sys-
tems (Lopez-Lopezet al, 2005). These stable aggregates present a
core-shell structure and, hence, may help to improve our knowledge
about nanocomposite materials. Other interesting phenomena that
take place in these processes, such as bimodal cluster concentration
curves (“two hump ffect”, Lopez-Lopezet al, 2005) are also dis-
cussed. Most data corresponds to computer simulations, although
some experimental evidences of stable clusters are reported for the
first time to the best of out knowledge.

Chapter VII: Conclusions



1.3. A short overview

It is a brief summary of the conclusions of this research work, with
some emphasis on our original results.






2. THEORETICAL BACKGROUND

In this chapter, we briefly describe the theoretical background netedstddy
electrostatic heteroaggregation processes. Only those results reteganpur-
poses are discussed. Complete derivations are avoided in genaesdirefer-
ences where they can be found are provided.

The aggregation kinetics is described in Sec. 2.1, with some emphasis put on
one-component homoaggregation and two-component heteroaggnegeiio
esses in dilute systems. A microscopic description of the aggregation pesces

is developed in Sec. 2.2. Finally, Sec. 2.3 deals with the particle-particle in-
teractions considered by the Derjaguin-Landau-Verwey-OverkeEX®) and
Hogg-Healy-Fuerstenau (HHF) theories.

2.1. Heteroaggregation kinetics

In this section, aggregation processes are described from the kineiitsop
view. We start from the most general case of colloidal aggregatingragste
(Sec. 2.1.1), and finish with the particular case of two-component sysg&sus (
2.1.5).

2.1.1. General aggregation kinetics

Consider an ideal colloidal dispersiog., an aqueous suspension of identical
microspheres. These particles encounter each other randomly, duertimthe
trinsic Brownian motion (Overbeek, 1977; Broide and Cohen, 1990; Stwll
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Peferkorn, 1992) or due to external forces, such as shear (Wang, 1992), con-
centration gradients (Adler, 1981; Chung and Hogg, 1985) or gra@huiig

and Hogg, 1985; Wang, 1992; Allait al,, 1995). After a collision, two parti-
cles may be linked and becomelianer. The dimer, on its part, may collide with
another particle and form a trimer. And so on, any @ggregater clusters
may encounter and form a larger aggredaiéis aggregation process continues
until macroscopic flocs are formed, or until a stationary cluster-size di§itsiib

is reached.

Two alternative —and equivalent— descriptions of the aggregation psaoe

its: deterministic and stochastic. The deterministic description was born by the
pioneering works of von Smoluchowski (1917), and it is basically a nfidah-
approximation, valid for infinitely diluted and large systems. The stochastic de-
scription, on the contrary, takes into account the limited size of the system and
the consequent random fluctuations in the population of tierdnt species
(Gillespie, 1977). This leads to a more complex, although also more rigqurous
description of the aggregation phenomenon.

Deterministic description

Consider a non-limited colloidal system undergoing an irreversible agtioeg
process. Particles are grouped in clusters wiffedént properties: mass, com-
position, inner structure, etc. In order to describe the aggregation gttie o
system at a time, we need to know theluster populationc’(t), i.e., the con-
centration of clusters of the type. Here,y and other Greek letters represent
generic indexes that go through all thefeient cluster species. The basic re-
action is the union of two aggregatesandg, to form a larger clustey. We
indicate this reaction with the “direct sum” notatiom:® 8 = y. After this re-
action, the concentration gfaggregates increases and the concentrations of
andp-aggregates decreases. Since this is just a general binary reacicanw

1In this work, the words “aggregate” and “cluster” are used indistinctiyeferrto any group of
particles that move together as a wholen#ner refers to a cluster composed ibparticles.
For the sake of simplicity, individual colloids will be considered as “clustrsize one” or
monomers

10



2.1. Heteroaggregation kinetics

assume that the reaction rate is proportional to the concentration of thamsac
Let k%# be the corresponding proportionality constant. Then, we can say that:

dc?

‘Y@ﬁ dt

dc”
dt

dc®

o = KB (1) (1) (2.1)

a®p

When they-cluster is created by the reaction of two identieatlusters, we have
to take into account that the-concentration decreases twice as faster agthe
concentration increases. Formally,

dc”
dt

_ _lderp o %W(cf’(t))2 (2.2)

ada 2 dt ada

On the other hand, theaggregate concentration decreases when the reaction

¢ takes place, being an aggregate of any type. Hence, if we put together all the
reactions that ffiect the concentration of-aggregates, we obtain the following
non-linear diferential equation:

dCy(t) 1 Z k(yﬂcar(t)oﬁ(t) C‘}’(t) Z k(s’)/cé(t) (23)

aéB,B =y

The first term in the r.h.s. of (2.3) deals with all the reactions that create-agg
gates of they type, and consequently is callbdth term(seee.g, Ramkrishna,
2000). Analogously, the second term deals with the reactions that dedtea
y-concentration and is calledeath term Finally, the set of aggregation con-
stantsk®? is called thekernelof the system. Note that tha}a codficient in the

birth term means dierent things whem = g and whene # 8. In the former
case is due to (2.2), and in the latter is introduced just to avoid double counting
since ‘@ & B” and “B @ " are actually the same reaction. Once Kegnelis
known, the equation (2.3) could, in principle, give us the time evolution of the
cluster population.

It should be noted that two assumptions have been taken for the abdve- der
tion:

11



2. THEORETICAL BACKGROUND

Dilute system hypothesis

Only binary collision have been taken into account. Consequently, (2I8) on
holds when the system is dilute enough to neglect the probability of a thidye-bo
reaction. For real systems, it is usually considered that a system is dituglen
when the particle volume fraction is less than 1% (Broide, 1988). Even tilen
limit may be questionable, in this work the experiment were carried out at a quite
low volume fraction, less than 0.001%. Also in the simulations the system may
be considered diluted enough, since the particle volume fraction rantyesdre
0.01% and 0.1%.

Mean-field hypothesis

When we state that the cluster concentratiof{s) are continuous functions, we
implicitly are assuming that the system is infinite. Otherwise, any time a
cluster is created or destroyed its concentration should vary in a finiteiggian
namely YV, whereV is the volume of the system. The stochastic description of
the aggregation process deals with this limitation (Gillespie, 1977).

Stochastic description

The stochastic description of the aggregation process takes into aticetinite

size of the system. The cluster population is described by using the number of
cluster,N”(t), instead of the cluster concentrations. The{BE{t)} for all possi-

ble y is usually notated as a vectbi(t) and callecstate vector The stochastic
description introduces another fundamental idea: if we only know the state v

tor at a given timep and the set of aggregation rate constagks?}, we cannot
determine the exact state vector atfiatent timet, but only the state probability
densityP(N, t). This function gives the probability of finding the system in the
stateN at timet. The probability density obeys the following master equation
(Gillespie, 1977; Thorn and Seesselberg, 1994; Odriozéd, 2004):

dP(NLt) _ 1
a2V

DUKE[(NT + 1N + 1+ F)PIN', 1) = N* (NP - 55)P(N, 1)
af

(2.4)
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2.1. Heteroaggregation kinetics

whereaﬁ is the Kronecker symbol anll” is the vector state prior to the & 8
reaction:

(2.5)

o) CoNTELL N L NP ) e %
(.. oNY+2,..  Ne®a_1 ) =

Fortunately, for larger systems both deterministic and stochastic descriptins
equivalent. The deterministic description is more convenient for obtainingmath
ematical properties of the solution, such as their long time behaviour (van Don
gen and Ernst, 1988 and scaling properties (van Dongen and Ernst, bp85n

the other hand, the master equation (2.4) is easier to solve numerically (Thorn
and Seesselberg, 1994).

Reversible aggregation

We have considered so far only irreversible aggregation, whereshoetgveen
particles never break. Nevertheless, some systems aggregate insiébtevaan-

ner (examples of reversible aggregation processes will be presetgediasee
Fig. 3.13). Then, after some time, the population achieves a stationary state, in
sort of dynamic equilibrium (see,g, Vanni, 2000). Reversible aggregation may
be included in the aggregation theory, in both the deterministic (Vanni, 20@0) a
the stochastic (Odriozoket al., 2003) descriptions, by includingfeagmentation
kernelin addition to the aggregatidcernel

The meaning of the aggregation rate constants

As stated abovek®? is related with the rate at which aggregates of spegies
andp react. This quantity have dimensions of volume per unit of fimed,
hence, it expresses somehowiux. Consider the reaction between @tluster

and ag-cluster. Consider the origin of coordinates to be solidary to a concrete
a-cluster. Then, if &-cluster reacts with ouw-cluster, it disappears reducing

2All k values of this work are expressed in%, as usually. In this units, it takes values of the
order of 1012,
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2. THEORETICAL BACKGROUND

theB-concentration. Hence, thecluster acts as g-cluster sink. Accordingly,
we can state that®#? is the flux of3-clusters forward each-cluster. This sce-
nario is used in Sec. 2.2.1 for calculating the aggregation rate constamtthigo
microscopic properties of the colloidal dispersion.

2.1.2. Homoaggregation kinetics

A patrticular case of special importance is found when all the particles are id
tical. Then, the main dierence among aggregates is their mass or, equivalently,
their number of constituent particles. Accordingly, it is usual to groupttewye

the clusters with the same number of component particles, and consider that
the state of the system is described by knowing the concentration of clusters
of each sizedluster-size distributionc,(t) or CSD?). Obviously, the CSD does

not describe completely the aggregation state of the system, becauseriotioes
take into account the internal structure of the clustegt), for instance, com-
prises the overall concentration of trimers, independently of the angléotimat

the three component particles. Nevertheless, the CSD is a widely usedtool f
studying aggregating systems.

Smoluchowski’s equation

If we are only interested in determine the cluster-size distribution, (2.3) takes
easier form:

den®) 1%

n-1 0
ot = E Z ki,n—i Ci (t) Cn—i(t) - Cn(t) Z kni G (t) (2'6)
i-1 i=1

which is known as Smoluchowski’s equation of the coagulation (von Smolu-
chowski, 1917). Please note that in the cluster-size distribution —CSD ih wha
follows— we do not distinguish the spatial configuration of the clusters, only
their mass. It is quite reasonable to state that the cluster reactivity may depend
not only on its size but also on its inner structure (the spatial configuratiine o

3In this work, we use Greek letters, (8, v, . ..) to refer to general indexes, and lower-case Latin
letters 6,1, j,...) to refer to integer indexes.

14



2.1. Heteroaggregation kinetics

constituent particles of the cluster). Hence, the aggregation rate cokgtaave

to been considered as an average of the aggregation rate consteggpanding

to the diferent reactions between aggregates of masaed j. This average is
somehow weighted according to the abundance of tierdnt spatial config-
urations. Hence, (2.6) does not hold when the population of clusters véth th
same size but dlierent reactivity changes during the aggregation process. For-
tunately, computer simulations demonstrate that this is quite unlikely to happen
in homoaggregation processes (Odriozelal., 2001), even when reversible
aggregation is included (Odriozodd al., 2002).

Stochastic description

Analogously, also the stochastic master equation may be restricted to study the
cluster-size distribution of a homoaggregation process. Then, it reads:
dP(N,t) 1 < - ;
—a =y Z ki [(Ni+ DN} + 1+ 6PN ) = Ni(Nj - 6))P(N, 1)]
ij
(2.7)
whereN;(t) is the number of-mers and\Tﬁj is the vector state prior to thiemer-
j-mer reaction, which is given by:

m_{ (...Ni+1...,Nj+1,...,N,j—-1..)) ,i#]
ij=

(...,Nj+2,....,Ny;y —1,..) iz (2.8)

Dimensionless aggregation equation

In theoretical studies of homoaggregation processes, it is usual tiier¢2.6)
in the following dimensionless way:

dx, 1% S
e Z Kin=i Xi Xn=i — Xn Z Kni Xi (2.9)
i=1 i=1

whereX;, = ¢y/Co is the dimensionless cluster-size distributis, = 2kij /ki1 is

the dimensionless aggregatikerne| andT is a dimensionless time obtained by

dividing the time by the so-callealggregation timegiven by:
2

Co K11

taggr = (2 . 10)
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2. THEORETICAL BACKGROUND

2.1.3. Classical solutions of the Smoluchowski’s equation

The Smoluchowski’s coagulation equation is a set of coupled nonlinewaoyd
differential equations, which have a unique solution if positive initial conditions
X;(0) are given, such that the moments:

Ma= > " (2.11)
=1

are initially finite for all integersn (Leyvraz and Tschudi, 1981). Neverthe-
less, exact solutions of (2.9) are only known for a few specially sirkptaels
(Leyvraz, 2003). They, although scarce, are of great importaince gprovide

an easy way of checking the accuracy of numerical methods. In thissegio
briefly comment on the solutions of (2.9) corresponding to the cladsicakls
namely the “constant”, “sum” and “produckernels We only present explicit
solution for aggregation processes starting from monomeric initial condjtions
i.e., Xn(0) = 63.

Constant kernel

The simplest functional form of thieernelof (2.9) is the mass-independé«r-
nel, or constankernel
Kij=2,Vi,jeN (2.12)

Despite its simple form, the constakernel provides a first point of reference
to every aggregation process, and it is even a fair approximation to sa@he re
aggregation processes, such as those limited fiysitbn. The solution from
monomeric initial conditions was firstly derived by von Smoluchowski (1916)
and have been often rederived (Leyvraz, 2003):

Tn—l

Xn(T) = a+Tyt

(2.13)
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2.1. Heteroaggregation kinetics

The CSD fom-mers withn < 7 is plotted in Fig. 2.1.8 The overall concentra-
tion of clusters My, given by

MOEan= ! (2.14)

is also plotted in the figure. Please note that the overall concentration térslus
is halved in one aggregation timies., Mo(T = 1) = 1/2. This fact has led to an
alternative definition for the aggregation timg,,, which does not involve the
dimer formation rate constant:

1

togr / Mot =1tgq) = 5 (2.15)

A numerical solution of the constakérnel—obtained by the stochastic method
that will be described in Sec. 3.4.3— is plotted in Fig.d2.As can be seen, the
agreement between exact and approximated solutions, is excellent.

Some of the features of the CSD plotted in Fig.&2&ate shared by all the ir-
reversible aggregation processes that start from monomeric initial comlitio
Firstly, monomers cannot be created and, consequexit{y,) is always a de-
creasing function. Clusters, on the other hand, are both created amndyeel
during the aggregation processes. In the early stages of the aggngquatiess
(T < 1) they are created at a larger rate than they are destroyed and, therice
concentration increase. When their concentration is large enough, thengn
reverses. Consequently, 2l(T) curves withn > 1, are bell-shaped. Other fea-
tures of the CSD corresponding to the solution of (2.9) with the conk&ng|
are particular of this functional form. For instance, at long timesXgkurves
decay ag 2.

The constankernelhave been intensively studied in the literature and its solution
is actually known for arbitrary initial conditions (Leyvraz, 2003).

17



2. THEORETICAL BACKGROUND

Figure 2.1.: Cluster-size distribution calculated for several cladsézakls con-
stant (top row); sum (medium row) and product (bottom row). The
plots on the left side are the analytical solutions discussed in this sec-
tion, and those of the right side are approximated solutions obtained
by numerically solving the stochastic master equation. In each plot,
the concentration ofi-mers forn < 7 (thin lines) and the overall
concentration of clusters (thick line) are shown.
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2.1. Heteroaggregation kinetics

Sum kernel

In the sunkernel the reactivity of two clusters is proportional to the mass of the
resulting aggregate:
Kij=i+],Vi,jeN (2.16)

The solution, starting form monomeric initial conditions, was derived by Melza

(1953):

(nb)n—le—nb—T
n!

Mg=e" (2.18)

whereb = (1 - e ). Itis plotted in Fig. 2.b. When we compare it with the
CSD of the constariterne| the most clear diierence is that the concentration of
clusters of diferent sizes do not tend to have the same value for long times. An
important increase in the overall aggregation rate is also evident.

Xn(T) = (2.17)

In fig. 2.1e the sumkernelis solved by the algorithm that will be described in
Sec. 3.4.3. The approximate solution is quite accurate, as can be seen.

Product kernel

In the produckernel the reactivity of two clusters is proportional to their masses:
Kij=2ij,Vi,jeN (2.19)

The reactivity of the aggregates increases so steeply that an infinitegaggiis
formed in a finite time. This is interpreted in terms of a phase transition sol-gel.
The infinite aggregate is calledgel phaseand it is reached at the gelation time

T = Tgel = 0.5. The solution from monomeric initial conditions, for times before
the phase separation, was firstly derived by McLeod (1962):

(ZnT)n—le—ZnT 1
= < = .
Xn(T) i , T < > (2.20)
1
Mo=1-T, T <3 (2.21)
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2. THEORETICAL BACKGROUND

McLeod (1962) originally believed that no solutions could be found bdybat

time, although it was eventually realisedffZind Stell, 1980) that such solutions
existed and were physically meaningful. The decrease in total mass was inter
preted as the flow of mass to an infinite cluster. For times larger than the gelation
time, we have two cluster populations: on the one hand, we have the clusters th
are small with respect to system size, the concentrations of which tend tb a we
defined limit as system size is made to go to infinity. These are known aslthe
particles. On the other hand, the large clusters of the finite system hasdisazre

go to infinity with the system size, and contain a finite portion of the mass, and
are calledyel particles. The solution for times after the gelation point depends on
the model of interaction between the sol particles and the gel particles20)(2

is assumed to be valid at all times, we have the so-called Flory solution, which
is indeed valid for finite systems. If we neglect the sol-gel interaction, tidut s
consider the system to be infinite, we obtain the so-called Stockmayer solution
(Leyvraz, 2003):

Xn(3) 1
X(T) = =2 T> 3 (2.22)
1 1
MO_E’T>§ (223)

In Fig. 2.1c the CSD for the produdternelis plotted. In this case, the Stock-
mayer solution was chosen for times beyond the gelation point (a dotted Vertica
line indicates the gelation time in the plot). As have done above for the constant
and sunkernels we have obtained the numerical solution by using the stochastic
algorithm described in Sec. 3.4.3. The corresponding CSD is plotted in.Efg. 2
Apparently, the agreement is quite good both before and after the gelaiian p
Nevertheless, this is actually due to the particular election of parametersoused
solve the stochastic equation. In order to save memory during the calcujations
a trick is used: those clusters whose size is larger than certain maximum cluster
size are completely ignored. This have very littléeet in the solution of the
constant and sum kernels, but a quite drastic importance when gelatioeris tak
place. If we consider that every cluster size is significant, we obtaifferelnt
solution, plotted in Fig. 212* Not surprisingly, the obtained solution is actually

“Fig. 2.1 was obtained by using 100 000 particles and a ¢titlaster size of 10 000. In contrast,
Fig. 2.2 was obtained by averaging five performances with only 10 000 partimlesyithout
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2.1. Heteroaggregation kinetics

K

= 2/\ 1
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T

Figure 2.2.: Cluster-size distribution obtained for the prodernel with the
Flory model. On the left side the exact solution and on the right side
a numerical approximation by solving the stochastic master equa-
tion.

the Flory solution (see Fig. 2a2

2.1.4. Other important aggregation  kernels

Thekernelsdescribed in Sec. 2.1.3 have received much attention since are, some-
how, “classical”. Nevertheless, other aggregakiemelsare known to have ana-
Iytical solution (Leyvraz, 2003). In particular, the linear combination ofttree
classicakernels the so-called “bilineakernel (Drake, 1972):

Kij = A+ B(i + j) + Cij (2.24)

whereA, B andC are arbitrary constants (restricted to guarantee the positivity
of Kj; for all positive integer values afand j, and the normalisation condition
A+ 2B+ C = 2). Exact solutions for the bilined&ernelwith arbitrary constants

A, BandC are known (seeg.g, the excellent review by Leyvraz, 2003).

More recently, exact solutions of othkernelshave been found. Leyvraz and
Redner (1988), for example, studied the following parity-dependkeitnel

cut-of cluster size.
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2. THEORETICAL BACKGROUND

whereL and M are positive constants and the argumeahtespectivelyp run
over the odddispari), and respectively evepéri) integers. Exact solutions for
arbitraryL andM have been derived by Calogero and Leyvraz (2000).

Hendriks and Ernst (1984) studie@@rnel which they called “addition-aggrega-
tion kernel, in which the monomer behaviour is quitefidirent from the behav-
iour of larger clusters:

Kll =2 ; Kl,j>1 =L ; Ki>l,j>1 =M (226)

whereL and M are arbitrary positive constants. These authors found that the
dynamics crucially depends avi. Exact solutions for (2.26) with arbitrary pa-
rameterd andM have been very recently derived by Mobiégal. (2003).

Another example of an exactly solvatiernel is theg-sumkernelrecently in-
troduced by Calogero and Leyvraz (1999):

Kj=4-d-¢ (2.27)

where O< q < 1.

2.1.5. Binary heteroaggregation kinetics

In two-component systems, it seems quite likely that the reactivity of two chuster
depend not only on their sizes, but also in their compositions. A first apfpro
could be to consider that the reactivity of a cluster not only depends on &s, ma
but also in the number of particles of each species. Accordingly, weedtfen
composition-detailed cluster-size distribution (CDCSﬁPQL), as the concentra-
tion of clusters composed hiyparticles, beind of them of typeA and { — I)

of type B. The CDCSD is straightforwardly related with the non-detailed CSD,
sinceZ}:0 c} = ¢;. Analogously, we definkj'gn as the aggregation rate constant
controlling the aggregation of arsize cluster containingparticles of typeA,

and aj-size cluster containingn particles of typeA. The corresponding aggre-
gation equation reads @pez-lopezet al.,, 2005):

dCI 1 : ml-me SEY Im~m
a‘zZZk,., - CZZ'&,—C,— (2.28)
i=

1 m=0 j=1 m=0
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2.1. Heteroaggregation kinetics

It should be noted tha#(t) does not contain information on the internal structure.
Hence, the rate constar@? have to be understood as averages over all possible
spatial configurations.

Monomeric initial conditions are the most usual’(0) = s 1[x5g" + (1 = x)677,
wherex is the relative concentration of both particfes:

0

= 2.29
cd+cl catce (2.29)

X

The analytical treatment of (2.28) is quite complex, and numerical methods are
needed.

It should be taken into account that, in real heteroaggregation pes;asany
of thek]!?” constants that appear in (2.28) are zero. In selective heteroatignega
for instancelg.ojO = Ig'j =0, Vi, j.

2.1.6. HHF approximation

Hogg, Healy and Fuerstenau (1966) derived an approximate eiqprdes the
short time evolution of the monomer concentration in two-component system
that undergo heteroaggregation from monomeric initial conditions. Aaugprd

to (2.28), the monomer evolution is given by:

dcI

[ee)
_ I
-3
i=

In the zero time limit, the concentration of clusters, apart from monomers, is
negligible and, so, (2.30) reduces to:

j
Z Kmer (2.30)

1m=0

dc

d_tA ~ —kaaCa? — KagCaCg

dc

d_tB —kgp Cs” — KagCaCB (2.31)

5An alternative name for quantity is “number rati@”,
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2. THEORETICAL BACKGROUND

Then, the total monomer concentratiei(t) = ca(t) + cg(t), is given by:

dCl dCA dCB 2 2
— = — + — =~ —kaaCa“ — 2kagCaCg — kpgC 2.32
ot ot ot AACA ABCA CB — KB CB ( )
At zero time, the concentration of monomer of each type is related with the
total concentration of monomers by (2.29). Nevertheless, as time goessn, th
guantity may change. In particular, every reaction between two unlike masome
produces a rarefication of the minority particles. Hagal. (1966), however,
considered that the relative concentration of both species remain codistany
the short time interval which is under study. Hence, (2.32) can be aippaited
to:
dc;
T —kitHFc,2 (2.33)
Wherek?lHF is an apparent monomer-monomer reaction constant given by:

KEHF = XPkan + (1 — X)%kep + 2X(1 — X)kap (2.34)

Equation (2.33) was originally derived by Hogg, Healy and Fuerstehd66)

and, so it is called HHF approximation. Note that twéfelient approximations
have been performed to derive (2.33): i) only monomer-monomer reat¢tikes
place, and ii) the relative concentration of monomers of both species remains
constant. It is possible to improve the accuracy by considering react®ns b
tween monomers and larger aggregates. Puettak(2001a), for instance, de-
rived a more complex kinetic equation for the monomer evolution, by consider-
ing monomer-dimer reactions in addition to the monomer-monomer reactions.

Finally, it should be mentioned that (2.34) is a more robust approximation than
(2.33). In fact, the former becomes exactlthe timeswhenx takes the actual
ratio of monomers of each specfs.

A quantity that, in general, depends on time.
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2.2. Microscopic description

2.2. Microscopic description

The interpretation of the aggregation rate constafifsas a flux ofg-particles
forward ana-particle has been widely used in order to calculate these constant
from a microscopic description of the aggregation processes. The stmppkes
sible case is found when there is no interaction between particles, apart fr
an infinite attractive interaction at the contact. The particle-particle collisions
are due only to the Brownian motion of particles and clusters. This aggre-
gation scheme is callediffusion-limited cluster-cluster aggregatigidbLCA?).

This aggregation regime is described in Sec. 2.2.2. Other classical aggreg
tion regime is found when the particles hardly react among themselves becaus
there is a strongly repulsive energy barrier when they encounter ahein

In the limit of infinitely low sticking probability, the aggregation is said to be
reaction-limited, and the corresponding aggregation regime is cadbattion-
limited cluster-cluster aggregatiofRLCA®). This limit regime, and the transi-
tion between RLCA and DLCA are commented in Sec. 2.2.3. Finally, another
extreme case is found when long-ranged attractive interactions aenpiess
tween the particles. Then, thefldision can be completely overwhelmed and the
particle trajectories are no longer similar to random paths, but perfectistelite
Then, the aggregation regime is calletiraction-limited cluster-cluster aggre-
gation(ALCA). Although long-range attractive interactions are present betwe
oppositely charged colloids, the corresponding aggregation regimetdaade-
scribed as “attraction-limited” since thefdlision step is stillimportant. Hence, a
different denomination has been proposattaction-driven colloid aggregation
(ADCA?®). The ADCA regime is briefly described in Sec. 2.2.4.

"Two different interpretations of the letter ‘C’ are found, in the literature. Some tinmesans
“cluster-cluster”, like here, but others means “colloid”. Generally, first denomination is
used when we refer to an idealffdision-limited aggregation process, such as those found
in simulation or theoretical studies. The second denomination is preftresfer to real
aggregating colloids which, strictly speaking, never can be completaofrparticle-particle
interactions. In this work, the short form “DLCA’ is generally used taerab both ideal and
real difusion-limited aggregation processes. When the long form is used, veetties to
distinguish both denominations.

8As in the DLCA case, some ambiguity remains in the meaning of the ‘C’ lettBILGIA.

°In this case, the “colloid” meaning of the 'C’ letter is preferred becauge applies to real
colloidal systems.
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2. THEORETICAL BACKGROUND

2.2.1. Brownian motion and diffusion

Any mesoscopic particle immersed in a liquid undergoes a random force due to
the collisions with the fluid molecules. As a consequence, the particle is con-
tinuously moving and describes a random path motion. Robert Brown Y1827
an English botanic, was the first in describing this phenomenon, whichuinel fo
looking at pollen grains immersed in water with a microscope. The Brownian
motion —as this random movement was called— was the focus of scientific in-
terest at the beginning of the 20th century, until three great scientiststeltin
(1905), von Smoluchowski (1906) and Langevin (1908), establigsddnda-
mentals. As is now well known, we witness in Brownian movement the phe-
nomenon of molecular agitation on a reduced scale by particles very lathe on
molecular scale. The perpetual motions of the Brownian particles are mathtaine
by fluctuations in the collisions with the molecules of the surrounding fluid. Un-
der normal conditions, in a liquid, a Brownian particle willfiar about 18!
collisions per second (Chandrasekhar, 1943).

The quantity that describes the extension of the Brownian motion of a patrticle is
its self-difusion codicientDg. For a hard sphere of radiasit is given by the
Einstein-Stokes relation (Einstein, 1905):

keT

=— 2.35
6rna ( )

0
wherekgT is thermal energy ang is the solvent viscosity. The cfiient of
diffusion is related with the mean square displacement by (Langevin, 1908):

(IF(t) — F(t + At)[?) = 6Dg At (2.36)

Cluster of particles, of course, also undergo Brownian motion. EquaZids)
is still valid when the hydrodynamic radil®, is used. It is generally accepted
that, for rigid clusters, the hydrodynamic radius is equal to the radiusrafign
of the clusterR, ~ Ry, which is given by:

1
Ry = Jaz + n Z |'7)j — Feml? (2.37)
j
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2.2. Microscopic description

Figure 2.3.: Microphotograph of a typical fractal aggregate, compbgetV 39
gold nanopatrticles. Reproduced from Weitz and Oliveria (1984) for
academic purposes.

wherea is the radius of the constituent particl€g the position of thej-th par-
ticle andrcm, the position of then-mer centre-of-mass. Nevertheless, rigourous
calculations and light-scattering experiments demonstrateRh& generally
larger thanRy for fractal aggregates (Lattuaed al., 2003). Finally, computer
simulations (Meakin, 1983; Kolb, 1984) and experiments (Weitz and Oliveria
1984; Aubert and Cannell, 1986), indicate that the radius of gyratidraofal
clusters is given by:

Ry = an®/% (2.38)

whereds is the fractal dimension of themer andais the radius of the monomer.
A microphotograph of a typical fractal aggregate witbsa~ 1.75, obtained by
Weitz and Oliveria (1984), is reproduced in Fig. 2.3 for academic p&gos
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2. THEORETICAL BACKGROUND

2.2.2. Diffusion-limited cluster-cluster aggregation

The first to address the problem of calculating the collision rate of two spher
of radii a; anday, describing Brownian motion was von Smoluchowski (1914).
He followed a suggestion of Zsigmondy: to solve the FickBudiion equation
for one particle, considering the other one as a sink of ragiusa,. The so-
lution is (for rigourous, modern derivations of this and next results,splage
Ramkrishna, 2000):

(2.39)

a + a
KB = 4xD1y(ag + a0) (1 + #)

VrDqot

whereD1; is the mutual diusion codicient of both particles. As a first approx-
imation,

Dip =~ Dioz =D1+ D2 (2.40)
whereDj is the self-dffusion codicient of particles of radiug;. The time
dependence of (2.39) is usually neglected in dilute systems, since a stationar
value is achieved in a time scale much shorter than the aggregation time scale.
Neglecting the time dependence, and assuming (2.40), (2.39) simplifies to:

Kor, = 47(D1 + D2)(ay + az) (2.41)
Finally, D; can be obtained from the Einstein-Stokes equation (2.35), giving:

sw _ 2keT (a1 + &p)?

e = 3y e (2.42)
For equally sized spheres, (2.42) does not deperig on
cerw _ 8keT (2.43)
3

which is the famous von Smoluchowski's coalescence rate (von Smolukhows
1917). For water af = 293K, one obtaink? = 1079x 1078 m3s1,

Expression (2.41) can be used to obtain the reaction rate constant betmee
two clusters:

S = 4n(Di + D)(R +Ry) (2.44)
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2.2. Microscopic description

Figure 2.4.: Cluster-size distribution up to heptamers obtained for the Brownia
kernel

whereD; andR; are the ditusion codicient and the radius of themer. Assum-
ing thatR, = Ry, Ry = Ry and the relation (2.38), it yields to:

k|BJrW — kBrW(il/df + jl/df)(i—l/df + j—l/df) (245)
which is called Browniarkernel

The solution of the coagulation equation (2.6) with the Browikiamel(2.45) is
plotted in Fig. 2.4. The coagulation equation was solved by using the stochastic
algorithm that will be described in Sec. 3.4.3. The fractal dimension wad fixe
to 1.75, a value generally accepted for clusters formed under DLCAitimmsl
(Kolb, 1984; Linet al.,, 199(a).

2.2.3. Reaction-limited cluster-cluster aggregation

Equation (2.41) was derived by assuming that no forces of any kinel present.
Hence, itis not valid when particle-particle interactions are not negligihleh&
(1934) derived an expression for the particle-particle reaction ratexipdcitly

consider particle-particle interactions:
-1

(o0

1 ’
Kay,a, = 4m(D1 + D2) fr,—zegvlz(r Ydr’ (2.46)

ajt+ap
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2. THEORETICAL BACKGROUND

whereVi,(r) is the particle-particle potential energy, ghe 1/kgT as usual.

Equation (2.46) is still not completely general because it is assumed that the
movements of both particles are completely uncorrelated (2.40). Basic-hydro
dynamics, however, states that this is not the case: the motion of one particle
induces long-range hydrodynamics interactions on the other particle.hyhis
drodynamic éect can be treated by considering that thtudion codicient de-
pends on the particle-particle separatdp(r) (Spielman, 1970). Honigt al.
(1971) derived the following expression D ,(r), which is valid assuming that

the radii of the two spheres do noffir much:

« 6H?+4RH
Di1o(r) =D

2.47
12642 + 13aH + 2a2 (2.47)

whereH = r — (a3 + &) is the distance of closest approach between two spheres
anda = (a3 + a)/2 is their mean radius.

With this hydrodynamic correction, (2.46) now reads:

-1

(o)

4kBT 1 D(])_Oz egvlz(r/)
=2 - = dr’ 2.48
o= g | [ ey (249

ai+ap

It is worth noting that (2.48) leads tky; = O for non interacting particles
(V12(r) = 0). Hence, some attractive interaction must exist if aggregation is tak-
ing place. Consider thata(r) is such an attractive particle-particle interaction.
Then, the aggregation occurs at a relative fast rate, and the piecesd to be
diffusion-limited (DLCA). On the other hand, when a repulsive particle-particle
interactionVg(r) exists in addition td/a(r), aggregation occurs more slowly and

is said to be reaction-limited (RLCA).

In experimental works, it is quite convenient to define a stability factor in the
following way:
kfast
_
Y
e
This quantity can be calculated form the Fuchs approach (2.48) by aggumin
that “fast” aggregation is taken place when only the attractive partickéclear

(2.49)
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2.2. Microscopic description

potential is significative, while “slow” aggregation occurs when both ditrac
and repulsive interactions are considered:

f% b2 VAR
+

W = — (2.50)
f iz 2 eBVA(r)dr/
+

Equation (2.48) may be used, in principle, for calculating any rate betwaen p
ticles or clusters. Unfortunately, its practical application is usually redtwed
the monomer-monomer reaction, since detailed models of interaction potentials
between clusters are not found in the literature. Hence, it is not possitibédim
a full set of constank;; from the Fuchs approach. In fact, all reactikernels
for RLCA processes are, in more or less extend, semiempirical. The fotiowin
kerne| a generalisation of the produkérnelproposed by Familgt al. (1985)
results a good approximation for simulated and experimental RLCA pracesse
(Lattuadeet al., 2003):

kIBrW

(|J)/l (2.51)

WhereIgEJ?rW is the Browniarkernelgiven by (2.45)W the stability ration given by
(2.49) or (2.50%° and.1 is a homogeneity parameter, generally used as a free pa-
rameter. Please note that (2.51) necessarily has to fail for very laggegeges,
since it predicts thalt; > Iﬁ”’v wheni, j — .

More recently, Odriozol&t al. (2001b) derive akernelthat correctly describes
the full transition between DLCA and RLCA regimes, based on physicallgcgou
arguments:

B .
kG

W 1-W-(ij)t - 1]

kj = (2.52)

1%0bviously, (2.49) should be used if we only have experimental datéde &50) would be
our election if we are interested in inferring thernel from a theoretical particle-particle
interaction potential.
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2. THEORETICAL BACKGROUND

This kernelyields to the Browniarkernelfor W = 1 and to the generalised
productkernelfor W — oo. Moreover, thekernelby Odriozolaet al. (2001b)
also avoid the contradiction for large aggregates of (2.51).

2.2.4. Attraction-driven cluster-cluster aggregation

The Fuchs approaching (2.48) is still valid when the particle-particle irtieresc
become attractive and long-ranged. This is the case for mixtures of itglpos
charged particles at low electrolyte concentrations. Then, the interaetioeén
unlike particles are so important that the aggregation rate surpasses @ DL
limit. The absolute dimer formation rate constakig, ksg andkag can be cal-
culated by using the appropriate particle-particle potential on (2.48).,Taen
times short enough to consider that (2.34) holds, thecave dimer formation
rate constant can be calculated. To the best of our knowledge, thengeaté
obtain a fullkernelfor (2.28) that describes the attraction-driven colloid aggre-
gation regime is still an open problem.

2.3. Particle-particle interactions

In Sec. 2.2, the fundamentals to obtain kinetics constants from the microscopic
description of the aggregation process have been summarised. Nnsshiee
Fuchs approaching (2.48) is useless if a model of the particle-particladtitans

is not provided. Hence, in this section we briefly describe the most widely us
expression for these interactions.

2.3.1. DLVO theory

The first quantitative treatment of the particle-particle interactions in colloidal
systems is the so-called DLVO theory (Derjaguin and Landau, 1941;eyerw
and Overbeek, 1948). It suggest that the colloid stability depends drathece

of two kinds of interactions: London-van der Waals forces and fatlcesto the
overlapping of the electric double layers of the particles. Generally spgake
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2.3. Patrticle-particle interactions

former are always attractive and short-ranged, while the latter arésiepand
their range depends on the medium properties (ionic strepkth,. ).

2.3.2. London-van der Waals interactions

Van der Waals forces are attractive, short-range forces that aegiirtan mole-
cular dipole-dipole interactions. Particularly, London-van der Waalsdotems

are due to random fluctuations of the electronic molecular layer, which énduc
instant dipoles in adjacent molecules. Hamaker (1937) derived anssxpmeor

the van der Waals interactions between macroscopic bodies, by assuriring pa
wise additivity. The London-van der Waals-Hamaker interaction between tw
spheres of radiay anda, is (seeg.g, Hunter, 1987):

A1z 2aiap a1 r?—(ag + az)z)
+ S —
6 (rP-(a+a)? r2-(a1—ap)? r2—(ay — ap)?

53)
whereA; 37 is the so-called Hamaker constant which depends on the chemi-
cal composition of both particles and the dispersion medium. For equally sized
spheres of the same composition, it yields:

Vvaw(r) = -

A1,3,1 28.2 28.2 a2

2.3.3. Double layer potential energy

The double layer potential energy arises from the overlap fééisé clouds of
ions (double layers) that accumulate near charged surfaces to btlarseeface
charge. If the interacting surfaces are like-charged, the doublepayential en-
ergy will be repulsivé-! If the surfaces are oppositely charged, the double layer
potential energy will be attractive. All formulations of the double layer piiaén

1INevertheless, under some circumstances, attractive interactionsbetugaces with the same
sign of charge are predicted (McCormaatial,, 1995).

33



2. THEORETICAL BACKGROUND

energy are sensitive to variations in: i) the surface potentials of the cqligids
the ionic strength of the solution, and iii) colloid size. While the dependence
of the double layer potential energy on surface potentials and ionic ttraag
been demonstrated in coagulation and deposition studies, the dependente o
loid size has not been verified (Ryan and Elimelech, 1996).

Expressions for this interaction are numerous. An usual approadist®im
assuming that ions surround the particle in twfadient layers:

= A thin layer of ions strongly bonded to the particle surface (Stern layer).
These may arise from regular electrostatic forces or from specific ion ad
sorption. In the latter case, they can even invert the sign of fileetave
charge of the colloid.

= A diffuse layer that extends out into the bulk solution {§&hapman
layer). This region is characterised by an excess of counterions and a
defect of coions, with respect to their bulk concentrations.

A detailed discussion about the double layer potential energy, howalleQut-
side the scope of this work. Hence, only an outline of the derivation isgedy
First, a model of the colloid-solution interface is needed, which has to pFovid
the dfective electric potential on the Stern layerand its thicknesa. Secondly,
the Poisson-Boltzmann equation,

N

Rl Caniial (2.55)
gogr i

V2y(r) = -

which gives the ion concentration profiles, has to be solved as a fundtion o
the particle-particle separation. In (2.5%,ionic species are present, whose
bulk concentrations and electric charges mrand zey, respectively. Solving

the non-linear Poisson-Boltzmann equation requires numerical methodsabe
approaches are found in the literature, such as the network simulation method
of Lopez-Garg et al. (2002). A specially controversial point here is wether
the surface potential or the surface charge keeps constant durinmrttiee-
particle approaching. Moreover, in the general case, both quantitigsiveng

this process (McCormaaodt al., 1995). Finally, for each ion configuration, the
electrostatic and osmotic forces acting on the particles are calculated.alSever
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2.3. Patrticle-particle interactions

expression can be found in the literature, witiiefient mathematical complexity
and accuracy (see,g, HidalgoAlvarezet al. (1996) and references therein).

The Debye-H lickel parameter

The ionic concentration of the solution controls the extent to which doubledaye
extend from the surface into the bulk solution. At high electrolyte concimtra
the surface charge can be balanced by a thin double layer becausa twio
centration near the surface is high; conversely, low electrolyte coratiemtmvill
produce thick double layers. The so-called Debyiekel parametex, defined

as:
N
K= J SrsjiBT Z zl?ni (2.56)

is usually employed as a measure of the double layer thickness, since the ionic
excess decays approximatelyea¥’. Here,r is the distance to the particle sur-
face. For 1:1 electrolytes, as those used in the experimental part of this wo

(2.56) yields to:
2noe(2)
=\ —= 2.57
. VsrsokBT (2.57)

Double layer potential expressions

Consider two microspheres, with radi anda, and surface potentialg; and
W2, separated by a distanee Then, the following expressions applies (s&g,
Lyklema, 1991):

If both surface potentials are relatively low(< ksT/e = 25mV), then the
Poisson-bolzmann equation (2.55) can be linearised and exactly soes. T
double layer potential depends on the imposed boundary conditions. dswe
sume that surface potentials do not change when the particles appitach,

(lﬁlz + lﬁzz) In (1 - e‘ZKH) + 2012 In (ﬂ)]

1 — e—KH
(2.58)

W) () — aa
Vo, (H) = 2reoer a+
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For identical spheres{ = ay = a, Y1 = Y2 = o), (2.58) yields to:
VI(H) = 2rneoerapo? In (1 + M) (2.59)

On the other hand, if they change in such a way that the electrical chaggps
constant when the particles approach, then:

- a1 1+e*H _
VIgL)(H) = 2neger —— [29//11#2 In (1 e ) - (lﬂlz + ¢22) In (1 —e 2"”)

a +ap
(2.60)
For identical spheres, (2.60) yields to:
VED(H) = 2regerapo?In (1- &) (2.61)

When surface potentials are not low enough to allow the linear approximation
for the Poisson-Boltzmann equation, it is usual to assume the linear superpo
sition approximation (LSA). It consists in assuming that the ion concentration
in the middle region between two spheres is the sum of the ion concentrations
corresponding to these spheres considered as isolated. Fortunatehglgtical
expression for the latter can be obtained directly solving the non-lineasd?ois
Boltzmann. The resulting expression reads:

a2
a + ap

VESA(H) = drege YreH (2.62)

Although (2.62) was derived for the limit @H > 1 (highly separated particles,
or highly compressed electrical double layers), rigourous calculatipiemer

and Radke (1993) demonstrated that the LSA approximation accuraciy is fa
good over a wide range of parametetll(«a, a;/a, ratio. . .).

Finally, when more accuracy is required, the full non-linear treatmentvef-O
beek (1990) should be used.

Stern layer correction

The above expression were derived neglecting the role of the Stem [Biye
first, somehow trivial, step to consider is substituting the surface potemtials

36



2.3. Patrticle-particle interactions

by the dfective surface potential at the Stern Iayﬁr Vincent et al. (1970)

refined this picture by shifting the reference plane for the repulsiveggrout-

wardly over a distance corresponding with the thicknéssf the Stern layer.
Considering these corrections, the LSA expression for the electricaletayer
interaction (2.62), for example, is now given by:

LSA aa % 1% mk(H=2A
VESA(H) = dreoe (al ot A) Wiyse < H-28 (2.63)

2.3.4. Kinetic stability

Consider a colloidal system perfectly described by the DLVO theory.nThe
the particle-particle interactions have two components: the attractive and sho
ranged van der Waals forces and the repulsive interactions due to the\eD

lap. The range of the latter interactions depends, of course, on the kiBhélss.
That is to say, it depends on the Deby&édKel parameter, independently of how
accurate were the explicit expression of these interactions. At low digetro
concentrations the repulsive interaction is long-ranged and the totalleartic
particle interaction present an energy barrier that prevents the pattches
come in touch. On the contrary, at high electrolyte concentrations the EDL is
compressed on the particle surface and the van der Waals forces. gRexayhly
speaking, this implies the colloidal dispersion to be kinetically stable at low elec-
trolyte concentrations, but to aggregate at high electrolyte concentrations

2.3.5. HHF theory

The original DLVO theory was developed to deal with one-componentidallo
dispersions. It seems that the first attempt to adapt the DLVO expredsions
particle-particle interactions to unlike particles were carried out by Hogg\H
and Fuerstenau (1966). In fact, these author derived expressio®).( HHF
theory or DLVO-HHF theory are frequent names to refer to the DLVO theo
applied to unlike particles. Nevertheless, it should be pointed out that thee inte
actions considered by this theory are, essentially, the same as thosezoedsid
by the original DLVO theory.
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2.3.6. Non-DLVO forces

The patrticle-particle interactions considered by the DLVO theory doesamt
prise all relevant interactions among colloidal particles. Probably, the evost
dent limitation of this theory is found in the — 0 limit. Since the dependence
on H at short distances is stronger for the van der Waals interaction tharefor th
double layer potentiaV2xV© (H) diverges in that limit. Obviously, some strong
repulsive interaction must exist at the contact to prevent the particles te inte
penetrate. Thefect of this short range repulsion has been included in DLVO
profiles in two ways (Ryan and Elimelech, 1996): i) designation of a minimum
distance corresponding to the layers of hydration water between ssyfand

i) calculation of the Born potential energy. The application of either of these
potentials implies that the energy minimum at short distances has a finite depth.
It opens the possibility of reversible aggregation to take place. Anyhav, th
accurate estimation of the depth of this minimum is highly speculative.

Other extensions to the DLVO theory has been proposed to deal with dtther s
uations, such as the discreteness of the surface charge (Kthata 1992), the
presence of a hairy layer of adsorbed polymer on the particle suféoesht

et al, 1986), the presence of hydrophilic surface grouglevérla, 1993).
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In this chapter, we describe the materials and methods used during thishesea
work. The first section deals with the single-cluster light-scattering techniqu
which has provided most of the experimental data. Besides a genecapties

of the SCLS instrument, we also comment on the improvements introduced in
the data acquisition and analysis. Auxiliary experimental techniques, namely a
low-angle light-scattering instrument and a electrophoretic mobility set-up, are
briefly described in Sec. 3.2. A complete characterisation of the colloidal dis
persions is provided in Sec. 3.3, including comments on their homoaggregation
behaviour. Finally, Sec. 3.4 deals with the numerical procedures usemhto c
plement and interpret the experimental data. They comprise Browniamilyma
simulations —with and without particle-particle interactions— and a stochastic
numerical algorithm, which is used to solve the coagulation equation.

3.1. Single-Cluster light-scattering

Most experimental data used in this work was obtained by using the single-
cluster light-scattering (SCLS) device located in the laboratories of the “De-
partamento deiBica Aplicada” of the University of Granada. It was built by
Dr. Miguel Cabrerizo-Wichez as a part of the PhD thesis of Antonio Ferdez-
Barbero (1994), based on a prototype by Pelsseral. (199(), of the Wa-
geningen Agricultural University (The Netherlands). Some technical oagpr
ments were subsequently made by Dr. Artur Schmitt (2000) and by Dr. Ge-
rardo Odriozola (2001). Our SCLS instrument allows us to obtain the cluster
size distribution for small aggregates, without any assumptions about the clu
ter structure. It have been used to obtain the cluster-size distribution)(@fSD
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aggregating one-component systems (Bedez-Barber@t al, 1996; Schmitt
et al, 200(; Odriozolaet al., 2004) and, as part of this thesis, of two-component
systems (bpez-Lopez et at., 200 Lopez-Lopezet al,, 2004).

3.1.1. Principle of function and description

The SCLS technique belongs to the general group of light-scatteringt€cs)
niques, in which the properties of the colloidal dispersion are infer@u the
intensity of the light scattered by a sample of the systH@j,t). The follow-

ing figure shows a scheme of a typical LS experiment, and the definition of the
scattering vecton:

I N

10 g=1Iq = o smé (3.1)

Here, A is the wave length of the light angi, the medium refraction index.

Depending on the time scale used to record the light-scattering intensity, we can
distinguish between two classes of LS techniques:

SLS Static light-scattering: the time response of the instrument is larger than
the Brownian dffusion time. The detected light intensity is somehow an
average light intensityl (q, t)), related with the concentration and size of
the suspended patrticles.

DLS Dynamic light-scattering: the time response of the instrument is so short
that it is possible to record the rapid fluctuations of the light intensity due
to the Brownian motion of the particles. Although it is mathematically
more complex than SLS, DLS allows to obtain more accurate information
about size and structure of colloidal aggregates.

Single-cluster light-scattering is a SLS technique with one important particular-
ity: the scattering centre consists in a single patrticle or cluster.
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3.1. Single-Cluster light-scattering

Rayleigh scattering law

At the ending of the 19th century, Strutt (Lord Rayleigh) (1899) dekitlee
following expression for the intensity of scattered light in the> 0 limit:

I o VSCZ (3 . 2)

whereVgc is the scattering centre volume. Rigourous calculations demonstrates
that this relationship holds when the adimensional quanfy. is reasonably
small, beingRs. the radius of the scattering centre (seg, Kerker, 1969).

In a SCLS experiment, the scattering centre consists in a single cluster @anpos
of n colloidal particles of radiug. Hence, ifqRyuster < 1 then the Rayleigh
scattering law applies and so:

| oc P (3.3)

In this case, it would be possible to clearly distinguish the number of condtituen
particles from the light intensity.

A simple calculation shows that for colloids with= 0.25um and our experi-
mental setupga ~ 0.18 and so, the Rayleigh scattering law is a valid assump-
tion. For larger aggregates, howevgR;ysteriS N0 longer smaller than unity. For
pentamers, for instance, this quantity may vary from 0.3 to 0.9 depending on its
spatial configuration. Since we are somehow working near the Rayleigh limit,
Eg. (3.3) is not expected to be fulfilled exactly. In fact, Fardez-Barberet al.
(1996) experimentally found that the actual dependence of the light itytems
n,forn<6,is:

leer? ;  y=183+003 (3.4)

Although this is not the exact Rayleigh’s law, the dependence isrstill steep
enough to clearly discriminate thefidirent cluster sizes.

Instrument overview

Hence, the device designers had to manage the following challengeariBem
Barbero, 1994):
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physical separation of the clusters without breaking them up;

creation of a light-scattering volume as small as possible;

detection of the scattering light at low angles;

determination and compartmentalisation of the light pulses;

data storage, instrument control and measuring automatisation.

Our SCLS device separate the particles by hydrodynamic focusndpy slowly
injecting the sample into a fast laminar water stream.

The flow velocities of the sample and water streams are equalled in the surface
that separates them. Hence, the sample flow velocity is importantly increased.
As a consequence, the sample stream is narrowed and the mean clustar-clu
distance enlarges. Then, the sample stream crosses the focus ofteelseand

the scattered light pulses are detected by a phototube located at a lowirsgatter
angle. The light pulses are processed by a personal computer piavithean

A/D converter and then, classified on-line using an integration algorithm. The
sample handling is entirely computer-controlled so that the measurements can
continue without any human supervision. This makes it possible to obtain time-
resolved CSD measurements for time intervals of several days (Schmitd, 2000
Fig. 3.1 shows an scheme of our SCLS devioaéz-lopezet al,, 200£). Inthe
following paragraphs, there is a brief explanation on each one of thernesit
components, except the data acquisition software, which is describedftera d

ent section (Sec. 3.1.2) because it was completely updated during thasclese
work.

Laser and entrance optics

According to Ferandez-Barbero (1994), the entrance optics is composed of a
10mW He-Ne laser, a spatial filter, two cylindrical lenses and a microscope
objective; all of them lying on a passive isolation anti-vibration table. The
laser supplies a collimated and linearly polarised light beam with a wavelength
of 632.8 nm, a output diameter of 0.68 mm and an angular divergence of just
1.2 mrad. Although it theoretically works on the Tkjmnode, unavoidable im-
perfections in its resonance cavity make that its transversal profile sligfitysd
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3.1. Single-Cluster light-scattering

Figure 3.1.: Scheme of our SCLS instrument showing its main parts: distilled
and filtered water supply (1), reaction vessel (2), magnetic valve (3),
peristaltic pump (4), He-Ne laser (5), entrance optics (6), hydrody-
namic focusing cell (7), detection optics (8), phototube (9)/D®
converter (10), computer (11) and waste water (12).

from the gaussian one. The spatial filter is intended to correct thesdidesia
and to obtain a smooth light spot. It is composed of two spherical lenses; a pin
hole and a diaphragm. Firstly, the laser beam is focused onuenfinhole by
means of a 10 mm lens. A second lens, with a focal length of 2700 mm, collimates
the beam. Finally, the correspondindfdiction pattern is cutfdby a 4.0 mm
diaphragm, in such a way that only the firsfiiction maximum is allowed to
pass.

The laser beam, now with a smooth profile, crosses a optical system with two
40 mm cylindrical lenses, separated by a distance slightly longer than twice the
focal length. The beam profile is no longer circular, but elliptical: now it is
somewhat convergent in one of the normal directions and collimated in the othe
one. Finally, the laser beam is focused on a point inside the measuriny eell b
30.8 mm microscope objective. The aim of this is to obtain a small illuminated
region where the light intensity is almost constant. Hence, small fluctuations
of the sample location does not change significatively the incoming radiation
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Figure 3.2.: Scheme of the hydrodynamic focusing cell, adapted from
Ferrandez-Barbero (1994).

intensity.

Hydrodynamic focusing cell

The hydrodynamic focusing cell is the most sensible, complex and important
part of the device, as it is the place where the sample stream crossesethe las
focus. As can be seen in Fig. 3.2, the colloidal sample is injected thorough the
top of the cell into a faster water stream. Then the hydrodynamic focusigg ph
nomenon enlarge the cluster-cluster separation and the single clustdiotetec
is feasible. The particle concentration, however, must be low enouglotd av
coincidencesi.e., the fact of two clusters being inside the illuminated volume
at the same time. In the regular operation mode, this is achieved by keeping the
colloid concentration below approximately®ldn=2 (Schmitt, 2000). The inner
water stream is also surrounded by another, slower, water streamrévanp

the former from sffering a significant shear disruption. The whole cell may be
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3.1. Single-Cluster light-scattering

precisely moved in the three spatial directions by acting on micrometric screws.
Finally, a regular optical microscope allow us to watch the illuminate region and
help us to align the device properly.

Phototube and detection optics

According to Ferandez-Barbero (1994), the detection optics is composed of an
annular diaphragm, a microscope objective, a regular diaphragm ahdte- p
tube. The annular diaphragm is located just in the outside of the hydrotdgna
focusing cell, as it is shown in Fig. 3.2. It prevents transmitted light and al-
lows the light to be scattered only at angles between 2.7 and 3.2 degrees. A
22.5 mm microscope objective focuses the selected light on a regular atigphr
with aperture 0.8 mm. Itis located there to block parasite light from uncontrolled
reflections on the cell windows and other optical surfaces. Finally, toplitme
linearly translates from light intensity to voltage. The sensitivity peak of the
phototube is centred at 650 nm, close to the He-Ne laser wavelength.

Water supply

Any dust particle suspended in the water streams that crosses the mgaslrin
may scatter some light which eventually provokes a false peak. Althouglkethe d
tection optics is designed to discriminate between these spurious signals and the
actual signal, it is always convenient to use water as clear as posdiaefdre,

our device uses only deionised water, obtained by inverse osmosis, itaric in
changing and activated carbon filtering (Odriozola, 2001). A 10 litreidizr
siphon acts as a water reservoir and feeds an ordinary distiller intendaty ma

to remove air bubbles. Distilled water is filtered by a 220 nm microfilter (Mil-
lipore Millipak 20) and then split between the inner and the outer streams. The
system may continuously supply clear water during up to 14 hours, witmyut a
human supervision (Schmitt, 2000).

Sample injection

Although the first prototype of our SLCS device made use of a syringe in-
jector (Fer@ndez-Barbero, 1994), it was afterward substituted by a computer-
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controlled peristaltic pumpin order to extend the duration of a series of mea-
surements (Schmitt, 2000). The pump also improves significantly the overall re
producibility of the measuring process (Schmitt, 2000). An electro-valvise—a
computer-actuated— selects whether the pump acts on the reaction vessel or
the hydrodynamic focusing cell. In the regular operation mode, a small amoun
of sample is firstly extracted from the reaction vessel and then is slowly idjecte
into the hydrodynamic focusing cell. Usually, the extraction is much faster —
3.00 rpm— than the subsequent injection —0.0117 rpm— (Odriozola, 2001).
Since the sample is kept some time inside the tubes, it is required the use of
inert materials. Hence, all tubbifignd valves are teflon coated. The main hand-
icap of using a peristaltic pump is that the flow velocity is not constant, since
rollers perturb the flow when they constrict the tubes. This undesirdfdete
may, however, be overcome by fixing the measurement duratixual to an
integer number of pump cycles (Schmitt, 2000).

3.1.2. Data acquisition and treatment

During the present research work, the /8B converter was substituted by a
newer model and all the programs had to be rewritten. The new softvaiteds
some improvements that are described in some detail in this section.

New pulse classifier algorithm

The phototube signal is digitalised by an ABA card® at a sample rate of
225kHz. An example of the digitalised phototube output is shown in Fig. 3.3.
As can be seen in the figure, the phototube signal consists basically ialseve
peaks which stand out from the background noise. Each one of tkake por-
responds to the pass of one aggregate thorough the illuminated volume- In pa
ticular, two of such peaks are visible in Fig. 3.3, which corresponds todhke p

of two monomers. Our software detects and classifies the light pulses lgy usin
a integral algorithm (Feédmdez-Barbero, 1994; Schmitt, 2000). The correlative

Minipuls 312, Gilson S.A.S., France.
2Gilson S.A.S., Ref. 817741A. Inner diameter: 0.5 mm.
3DT302, Data Translation Inc., Marlboro, MS (USA).
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3.1. Single-Cluster light-scattering
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Figure 3.3.: A short segment of a typical phototube output after the digitglisin
process. Two monomer peaks are clearly distinguishable. The de-
tection threshold is represented by a horizontal dotted line, and the
areas used for classifying the pulses are shadowed.

data points that surpasses certain threshold are considered to folse aThese
pulses are then classified according to their area. The duration of thespsils
also recorded in order to correct the death time of the algorithm. Additionally, a
duration checking allows us to identify and eliminate spurious pulses tha:-corr
spond to fluctuations of the base line.

The former data acquisition software of our SCLS device classified theguls
according to their area (Schmitt, 2000), while the current version cla$life:n
according to the square root of their are@ez-Lopezet al, 200£). Since the
intensity of scattered light is approximately proportional to the squared numbe
of constituent particles of the cluster (3.3), this non-linear manner ofifylass
light pulses is quite convenient. As an example, in Fig. 3.4 are plotted the count
histograms obtained with both classifying methods, for the same data set. As
can be seen, the non-linear classifier improves the statistics, the resoldion a
the interval of cluster-sizes able to be discriminated. It should be mentioned
that all pulses are counted, even those whose size is larger than thedristog
range. These large aggregates are summed up all together in the lastpositio
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Figure 3.4.: Frequency histograms of a typical SCLS measurement obtéathed
a linear (left) and non-linear (right) classifying algorithm. Numbers
indicate the number of constituent particles of the cluster, ‘N’ refers
to noise, ‘L’ to large aggregates and “cont.” to the continuous region.
Both plots correspond to the same data set.

of the histogram array (they are marked with the letter ‘L’ in Fig. 3.4). Please
note that the number of large aggregates is smaller when the non-linedieass
is used. In the histograms is also appreciable the count peak corréspond
noise (marked with the letter ‘N’ in the figure), which is removed during the data
analysis (see Sec. 3.1.3).

Real time determination of the count histograms

The new version of the software runs on Microsoft Windbasd, hence, takes
advantage of the multi-task capabilities of this operative system. Thus, while the
data acquisition program is running on the background, most of the’ CR

be used for running other programs. This was used to plot the coungtaisto

in real timé, using a commercial softwafeThis feature shorten the calibration

4The software was developed by usikticrosoft Studio 6.0and the function libraries of the
DataAcquisition Software Development Kiiwo programming languages were us&fsual
Basicfor the user interface andsual G++ for the program core.

SAbout 98%, in a regular personal computer.

6Actually, the histogram plot updates every 5 seconds.

"Origin Pro 7.0, OriginLab Corp., USA.
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3.1. Single-Cluster light-scattering

process.

Cluster break-up detection

One of the main criticisms that had received the single-cluster light-scattering
technique, is the possibility of introducing some undesired cluster break-up
the hydrodynamic cell, due to shear forces (seg, the discussion about this

in Odriozolaet al, 2003). Accordingly, somefiort have been made in prevent
cluster break-up, or at least, in detectin§ iDne manner of detecting cluster
break-up in the hydrodynamic cell consists in measuring a stable sample at dif
ferent shear rates. This was done by Schmitt (2000) for a flocculatagle of
polystyrene colloidal particles, partially coated with BSA (bovine serum-albu
min). No appreciable alterations in the cluster-size distribution were found fo
pulse durations between 56 and 20q.°

A different approach has been implemented in this work. If a cluster would break
up during the injection process, the fragments will cross the laser beawaiftamne
another. This would create a strong correlation between the fragmenisotic

be detected. Consider a measurement where aggregates can be dgidcted
those composed byl particles,i.e., we know the sefn; }i'\ﬂl. LetN = Zi'\jl n; be

the total number of detected aggregates. Now, we define the quami}ﬂ%zl

as the number dfmers that are followed by gmer. If some breakage is carried
out in the measuring cell, then somg will take values difterent from those
corresponding to a random process. If the order of the aggregatemidetely

at random, then the expected valuesipfare?

nin;
= (3.5)

80f course,natural cluster break-up arising in reversible aggregation should not be iexie
In this section, when we speak about cluster break-up, we refer othetaducedcluster
break-up as a consequence of the measuring process.

9The typical pulse duration for the measurements carried out duringesesarch work is 12@s.

10The derivation of (3.5) and (3.6) is based on the properties of the ramitad distribution, when
it is assumed that all thigy;} are large enough.
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and their standard deviation are:

prand
ofand = n{j’"“d[l - %] (3.6)

If the experimentah;; values are normally distributed, then, the probability of
finding an;; which differs from its expected value in more thamir?‘d, is less
than 2%. Accordingly, if we would find thati; — nf?"} > 202" we could
conclude that the correlation betweiemers andj-mers cannot be attributed to
randomness, but probably to break-up in the measuring cell.

This test have been carried out with a slowly flocculated cationic latexifspec
cally, the IDC latex described in Sec. 3.3), and the measujedere comprised
inside then{f‘”di Zd{f‘”d intervals almost in every case. The only discrepancies
were found in cases were the statistics were quite bad, less than 25 ddargs.

over, when the test was repeated forffiadent measurement of the same sample,
the supposed-to-be correlategwere diferent. In conclusion, the correlation in
the sequence of detected clusters cannot be distinguished of the timnrelge to

pure randomness. It should be mentioned that the sample used in theseatests w
weakly flocculated, and it was re-dispersed by a sonication of two minutes.

3.1.3. Measuring protocol

The general procedure for obtaining all experimental data used in this ig/0
the following:

Sample preparation

Instrument calibration

Zero time measurements

Measure of the aggregating system

Data analysis and CSD obtention

S T A

Kinetic rate constant obtention
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3.1. Single-Cluster light-scattering

In what follows, we visit all these points, particularising to a typical hetggoa-
gation process: cationic latex (IDC) and anionic latex (AS1), in equalgtmn,
in the presence of a high electrolyte concentration (1 M KBr).

Sample preparation

Colloidal dispersions are stored in a refrigerator at a high particle obrace
tion, about 18 cm3. Diluted dispersions are prepared by adding ultra-purified
water obtained using Millipore equipmettwhich provides water with a con-
ductivity below 0.05S cnt!. The particle concentration of the dilute disper-
sions, usually 2 10°cm3, is twice the final desired particle concentratidn.
Reactants are kept several hours at room temperaturer @OC, and then
sonicated for 10 minuté$ in order to approach monomeric initial conditions.
To prevent undesiredffects due to presence of silicic ions (Hidaljbrarez

et al, 1989; Routh and Vincent, 2004), glassware was not used neithenplea
preparation nor in sample handling.

Instrument calibration

The crossing between the sample stream and the laser focus is highly sensi-
ble and must be checked —and usually corrected acting on the cordasgon
screws— beforeevery SCLS measurement. It is convenient to use relatively
small colloids, whose diameter is close to the resolution limit of the instrument.
Fortunately, AS1 is indeed able to be used to this purpose. Once the hydro-
dynamic focusing cell is working properly, the microscope objective {see
above description of the detection optics) has to be checked in orderuceens
that it is focusing the illuminated region. Other components, as the pinhole and
the entrance diaphragms, also have to be checked regularly, althoussh fine-
guently. In particular, diaphragms controls the absolute light intensity and the
ratio between real signal (light scattered by clusters) and backgrmisd (3N

IMilli-Q Academic System, Millipore Corporation, Massachusetts.

2t should be pointed out that this particle concentration correspondsatiele volume fraction
of less than 0.001%. Such a low volume fraction not only ensures siaglielp detection,
but also allow us to safely state that we are studying aggregation pre@gseg in the dilute
regime.

13150 W ultrasonic bath Ultrasons, Selecta S.A., Spain.
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ratio). It is necessary to make a compromise between them, because allowing
more light intensity increases theNSratio but, at the same time, reduces the
size-discrimination interval of the instrument.

Other maintenance tasks include bubbles removing from cell and tubes, esp
cially when the instruments have been several days stopped. Finally, inis-co
nient to fix occasionally the pumitow factor fow, i.€., the amount of injected
volume per unit of time and pump revolution velocity. Althoug,, slightly
fluctuates among measurements, a typical value is:

fiow = (0.478+ 0.012)uL s7% rpm?t

This factor allows us to calculate the sample volume injected in each measure-
ment. Immediately from its definition, the injected volume is:

Vinj = flow v T (3.7)

wherer is the injection time and is the pump revolution frequency. A typical
Vinj value, corresponding to a measurement duration of 512s, and where the
pump works at 0.0117 rpm, is:

Vinj = (2.86+ 0.07)uL

Zero time measurements

The stable colloidal dispersions are measured before the aggregattmspbe-

gins. These zero time measurements are used to experimentally determine the
initial particle concentration of both colloidal dispersions and their relative c
centrationx. In the experimental part of this work, it is assumed that xpc,

i.e., the ratio between the cationic particle concentration and the total particle

concentration;
cbc

_ _ 0
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3.1. Single-Cluster light-scattering

Zero time measurements also allow us to check if we have monomeric initial con-
ditions. Since colloidal dispersions slowly flocculate when they rest fong lo
time, even if no salt is added, perfect initial conditions never could béneshc

In this work, we consider that a colloidal dispersion approaches momomer

tial conditions when the overall concentration of clusters —dimers, the nfiost o
them— is less than 5% of the monomer concentration. Otherwise, dispersions
are sonicated once again, or even new samples are prepared. Dégpite o
somehow relaxed initial condition, in the most of the experiments, dimer con-
centration was less than 2% of the monomer concentration for the anionic latex
AS1 and less than 3% for the cationic latex IDC. Initial concentration of clus-
ters larger than dimers was negligible in almost all experiments. Additionally,
zero time measurements complete the calibration process, as they act as a test
for the algorithm parameters: threshold voltage and typical pulse dur#tion.

der to achieve good statistics, zero time measurements are repeated atdeast th
times.

Another previous measurement is required: the background noise mackss

a SCLS analysis of the suspension medium, without any colloidal particle. Eve
with no colloidal particles, the phototube signal often surpasses the tidesh
value due to unavoidablégfects like fluctuations in the light intensity or flow
velocity, spurious reflections on the cell windows, light-scattering due & du
particles, etc., which leads to false pulse detections. Most of them are in-line
rejected because their duration is clearly shorter than the typical pulagatur

But some of them may match genuine pulses in duration and, less frequently,
also in intensity (please see the noise peaks marked with letter ‘N’ in Fig. 3.4).
Hence, pulse histograms have to be corrected by subtracting the puisetede

in these noise measurements. Additionally, noise measurements are a test of the
cell cleaning state.

Measure of the aggregation process

The heteroaggregation process starts when all reactants, colloidatgi@ys
and salt solution, are poured thorough the mixing device schematically dhowe
in Fig. 3.5. The Y-shape devices assure a homogeneous mixing. It sheuld
noticed that the mixing, although is performed as rapidly as possible, takes so
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Figure 3.5.: Scheme of the mixing setup, used to initiate heteroaggregatien proc
esses.

time, typically about 30 seconds.

Immediately after the mixing process, the first measurement starts by extracting
a small amount of sample and injecting it into the cell. Typically, injection is per-
formed at the slowest velocity and takes 512 s. Then, another amouarnpfes

is extracted and a new measurement begins. Although the injected volume is less
than 3uL, it is necessary to extract a larger amount of sample in each measure-
ment because the contents of the tubes have to be refilled. Hence, @bout 1

of sample are wasted in each single measurement. Even so, a typical expperime
starts with 40 mL of sample, so more than 200 measurements may be performed.
It corresponds to about 50 hours of continuous measuring. In additisrpos-

sible to set a delay between every two consecutive measurements.

Data analysis and CSD obtention

The data acquisition software analyses the phototube signal and clagsfies
pulses according to their size, as described in Sec. 3.1.2. The numiperiseds

of each area and duration are stored in files for posterior analysisamaigsis
consists of the following steps:

1. Noise correction: The background noise is substracted from alkfier-e
imental data (including the zero time measurements of the reactants).
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3.1. Single-Cluster light-scattering

2. Dead time correction: If one cluster enters the detection region before
another one leaves it, only the first cluster is recorded. This introduces a
dead time in the measuring time which have to be corrected. If the number
of detected pulses of a given sizen’lget, then the corrected number of
pulses of this size™" is:

d T

neor=nfet—— (3.9)
T — Tpulses

wherer is the measuring time angysesis the duration of all the detected

pulses. This correction is always small, since the relative dead time never

exceeds 1%.

3. Determination of the size intervals corresponding to each cluster size:
Commercial softwar¥ is used to plot several pulse frequency histograms
and determine the intervals corresponding to each cluster size. The his-
tograms must be distributed along the whole measuring time, since fluctu-
ations may move the sample stream and, consequently, alter the intensity
of the scattered light. The cluster-size distribution (CHP)s obtained,
obviously, by summing up the pulse counts of each interval.

4. Monomer coincidence correction: As stated before, when two agg®g
cross the detection region at the same time, only one pulse is recorded.
The area of the detected pulse is, obviously, the sum of the areas of the
two actual pulses. fiectively, when the monomer concentration is large,

a small peak located between the monomer and dimer peaks can be found
in the frequency histograms. Then, the monomer count has to be updated
by adding twice the monomer coincidence count. This correction may
be quite important, especially in the early stages of the aggregation proc-
ess, when it may be as large as 10% (FigaB.a8f we consider that the
probability of finding a monomer in the the illuminated volume obeys a
Poisson distribution, then the probability of monomer coincidence is pro-
portional to the squared concentration of monomers gege Ferrandez-
Barbero, 1994). A log-log plot of the number of coincidenaggersus the
number of monomers; detected during a measurement is shown in Fig.

14Origin Pro 7.0, OriginLab Corp., USA.
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Figure 3.6.: Monomer correction due to coincidences: percentage of the
monomer count due to the coincidence correction, versus the ini-
tial monomer concentration; ar) allometric fitting of the number
of coincidences versus the number of monomers. The dotted vertical
line in plota) indicates the maximum monomer concentration used
in experiments.

3.6b. The best fit is obtained far. «« N with @ = 2.09 + 0.05, in good
agreement with the theoretical predictien<£ 2). At the particle concen-
trations used in this work, the cluster coincidence is a relatively rare event,
only relevant for monomers.

5. Translation from counts to actual concentration: The CSD obtaineat so f
is expressed in humber of counts per measurement. It is convenient to
translate this quantity to physically significant units. It is easily done by
dividing N; by the injected volum&/y;, which was calculated in (3.7).

Kinetic rate constant obtention

The dfective initial dimer formation ratéks, can be obtained from the monomer
time evolution at short aggregation times, following the method reported by
Drake (1972). It consists of a linear fitting of tgé) function, defined as

_2( [% _
g(t)=00( 0 1) (3.10)
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At sufficiently short times, when the linear fit holdg,can be identify with the
slope of the fitting straight line:

g(t) ~ kst (3.11)

Co, the initial concentration of monomers, is known from the zero time measure-
ments. Additionally, it is possible to determine bdth andcy from the same
fitting. In that case, it is more convenient to rewrite (3.10) and (3.11) las fo
lows:

1 _ 1 +ks\/at
Vo) Voo 2

Then,cp is obtained from the ordinate at the origin akgdfrom the slope of the
fitting straight line. Both possibilities have been used in this work, although it is
preferred to use the measuregvalues for obtaininds. Thecy value obtained
from the fitting is used just as a checking procedure.

(3.12)

Although (3.10) was derived for homoaggregation procesgésis always ex-
pected to behave linearly at short aggregation times. In these casesyld ah
least be possible to fit a straight line to the onsag(Of This procedure has been
shown to be a suitable method for obtaining quite accutatealues from ex-
periments (Barangt al., 1996; Holthdt et al, 1997; Schmitet al, 200G) and
simulations (Moncho-Jodlet al., 2003; Lopez-Lopezet al, 2005), even when
the aggregation kernelftiéred quite strongly from the constant kernel.

3.2. Other experimental techniques

Most experimental data of this work was obtained by using the single-cluster
light-scattering instrument described above. Nevertheless, otheriragndal
techniques have been used for properly characterise the experirmgstzins.

In this section, we briefly comment on the two most relevant: nephelometry and
electrophoretic mobility measurement.
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3.2.1. Nephelometry

Nephelometry is a SLS technique in which the light scattered by an aggregating
sample is collected at very low scattering angle. fiims from SCLS because the
scattering centre is a macroscopic portion of the colloidal sample that contains
a large number of clusters. Consequently, nephelometry gives us amggay
information about the system. In particular, the CSD is not accessible with this
technique. On the other hand, a nephelometry measurement of an dogyega
colloidal system takes only a few minutes. In fact, the measuring time is so short
that nephelometry is generally used to determine the region where certa agg
gation regime prevails. In this work, for instance, nephelometry has tssshta
study the homoaggregation behaviour of both colloidal dispersionss/Brsas-

sium Bromide concentration and, particularly, to find their critical coagulation
concentrations (CCC).

Instrument overview

The instrument records the average light intensity as a function of time atdh fix
scattering anglgl (6o, t)) or, with a simpler notation,(t). It is used to study the
early stages of the aggregation process, starting from monomeric initidi-con
tions. Here, it is applicable the model proposed by Lips, Smart and WillisL{197
(LSW model). According to this moddl(t) increases linearly with time, and the
effective dimer formation rate is proportional to the slope of the fitting straight
line:

di(t)

Therefore, if we perform a series of measurements changing the medin p
erties but keeping constant the particle concentration, it is possible to cempa
the corresponding aggregation rates. Particularly, if we take the fastdggre-
gation rate as a reference point, we obtain directly the stability fagtdefined
in (2.49):
(%)
_ fast
W= ( am ) (3.14)
dt /slow
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Instrument description

The nephelometre used in this work is a prototype donated by Biakiid cal-
ibrated by Dr. Artur Schmitt. The instrument is located on a light-protected
optical bank and is composed by the following elements:

= A 10 mW He-Ne laser source which provides a collimated 632.8 nm laser
beam.

= Entrance optics, composed by a spatial filter to smooth the laser profile
and several lenses to focalise the laser beam into the measuring cell.

= A rectangular quartz cell with two orifices, for the entrance and the exit of
sample.

= A special diaphragm with three openings located in the vertical direction.
It blocks transmitted light and only permits the light at three scattering
angles, namely: (8 = 1.0)°, (10.0 + 2.0)° and (20« 3)°.

= Detection optics, composed by a lens set to separate the three scattering
light beams and an optical prism to lead them towards the detectors.

= A set of three photodiodes, one for each permitted scattering angle.

= A electronic system formed by thrégV converters, a multiplexor and an
amplifier.
= A personal computer with an/B card.
Aggregation is induced by rapidly mixing the reactants using a Y-shapeealevic
(see Fig. 3.5, where three of such devices are shown). The mixinggzas

very fast, less than one second, because the 1 mL syringes are abiatkigh
compressed air plunger.

CCC determination

The critical coagulation concentration (CCC) of a one-component collsyga
tem can be accurately determined by using nephelometry. Basically, the- proc

15Bjokit S.A., Spain.
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Figure 3.7.: Typical nephelometre output for a homoaggregation expdrimen

dure lies in measurink(t) for a series of homoaggregation processes witiedi
ent electrolyte concentrations. The appropriate particle concentratiooh vs
kept constant in the series of experiments, depends inversely on tiwepsize
(Molina Bolivar, 1999). For each experiment, thi€d curves are obtained (see
Fig. 3.7), corresponding to the three scattering angles.

The steep increasing oft) at the first moments is due to the substitution of the
water inside the cell by the colloidal sample. Immediately after this, the onset
of 1(t) is linearly fitted, being t/dt the slope of the fitting line. As can be ap-
preciated in the figure, only the onset of tH& curves behave linearly. Later
on, when the concentration of trimers and larger clusters is no longer Reglig
ble, thel(t) curves apart from the linear behaviour. The linear range is longer
as lower is the scattering angle. Nevertheless, at very low angles theimoise
creases so much that the fitting looses accuracy. Hence, the data déh use
the fitting process is usually the corresponding to a scattering angle°of 10
where the best compromise between linear behaviour and gigisa ratio is
achieved (Molina BdVar, 1999).
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According to the DLVO theory (see Sec. 2.3.1), the aggregation rateasese
when the electrolyte concentration increases, until the CCC is reached, fFie
system aggregates in the rapid aggregation regimekardand, consequently,
dl /dt— takes its maximum value. Thé/ stability factor is then obtained by
means of (3.14).

3.2.2. Electrophoretic mobility

Since colloidal particles bear electrical charge and are able to move, stane in
esting electrokinetic phenomena arise. Electrophoresis is one of thismphaap
in which colloids move in a coherent way due to the presence of a extdegal e
trical field (seeeg.qg, HidalgoAIvarezet al, 1996).

Principle of function

Let E be the electrical field intensity. Then every charged colloignaicroion

will acquire a coherent motion, parallel to this field, that combines with its ran-
dom Brownian motion. If the external field is not too strong, the electragtior
drift velocity Ve is found to be proportional to the field intensity:

Ve = ueE (3.15)

wherepe is the electrophoretic mobilityof the colloidal particle. It is evident
that ue has to be related with the electrical properties of the colloidal particle,
although the exact relationship is not a solved question at all (Hidalgarez
etal, 1996). Furthermore, it is assumed that the particle drifts some surr@undin
water in its movement. Hence, electrophoresis theories usually doeseradiref
rectly to the particle surface properties but to the electrical properties ahtrar
surface dividing the solidary water and the bulk medium. This surface iskno
as the/-plane and so the electrical potential in this surface is referred as the
/-potential. The theory concerning the relationship between the electethor
mobility and theZ-potential —and, ultimately, with the surface properties— is
currently a matter of some debate (Hidalébtarez et al,, 1996).
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Figure 3.8.: Principle of function of a electrophoretic mobility set-up: elec-
trophoretic motion of a macroion crossing a interference pattern
(top); phototube signal (bottom).

Instrument overview

Measuring the electrophoretic mobility is a straightforward task in current re
search labs and even in large scale industry. A typical electrophoretititymob
set-up applies a known electrical field of magnitutie= |E| and measures the
drift velocity of the colloidal particlese = |[Vg|. Then,ue is obtained by ap-
plying (3.15). The electrophoretic mobility measurements of this work were
performed by using a commercial electrophoretic mobility set-up of Malvern
Instrument&®. This instrument is composed of a optic unit, a correlator and a
computer.

The optic units consists of the following elements:

= A capillary cell, sizing 4 mm of diameter and 40 mm of length, in whose
extremes are located the electrodes. When an external electric field is
applied, the fluid inside the cell flows due to the ion migration. As the fluid
is almost incompressible and cannot escape from the cell, a counter-flow
is created close to the cell walls. Somewhere in an intermediate distance
between the cell axis and the cell wall, a cylindric stationary region without

167eta-Sizer IV, Malvern Instruments, United Kingdom.
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any flow should exist. According to the manufacturer, this region is located
at a distance of 71.8% of the cell radius, if the disperser medium is water.

= A He-Ne laser source which provides a 5 mW collimated laser beam with
Ao = 6328 nm. The laser beam is split into two perpendicular beams,
which are forced to cross each other just in the stationary region of the
cell. Consequently, an interference pattern composed of alternating dark
and light bands is obtained.

= A phototube detects the light scattered by the sample. The electrophoresis
motion of the particles is perpendicular to the bands, so particles change
periodically from dark to light zones as they move. Consequently, the
intensity of the scattered light also varies periodically. The frequency of
this variation is proportional to the drift velocity of the particles. Fig. 3.8
shows the principle of function of the instrument: the particle crosses the
interference bands (top) and scatters light whose intensity varies period
cally.

The electronic correlator is used to calculate the autocorrelation functithre of
signal. A computer controls the whole operation of the instrument and calsulate
the electrophoretic mobility from the autocorrelation function.

3.3. Experimental systems

The election of a suitable experimental system is a critical point of this rdsear
ing work. Obviously, we need two colloidal dispersions whose particles be
electrical charge of opposite signs. Then, electrostatic heteroagigregtarts
when both species of particles are mixed together. The properties of bleth ¢
loidal dispersions have to be accurately determined in order to face theacomp
atively more complex understanding of the mixed system. Hence, it is desirable
the use ofmodel colloids Here, we say that a colloidal dispersion is a composed
by model colloids when (Bastos-Gdlez, 1992):

= |tis composed by spherical, equally sized particles.
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= The surface properties do not vary significantly among the particles.

= The colloidal dispersion is kinetically stable during long periods of time,
unless the properties of the dispersion medium are intentionally changed.

Aqueous suspensions of micro-spheres composed of a polymer lattielyus
known aslatexes are widely used as model colloidal dispersions. The kinetic
stability of a latex may be achieved at least by threedent mechanisms (see,
e.g, Hunter, 1987):

= Steric stabilisation due to adsorbed macromolecules, usually polymers, on
the particle surface. These macromolecules extend into the surrounding
medium creating a “hairy layer”. When the hairy layers of two particles
interpenetrate, repulsive osmotic forces prevent coagulation.

= Electrostatic stabilisation due to the presence of electric charges on the
particle surface. As stated in Sec. 2.3.3, charged surfaces deveddgcan
tric double layer (EDL) which extends out into the bulk solution. When
two EDLs overlap, repulsive osmotic forces prevent coagulation. kdectr
charges may originate from the dissociation of the main lattice or, more
commonly among polymer colloids, from charged groups on the particle
surface.

= Spontaneous stabilisation is possible when the colloid surface is highly hy-
drophilic. Although polymer latices usually present hydrophobic susface
they may be covered by an appropriate hydrophilic layer.

Electrostatic stabilisation is preferred here because the particle-partiaigcinte
tions can be tuned precisely by changing the medium characteristics. -Gener
ally speaking, the electrolyte concentration controls the EDL thickness and th
mediumpH changes the overall interaction strength.

3.3.1. General characteristics

Jameset al. (1977) suggested that the best way to experimentally study het-
eroaggregation is by using two latexes with the same composition, one with

64



3.3. Experimental systems

a pH-independent charge and the other one being amphoteric. This is the ap-
proach followed in this work. Two polystyrene latexes where used, dtie w
sulphate groups and the other one with amidine groups. The amphoteric amidine
latex was supplied by Interfacial Dynamics Cdfplt bears positive charge at
acidpH, and negative charge at bagid. The anionic sulfate latex was synthe-
sised in our laboratories —according to the recipe described by Goatvailn
(1974)— by Schmitt (2000). It bears a negative charge almost indepéof

the mediunpH. For the sake of simplicity, in what follows we will refer to them

as 'IDC’ and ‘AS1’ respectively. Analogously, we will refer to the IDCAS1
mixtures with the letter ‘X’ plus the percentage of the cationic particles (IDC).
For instance, ‘X70’ means a binary dispersion composed by a 70% ohizatio
particles and a 30% of anionic particles.

Already for homoaggregation experiments, highly monodisperse micrasphe
are required in order to distinguish clusters dfelient size with SCLS. The size
monodispersity is even more important for heteroaggregation experiments with
SCLS. If A andB patrticles are used and, for instance, the radius of the former
is greater than the radius of the latter, thenfas\ dimer scatters more light
intensity than &B-B dimer. Although it could allow us to distinguish between
the diferent dimer compositions, it also implies an important loss of resolution.
Hence, much care was taken that both systems used for the heteresiggreg
experiments were as similar in size as possible.

The ratio of the surface charges of both latexes can be varied by ickating
mediumpH, as stated before. Nevertheless, what is understood when we speak
about surface charge is somehow a complex thing. There are, at least, th
different “surface charges” involved in colloidal science, namely:

= Titrated surface charge. It is obtained by titration and it is the maximum
electric charge that can bare the particle.

= Stability efective surface charge. It is responsible of the formation of the
EDL and, eventually, of the kinetic stability of the colloid. It is related
to the critical coagulation concentration (CCC), although it is necessary

Amidine latex 3-600, batch 1138, Interfacial Dynamics Corporationt/@a, Oregon, USA.
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Table 3.1.: Main properties of the experimental systems used in this work: latex
name, type of charged surface groups, particle diamedgrgalydis-
persity index (PDI), KBr critical coagulation concentration (CCC),
and electrophoretic mobility€) at freepH.

Name| Groups 2(nm) PDI CCC(mM) pue(108m?V~ts™)
AS1 | Sulfate 52419 1.005 32G-20 —(4.82+0.14)
IDC | Amidine 525+14 1.002 18G: 20 +(4.72+ 0.05)

a model of the particle-particle interaction in order to obtain a quantita-
tive value. Anyhow, a larger CCC value corresponds to a larffective
surface charge.

= Electrokinetic &ective surface charge. It is similar to the preceding one,
although it is responsible of the electrokinetic phenomena instead of the
stability. It may be obtained, for example, from electrophoretic mobility
measurements. Again here, a larget value corresponds to a larger ef-
fective surface charge, although a quantitative value can only be elitain
once a detailed-potential model is used.

In this work, we make use of both stability and electrokineffedive surface
charges, although the discussion about which one is more appropriateroif
they are really equivalent, is out of our scope.

In summary, we measured size, monodispersity, stability versus electrohyte co
centration and electrophoretic motion of our experimental systems. These pr
erties are summarised in Tab. 3.1 and are studied in some detail in the following
sections.

3.3.2. Particle size and shape

Shape, size and polydispersity of the colloidal particles used in this work we
determined by transmission electron microscopy (TE\St the “Centro de Ins-

Model EM 10C, Carl-ZeiR, Germany.

66



3.3. Experimental systems
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Figure 3.9.: Microphotograph of both colloidal dispersions, AS1 (left) &C
(right), obtained by transmission electron microscopy.

- 4

trumentaddbn Cienffica” of the “Universidad de Granada”. Several micropho-
tographs of each sample were taken with a 68&tagnification factor. Two of
the photographs are reproduced in Fig. 3.9. As can be seen, the gatelguite
monodispersed spheres. Additional microphotographs at a higher ncagjoiii
(12600) were taken to check that the particle surface is highly smooth.

Photograph negatives were digitalised at high resolution and analysesiray
bool2k?®, software developed by Dr. Galisteo and Dr. Holgatool 2k auto-
matically detects the particle contour and obtains the corresponding partele siz
distribution (PSD). The particle sizes are coarse grained into severaldlste

so we actually get a frequency histogrdmi.e., the frequency of the particles
whose diameters are comprised in the interval centrekl dthe size histogram

of both systems are shown in Fig. 3.10 on the left side, with a interval width
of 1 nm. On the right side of this figure, it is shown the continuous distribution
obtained from the former by a Savitzky-Golay smoothing prc®ess

%bool2k 1.0, BooLERO Software, Spain.
20Qrigin Pro 7.0, OriginLab Corp., USA.
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Figure 3.10.: Particle size distribution of both experimental systems: size his-
togram (left side) and smoothed, continuous size distribution (right
side).

The Bool2k software also gives us some average diameters, defined as fol-
lows:

Number-averaged diameter:

(dhn = Z fidi (3.16)
Weight-averaged diameter:
Y, fi o
dw = 3.17
Volume-averaged diameter:
1/3
(dyy = (Z fi di3) (3.18)

The polydispersity of the particulate system may be quantified byadlgdis-
persity indexPDI), defined as the ratio between the weight and number average
diameters:

_ {dw

PDI = —
(dn

(3.19)
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Table 3.2.: Size analysis of the two latexes used in this wrkumber of parti-
cles used in the analysi&)nw,y particle diameters (nm) averaged as
described in the main text; SD standard deviation (nm); PDI polydis-
persity index.

| N () (dw (dv SD PDI
AS1| 527 5242 5246 5249 19.7 1.004
IDC | 326 525.3 5254 5256 13.8 1.002

All the statistical parameters described above are listed in the table 3.2. 8ince a
the TEM measurements where performed the same day and with the same exper-
imental conditions, we can safely state that AS1 and IDC patrticles are equally
sized. Futhermore, it is generally accepted that a particulate system is istonod
persed when its PDI is less than 1.05. Hence, our experimental systems are
highly monodispersed.

3.3.3. Stability versus KBr concentration

The stability factowW of both systems versus the KBr concentration was mea-
sured by using the nephelometre described in Sec. 3.2.1. We chooseeKBr b
cause it is a indferent 1:1 electrolyte, where no specific adsorption is expected.
Since relatively large particles are used, samples could be quite diluteat, abo
10°cm 3. This is quite convenient, because the linear regioh()fis conse-
guently longer. In fact, the wholgq) curves could be fitted to a straight line,
and not only their onset. Furthermore, the sigmaike ratio was so good that
we could safely use the smallest available scattering angje The measured

W factors of both systems are plotted in Fig. 3.11. In this figure, it is evident
that the stability behaviour of both systems agrees qualitatively with the DLVO
predictions: when the electrolyte concentration surpasses certain trau@{C
value) then the system aggregates in the fast aggregation regime.

As can be seen in the figure, the anionic latex is more stable than the cationic
one. In other words, with the same electrolyte concentration the anionic latex
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[KBr] (mM)

Figure 3.11.: Fuchs stability facta¥ vs KBr concentration of the latexes AS1
(o) and IDC ©).

aggregates more slowly than the cationic 6heAt 180 mM KBr, for instance,
aggregation undergoes three times more slowly in the AS1 latex than in the IDC
one. Also the CCC values are consistent with the prior statement about the
larger stability of the AS1 latex. Although its exact value may depend somehow
on the experimenter subjective appreciations, it is clear that the AS1'si€CC
larger than the IDC’s CCC. Representative values for these CCC cewdtdut

180 mM KBr for IDC and about 320 mM KBr for AS1.

3.3.4. Aggregation regimes

DLVO theory predicts that both systems aggregate in tiffeigion-limited col-

loid aggregation regime above their CCCs and in somehow reaction-limited col-
loid aggregation regime below their CCCs. Strictly speaking, however, tive ter
RLCA should be restricted to the limit case where thudion step is negligi-

ble compared with the reaction step. This ideal situation would be reached at
very low electrolyte concentrations, and the flocculation process woulgiibe

slow. Hence, at electrolyte concentrations below the CCC but not so lew, th

2'Except, of course, if the electrolyte concentration is above the CCCglofdtexes.
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aggregation regime is somehow intermediate between DLCA and RLCA. For a
description of this intermediate regime, see (Odrioztlal., 2001).

This can be appreciate in Fig. 3.12, where several experimental C$@isefo
IDC and AS1 latexes are plotted. On the left side there are there homeaggre
gation experiments corresponding to the IDC latex and on the right side those
corresponding to the AS1 latex. On the top the electrolyte concentration was
set at 1.0 M, clearly above their KBr CCCs, estimated around 180 mM for IDC
and 320 mM for AS1 (see Sec. 3.3.3). These CSD exhibit all the chasdicter

of a CSD corresponding to a DLCA process. The overall shape ofltistec-
concentration curves is quite similar to those corresponding to the cokstaet

(see Sec. 2.1.3 and Fig. 3)lalthough there are smallfterences at long times,
where some crosses are appreciable. It should be noted that theimdwmel

(See Sec. 2.2.2 and Fig. 2.4), usually used to describe ideal DLCAgz®%e
reproduces all these small deviations with respect to the corkeargl(Schmitt

et al,, 200().

In the middle row are plotted the CSDs corresponding to experiments at lower
electrolyte concentrations, although still above the CCCs of the systems{200
and 500 mM for IDC and AS1, respectively). Here again the CSDs arestyqf

a DLCA process, although the finest details are not so clearly visibleultdde

due to the presence of small —but not negligible— interactions between parti-
cles. Schmitet al. (200M) found the same discrepancies between experimental
rapid aggregation and the solution of the Brownkamnnel They call this exper-
imental aggregation regime “difussionlike” aggregation.

The CSDs shown on the bottom row correspond to experiments carried out
at KBr concentrations below the CCCs of the systems (100 mM for IDC and
200mM for AS1). As expected, the aggregation kinetics here does n@-co
spond to a difusion-limited aggregation process. The aggregation rate is clearly
slowef? and the concentration curves are more alike to those of theksmm
nelthan to those of the constakeérnel(see Sec. 2.1.3). For a discussion about
the diferentkernelsthat may describe the CSD in this region, see (Odriozola
et al, 2004).

22See also Sec. 4.1.2 and Tab. 4.2 for a more quantitative probe ofatésent.
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Figure 3.12.: Cluster-size distributions for IDC (left side) and AS1 (rgjde)
homoaggregation experiments, at three KBr concentrations: clearly
above their CCCs (top row), not so high but still above their
CCCs (middle row), and below their CCCs (bottom row). In each
plot, the concentration of monomens)( dimers ©), trimers (),
tetramersy), pentamers®), hexamers<) and heptamersy) are
shown; as well as the total concentration of aggregadgs (
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Finally, at lower KBr concentrations, both systems are kinetically stable. At
10 mM, for instance, samples did not show evidences of irreversiblegation

for time intervals of several dag® In summary, both samples seem to behave
as model colloidal dispersions, aggregating in théudion-limited colloid ag-
gregation regime above their CCCs and in a slower, somehow reaction-limited
aggregation regime below those critical concentrations.

It should be noted that the well-behaviour of both colloidal dispersiosuger
the electrolyte concentration is possible because bothnd Br are indiferent
ions. Hence, if other salts are used instead of KB, it could be possiblestrve
aggregation regimesfiierent from the well-known DLCA and RLCA ones. This
is indeed the case for both the IDC and the AS1 latexes (Lopémn-etal,
2006). In Fig. 3.13 the CSDs of homoaggregation experiments carriasitbut
the IDC latex are plotted. In all four cases thd was fixed to 6.0, the salt
concentration was 600 mM and the coion was Naut the counterion changes
from one experiment to another. As can be seen, the aggregationidnghav
depends quite strongly on the added counterion.

For CI” (Fig. 3.13&) and SQ (Fig. 3.13) a typical DLCA behaviour is ob-
served®* The aggregation behaviour at 600 mM Nai@ig. 3.13), however,

is clearly diferent from the DLCA one. It is slower than affdision-limited
process, with &s value that is half the rapid value (Lopezdreet al., 2006).
Moreover, the concentration curves do not intersect at long times. Wgtita
presents more similarities with a RLCA process than with a DLCA one. But,
without any doubt, the most impressive result was found when thiocyareste
used as counterion (Fig. 3.d)83 the aggregation process slowed down and even-
tually stopped. This is revealing that the subjacent aggregation mecharo$m is
a reversible nature, probably because the particles are bond in argpateap
energy well.

The specific ionic ffects —also known aldlofmeister gects— are present not
only in colloidal systems; they also participate in a plethora of phenomena,

23Actually, some flocculation was observed, but it completely disappeaftedtwo minutes of
sonication.

2“Nevertheless, when Nag®as used, it is appreciable some excess of monomers at the later
stages of the aggregation process.
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Figure 3.13.: Cluster-size distributions obtained in homoaggregation experi-
ments of the IDC latex with dierent counterions: NaCl (top left),
NapSOy (top right), NaNQ (bottom left) and NaSCN (bottom
right). Please note that the salt concentration in 600 mM in all
cases. Symbols mean the same as in Fig. 3.12.

such as stability and solubility of proteins, water activity ffiméents, surface
tension at the air-water interface, lipid solubility, chromatographic selegtivity
polymer cloud points, polymer swelling, heats of hydrations, etc (Collins and
Washabough, 1985; Cacaetal, 1997). The origin of the Hofmeisteffects

is still a matter of discussion and, apparently, it is related with the structure
of water around the ions and with the ion polarisabilities (Ninham and Yamin-
sky, 1997).

In conclusion, the homoaggregation behaviour of the selected colloigsdreis
sions can be described in terms of the classic colloid stability theory (DLVO)
when a convenient, non specific, electrolyte —like KBr— is chosen.
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Figure 3.14.: Left side: electrophoretic mobility of AS1 latex as a function of
the particle concentration, in a 5mM KBr solution. Right side:
electrophoretic mobility of both latexes, ASd)(and IDC (), as
function of the mediunpH.

3.3.5. Electrophoretic mobility

The electrophoretic mobility was measured using the electrophoretic mobility
set-up described in Sec. 3.2.2. The first step was to search for the optimal
ticle concentration. It has to be large enough to achieve a reliable gigisas
ratio; although low enough to avoid multiple light-scattering. For this purpose,
the apparent electrophoretic mobility of AS1 latex was measured versuarthe p
ticle concentration. The dispersion medium was a 5 mM KBr solution with free
pH. Results are plotted in Fig 3.14, left). As can be seen, the electrophoretic mo
bility reaches an almost constant value when the particle concentraticasseg
5x 1P cm3. Multiple light-scattering was not present at the particle concen-
trations used in this study. Regardless, it is convenient to perform negasaots

at a relatively low particle concentration, so we consider that the bettlpar
concentration for electrophoretic mobility measurements+sl®’ cm3.

Since amidine groups are amphoterics, the charge of the IDC particlesdiepe
on the mediunpH. The charge of sulphate particle, on the contrary, is expected
to be almost independent of the medipht. In order to check thigye was mea-
sured as a function of the mediyhl. Only low ionic strength bffiers were used,
which provide apH-controlled medium with a electrolyte concentration below
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Table 3.3.: Main characteristics of theffars used in electrophoretic mobility
measurements: name, type offian, quantity used per litre of final
solution and measurgaH.

Anionic bufers Cationic bdters
name type quantity pH name type quantity pH
A4 acetate 772L  4.034
A5 acetate 244L  5.098
A6 phosphate 247mg 5.991C6 BIS-TRIS 275mg 6.460
A7 phosphate 156mg  7.029C7 BIS-TRIS 871mg 7.249

A8 borate 927mg 8.246C8 TRIS 217mg 8.544
A9 borate 318mg 8.952C9 TRIS 1083mg  9.348
Al10 borate 136 mg 10.266C10 AMP 376 mg 10.350

2mM. When it was possible, anionic fiers (Ax) were used for the anionic latex
and cationic bffers (Cx) for the cationic latex. Unfortunately, it was not possi-
ble to achieve cationic acid kers with apH below 6. Composition and other
features of all the hiiers are listed in Tab. 3.3. Occasionally, a small amount
of CIH or NaOH was added for a fine tuning of tipel. The electrophoretic
mobility of both systems as a function of thH is plotted in Fig 3.14, right). Ef-
fectively, ue is almost constant for the AS1 latex, while it changes dramatically
for the IDC latex. In the heteroaggregation experiments of this work cespe
those related with the presence of long range interactions, it was ncéssa
achieve quite low electrolyte concentrations. Hence, most heteroatjgrege-
periments were performed withopH-buffering, at the fre@pH region (around
5.5). Consequently, theH of the particle suspensions could vary slightly when
mixing both particle dispersions. Fortunately, the IREIis relatively robust
against smalpH variations around the frgaH region.
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3.4. Computer simulations

Although this is primarily an experimental work, computer simulations were run
in order to get further insight into the heteroaggregation phenomenaeliee
make use of Brownian dynamics simulations (BDS) of heteroaggregation aris
ing in oppositely charged colloids, both considering particle-particle intiers

and without considering them. The latter case was found to be quite convenie
for studying situations where the particle-particle interaction range waswso s
that these forces could be substituted by aggregation rules at the coftza.

the particle-particle interaction range was not so short, then Browniaanayn
ics simulations including a model of these interactions were used. Additionally,
in this work it was necessary to solve the stochastic master equation (2.7) for
a givenkernel It was possible by using a stochastic algorithm. None of these
programs was newly written for this work: the source code of the BDS with-
out interactions was written by Dr. A. Moncho-Jardrom the “Universidad de
Granada”; the code of the BDS with interactions, by Dr. A. Puertas, fion
“Universidad de Alméa”; and the code of the stochastic algorithm, by Dr. G.
Odriozola, from the “Instituto Mexicano del Péteo”. My personal contribution
restricts to some minor changes in the Iffuttput functions and some perfor-
mance optimisations.

3.4.1. Brownian dynamics simulations without interactions

Roughly speaking, a Brownian dynamics simulation (BDS) consists in virtually
reproduce the behaviour of colloidal particles suspended in a fluiceph3S

are focused only in the particle behaviour, the motion of the surroundiidy flu
is not reproduced. Consequently, the performance of BDS is quite hijit &
possible to simulate systems composed by several thousands of particieg, du
very large simulation times, with a reasonably small compufierte On the
other hand, as the the fluid motion is not properly simulated, the introduction
of the hydrodynamic interactions (HI) is a very hard task and they arallysu
completely neglected (for a correct treatment of the HI in computer simulations
of interacting colloids, see Padding and Louis, 2006).
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Simulation overview

As early as 1983, Paul Meakin introduced a very convenient way oflating
two-dimensional irreversible flusion-limited cluster-cluster aggregation (Mea-
kin, 1983). These were on-lattice simulations,, the particle coordinates were
restricted to the points of a simple square lattice. At each simulation step, clusters
(including single particles) were picked at random and moved to a neighigou
lattice site with a probability proportional to their “mobility”. Meakin considered
two cases: i) cluster mobility independent of the cluster size and ii) cluster mobil-
ity inversely proportional to the cluster mass. Periodic boundary conditiens
used to mimic a infinite system. Posteriorly, the own Meakin and co-workers
demonstrated that this scheme correctly reproduced the translationah-Brow
ian motion of particles and clusters, when the cluster “mobility” is inversely
proportional to the cluster radius of gyration (Meakihal, 1985%; Meakin

et al, 198%).

Short range particle-particle interactions can be added to this aggregetiieme

by introducing a sticking probability?s. Then, when two particles encounter
each other, they are irreversibly linked with a probabifty Gonzlez (1993)
showed that this approach could reproduce the behaviour of bothfthsiolin-
limited and the reaction-limited colloid aggregation: DLCA is achieved by set-
ting Ps = 1, and RLCA by settind®’s < 1. Other situations of interest can be
reproduced introducing fierent “contact rules”. For instance, Moncho-Jord
et al. (2003) simulated the aggregation of colloidal particles whose surfaees ar
inhomogeneous because they present a circular patch wigretit properties.
When two particles encounter each other, there are three possibletsobtae-
bare, bare-coated and coated-coated; each one witliemedhit sticking proba-
bility. This model may imitate the aggregation of colloids partially covered by
macromolecules.

Heteroaggregation processes have been also simulated with this scherea-by M
kin and DjordjevE (1986), and by Stoll and Herkorn (1993). In these works,
two “contact rules” were imposed: i) collisions between unlike particlesydwa
lead to bond formation and ii) no bonds are allowed to form between like parti-
cles. The corresponding aggregation regime was called binfinsidin-limited
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cluster-cluster aggregation (BDLCA) by AlSunaétial. (2000). The BDS with-
out interactions used in this PhD thesis obey the same contact rules, astigey w
intended precisely to study BDLCA processes, although particles weneno
stricted to a lattice.

Simulation details

The BDLCA simulations are three-dimensiondi-tattice Brownian dynamics
simulations with periodic boundary conditions. Initialllp = 25000 spheri-
cal particles of radiuss = 1 are randomly scattered in a cubic box of slde
avoiding particle overlap. The box side is fixedlte= 1 015 in order to obtain a
volume fraction of = 0.0001. To the best of our knowledge, these are the most
diluted simulations of BDLCA performed so far (see Table 6.1). In view df tha
the system can safely be considered as representative of the idealeijune.
All particles are labelled with a property that we nanwddrge This property

is allowed to have two possible valuesl and-1, that correspond to the two
different species of particles in a BDLCA process. The relative condremiiaf
minority particles x (2.29), is an input value for the simulations.

All the particles and clusters are randomly moved with a size-dependent dif-
fusion codficient, D, that is related to the cluster radius of gyratiggn (2.37)
through the Einstein-Stokes law (2.3bg., D o Ral. D plays the same role than
the “mobility” introduced by Meakin and Djordje®j although it has physically
meaningful units. The BDLCA contact rules, described above, are ietpas

the particle-particle contact. In order to save computer time, a cell model has
been used. As stated before, the simulations do not account for pasdiilen

of the clusters. Several snapshots of a simulated BDLCA processxwit.5

are plotted in Fig. 3.15. The particle volume fraction in the simulations per-
formed in this work is the same as in the figure, although in this demonstrative
case only 200 particles were used. For snapshots of BDLCA simulations with
25000 patrticles, see Fig. 6.1.
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Wy

Figure 3.15.: Snapshots of a simulated BDLCA processfidrént times. Blue
and red dots represent majority and minority particles, respectively.
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3.4.2. Brownian dynamics simulations with interactions

When the particle-particle interaction range is not negligible, the “contéet’ru
Ansatzis not defensible any more and full particle-particle interaction must be
taken into account in the BDS. Here, we make use of the approachinppete

by Puertast al. (199%).

Simulation overview

The Brownian dynamics simulation (BDS) is based on a mesoscopic descrip-
tion of the particle motion, where the surrounding fluid is treated as a continu-
ous medium. The motion of a Brownian particle is described by the so-called
Langevin equation.

M = —yf + f + F(7,t) (3.20)
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3.4. Computer simulations

This equation indicates that the displacen®tjtof a colloidal particle of mass
mis governed by three forces: the friction force due to the viscositithe fluid;
a force f that fluctuates randomly in time but with zero me&fit)) = 0; and
the resulting force due to external potentials like the graf{y, t). The friction
codficient for a sphere is given by = 6zna, wheren is the medium viscosity
anda the patrticle radius. The fluctuating force is a Gaussian distributed white
noise that can be related to the viscosity of the fluid by the fluctuation-dissipatio
theorem:

(f(t) - f{t")) = 6kaT yo(t — t') (3.21)

Due to the presence of the fluctuating force, the particle motion is desciyteed b
Probability Density Function (PDF) rather than a deterministic trajectory.rGive
the initial conditionsty and gy = mfp att = to, the PDF is (for a derivation of
this result, see Sec. 2.2 of the classical paper of Chandrasekhd); 194

= o 2
|r —fo— Po/y - F/y At
4D At

P(F, 1) exp| - (3.22)

" (4r Do ADY2

whereDg = kgT/v is the self-difusion codicient of the particle (2.36). If the
time differencegt = t — to, is much larger than the damping timgy ~ 1079,

the inertial termBy/y can be neglected, and the resulting PDF is said to be in the
diffusive time scale (Puerta$ al., 2001).

Every simulation time step, each aggregate is moved according to its PDF cal-
culated by (3.22) in the éusive time scale. The particle-particle interactions
are introduced in the “external force ternf(F, t). Aggregates are moved as a
whole, so possible rotations are not taken into account.

Simulation details

The simulations are three-dimensiondi-lattice Brownian dynamics simula-
tions with periodic boundary conditions. Initiallido = 21 952 spherical parti-
cles of radiusa = 100 nm are randomly scattered in a cubic box. The patrticle
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volume fraction is fixed tgp = 0.01, diluted enough to avoid three body in-
teractions (Puertast al, 199%). Time step is 10*s, clearly larger than the
dumping time. Medium properties are equalled to those of pure water. Two
species of particles are presentfaing on the sign of their surface charge. Two
contributions to the particle-particle interaction are considered: Londorder
Waals dispersion (2.54) and double layer potential, with the linear superpos
tion approximation (2.62). For more details about these interactions, please s
Sec. 2.3.1). Physically reasonable values are used for flezadit parameters:
A= 1021Jm§ = -y = 50mV. The inverse Debye length, and the relative
concentration of both species,are input parameters for the simulations.

3.4.3. Solving the Smoluchowski's equations

To obtain the theoretically predicted cluster-size distributions, the master equa
tion has to be solved using the corresponding aggregagamel For this pur-
pose, the equivalent “stochastic simulation” approach is employed (@taioz
et al,, 2003). This procedure involves the calculation of the reaction probabil-
ity density function, which for pure aggregation processes may be dkbgte
Pr(r,1, ). Here,Pr(t,i, j)dr is the probability that, given the stalé at time

t, the next reaction to take place in the volumaevill be the aggregation of an
i-mer with aj-mer and that this reaction will occur during the infinitesimal time
interval [t + 7, t + 7 + dr]. Hence, it is convenient to defirggjdt as the proba-
bility that, given the system in the staleat timet, ani-mer-j-mer aggregation
reaction will occur insidé/ during [t, t + dt]. According to Gillespie (1977 )
becomes

Ni(N;j - 67)
aij = Kij————— (3.23)

V(L +6)

and the reaction probability density function:
Pr(%i, ]) = aije”®" (3.24)

where

1% -

- . j
ao_Eizj:aJ(1+5i) (3.25)
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3.4. Computer simulations

Odriozolaet al. (2003) implemented an algorithm based on the above expres-
sions for calculating the cluster-size distribution. It may be summarized as fol-
lows:

1. Inputk;; and initial conditionsN(t = 0); sett = O.

2. Calculate alkjj anda.

3. Generate the random numbérsandé, uniformly distributed in [01].
4. Increment the amount = ag~tIn&; L.
5

. Take the smallest pai, () that verifiess Zin’ljl ami(1 + 6)) > &a0. Hence,
the pairs of andj cluster-sizes that have a larggy have a higher proba-
bility to be chosen.

6. IncrementN;,j one unit and decremei; andN; one unit, too. Go back
to point 2 for recalculatingj andag. Continue with the procedure.

The procedure is finished when the system is composed by only one cluster
i.e, a = 0. It should be noted that it is enough to recalculateonly for
those cluster-sizes that have changed their population. Further detaiisthb
algorithm can be found in the work by Gillespie (1977). This algorithm have
been extended to deal also with reversible aggregation (Odriexalg 2003),
although this feature have not been used in this work.

In Fig. 2.1, the stochastic master equation is solved for the cladsicaéls
—constant, sum and product— by using the algorithm described above, with
No = 100000. The computing time was about one minute in a regular personal
computer. In the same figure are plotted the exact solutions of keesels As

can be appreciated, the agreement is excellent.
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4. SYMMETRIC
HETEROAGGREGATION:
AGGREGATION RATE

Both this and the next chapter deal with electrostatic heteroaggregation pro
esses arising in symmetric two-component systearas, those with the same
concentration of cationic and anionic particles. Here, we focus on thetghe
kinetics, especially on the dependence of the aggregation rate constahes o
electrolyte concentration of the dispersion medium. Chapter 5, on the otigkr ha
deals with phenomena found at longer times.

In Sec. 4.1, an experimental study on the dependence of heteroatijgmnegte
constants on the electrolyte concentration is presented. It covers amlgtec
concentration ranging from 1 M to just a feviM. The experimental results are
compared with Brownian dynamics simulations and with the theoretical predic-
tions that will be described in Sec. 4.2. The conclusions are summarised in
Sec. 4.3.

4.1. Experimental aggregation rate constants

The heteroaggregation processes arising in aqueous suspensiohsidal par-

ticles with opposite charge have been monitored experimentally by means of
static and dynamic light-scattering (Ryde and Matigevi994; Maroto and de

las Nieves, 1998; Yu and Borkovec, 2002; Puesrtsal, 2003; Galletoet al.,
2005), multiple-angle light-scattering (Yet al, 2002; Galletoet al, 2005,
Galleto et al, 200%) and —as a part of this PhD thesis— by single-cluster
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4. AGGREGATION RATE

Table 4.1.: Experimental values of the absolute heteroaggregation raaon
obtained by dierent authors, using flierent techniques: turbid-
ity, static light-scattering (SLS), dynamic light-scattering (DLS),
multiangle static light-scattering (MSLS), multiangle dynamic light-
scattering (MDLS), simultaneous static and dynamic light-scattering
(SSDLS) and single-cluster light-scattering (SCLS). When an inter-
val is given, it refers tdkag measured at high and low electrolyte

concentrations.
work kag (10718 m3s™) technique(s)
Ryde and Matijevé (1994) 3.2-49 DLS
Maroto and de las Nieves (1998) 5.3+0.3 turbidity
Yu and Borkovec (2002) 5.42 SLS and DLS
Yu et al. (2002) 5.28-6.71 MSLS and MDLS
Puertaset al. (2003) 35-12 DLS
Lopez-lopez et at. (2004 43-16 SCLS
Galletoet al. (2005) 6.1-6.9 SLS, DLS and SSDLS
Galletoet al. (200%) 5.3-6.0 SSDLS
Lin et al. (2006) 3.3-8.7 SSDLS

light-scattering (bpez-Lopez et at., 2008). While all these techniques can be
used to obtain aggregation rate constants, only SCLS provides additiéoral in
mation about the detailed cluster-size distribution. Tab. 4.1 shows the values
measured by dierent authors for the absolute dimer formation rate constant,
kag, In heteroaggregation processes with a similar concentration of oppositely
charged particles at low ionic strength. Singg is a very sensitive function

of the ionic strength of the liquid medium, the relatively large dispersion of
the values shown in Tab. 4.1 should be considered as normal. Peérdhs
(2003), for instance, measuredkags value that increases monotonously from
3.5x 102 cm’s ! to 12x 1072 cm®s~ when the NaCl concentration decreases
from 300 mM to 2 mM.

As was discussed previously in Sec. 2.1.5, we have to distinguish betieen e
fective and absolute aggregation rate constants. Absolute dimer formatéon r
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4.1. Experimental aggregation rate constants

constants are genuine constants that correspond to concrete reathioggag

is the aggregation rate constant corresponding to the reaction betweenlikeo
monomers, whil&kaa andkgg are the aggregation rate constants corresponding
to the reactions between two like monomers. On the other hand ffdnetiee
aggregation rate constarks, is somehow an average of thdfdrent reaction

rate constants, where the monomer-monomer reaction prevail. At short times,
ks can be identified with theffective monomer-monomer reaction rate constant
predicted by the HHF theory to be (2.34):

KAHF = 3kan + (1 — X)2Keg + 2X(1 — X)Kag (4.1)

Generally speaking, at high electrolyte concentrations both homo- andagte
gregation take place simultaneously, while at low electrolyte concentration only
heteroaggregation occurs (“selective heteroaggregation”). Indimef case,

the three dferent absolute dimer formation rate constants have to be consid-
ered. Then, two approaches are possible: i) homoaggregation rataictskaa
andkgpg are measured in separate homoaggregation experiments at the same elec-
trolyte concentration (Puertasal., 2003) and ii) the three absolute dimer forma-
tion rate constants are measured simultaneously (Yu and Borkovec,Gal2p

et al, 2005). Nevertheless, the latter method is only suitable for using multi-
ple light-scattering and particles thatfer in size by more than 10% (Yu and
Borkovec, 2002). Hence, when selective heteroaggregation isuzotugteed,
homo- and heteroaggregation rate constants have to be determined tatesepa
experiments. We have divided the discussion about our experimeniékras-
cording to electrolyte concentration intervals.

4.1.1. High electrolyte concentrations

In this section, we focus on electrostatic heteroaggregation arisingyahiggr
electrolyte concentrations, well above the critical coagulation concemtsatio
the reactants. In this case, the electric double layers (ELD) are highly com-
pressed around the particles and so, the interaction due to EDL ovedappin
is energetically negligible with respect to the van der Waals interaction. In
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4. AGGREGATION RATE

other words, not only repulsive interactions between like particles, Ibatad-
tractive interactions between unlike particles are completely shielded. Hence
both homo- and hetero-aggregation processes are expected to be lintytégt on
the ditusivity of the particles. Therefore, the corresponding aggregatgmee
should be DLCA.

Puertas, Maroto, Feamdez-Barbero and de las Nieves used spectrophotometry
(199%) and light-scattering (1999 to measure theffective aggregation rate
constanks for heteroaggregation processes as a function of the electrolyte con-
centration. When the electrolyte concentration was higher than the CCGs of th
reactants, these authors found tkattakes similar values for homo- and het-
eroaggregation experiments. Moreover, if the stability of both speciesris-sig
icantly different, therks in heteroaggregation experiments takeSudion-like
values at electrolyte concentrations above the CCC of the less changgm-co
nent (Puertast al.,, 2003).

The same authors have used BDS (Brownian dynamics simulations, please se
Sec. 3.4.2 for details) to check that HHF-like interactions lead fituglve ag-
gregation at high electrolyte concentrations (Puestad., 199%; Puertast al,,
199%). More recently, Puertast al. (2002) showed that not only the aggrega-
tion rate constants, but also the whole aggregation behaviour, areineligr $n
simulated heteroaggregation processes at high electrolyte concentradidom a
diffusion-limited homoaggregation.

Yu and Borkovec (2002) used a novel multiangle static and dynamic ligktesca
ing technique to measure the homoaggregation rate conskapikgs) and the
absolute heteroaggregation rate constigqd)(in heteroaggregation experiments.
They found that the three involved rate constants were similar at high d{getro
concentrations. The small deviations they found may be due to fferatit
particle sizes (67 nm for their cationic latex and 84 nm for their anionic latex).

In this work, we measured théective aggregation rate const&gtfor heteroag-
gregation processes at high electrolyte concentration and compare it ek th
obtained for homoaggregation processes at the same electrolyte catioantr
In all the experiments of this sectiokg was determined from the monomer
concentration fitting a straight line to onset of ¢ function (3.12). This pro-
cedure can be used to obtain bé&thandcy. Nevertheless, we preferred to fix
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Figure 4.1.: The fective aggregation rate constants for homo- and hetero-
aggregation experiments at 1.0 MKBr: anionic latex (top left),
cationic latex (top right) and two 380 mixtures of both of them
(bottom). In all cases, the inverse of the square root of the measured
monomer concentration (squares) and the corresponding linear fits
(solid lines) are shown.

Co to the value obtained in a previous SCLS measurement of the stable systems
(please see Sec. 3.1.3), and to fit okdy In this manner, the accuracy is im-
proved, since the relative uncertainty of a linear fitting is generally smalter fo
the slope than for the intercept at the origin.

The experimental data and the corresponding linear fits are plotted in Fig. 4.1
for four different experiments at high electrolyte concentration ([KB1.0 M):

AS1 homoaggregation, IDC homoaggregation and two heteroaggregadion p
esses of mixtures thereof at~ 1/2. In all casesks takes values that are
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well comprised within the interval of (3) 101?cm® s given by Sonntag and
Strenge (1987) as average value for a large number of experimentA Diea-
surements. The values are also similar to those obtained by Patala@ 99%)

and by Yu and Borkovec (2002).

Several remarks should be made about the method used to kbtain

1. The error intervals correspond only to the standard 95% confidetese

vals of the linear fits. Nevertheless, the actual errors could be largar sin
all concentrations areffected by the uncertainty of the flow factiy.
Hence, we consider that it is convenient to enlarge these error intéoyals
at least, a safe 10%. This correction is made in subsequent occigi@hce
ks values, as for example those listed in Tab. 4.2. Strictly speaking, also
the data points ardlected by thef;q,, uncertainty, although the error bars
are not plotted for the sake of the clarity.

. As stated in Sec. 3.1.3, only the onset of g function is used for the

fits. More precisely, in Fig. 4.1 —and in most of the linear fittings of this
work— only the first 10 data points were used. Please notice that in three
of the four plots shown in Fig. 4.1, the straight line fits at least twice the
number of data points than those used in the fitting procedure. In fact, this
demonstrates that the approximation (3.11) is quite convenient in these
cases. The remaining case (Fig. 4.1, bottom left) was batibgtad by
noise during the latter stages of aggregation, although it fortunately does
not dfect the data interval used by the fitting procedure.

In homoaggregation experimentg; can be safely identified with the absolute
homoaggregation dimer formation rate constdai (@andkgg for cationic and
anionic latexes, respectively). For heteroaggregation experimentsay be
identified with the apparent dimer formation rate constant defined by the HHF
approximation (4.1). Hence, the absolute heteroaggregation dimer formetion
constantkag, can be inferred from the heteroaggregation experiments:

ks — X2kaa — (1 - X)?ksg
Kag =
2X(1 - X)

(4.2)

All these aggregation rate constantskskaa, kes, ki=' andkag— are listed
in Tab. 4.2, for experiments performed at 1 M, as well as at other eletroly
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4.1. Experimental aggregation rate constants

concentrations where homo- and heteroaggregation take place simukbneou
Note that there is a smallfiiérence in the values of the rapid homoaggregation
rate constants, (8+0.4)x 10712 cmPs ™! for the anionic particles and @k-0.5)x
10~*2cmPs! for the cationic particles. The absolute heteroaggregation constant
takes an intermediate valudug = (4.3 + 1.3) x 1012cmPs™. Differences

of the same magnitude where also found by Yu and Borkovec (2002) vand b
Puertaset al. (2003). The former attributed it to the sizefdrence between the
oppositely charged particles they used while the later suggested it to be due to
small residual particle-particle interactions. Since, cationic and anionticlear

are equally sized, probably our results are also due to some residuattiias
among the anionic particles even above the CCC. Nevertheless, this interactio
if it existed, must be quite week, since thdfdience betweekas andkgg is
practically within the error intervals of these quantities.

4.1.2. Intermediate electrolyte concentrations

In this section, we focus on symmetric heteroaggregation arising at intetimedia
but still relatively high electrolyte concentrations (below the CCC of the-reac
tants, but high enough to allow for simultaneous homoaggregation). Th©DLV
theory (Sec. 2.3.1) predicts the existence of a repulsive energy atisaort
particle-particle separations between like particles. Consequently, hgneeag
gation is possible, but not every encounter leads to a bond formation. €On th
other hand, the HHF theory (see Sec. 2.3.5) predicts that the interactiwedre
unlike particles is attractive, but so short-ranged that it is not expectadrease

the particle-particle encounter rate beyond the one due to Browrfiasidn.

The critical coagulation concentration separates fast and slow honsggzgign.

This can be clearly appreciated in a nephelometry study (see Sec. 3.3&jand
3.11) but also by means of SCLS. In Fig. 4.2, tlieetive dimer formation rate
constantks is determined for both latexes at electrolyte concentrations around
their CCCs. It shows that for AS1 latex at 500 mM —a KBr concentratiowvabo

its CCC— the aggregation rate constant takes a value similar to the value it has
at 1 M; but at 200mM —below AS1's CCC— it takes a lower value. Analo-
gously, the IDC latex aggregates in the fast regime at 200 mM —slightly above
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Figure 4.2.: Hective dimer formation rate constant for homoaggregation experi-

ments at electrolyte concentrations around the CCC: above the CCC
on the left side and below the CCC on the right side. The symbols
have the same meaning as in Fig. 4.1.
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Figure 4.3.: Hective dimer formation rate constant for heteroaggregation ex-
periments at intermediate electrolyte concentrations, ranging from
200 mM (top left) to 10 mM (bottom right). The symbols have the
same meaning as in Fig. 4.1.

its CCC—, but aggregates slowly at 100 mM. The SCLS data, thereferéylpr
compatible with the previous nephelometry study. Moreover, SCLS givas-qu
titative values for the (absolute) homoaggregation dimer formation rate cossta
kaa andkgg. On the other hand, the measuring process takes so much time that
SCLS is not the best choice to obtain the CCCs of the systems.

Fig. 4.3 shows the aggregation rate constants at intermediate electrolyemeonc
trations, ranging from 200 mM to 10 mM, for heteroaggregation experimeénts a
a relative concentration around= 0.5. At 200 mM, the &ective dimer forma-
tion rate constant has a value below the DLCA vale. Then, it increase® as th
electrolyte concentration decreases, until it approaches againffbsiah limit
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Table 4.2.: Dimer formation rate constants obtained in homo- and hetero-
aggregation experiments at several KBr concentrations: IDC and AS1
homoaggregation rate constantgA andkgg, respectively), and ef-
fective and absolute heteroaggregation rate constnitndkag, re-
spectively). The cases marked with thesymbol are those where
SCLS data were not available and so, had to be estimated using neph-
elometry data. The aggregation rate constants are expressed in units
of 1002cms 2.

[KBr] Homoaggregation Heteroaggregation

(mM) Kaa Kep XA ks Kag

1000| 4.7 +0.5 38+04 | 051 4304 43+13
500| 4.7 +0.57 3.2 +0.3 054 51+05 6.1+1.8
200| 3.1 +0.3 1.72+0.17 | 0.55 2.9-+0.3 3.3+0.4
100 | 2.37+0.24 0.170.02"| 0.63 3.4-0.3 5.2+0.9
50 | 0.29+0.05" negligible | 0.51 3.7+0.4 7.3+0.8
10 | negligible negligible | 0.59 4.3+0.4 8.8+0.8

value. We showed in Fig. 4.2 that at these electrolyte concentrations hemoag
gregation is partially impeded. In fact, homoaggregation at 50 mM (not shown
in the figures) is so slow that SCLS is not adequate for monitoring it, neither fo
AS1 nor for IDC. Hence, at this electrolyte concentration, the dimer formagio
mostly due to heteroaggregation. If we accept that ffectve dimer formation

rate constanks is the apparent dimer formation rate constlle'ﬁF of the HHF
theory (2.34), then the absolute heteroaggregation rate cotgiarg actually
taking values above theftlision limit already at 50 mM. This is shown in Tab.
4.2, where equation (4.2) was used to calculkaie

It is worth noting that we measuredgs value slightly above the ffusion limit

at 500 mM. Puertast al. (2003) also reported kg value above the diusion

limit when the electrolyte concentration was close to the CCC of the anionic
system. They suggested that this anomaly was just a random fluctuation in the
experiment. This may be also the reason for this discrepancy in our cp&e, e
cially when we consider the large error interval. Nevertheless, sinceathe s
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Figure 4.4.: Hective dimer formation rate constant for heteroaggregation exper-
iments at low electrolyte concentrations, ranging from 5mM (top
left) to 0.01 mM (bottom right). The symbols have the same mean-
ing as in Fig. 4.1.

features have been found in two veryfdrent studies —with dlierent colloids
and diferent techniques—, it cannot be completely disregarded that this incre-
ment in the aggregation rate is a real phenomenon.

4.1.3. Low electrolyte concentrations

In this section, we focus on selective electrostatic heteroaggregatioagses,

i.e.,, heteroaggregation arising at electrolyte concentrations low enougloith av
any homoaggregation. The HHF theory predicts an attractive interaction be
tween unlike particles whose range is increased as the electrolyte caticentr
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Figure 4.5.: EHective dimer formation rate constant for four heteroaggregation
experiments with no added electrolyte. The symbols have the same
meaning as in Fig. 4.1.
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4.1. Experimental aggregation rate constants

is decreased. This could lead to a particle-particle encounter rate laagethi
one due only to Brownian ffusion. This is clear from thks values obtained in
heteroaggregation experiments at low electrolyte concentrations (Figldagge
note that vertical scales are not the same as in previous figures). \oréoe
absolute heteroaggregation dimer formation rate condtagtiakes values im-
pressively large. These values where calculated assukgirg k", and are
listed in Tab. 4.3. At 0.1 mMKag is even larger than the theoretical encounter
rate of a purely dtusive process without any hydrodynamic interactions (2.43).
This reveals, without any reasonable doubt, the presence of long agimgctive
interactions between unlike particles.

Evidently, the smallest possible ionic concentration is achieved when no elec-
trolyte is added. In this case, the ionic concentration is mainly due to the medium
pH and to the couterions needed to balance the electric charge of the particles
If only these two contributions are taken into account, the overall ion eBnce
tration can be estimated to be smaller thartvB Measurements with no added
electrolyte, however, are highly sensible to small variationpHnand to the
presence of impurities. For this reason, these measurements were ddpeate
times, all plotted in Fig. 4.5. There, it is evident that the system is aggregating
at a very high rate. Moreover, the absolute heteroaggregation rastaothng
reaches values above 30107 *2cm®s™l. We take the mean value of the four
measurements as a representative valukfgat 3uM:

(kag) = (35 7)x 107 2cm®s !

To the best of our knowledge, this value is the largest rate constanheasured
for electrostatic heteroaggregation.

!Please, note that in one case, the initial particle concentredisras smaller than in the other
cases.
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4. AGGREGATION RATE

Table 4.3.: Hective and absolute dimer formation rate constants obtained in
heteroaggregation experiments at low KBr concentrations where ho-
moaggregation is absent. Here, “—" means that no KBr was added.
KBr concentration and aggregation rate constants are given in units
of mM and 102 cm®s ™1, respectively.

[KBr] | Xa Ks Kag
5.0 054 40+04 8.1+ 0.8
2.0 055 49+05 9.9+1.0
1.0 055 48+05 9.8+1.0
0.10 | 0.58 7.40.7 15.2+1.4
0.010| 0.58 13.0+1.3 27+ 3
— 055 17.8:1.2 36+ 4
— 0.61 12.8:1.2 27+ 3
— 052 21.42.2 43+ 5
— 057 17.8:1.2 36+4
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4.2. Comparison with BDS and theoretical predictions

4.2. Comparison with Brownian dynamics
simulations and theoretical predictions

In this section, we try to analyse and interpret the experimental resultstzssc
in Sec. 4.1. Two approaches are followed: on the one hand, electrdst&tic
eroaggregation processes are simulated by means of Brownian dynamies s
lations; on the other hand, the experimental aggregation rate constanmsare
pared with those predicted by the HHF theory.

4.2.1. Brownian dynamics simulations

Brownian dynamics simulations (BDS) of electrostatic heteroaggregatian pro
esses were carried out in order to check whether the experimentaiefe aler
scribed in the previous section may derive solely from the particle-particte$
given by the HHF theory. A series of simulations was performed witfedi
ent values for the adimensional Debye screening parameatgease see Sec.
2.3.5, especially Egs. 2.57 and 2.62). The relative concentration of bath c
ponents was always = 0.5. The parameteta is, basically, a measure of the
particle-particle interaction range and reflects the electrical double laysr th
ness. Hence, varyinga is equivalent to changing the electrolyte concentration.
In our simulations«a ranges from 100 to 0.5, which is equivalent to an elec-
trolyte concentration of 91 mM and just 2u®1, respectively? Further details
about these simulations can be found in Sec. 3.4.2, and in the work of Puerta
et al. (199%), who programmed the simulation source code.

The dfective dimer formation rate constakg, was calculated from the monomer
concentration by following the procedure described in Sec. 3.1.3. Britetiyn-
sists in a linear fit of the onset of tigét) function (3.10). Thenks is obtained
from the slope of the fitted straight line. Thé) functions and the corresponding
linear fits are plotted in Fig. 4.6. The obtainkglvalues are listed in Tab. 4.4.
Only the first fifty data points were used in the fitting procedure (cormdipg

2These values correspond to concentrations of a 1:1 electrolyte fortialpaadius ofa =
100 nm. Please note that the particle radius in the SCLS experiments wakmpéte
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Figure 4.6.: Determination d&ds from simulated electrostatic heteroaggregation
processes at flerentka values. Here, ¥ka — o” means that no
particle-particle interactions were included (puréwdiion-limited
homoaggregation). Please note the change of the vertical scale
among the plots.

to approximately the first 0.1s). Note that this value is smaller th@not the
DLCA aggregation timeZroA (2.10).

In general, the linear fits of thg(t) function are quite good and only relatively
small deviations are observed at long times (see Fig—4)6 Nevertheless, for
very smallka values, where long-range particle-particle interactions are present,
the deviations become larger (see Fig.nabid, especially, Fig. 4if This is
mainly due to the important increase in the aggregation rate. According te equa
tion (2.10), this leads to a shorter aggregation ttggg- Consequently, the data
interval used for the fitting procedure includes points correspondinddpdg-
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4.2. Comparison with BDS and theoretical predictions

Table 4.4.ks values obtained in symmetric electrostatic heteroaggregation sim-
ulations at diferentka. The aggregation rate constants are expressed
in units of 1012cms™L.

Ka kg
00 18.62+0.08
100 17.01+0.07
50 16.32+0.06
20 14,75+ 0.05
10 13.15+0.02
5.0 16.25+0.03
20| 29.28+0.24
10| 657 +0.5
0.5| 109.8 +0.5

gregation stages, where thefdrences between the actual aggregakemel
and the constant aggregatikernelbecome more relevant. More quantitatively,
the data interval used for the fit e = 0.5 could be as large as &g, While it

is less than 0.1%ggrat«a = 100.

Theks values obtained are listed in Tab. 4.4 and plotted in Fig. 4.7. According
to the table, theféective dimer formation rate constant at high(short particle-
particle interaction distance) has the same values as for an ideal hongetggre
DLCA process. This is exactly what was found in the experiments. It eamb
derstood as a consequence of the high degree of electrostatic sgreenithe
attractive (between unlike particles) and repulsive (between like pajtiotes-
actions are so short-ranged that the system behaves as a one-cotrgysiem
undergoing diusion-limited aggregation. The absolute valuekgf however,

are quite larger than the experimental ones. This may be due to seveoasfac
especially hydrodynamic interactions that have not been taken into acodin

to the fact that the system is not diluted enough to completely avoid three-body
interactions.

As expectedks takes values close to thefiilision limit until homoaggregation
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Figure 4.7.: The fective dimer formation rate constant, normalised by its rapid
homoaggregation value, as a function of dagparameter. The val-
ues obtained from single-cluster light-scattering experimemtard
Brownian dynamics simulations) are shown.

becomes completely forbidden. Theg, shows values smaller than thefd

sion limit. In the BDS, this happens fea < 20. Hence, BDS support that the
smallerks values obtained for electrolyte concentrations just below the CCC of
the two components is a direct consequence of the decreasing hongstggre
rates. In the simulations, however, thi$eet is found at smalleta values than

in experimentsi.e., at 55 «a < 20 for simulations, and 108 xa < 400 for the
experiments. Puertas al. (199%) found the same discrepancy between simula-
tions and experiments and attributed it to the fact that the interaction parameters
(particle radius, surface potentials,...) in their simulations were fixedbit ar
trary values. This seems to be the explanation also here, especially if @se tak
into account that the Brownian simulations performed here and in the work of
Puertaset al. (199%) are, in fact, the same.

At lower ka values, the aggregation rate increases substantiallkasdrpasses

by far the difusion limit. Hence, Brownian dynamic simulations explain the
largeks values found in experiments at low electrolyte concentrations. In Fig.
4.7, theks values determined from our experimental data and obtained by sim-
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4.2. Comparison with BDS and theoretical predictions

ulations, are plotted together. There, we can appreciate that the stroegsec
in the aggregation rate at lova values is qualitatively similar in both cases. A
guantitative agreement, however, is not achieve because there seanzsgbift

in thexa range where thisféect occurs.

It should be mentioned that the experimeiktalalues show a short plateawat
values close to 50. Here, selective heteroaggregation is taking plateebeft
fective dimer formation rate takesfflisive values. This plateau is, however, not
reproduced by the simulations. We only can guess about the reason disthis
crepancy. It could be due, for instance, to a particle sitexe Thexa parameter
was introduced in order to normalise the particle-particle interactions due to the
electric double layer overlapping. The van der Waals interactions, dmasbn
have not been normalised. It could be possible that the interplay betweetey
Waals interactions and EDL overlapping interactions is not completely describ
when only one of these interactionsi-e; the EDL overlapping— is hormalised.
Also the hydrodynamicféects, that are not included in BDS, could be respon-
sible in some extent for this discrepancy. Anyhow, further work is resrgsn
order to clarify this point.

4.2.2. HHF theory

Hogg, Healy and Fuerstenau (1966) developed an extension to the B1&/O

ory which describes the aggregation processes of binary colloidadrdisps.

It was discussed in Sec. 2.3.5. Only two kinds of particle-particle interaction
are considered: van der Waals forces and electrostatic forces. ofinerfare
short-ranged and always attractive. The latter are repulsive betikegparti-

cles and attractive between unlike particles and their interaction rangediepe
on the electrolyte concentration of the suspension medium. In the same paper,
Hogget al. also derived an approximation for the time evolution of the monomer
concentration at the early stages of the aggregation process (2.31¢aBa it
consists in defining anfiective dimer formation rate constakit™* that takes

into account the contributions of the three possible monomer-monomer reac-
tions: A-A, B-B andA-B. The absolute homoaggregation dimer formation rate
constantskaa andkgg, can be calculated using the Fuchs approach (2.50) and
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Figure 4.8.: Hective dimer formation rate constant for electrostatic heteroag-
gregation processes afidirent KBr concentrations: comparison be-
tween single-cluster light experiments)(@and the predictions given
by the HHF theory (solid line).

the classical DLVO expression for the particle-particle interactions. bhelate
heteroaggregation dimer formation rate constigy, can also be calculated fol-
lowing the Fuchs approach (2.50), but now with the particle-particle irtieresc
proposed by Hoget al. (1966).

This calculation has been performed by using commercial soffwand rea-
sonable values for the parameters: = 4.1 x 10721], Y1 = —y5; = 20my,
a=260nm,T = 293K and, as dispersion medium, pure water &0n order

to obtain realistidk values, the dfusion codicients have been corrected accord-
ing to (2.47), taking into account hydrodynamiteets (Spielman, 1970; Honig
etal, 1971). The calculatedfective dimer formation rate constakit™" is plot-

ted in Fig. 4.8. The measurdd values are also plotted in the same figure. The
gualitative agreement is evident. Starting from high electrolyte concentsation
diffusion limit values are obtained at high electrolyte concentrations (above the
CCCs of the systems); then, a plateau wheyrdakes smaller values than the

SMathematica 5.0by Wolfram Research, Inc.
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Brownian aggregation rate; and finally, an important increase in the gafipe

rate is observed. Herkg reaches values far above théfdsion limit. It is worth

noting that in the latter region, small variations in the electrolyte concentration
lead to large changes kg. This fact could explain the large dispersion of the

ks values listed in Tab 4.3 when no salt was added. The quantitative agreement
is also quite satisfying, despite the fact that no fitting process has besgedcar
out? The relatively small quantitative fierences, however, can be summarised
as follows: theoreticals values overestimate experimental ones in the high elec-
trolyte concentration region, and underestimate them in the intermediate and low
electrolyte concentration regions.

4.3. Concluding remarks

The dfective dimer formation rate constaaet has been measured for symmetric
electrostatic heteroaggregation processes arisingfatelit electrolyte concen-
trations. The study covers a wide electrolyte concentration range, fidntol
only a fewuM. ks is assumed to be equal to the absolute dimer formation rate
constant in homoaggregation experiments. In heteroaggregation expesjkae

is assumed to be the apparent dimer formation rate constant defined by Ehe HH
approximation. Therefore, absolute heteroaggregation rate constaet®den
determined, once homoaggregation rate constggtsand ksg were measured

in separate experiments. Depending on the electrolyte concentratiorglseve
gions can be distinguished:

= At high electrolyte concentrationss 500mM), above the CCCs of the
reactantsks is found to take dtusive values. Moreover, the three ab-
solute dimer formation rate constants take similar values, closexo 4

10 2cmis L.

= Atintermediate electrolyte concentrations (50—200 mM), below the CCCs
of the reactants, but still high enough to prevent long-range particteciga

4The value of the Hamaker constant was taken from the literature for tgoéye-water-
polystyrene systems (Kihiret al, 1992). The &ective surface potentials were chosen sym-
metrically, so that they give rise to CCC of about 300 mM, the CCC of the anionic latex.
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4. AGGREGATION RATE

interactionsks takes values that are smaller than the Brownian aggrega-
tion rate. This is due to the decreasing homoaggregation rate, while the
absolute heteroaggregation rate constant keep$usigie value.

= Atlow electrolyte concentrations (1-10 mM), a plateau is found, wkere
takes again diusive values. At these electrolyte concentrations selective
heteroaggregation is taking platce,, kaa + kgg <« ks. It implies that the
absolute heteroaggregation rate conskagtis actually taking a value of
about twice the dfusive one.

= At even lower electrolyte concentrations I mM), the attractive inter-
actions between unlike particles become long-ranged and, consequently,
ks increases extraordinarily, to such an extend #at = (35+ 7) X
102cmist is obtained when no electrolyte is added. This is, to the
best of our knowledge, the largest value ever measured.

Brownian dynamics simulations partially support our findings, in a senséghat

is found to take: i) difusive values at high electrolyte concentrations, ii) smaller
values in an intermediate region and iii) values clearly above ffiiesilie one at

low electrolyte concentrations. Nevertheless, two significafgidinces between
experiments and simulations are found. On the one hand, there seems hifbe a s
in thexa values. It is reasonable to assume this fact to be due to the parameters
that control the particle-particle interactions. They take arbitrary vailukigh

are not expected to match with the experimental conditions. On the other hand,
the plateau region at low electrolyte concentrations is not found in simulations.
This could be a sizeftect. Nevertheless, more work is needed in order to clarify
this point.

An excellent and even quantitative agreement, is found between théregpéal

ks values and those obtained by the Fuchs approach, when the partictdepar
interactions are calculated according to the DLVO and HHF theories. Itritiwo
noting that no attempt of parameter fitting had to be carried out.
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5. SYMMETRIC
HETEROAGGREGATION:
CLUSTER-SIZE DISTRIBUTIONS

This chapter represents a complement of the previous one. Here, syneteadric
trostatic heteroaggregation is revisited, but now we focus on the long-tinazbe
iour. More precisely, the cluster-size distributions of aggregating twopoment
colloidal dispersions are discussed.

In the literature about heteroaggregation, several experimental wakkevoted

to the study of aggregation rate constants (Ryde and Mdtjjéd94; Maroto
and de las Nieves, 1998; Yu and Borkovec, 2002gYal., 2002; Puertast al.,
2003; Galletoet al, 2005; Galletoet al, 200%) or fractal dimensions (Rim
etal, 1992; Kim and Berg, 2000; Feandez-Barbero and Vincent, 2001; Puertas
et al, 2001b; Kim et al, 2003). Nevertheless, no experimental studies about the
cluster-size distributions (CSD) can be found in the literature, apart fhose
related with this PhD thesis @pez-lopezet al., 2004; Lopez-Lopezet al,
2006). The CSDs are discussed in Sec. 5.1. We show that the kinetiidigha
of a two-component colloidal dispersion is strongfjeated by the electrolyte
concentration of the dispersion medium.

In Sec. 5.2, experimental CSDs are compared with those obtained by means
of Brownian dynamics simulations (BDS). Thredfdrent simulation schemes

are used: i) BDS of ideal &fusion-limited cluster-cluster aggregation processes
(DLCA), ii) BDS of ideal binary difusion-limited cluster-cluster aggregation
processes (BDLCA), and iii) BDS with particle-particle interactions. Weasho
that each one is suitable to describe experimental results belonginfjeiedt
electrolyte concentration regions.
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5. CLUSTER-SIZE DISTRIBUTIONS

Sec. 5.3 deals with a novel phenomenon found in electrostatic hetergaggre
tion at low and very low electrolyte concentrationguster discrimination It
was recently predicted by BDS (Puerttsal., 2002), but the first experimen-
tal evidences have been found during this PhD research wdrke-Lopez

et al, 200d).

In Sec. 5.4, the coagulation equations are solved for several theblatiogls

and solutions are compared with experimental CSDs. The section conulitdes

a summary of the dlierent heteroaggregation regimes found in experiments and
simulations.

5.1. Experimental cluster-size distributions

Single-cluster light-scattering (SCLS) has been successfully used/esasau-
thors to obtain cluster-size distributions in homoaggregation experiments (Pels
serset al, 199M; Broide and Cohen, 1990; Fémdez-Barberet al., 1996;
Schmittet al,, 200M; Odriozolaet al, 2004). Nevertheless, this is the first time
that SCLS has been used to monitor the CSDs in heteroaggregation. Téusdec
possible because much care was taken in choosing two highly monodisperse
tems with the same particle size (Sec. 3.3.2). A series of symmetric heteroaggre-
gation experiments was carried out with KBr concentration ranging frontd M
10uM . Additionally, several experiments without any added salt were also per
formed. In the latter cases, the overall electrolyte concentration is mainiyodue
the H' ions corresponding to a frg@d and, to less extent, to the intrinsic coun-
terions of the colloidal particles. The overall electrolyte concentration with n
added KBr is estimated to be less thar\d. Hence, in this study we have visited
almost six orders of magnitude in the electrolyte concentration. The experimen
tal CSDs are plotted in Figs. 5.1, 5.2 and 5.4. It should be recalled-that
curves in these plots comprise all possible types of clusters formegdsticles.

For example, the trimer concentration cust) includes all possible types of
trimers such as positive-negative-positive and negative-positigative trimers.

This is due to the fact that equally sized monomeric particles have beennged a
so, all clusters formed by the same number of constituent particles scatter the
same amount of light.
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5.1. Experimental cluster-size distributions

All studied aggregation processes shown in Figs. 5.1, 5.2 and 5.4 extriid s
common features:

1.
2.

Evidently, they start from monomeric initial conditions.

The monomer concentration decreases monotonically since monomers can
not be created under the given experimental conditions.

. Larger aggregates have to be formed before they can react witichibe

ters and so, the corresponding curves exhibit a maximiian,they are
bell-shaped.

At long aggregation times, all curves show a decreasing tendenciy whic
means that no dynamic equilibrium is reache@onsequently, the under-
lying aggregation mechanisms is of irreversible nature or at least the time
scale of fragmentation is extremely large if compared with the experiment
duration.

. Since no precipitation was observed during the experiments, the always

decreasing behaviour of the total cluster concentration curves implies that
the average cluster-size keeps growing. This means that larger atggeg
must be present although their size could not be resolved by the employed
detection technique. From the overall concentration of clusters we can
extract this average cluster-size.

Apart from this quite general common features, the CSDs present some impo
tant diferences which are described in some detail in the following sections.

5.1.1.

High electrolyte concentrations

Experimental CSDs for symmetric electrostatic heteroaggregation at high elec
trolyte concentrations, ranging from 1 M to 100 mM, are plotted in Fig. 5.1. The
CSD for 1 M clearly exhibits the characteristics of #&akion-limited process.

A nice example of a reversible homoaggregation experiment was fatied IDC latex was
aggregated by adding 0.6 M NaSCN (Fig. 313
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Figure 5.1.: Cluster-size distributiog;(t), i < 7) for heteroaggregation exper-
iments at high KBr concentrations: 1.0M (top left), 500 mM (top
right), 200mM (bottom left) and 100 mM (bottom right). In each
plot, the concentration of monomens)( dimers ©), trimers @),
tetramers ¥), pentamers<), hexamers<) and heptamersy) are
shown as well as the total concentration of aggregades (

This can be appreciated comparing this figure with homoaggregation experi-
ments at high electrolyte concentration (Fig. 3.12) and with the solution of the
Browniankernel(Fig. 2.4 and what follows in Sec. 5.4.1).

The CSDs for 500 mM and 200 mM are also quite similar to those correspond-
ing to diffusion-limited colloid aggregation processedt is important to put

2Unfortunately, the long-time data corresponding to the experiment anB0@as lost. Even
S0, it seems quite reasonable to assume that the aggregation behar®us bomehow a
mixture between those for 1 M and for 200 mM.
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5.1. Experimental cluster-size distributions

onto relief that the aggregation seems to Héudion-limited at 200 mM, where

the KBr concentration falls in the intermediate region between the CCC of both
systems. This result is in good agreement with the work of Puettals(2003).
These authors found that the heteroaggregation rate constant fasévdival-

ues when the electrolyte concentration is above the CCC of the less charged
system. Hence, we can add now that, not only the aggregation rate ddrestan
diffusive values, but the whole aggregation kinetics evolves in the same manner
than a dffusion-limited process.

Below the CCCs of both latexes —at 100 mM, for instance—{&edint behav-

iour is observed. Now, the concentration curves are cleafigrént from those

of a diffusion-limited process. They do not intersect at long times, and remain
clearly separated. The CSD evolves here as in a homoaggregatiospat@a
electrolyte concentration below the CCC. The reason for this is probally tha
homo- and heteroaggregation are taking place simultaneously but hedit
abilities. Evidently, every encounter between unlike particles leads still td bon
formation, due to the opposite sign of the particle charge. When two like par-
ticles encounter each other, however, they have to overcome a repeisvgy
barrier and hence, only a fraction of these encounters lead to bomdtion.

The aggregation rate data of Sec. 4.2 also support this explanation.

5.1.2. Intermediate electrolyte concentrations

According to the DLVO theory for one-component colloidal dispersitmscol-

loidal stability increases quite steeply once the salt concentration falls bedow th
CCC. This was also experimentally found for the IDC and AS1 latexes in the
nephelometry study (Fig. 3.11 and Tab. 4.2). At 50 mM KBr, for instance, th
aggregation rate constant for the cationic latex is less than one tenth of its dif-
fusive value, and for the anionic particles it is already negligible. At 10 mM,
we can safely state that both systems are kinetically stable, in the time scale of
the experiments. Hence, the CSDs plotted in Fig. 5.2 correspond to setesttive
eroaggregation processes where simultaneous homoaggregation itbtesg)lig

SWith the exception, perhaps, of the experiment at 50 mM, where somedggregation of
cationic particles could occur.
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Figure 5.2.: Cluster-size distributions for heteroaggregation experimianter
mediate KBr concentrations: 50 mM (top left), 20mM (top right),
5.0 mM (bottom left) and 1.0 mM (bottom right). The symbols have
the same meaning as in Fig. 5.1.

The CSD for electrostatic heteroaggregation at 50 mM (Figa)a2similar to
the CSD at 100 mM (Fig. 5d). The others CSDs of Fig. 5.2, however, present
some new features:

= Firstly, the overall aggregation rate increases again. This can becappre
ated in the short and the long time behaviour. At short times, we mea-
sured the ffective aggregation rate constant (Sec. 4.1) and checked that
ks indeed takes values similar to those of a rapid homoaggregation proc-
ess (please compare Tabs. 4.2 and 4.3). At long times, the increase in the
aggregation rate can be inferred from the time evolution of the average
cluster-sizgny, = Co/ 3;;2; Ci(t), shown in Fig. 5.8. Since the initial par-
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Figure 5.3.: Number-average cluster-size for electrostatic heteragggne ex-
periments at dferent KBr concentrations: 1 Maj, 50 mM (),
10mM (a) and 1 mM §). In the graph on the right side the time
is normalised by multiplying it by the initial particle concentration,

Co.

ticle concentration was not exactly the same in all the experiments, it is
quite convenient to make use of a normalised time scale which takes into
account the dferentcy values. In the dilute regime, the actual reaction
rate is directly proportional to the concentration of particles. Therefore,
the most natural time normalisation is, probalat, In Fig. 5.3, the av-
erage cluster-size is plotted versus this quantity. It is clear that the overall
aggregation rate for 10mM and 1 mM is faster than for 1 M whilst the
aggregation rate for 50 mM is the slowest one.

= Secondly, the monomer concentration curves remain always above and
quite separated from the othemer concentration curves. This means
that the monomer behaviourfiiirs quite strongly from the one of all the
other aggregates. In this sense, some kind of “monomer discrimination” is
detected here. We postpone the discussion of this interedtany to Sec.

5.3.
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5. CLUSTER-SIZE DISTRIBUTIONS

5.1.3. Low and very low electrolyte concentrations

The electrostatic heteroaggregation processes at low and very lowogtetr
concentrations show probably the most interesting features, since in Has ca
the particle-particle interactions become long-ranged. The CSD at 0.1 mM is
still similar to the ones described before: increase in the overall aggregato

and an excess of monomers are observed at long times. At even lowteslgtec
concentrations, newffects can be observed. Since the strength of the attractive
electrostatic interactions increases with decreasing electrolyte concemtititio

is not surprising that the concentrations of all clusters decrease ttee the
lower the electrolyte concentration becomes. This tendency, however,sis mo
pronounced for dimers up to a point at which the dimer concentration €urve
at very low electrolyte concentration separate completely from all the other
mer concentration curves (please see the CSDs plotted in Fig. 5.4). Hdswe,
“dimer discrimination” is now observed. Here again we postpone the discuss
about cluster discrimination to Sec. 5.3. Nevertheless, we want to poithatut
this feature is quite reproducible even when no electrolyte was adde@ctn f
four different experimentsare plotted in Fig. 5.4 and the rapid decrease in the
dimer concentration is observed in all of them.

The aggregation rate is quite high in this regime at both short and long times. At
short times, this can be deduced not only from the quite lesg@lues measured
(Tab. 4.3), but also from themer concentration curves themselves. Probably the
most clear prove for this hypothesis is found in the dimer concentratioe ¢orv
experiments with no added salt. In all four cases aggregation was shdtatte

dimer concentration maximum was reached at an aggregation time shorter than
the first experimental point.

At long aggregation times, the increase in the aggregation rate at very low ele
trolyte concentration is better appreciated in the average cluste¢rsjzeThis
quantity is plotted in Fig. 5.5 for several low and very low electrolyte concen-
trations. The(n), curve for 1M is also plotted in the figure for comparison

4And these four are indeed all the electrostatic heteroaggregation expésimithout any added
salt andx ~ 0.5 performed in this research work.
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Figure 5.4.: Cluster-size distributions for heteroaggregation experimelis a
KBr concentrations: 0.1 mM (top left), 0.01 mM (top right) and with
no added KBr (middle and bottom rows). The symbols have the
same meaning as in Fig. 5.1.
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Figure 5.5.: Number-average cluster-size for electrostatic hetergmdigne ex-
periments at dferent KBr concentrations: 1 Mgj, 0.1 mM (©),
0.01 mM (2) and with no added KBrv). In the graph on the right
side the time is normalised by multiplying it by the initial particle
concentrationgg.

purposes. The average cluster-size grows faster for decredsttmpbite con-
centrations and surpasses clearly the Brownian aggregation rate.

5.2. Brownian dynamics simulations

Brownian dynamics simulations (BDS) of heteroaggregation processasgar

in symmetric mixtures of oppositely charged particles have been performed in
order to explain the experimental results. Twéetient approaches have been
used:

1. BDS with particle-particle interactions only at surface to surface contac
Hence, the particles and clusterdfdse in absence of interactions and,
when they encounter each other, a bond is formed according to a given
sticking probability. These BDSs are appropriate for reproducingeaggr
gation processes when the range of the particle-particle interactions is
very short compared with the particle size. The source code of these pro
grammes was written by Dr. Arturo Moncho-Jar{Universidad de Gra-
nada).
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5.2. Brownian dynamics simulations

2. BDS with particle-particle interactions. Here, the particles and clusters ar
randomly moved according to the Langevin equation. Particle-particle in-
teractions are directly included as the “external forces” term of this-equa
tion. These BDSs are suitable to simulate aggregation processes where
the range of the particle-particle interactions is not negligible. The source
code was written by Dr. Antonio Puertas (Universidad de Alajer

5.2.1. Brownian dynamics simulations without interactions

As stated before, in this BDS théects of short-ranged particle-particle interac-
tions are approximated by “sticking rules” at surface to surface cofftather
details were given in Sec. 3.4.1). Two aggregation schemes have besid-co
ered. In the first scheme, all particles are identical and the only sticklagsiu
an irreversible bond between two particles is formed after touching eaeh oth
This aggregation scheme correctly reproduces an idéabkihn-limited cluster-
cluster aggregation regime (DLCA) (Schnettal., 200(). In the second aggre-
gation scheme, two species of particles are considered and two “stickesj ru
control the bond formation: i) the contact between like particles neves gise

to bond formation and ii) the contact between unlike particles always form a
bond. This scheme is known as binarffdsion-limited cluster-cluster aggrega-
tion (BDLCA) (AlSunaidiet al.,, 2000).

The cluster-size distributions obtained for both aggregation schemek#ezlp

in Fig. 5.6. In order to be able to compare them with experimental CSDs, they
have to be normalised. Henaemer concentration curves are divided by the
initial particle concentratiogy = N/V, and time is divided by the aggregation
time taggr (EQ. 2.10). For the latter normalisation, the dimer formation rate con-
stantky; was assumed to be equal to thEeetive aggregation rate constaat
which was calculated by fitting the onset of @j(€) function as explained in Sec.
3.1.3.

DLCA

Fig. 5.6a shows the CSD simulated for an ideal DLCA process. It is quite sim-
ilar to the experimental CSDs obtained at high electrolyte concentrations, for
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Figure 5.6.: Simulated cluster-size distributions up to heptamers (thin solid lines,
the numbers indicate the number of constituent particles) and total
number of aggregates (thick solid lines) for two ideal aggregation
processesa) DLCA andb) BDLCA with x = 0.5.

both homoaggregation (Fig. 3.42) and electrostatic heteroaggregation (Fig.
5.1a). In order to make quantitative comparisons, dimensionless CSDs have to
be used. Hence, the experimental data have been normalised by dijttiroy

the initial concentration of particles. The latter was obtained from the “zero
time measurements” performed before the mixing procedure (Sec. 3.1.3). Time
normalisation has been carried out, by dividing the real time by the aggregatio
Therefore, the monomer-monomer reaction rate cong&tanwas considered to

be equal to theféective aggregation rate constdatthat has been measured in
Sec. 4.1. In Fig 54&, the simulated CSD for an ideal DLCA process and the
experimental CSD obtained in electrostatic heteroaggregation at 1 M areadplotte
together, As can be seen, the agreement is excellent.

It is well known that homoaggregation at high electrolyte concentratioRs fo
lows a difusion-limited aggregation scheme (seqy, Hunter, 1987). It was,
however, just a hypothesis that also electrostatic heteroaggregatimy aidc-
trolyte concentration can be described by a DLCA scheme. Both, thegde(R
and Matijevt, 1994) and simulations (Puertatsal., 2002) support this hypoth-
esis, but this is the first time —to the best of our knowledge— that it has been
demonstrated by experiments.

SHence, in this figure are plotted together the data of Figs: &ntl 5.6.
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5.2. Brownian dynamics simulations

Figure 5.7.: Comparison between electrostatic heteroaggregation exprimen
(symbols) and Brownian dynamics simulations (solid linea):ek-
periment at 1 M versus DLCA simulationdi)(experiment at 10 mM
versus BDLCA simulations. The graphs show the normalised con-
centration ofn-mers up to hexamers and the first moment of the
CSD.

BDLCA (X = 1/2)

The CSD corresponding to a simulation of an ideal BDLCA process is plotted
in Fig. 5.8.%5 The most outstanding fierence between the CSDs correspond-
ing to DLCA and BDLCA processes is the relative excess of monomers in the
latter case. Thisféect is the same “monomer discrimination” phenomenon that
was found in selective heteroaggregation experiments at intermediatevand lo
electrolyte concentrations (see Sec. 5.1.2). Hence, it is quite naturaiigace

the CSD of Fig. 5.6 with an experimental CSD where monomer discrimination
takes place. In Fig. 50/ this comparison is shown for the heteroaggregation
experiment at 10 mM KBr. Once again, an excellent agreement is foulid. T
particular experiment has been selected because the similarities wereteviden
even before the normalisation (please compare Figb.&nhd 5.® and see also
Lopez-Lopezet al. (2005)). Moreover, it seems to be the best candidate to fulfill
the requirements for a BDLCA process because i) homoaggregatiotidden

5Please recall that this chapter is devoted to symmetric heteroaggregétence, Fig. 5.6
refers to a BDLCA simulation withx = 1/2. CSDs corresponding to asymmetric BDLCA
simulations are discussed later on, in Sec. 6.1.2.
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and ii) long range particle-particle interactions are not expected.

The following considerations should be pointed out regarding the abowe me
tioned comparison between Brownian dynamics simulations and single-cluster
light-scattering experiments:

= Only ks was obtained by a fitting procedure and only the onset of the
monomer concentration was used. Hence, by fitting about ten data points
with only one free parameténye obtain an excellent agreement for the
whole data set of about 300 points. This a formidable achievement.

= Moreover, this fitting procedure involves only a normalisation of the data
that does notféect the curve shape at all in a log-log plot, it only intro-
duces a horizontal shift of the data set as a whole. Hence, even if no fit
procedure were performed, we still could conclude that experimendal an
simulatedc,(t) curves are functionally identical.

= Simulation data has also been normalised by calculating the correspond-
ing aggregation timéygg. Hence, both the BDS and the SCLS data have
been normalised by applyingdependentime shifts. Please note that,
although these normalisation involve fitting procedures, both data set have
been fitted to a theoretical function and not among themselves. That is to
say, neither the experimental data have been fitted to simulated curves nor
viceversa.

= To the best of our knowledge, this is the first time that the existence of
a “binary difusion-limited colloidal aggregation” regime is found in het-
eroaggregation experiments. It is also the first time that the CSDs aris-
ing in electrostatic heteroaggregation at electrolyte concentrations above
the CCCs of the reactants, the CSD really follow a DLCA aggregation
scheme.

"Please recall that, was directly measured before starting the aggregation process.
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5.2. Brownian dynamics simulations

5.2.2. Brownian dynamics simulations with interactions

In Sec. 4.2.1, Brownian dynamics simulations with particle-particle interactions
were performed in order to interpret the experimentally obtained aggragat
constants. Nevertheless, BDSs provide much more information than atjgreg
rate constants. Hence, we left the same BDSs discussed in Sec. 4.2.véo evo
for longer times and thus obtained the corresponding cluster-size distributio
The results are plotted in Fig. 588As expected, the CSDs at high values ex-
hibit the features of a etusion-limited cluster-cluster aggregation process (Fig
5.8a). At relatively low xa values, where homoaggregation is partially or to-
tally absent (Fig. 58-c), the most outstanding feature is the relative excess of
monomers (monomer discrimination). At even lowearvalues the simulated
CSDs exhibit an important decrease of the dimer concentration (Fid-€).B

spite of the strong increase of the aggregation rate. This “dimer discrimihation
effect was also found in experiments at low electrolyte concentration (Se8. 5.1
and Lopez-lopezet al. (2004)). At extremely lowka values, that are not acces-
sible in our experiments, the cluster discrimination phenomenon includes also
larger oligomers, not only monomer and dimers. At long aggregation times and
xa = 0.5 (Fig. 5.8) the concentration of monomers, trimers and pentamers is
larger than the concentration of dimers, tetramers and hexamers. Thisdden
cluster discrimination was discovered by Puegasl. (2002) using the same
Brownian dynamics simulations that we have used here. All aspects camger
the cluster discrimination phenomenon are further discussed in Sec. 5.3.

The monomer concentration curves corresponding to simulations with lowgg-ra
interactions exhibit a peculiar inflexion point at very short times (see Fg-6

att ~ 4 x 10°3s). Puertagt al. (2002) also found this anomalous behaviour
for the monomers when the range of the interactions was large. They atiribute
this dfect to the ballistic aggregation that takes place when the initial distance
between particles is shorter than the particle-particle interaction rangetafue
et al. (2002) found this ballistic aggregationat values lower than 0.2, because

8The CSDs for the simulations aa = 50 and«a = 20, as well as the one corresponding to
diffusion-limited homoaggregationsd = «") are not plotted in Fig. 5.8 because they all are
virtually identical to the one ata = 100 (Fig. 5.8&).

121



5. CLUSTER-SIZE DISTRIBUTIONS

103 | 1 | I03 | L
: 107 10" 10° 10' : 10° 10" 10° 10"
t(s) t(s)
10° : 10° T T T 3
e) ] LE
10" E 10" E
=2 2
107 3 10° 4
10-3 -3 “.-Z ..““I-l — 0 - 1 10-3 -3 » -2 .““.-1 e 0 - 1
10 10 10 10 10 10 10 10 10 10
1(s) t(s)

Figure 5.8.: Cluster-size distributions for heteroaggregation simulation§extd
entkavalues:a) ka = 100,b) ka = 10,c) ka=5.0,d) xa= 2.0, €
xka = 1.0 andf) ka = 0.5. In each plot, the concentration of cluster up
to heptamers, and the overall concentration of clusters are plotted.
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5.2. Brownian dynamics simulations

the systems they studied were more diluitesh any case, the aim of perform-
ing BDS in this work is to establish a comparison with the experiments and so,
the study of aggregation regimes«atvalues smaller than those experimentally
accessible is out of our scope.

In the previous section, it has been demonstrated that the experimentfildata
low a DLCA regime at high electrolyte concentrations and a BDLCA regime at
intermediate electrolyte concentration. Here, we try to determine what regime
corresponds to heteroaggregation experiments at low electrolyte ¢oatasrs.

As was discussed in Sec. 4.2.1, comparisons between experiments and BDS
should be done for the same particle-particle interaction raregethe samea
parameter value. Hence, we have compared an experiment where molglec

was added with a BDS with a relatively lova value. The best comparison was
achieved for the most dilute experim&hand the simulation foka = 2.0. This

case is shown in Fig. 5.9. The agreement is quite good, despite the fatttehat
parameters used in the simulations had not to be fitted at all. Nevertheless, some
points should be discussed:

= The overall electrolyte concentration in the experiments where no salt was
added is estimated to be about£31)uM. This corresponds taa =
(1.2+0.4). Nevertheless, the experimental CSD has more similarities with
the CSD of BDS forka = 2.0 than forka = 1.0. This could be due to
differences between the real particle-particle interactions and those used
in the simulations. In particular, the surface potentials in the simulations
were fixed at relatively large valuegy( = —y; = 50 mV) that probably
overestimate the electrostatic interaction strength.

= The time normalisation has been carried out inféedéent manner than in

%In fact, the particle volume fraction used by Puertasl. (2002) wasp = 0.001, while in this
work ¢ = 0.01. Consequently, ballistic aggregation in our work takes placa atlues ten
times larger than the ones reported by Puestad. (2002).

10as stated before, electrostatic heteroaggregation experiments with ad sald are highly sen-
sible to impurities and, hence, were repeated four times. In three of ses péotted in Fig.
5.4 the particle concentration was abowt 907 cn3, i.e., the same value used in most of the
SCLS experiments of this work. Nevertheless, since the aggregatioagzovas so fasty
was chosen to be half this value for the forth experiment (this case is piottgd. 5.&), in
order to obtain more data points at short times.
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Figure 5.9.: Comparison between an electrostatic heteroaggregatiomepier
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with no added salt (symbols) and Brownian dynamics simulations
for ka = 2.0 (solid lines). The graph shows the normalised concen-
tration of n-mers up to hexamers and the first moment of the CSD.

Sec. 5.2.1. In order to improve the statistics, the total number of clusters
has been used instead of the monomer concentration. Thus, time has been
normalised by dividing by, i.€., the time at which the total number of
clusters has dropped to half its initial value (Eqg. 2.15). Please recall that
this time does not have to be equaltigy. Additionally, t;yq, is a more
robust quantity since it does not need to assuie- ks.

Independently of choosinggg or t;4, only one curve is used for the fits.
Moreover, the normalisation gives only rise to a time shift. Hence, also
here simulations predict the functional form of experimenté) curves
correctly.

The agreement is quite good for all the measwxgt) curves. Especially,
the dimer discrimination is correctly described by the simulations.



5.3. Cluster discrimination

5.3. Cluster discrimination

The term “cluster discrimination” was introduced by Puegasl. (2002), and
refers to the fact that, under certain circumstances, the long-time behafiou
the c,(t) functions depends on the parity of Concretely, these author found
a strong bias of clusters formed by an odd number of particles, whenrige ra
of the particle-particle interactions was long. Moreover, as this interacioger
increases (smallaia values), the odd-even discrimination includes a wider inter-
val of cluster sizes. In simulations wiia = 3.2, only monomers were discrim-
inated, in the sense that they appear to be more stable than expedtéten

xa = 0.8, they found a defect of dimers in addition to the excess of monotaers.
Finally, for ka = 0.2, the odd-even discrimination includes clusters up to oc-
tamerst® Puertaset al. (2002) suggested that in the zera limit, odd-even
cluster discrimination would be achieved for all cluster sizes.

Yoshiokaet al. (2005) have proposed a quite simple explanation for the even-
odd cluster discrimination phenomenon. They consider a system where only
reactions between unlike particles are allowed and where smaller clusters ha
chainlike structures. Hence, they can join other clusters only at chai Euttl-

sized clusters, however, can form aggregates only with clusters thatipgo-
sitely charged particles, at least, at one of their ends because thegduzsiéy
charged patrticles at both ends. In contrast, even-sized clusterdlifirently
charged particles at both ends. Therefore, the reactivities of eved-slusters

are higher than those of odd-sized clusters.

5.3.1. Experimental evidences of cluster discrimination

The work of Puertast al. (2002) was devoted only to Brownian dynamics sim-
ulations. Hence, they did not give any experimental indication that cluster d

1lplease see Figebf (Puertaset al, 2002). The sameffect can be observed also in Fig. 6&
this PhD thesis, although in this latter cag® = 5.0 and the particle volume fraction is larger.

12Fig. 1d of (Puertaet al,, 2002), and Fig. 5@(xa = 2.0) of this PhD thesis.

B3Fig. 1b of (Puertaset al,, 2002), and Fig. 5#8«a = 0.5) of this PhD thesis. Nevertheless, in the
latter case, the relative high particle concentration induces ballistic agigregashort times.
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Figure 5.10.: A two-dimensional ALCA experiment with dipolar Ising particles:
(a) photographic shapshot of a typical configuration apidtifme
evolution of cluster-size distribution up to octamers. Both figures
reproduced from (Yoshioket al,, 2005) for academic purposes.

crimination is a real phenomenon occurring in electrostatic heteroaggnegatio
processes. As far as we know, the first evidences of cluster disctionina
experiments were found during this PhD thesi$fkz-lopezet al, 2004).
Monomer discrimination was found in electrostatic heteroaggregation at inter-
mediate electrolyte concentrations (see Figh5d? and dimer discrimination
was found at low and very low electrolyte concentrations (Figg5)y The odd-
even cluster-discrimination could not be confirmed experimentally for colloida
heteroaggregation since it was not possible to achiavealues below 1 with

our experimental set-up. Nevertheless, Yoshiekal. (2005) experimentally
observed odd-even discrimination for clusters up to octamers in a mapiosco
system composed by dipolar Ising particles (Fig. 5.10). These partioteg sh
strong long-range magnetic interactions, repulsive between like partidiesta
tractive between unlike particles. Since they are figicded by Brownian motion
—the particle diameter is about 0.5 cm—, they undergo actual attraction-limited
cluster-cluster aggregation (ALCA).

The special behaviour of monomer and dimers in selective heteroatjgreee
periments is appreciable directly in the cluster-size distributions (Figs. 5.2 and
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5.4). Nevertheless, dimer discrimination is even better appreciated in Fig. 5.11
where the cluster concentration profiles at a fixed, relatively large tigmeye
shown for diferent electrolyte concentrations. As expected, the cluster concen-
tration profile,cy(n), decays exponentially in the DLCA limit. This exponen-
tially decaying behaviour is maintained for clusters larger than dimers although
the cluster concentrations and the slope of the curves diminish for dexyeas
electrolyte concentration. Only the monomers and dimers abandon this expo-
nential behaviour. The monomer concentration is always higher and the dime
concentration is always lower than the value that could be extrapolatedHie
exponential decay curve defined by the larger clusters. It shouldbalsnen-
tioned that dimer discrimination starts to become relevant at lower electrolyte
concentrations than monomer discrimination. According to this tendency, trimer
discrimination would be expected at an even lower ionic concentration. rUunde
the given experimental conditions, however, thikeet could not be observed
since it was not possible to obtain samples with ionic concentrations below the
limit given by thepH of the aqueous medium.

It is important to throw into relief that cluster discrimination is not just a conse-
guence of the absence of homoaggregation. As mentioned beforegtabpity

for the reaction between two like particles is already negligible at 10 mM KBr,
i.e,, aggregation is due only to heteroaggregation at this electrolyte concentra
tion. However, only monomer discrimination is observed. According to Fig.
5.11, the electrolyte concentration has to drop below approximately 1 mMebefor
dimer discrimination starts to become relevant. The origin of cluster discrimina-
tion seems instead to be related to the ratio between the cluster size and the range
of the attractive electrostatic interactions. As the ionic concentration dEgea
the thickness of the electric double layer and, consequently, the ratige cdr-
responding electrostatic interaction increase. The relative increase tdribe

of the electrostatic interactions with respect to the cluster size is, howevey, mo
pronounced for smaller aggregates than for larger ones. Hencdeslbmena
related to the range of the attractive electrostatic interactions are expedtted to
observable first for smaller aggregates and then for larger onesisTdsctly
what we observed for cluster discrimination.
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Figure 5.11.: Cluster-concentration profiles at fixed tirge £ 2 x 10*s) for
electrostatic heteroaggregation experiments fieint KBr con-
centrations: 1.0Mtf), 100mM ©), 10mM (), 1.0mM @),
0.1mM (©), 0.01mM ) and no added KBrt¢). Dotted lines
are drawn just as a guide for the eye.

5.3.2. Comparison with Brownian dynamics simulations

In the second part of this section, we how compare the experimental redthlts
the predictions made by Puertasal. (2002) by means of Brownian dynam-
ics simulations (BDS). Their simulations were performed for 1.1 mixtures of
perfect microspheres of identical size and opposite surface chasggarticle-
particle interactions, London-van der Waals forces and double lagelamping

in the linear superposition approximation were taken into account (more details
to be found in Sec. 3.4.2). Nevertheless, other importiates such as internal
cluster rearrangement, aggregate rotation, hydrodynamic interactioagge-
gate sedimentation were not considered. Although typical values for ttielpa
characteristics such as the Hamaker constant and electric surfactdgieteare
chosen for the simulations, an exact equivalency with our experimerdgdray

is not expected.

In order to make a direct comparison between experiment and simulation, the
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5.3. Cluster discrimination

particle size, the cluster concentrations, the time scale and the range of the in-
teractions have to be normalised. For this purpose, the inverse of thee Deby
screening length, is used (Eq. (2.57). The adimensional paramedqarovides

a suitable normalisation for the particle size and the range of the electrostatic
interactions. The cluster concentratiogysare easily normalised by dividing
them by the initial particle concentratiag. Although the particle concentration
used for the simulations is about 2390 times the experimental one, it can still be
considered a dilute system since only binary reactions déclitne scale nor-
malisation, however, has to be done in such a way that equivalent agjigreg
stages of the experimental and simulated processes are comparedvéiesed

the normalised total number of clusters as an intrinsic time scale. This quantity
is not only unequivocally related to the time but also has the best statistics of all
the experimentally available data.

Before we compare the experimental and simulated data, we would like to make
some general remarks. Just like in our experimental CSD data, monomer dis-
crimination appears in the BDS already fa@rvalues above 10 while dimer dis-
crimination becomes observable f@values below approximately 5. Discrimi-
nation of larger clusters was not found experimentally. In the simulatiorsteclu
discrimination was detected even for aggregates as large as octamersc-This
tamer discrimination, however, is only observed for the smalastalue used

in the simulationsa = 0.1). Puertaset al. (2002) suggested that in the zero
xalimit an odd-even cluster discrimination would be achieved with a strong bias
of clusters formed by an even number of constituent particles. This hgpoth
sis could not be confirmed experimentally since it was not possible to achieve
xa values below 1 with our SCLS instrument because a minimal particle radius
of 250 nm is required to ensure correct monomer detection éfelaz-Barbero

et al, 1996). Nevertheless, the experimentally observed monomer and dimer
discrimination are compatible with the predicted odd-even behavigurthe
monomers become dominant and the dimers are biased in the CSDs.

For a more quantitative comparison between experiment and simulation, we cal-
culated the dimer-trimer concentration ratigjcs, at a fixed, relatively advanced

10nly at extremely long interaction ranges, < 0.2, ballistic aggregation is appreciable in the
work of Puerta®t al. (2002).
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Figure 5.12.: Dimer-trimer concentration ratigy,/c3, at an advanced aggrega-
tion stage as a function afa. The plot shows the experimental
SCLS datatf) and the BDS datad) simulated by Puertast al.
(2002).

aggregation stage where the total number of clusters had dropped towtimefte

its initial value. The obtained results are plotted in Fig. 5.12 as a functiea. of

As can be seen in the figure, the experimental and simulated data are in good
agreement in their commara interval and seem to follow a single curve over
the entirexa range. Foka values larger than 10, the dimer-trimer concentration
ratio does not vary very much and its value remains close to unity. This means
that dimers and trimers behave in similar way in the region where dimer dis-
crimination was not observed experimentally. At lowarvalues, however, this

is not the case anymore. There, the dimer-trimer concentration ratio desrea
and drops to lower values the lower the electrolyte concentration becomes. |
other words, the dimers reach a more advanced state than the trimers. In this
sense, dimer discrimination becomes stronger for decreaaing

Finally, it should be mentioned that a similar good agreement between experi-
ment and simulation was achieved also for other concentration ratios. Tatong
account the objections made at the beginning of this section, it is quite $oigpris

to see such a quantitative agreement.

130



5.3. Cluster discrimination

5.3.3. Conclusions

Cluster discrimination was found experimentally in heteroaggregation meses
arising in 1:1 mixtures of positively and negatively charged particles at halv a
very low ionic concentrations. Monomer discrimination could be detected al-
ready at 10 mM KBr while dimer discrimination started to appear only for elec-
trolyte concentrations smaller than 1.0 mM. This shows that cluster discrimina-
tion is not an intrinsic property of selective heteroaggregation prosessee it

has not fully developed as soon as homoaggregation processeagrietedy
absent. Furthermore, dimer discrimination was observed to become more pro-
nounced for decreasing ionic concentrations. This finding implies thateclus
discrimination is most likely related to the range of the attractive electrostatic
interactions between the oppositely charged particles.

The experimental results were also compared with the Brownian dynamics simu-
lation performed by Puertag al. (2002). Not only qualitative but also quantita-
tive agreement was obtained when the adequate normalisation werapsfor
Especially, the onset and the increasing strength of dimer discrimination were
predicted quite satisfactorily by the BDS. In their simulations, Puestaasl.
(2002) found that cluster discrimination gives rise to an odd-even airaw

the cluster concentration profilésg., odd size clusters become dominant while
even size clusters are biased in the CSDs. The experimental data cordipmeth
diction for monomers and dimers. It should be pointed out that the simulations
were performed as a function @, i.e., changing only the relative range of the
electrostatic interactions. Hence, the good agreement between expeaimadent
simulations supports the above mentioned hypothesis that the cluster discrimina-
tion phenomenon originates mainly from long range electrostatic interactions.

The cluster discrimination phenomenon in electrostatic heteroaggregation pro
esses can be explained following the suggestions of Yosteit&ia(2005), since

light scattering experiments (Puerttsal., 2001) and direct microscopy studies
(Kim et al,, 2003) have demonstrated that heteroaggregates composed by oppo-
sitely charged patrticles at low electrolyte concentrations are almost linear.
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5.4. Electrostatic heteroaggregation regimes

Homoaggregation regimes of lyophobic latexes are well established in colloid
science: DLCA at high electrolyte concentrations (kiral, 199G), RLCA at

very low electrolyte concentrations (Lit al., 199M), and a continuous tran-
sition between these two extreme regimes (Odriossdlal, 2001a; Odriozola

et al, 2001b; Moncho-Jordet al,, 2001). In contrast, much less is known about
heteroaggregation regimes. In this section, we summarise all the experimental
and simulated data collected in Chaps. 4 and 5 in order to identify the electro-
static heteroaggregation regimes. Moreover, experimental and simulaséer-clu
size distributions are compared with the solutions of the coagulation equation
for severakernels Although a complete agreement is not achieved, we hope to
have brought some light on this topic.

5.4.1. Heteroaggregation kernels

In this section we compare the CSDs obtained in experiments and simulations
with those obtained by solving several aggregatienmnels The coagulation
equations were solved using the stochastic algorithm programmed by @r-Ger
do Odriozola (details about this algorithm were given in Sec. 3.4.3).

Diffusion-limited aggregation

Both, the aggregation rate constants (Sec. 4.1.1) and the cluster-sidaudistr
tions (Sec. 5.1.1), indicate that heteroaggregation arises a®uaiain-limited
homoaggregation process at high electrolyte concentrations. Morébvwers
shown in Sec. 5.2.1 that computer simulateugion-limited cluster-cluster ag-
gregation (DLCA) fits the data quite well. Hence, we claim that mixtures of op-
positely charged particles at high electrolyte concentrations undefifysidn-
limited colloid aggregation (DLCAJ? It is widely known that the Brownian

15please recall that the letter ‘C’ of terms such as “DLCA’, “RLCA’ or “SI&A” may mean
“cluster-cluster” when it is used in theory and simulation contexts; butdt miay mean “col-
loid” when it refers to real aggregation regimes found in colloidal disipes.

132



5.4. Electrostatic heteroaggregation regimes

0.01 0.01

Figure 5.13.: Comparison between the Brownlkanel solution (solid lines)
and: @) Brownian dynamics simulations of falision-limited
cluster-cluster aggregation; arlt) SCLS experiments of heteroag-
gregation at 1 M KBr. In each graph, the normalised concentration
of n-mers up to hexamers and the first moment of the CSD are plot-
ted.

kernel(see Eq. (2.45) and Sec. 2.2.2) perfectly describes the coagulatiam-beh
iour of simulated DLCA processes (Schngttal, 200(). We have tested it by
solving the Smoluchowski’s coagulation equation (2.6) with the Browke&mn

nel (2.45), and comparing the solution with DLCA data obtained by Brownian
dynamics simulations (see Sec. 5.2.1). The agreement is excellent, asagan be
preciated in Fig. 5.1&8 Time has been normalised in simulations by calculating
the aggregation time, as explained before. The fractal dimekiofthe clus-
ters, which appears in the functional form of the Brownk&nne| was chosen

to be 1.75, a typical value for DLCA processes (Kolb, 1984; éfiral., 199(G).
Nevertheless, the dependencéﬁi’f’wn onds is not very important.

In Fig. 5.13, the Browniarkernelsolutions have been compared with the CSD
of a electrostatic heteroaggregation experiment at high electrolyte dositoem
([KBr] = 1.0M). As can be appreciated, the agreement is excellent again. It
should be noted that the Brownidernelis known to fit homoaggregation ex-
periments at high electrolyte concentrations (geg, Odriozolaet al., 1999)16

16Although it is usual to find that some residual particle-particle interactiensin even above
the CCC (Schmitet al,, 200).
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although this is the first time that it has been shown that it also correctly-repro
duces an experimental CSD of a two-component colloidal dispersion.

Binary diffusion-limited aggregation

In Sec. 5.2.1, it was shown that the CSD of a selective heteroaggregation
periment at an intermediate electrolyte concentration ([KBJ0 mM), and the

CSD of an ideal binary dliusion-limited cluster-cluster aggregation (BDLCA)
simulation, were quite similar. For this reason, we suggested that this exper-
iment corresponds to an example of a novel aggregation regime: the binary
diffusion-limited colloid aggregation regime (BDLCA). Only a few studies about
BDLCA are found in the literature (Meakin and Djordjéyil986; Stoll and Pef-
ferkorn, 1993; AlSunaidet al,, 2000; Lopez-Lopezet al, 2005), and they refers
only to simulated data. Moreover, none of them deals with the problem of §indin
akernelof (2.6) that could reproduce the cluster-size distributions.

As stated before, the most outstanding feature of the CSD of a BDLCAegsoc
with x = 1/2 is the monomer discrimination. According with the discussion in
Sec. 5.3, the monomer discrimination is a consequence of the selectivealgetero
gregation: reactions between like monomers are forbidden and hencelahe
tive ability of monomers is smaller in BDLCA than in DLCA. Thiffect is less
important for larger aggregates since it is more likely that a pair of oppositely
charged patrticles touch in one of the successive collision of the clustec
encounter. Hence, it is expected a crossover from BDLCA to DLCAdnye
cluster-sizes (bpez-Lopezet al, 2005). Therefore, the BDLCAernelshould
have the following functional form:

BJ_DLCA = P} _EJ;rown (5.1)

In (5.1), kﬁ‘“"”” is the Browniankerne| andP;; is a factor between/2 and 1.

The lower limit is reached for the monomer-monomer aggregation rate, since
only one half of the monomer encounters occurs between unlike partidies. T
upper limit is achieved in the encounter of two very of large clusters, sinse it
almost sure that one of the successive collisions would lead to a direetcton
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between unlike particles. Hende(ij) satisfies the following conditions:

1 .
P11 = E ; i|j|£]:l00 Pij =1 (5.2)

A somehow trivial functional form foP;; that satisfies (5.2) is the following:

1 C
F’11=§ : Pij=1 , Vi,j/i+)>2 (5.3)
Itis similar to the addition-aggregatidernel(2.26), although it is multiplied by
the Browniankernel Hence we propose the name “Brownian addition-aggrega-

tion kernel for the kernel(5.1) with P;; given by (5.3).

The coagulation equation (2.6), with the Brownian addition-aggregagome|

is solved with the stochastic algorithm, and the solution is compared with: i)
Brownian dynamics simulations of BDLCA processes (Fig. 8)14nd ii) elec-
trostatic heteroaggregation experiments at 10 mM KBr (Fig.t9.14 these fig-
ures, experimental and simulated data are normalised as described in23kc. 5

A qualitative good agreement is found in both cases. The monomer discrimina-
tion, especially, is correctly reproduced by tkernel Nevertheless, important
deviations are found in the long time behaviour of some clusters. Particutealy,
dimer concentration is substantially underestimated by the Brownian addition-
aggregatiorkernel

The Brownian addition-aggregati&ernelsatisfies (5.2), although it is somehow
a bit extreme. The monomer-dimer reaction rate constant, for instancethakes
same value than in the Browni&ernel It means thatvery timea monomer
and a dimer encounter each other, they react and form a trimer. Ndesghe
in a real BDLCA process, the probability of a monomer-dimer reaction during
one encounter is, surely, smaller than 1. Therefore, we propose ltbeifm
functional form forP;;, that satisfies (5.2) but in a softly manner:

1 1
Pij =1_ﬁ_ﬁ (54)
This functional form is similar to the-sumkernel (Eq. 2.27), withg = 1/2,
although it is multiplied by the Browniakernel Hence we propose the name

“Brownian g-sumkernel for the kernel(5.1) with P;j given by (5.4).
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Figure 5.14.: Comparison between heteroaggregation experiments at 10 mM
(“SCLS”, symbols), Brownian dynamics simulations of binary
diffusion-limited cluster-cluster aggregation (“BDS”, symbols),
Brownian addition-aggregatiokernel solution (“add-aggr”, solid
lines) and Browniarg-sumkernelwith g = 1/2 (“g-sum”, solid
lines): @) BDS/ add-aggr, ) SCLS/ add-aggr, §) BDS/ g-sum
and @) SCLS/ g-sum. In each graph are plotted the normalised
concentration oh-mers up to hexamers, and the first moment of
the CSD.
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5.4. Electrostatic heteroaggregation regimes

The coagulation equation (2.6), with the Brownig@sumkernel is solved with

the stochastic algorithm, and the solution is compared with: i) Brownian dynam-
ics simulations of BDLCA processes (Fig. 5c)4and ii) electrostatic heteroag-
gregation experiments at 10 mM KBr (Fig. 5d)4In these figures, experimental
and simulated data are normalised as described in Sec. 5.2.1. As can ieseen
guantitative agreement improves substantially. Now, not only the contientra

of monomers is correctly reproduced, but also the concentrations ofslaner
larger clusters.

Attraction-driven aggregation

At lower electrolyte concentrations, attractive interactions between undike p

cle become long-ranged. Therefore, they are supposed to drivgdhegation
process. Accordingly, Puertasal. (2001b) called this regime “attraction-driven
cluster-cluster aggregation”. As stated in Sec. 5.3, one of the most importan
characteristics of this regime is the cluster-discrimination: clusters with an even
number of particles disappear faster than those composed by an oddrrafmbe
particles. Puertast al. (2002) proposed the following aggregation scheme for
this situation:

= Odd clusters can only be created by aggregation of another odd écharg
cluster and an even (neutral) one, and can die out by aggregation with
neutral clusters, or with another odd one of opposite charge.

= Even clusters are formed by the reaction between two even clusters, or two
odd ones (of opposite sign of charge), and disappear by aggregéting
any other cluster.

= Aggregation between similarly charged clusters is forbidden, as no duster
with a net charge of two are found.

This aggregation scheme indeed induces odd-even cluster discrimination. A
long times, when the death term prevails, even clusters can react with ary oth
cluster, but odd clusters cannot form aggregates with oppositely exthargd
clusters. Hence, the reactivities of even-sized clusters are highethbsa of
odd-sized ones.
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5. CLUSTER-SIZE DISTRIBUTIONS

In a quite diferent context, (Leyvraz and Redner, 1BBélready proposed this
aggregation scheme for two-component systems. They also suggedtdtetha
kinetics equations that rule such a system yield to the Smoluchowski equations
when a parity dependekernelis used. Nevertheless, this finally was pointed
out to be an erratum (Leyvraz and Redner, 1986The problem arises from

the existence of two étierent kinds of odd clusters of a given size. Only when
both, concentration and reactivity, of the two types of odd-sized cluaterthe
same, the simplification is possible. In this case, kbmelhas the following

expression:
1) for oddi, |
o sk~ foroddi, j -
i { kl.(jo) any other case (-5)

Wherelg(jo) is the aggregation rate constant for the reaction between two even
(uncharged) clusters, or between an even-sized cluster and asizedbeluster;
andkiij is the aggregation rate constant for the reaction between two oppositely
charged odd-sized clusters. Leyvraz and Redner @286adied the double con-
stantkernel i.e,, kloJ = L and ki(.*) = M. Please recall that thisernelis a par-
ticular case of the parity dependédrneldescribed in Sec. 2.1.4. The results
reported by? were, however, quantitatively incorrect because they did not take
into account th(—% factor that precedes the odd-odd reaction constants (Leyvraz
and Redner, 198§. Puertaset al. (2002) rederived the fferential equations
that govern the concentrations of neutral and charged clusters uamerically
solved them for twdkerneld’. They are the double constakerneland a two-

fold homogeneoukernelgiven by:

i+ .
G - %k(r)(%) for oddi, | (5.6)
b k(o)(ﬂ)ﬂ an '

> y other case

The solutions of the Smoluchoski equation with these kexnelsare plotted in
Fig. 5.15. According to the figure, they both exhibit an even-odd clusger d
crimination. Other functional forms are of course possible. A “doublevBran
kernel is plotted in Fig. 5.18. It corresponds to the general form (5.5) set-
ting both K(?) and Ig(ji) equal to the Browniakernel In this case, the odd-even

YThese authors directly solved the correct kinetic equations and heédemtdliscuss the possi-
bility of using a parity dependeikernelfor the classical Smoluchowski equations.
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Figure 5.15.: Cluster-size distributions up to heptamers of some parity-
dependenkernels (a) double constariternelwith k&) = k©, (b)
two-fold homogeneoukernelwith k&) = 1.33%©® and1 = -0.2
and ¢€) double Browniarkernelwith k® = k© andd; = 1.3.

cluster discrimination persists, although not so evident. Especially, monomers
disappear faster since their reactivity with larger clusters increasexybtrid
compared with the constakérnel

Nevertheless, the aggregation scheme described above reflects a epiise
situation. The third condition is particularly strong. (Puerasl, 2002) re-
ported that clusters with an absolute charge greater than one partiaye ébian

even when extremely long-range interactions are imposed. The problimal-of

ing akernelthat correctly describe the attraction-driven cluster-cluster aggrega-
tion regime is, therefore, still open.
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5.4.2. Concluding remarks

In this section, we summarise thefdrent heteroaggregation regimes found in
50/50 mixtures of oppositely charged colloids:

DLCA: At high electrolyte concentrations, above the CCC of the reactants, het-

eroaggregation behaves as a one-component colloidal system oingderg
diffusion-limited colloidal aggregation. flective dimer formation rate
constant takes ffusive values. An excellent agreement between the exper-
imental and the simulated cluster-size distributions is found. Additionally,
this CSD is correctly described by the solution of the coagulation equation
with the Browniarkernel

BDLCA: At intermediate electrolyte concentrations, where selective heteroag-

gregation takes place, but the range of the particle-particle interactions is
still negligible with respect to the particle radius, heteroaggregation fol-
lows a novel binary dfusion-limited colloidal aggregation regime. The
effective dimer formation rate constant ranges between half thgsdin

value and the diusion value, approximately. The CSD is characterised by
an excess of monomers, due to the selection rules that regulate monomer-
monomer reactions. An excellent agreement between simulated and ex-
perimental BDLCA processes is found. Monomer discrimination is repro-
duced by some semiempiriclérnels in which the monomer-monomer
reaction rate constant takes half the value than in DLCA. The best quanti-
tative agreement is found for the Brownigrsumkernel| withq = 1/2.

ADCA: At low and very low electrolyte concentrations, long-ranged particle-
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particle interactions take place. Then, the attractive interactions between
unlike particles drive the aggregation processes (Pueittas, 2001).
Therefore, this regime is known as attraction-driven colloid aggregation.
Effective and absolute heteroaggregation rate constants take values that
clearly surpasses theffiisive one. Experimental CSD is characterised by

a fast decrease of the dimer concentration. Brownian dynamics simula-
tions with particle-particle interactions correctly reproduce this phenom-
enon. Moreover, they predict that at even lower electrolyte condentra

an even-odd cluster discrimination would take place, with a fast decaying
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of even-sized clusters. According to Yoshiodégal. (2005), the cluster-
discrimination is related to the tendency of small clusters to form chain-
like structures, when long-ranged interactions take place. Fractal dimen-
sion measures (Puertasal.,, 2001D), as well as direct microscopy studies
(Kim et al.,, 2003) support this hypothesis.

ALCA: Inthe limit of infinitely long-ranged particle-particle interactions, where
Brownian motion does not take place, selective heteroaggregation proc-
esses would follow an attraction-limited colloidal aggregation regime. This
regime, however, has only been observed so far in macroscopicaetiagn
systems (Yoshiokat al, 2005) and in electrorheological suspensions in a
strong electric field (See and Doi, 1991).
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6. ASYMMETRIC
HETEROAGGREGATION: STABLE
AGGREGATES

Previous chapters of the present study on electrostatic heteroangmelgave
been focused only osymmetricsystemsi.e., those with the same particle con-
centration of both species. In this chapter, on the contrary, we focasym-
metric systems, where the relative concentration of particlesis consider-
ably different from ¥2. Then, some interesting phenomena are found: clusters
with a high kinetic stability (“stable aggregates”, reported by Meakin and-Djor
djevic, 1986), reactions that rapidly stop after some initial aggregation (“stbpp
reactions”, reported by Puertas al., 2001a), and non bell-shaped(t) curves
(“two hump dfect”, Lopez-Lopezet al, 2005).

First section focuses on binanyiision-limited cluster-cluster aggregation proc-
esses (BDLCA), studied by means df-tattice Brownian dynamic simulations.
Both short and long time behaviours are described, with special emplmattis o
formation and structure of stable aggregates. Furthermore, a simple sfidhreme
the df-lattice BDLCA kinetics is proposed.

Second section deals with experimental results found in asymmetric electrostatic
heteroaggregation at very low electrolyte concentrations. Since thei@apemn

ticles bear a higher electric charge than cationic colloid$eint phenomena
arise atx < 0.2 andx > 0.8. In the former case, the process stopped rapidly after
some initial aggregation. In the latter case, however, stable oligomersouare f

and bimodak,(t) curves (“two-hump ffect”) could be reported for the first time

to the best of our knowledge. Botlffects are qualitatively explained by anal-
ogy with the simulation results, and by using the model that will be described in
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Sec. 6.1.4. Moreover, the discrepancies may be explained quantitatiiely w
the particle-particle interactions are fully taken into account.

Finally, Sec. 6.3 summarises the conclusions, and discusses future vabrk th
could be performed in this direction.

6.1. Ideal BDLCA processes

In this section, we focus on the aggregation behaviour of one of the simples
examples of a multi-component system. Our system is formed by two types
of equally sized colloidal particles. We assume the patrticles flosdi freely

and to react on contact, in such a way that only collisions between unlikie par
cles lead to bond formation (see Sec. 3.4.1). This aggregation schemenis kno
as binary difusion-limited cluster-cluster aggregation (BDLCA, see AlSunaidi
et al,, 2000). Although it supposes a very ideal case of aggregation §gsese
arising in multi-component systems, it will allow basic aspects of such presess
to be studied and analysed. Moreover, it may even serve to model staisy
such as electrostatic heteroaggregation of mixtures of positively andivedga
charged particles when the electric interactions afecsently screened but not
completely suppressed. In this case, only short-range repulsivetaactiae in-
teractions between like and unlike particles are present. Hence, the fitiesac
control the stickiness of the particles but are not expected to alter tHieisis

ity.

Pioneering BDLCA simulations were carried out by Meakin and Djordjevi
(1986). They studied 10000 monomers that occupy the cells of a cubic lattice
at a volume fraction ofp = 4.8 x 1073, In their work, all clusters performed

a random walk with a size-independenffdsivity. They found that only rela-
tively small aggregates are formed when the initial relative concentratitreof
minority particlesx, falls below a critical valuex.. In this case, all the minority
particles achieve to be contained in small aggregates that are completelg coate
with majority particles. Evidently, these aggregates cannot react anynitbre w
other majority particles and so, aggregation comes to an end.
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Figure 6.1.: Snapshots of simulated BDLCA processes, at a late staggref ag
gation, forx = 0.50 (left) andx = 0.05 (right). Blue and red dots
represent the majority and minority particles, respectively.

The two possible final states in BDLCA processes are shown in Fig. 6drewh
two shapshots of the aggregation state at very long times are plotted. Tge sna
shot on the left side corresponds to a BDLCA process at a relativeeotnation

of x = 0.5, which is clearly above the critical relative concentratignin con-
trast, the plot on the right side corresponds to a BDLCA simulation which a
relative concentration clearly below. Differences between both late stages are
evident. Forx > x; only a small number of large aggregates remain in the sys-
tem. Forx > X, however, there is a large number of relatively small aggregates
(mostly composed by only 10 to 20 particles).

BDLCA scheme has been studied in more detail by other authors apart from
Meakin and Djordjevé (1986). Stoll and Reerkorn (1993),e.g, performed
more realistic simulations considering a size-dependent clustasidity. They

also naoticed that for very asymmetric systems, the aggregation procepedtop
Nevertheless, their BDLCA simulations were focused on studying dynamait-qu
tities like the time evolution of the average number of particles. Moreover, the
small number of particles used by these authors, probably does not adaw th
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Table 6.1.: The table contains the main characteristics of some two-component
simulations: initial number of monomeldy, volume fractiony, dif-
fusivity of ani-sized clusteD; and orjfoff-lattice performance.

work No ) D;/D1 lattice type
Meakin and Djordjevd (1986)| 10000 0.0048 1 cubic
Stoll and Pé&erkorn (1993) 1000 0.0034 i” cubic
AlSunaidiet al. (2000) 500000 0.01 a/Ry(i) cubic
Puertast al. (2001c) 2000 0.001 a/Rg(i) oft-lattice
Lopez-Lopezet al. (2005) 25000 0.0001 a/Ry(i) off-lattice

to extract reliable conclusions concerning these dynamical quantitiese tdor
cently, exhaustive on-lattice simulations reported by AlSuretidi. (2000) con-
firmed the existence of a critical relative concentratirg),separating two dif-
ferent aggregation regimes. Frr> Xc, aggregation continues until a unique
large cluster containing all the particles is formed. Kot X. more than one
stable cluster remains in the system. They reported a valug afound 02.
Nevertheless, on-lattice simulations limit bond formation to only a few sites on
the particle surface. This quite unrealistic geometric constraints for the rcluste
structure implies that the size of the stable aggregates becomes restricted to 7,
12, 13, etc. if a cubic lattice is used. Meakin and Djordjeio86) already men-
tioned the necessity of performingfdattice simulations in order to avoid this
unrealistic geometric constraint. The highly expensive computer-time, lewwev
dissuaded them from performingfdattice simulations.

Nowadays, the worthy improvement in computer technology made it possible
to carry out df-lattice BDLCA simulations spending a reasonable time. Puer-
taset al. (2001c) performed such fé-lattice simulations. They also included
long-range attractive and repulsive particle-particle interactions @ksees Sec.
3.4.2 for a description of their simulations). Nevertheless, these longfiang
teractions imply that their systems did not undergo binaffusion-limited ag-
gregation. In addition, as they focus mainly on the short time kinetics, stable
aggregates were not reported. Table 6.1 summarises the main charastefistic
the works reviewed here.
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Figure 6.2.: Hective dimer formation raték, versus the relative concentration,
X, obtained from BDLCA simulationse) and the corresponding
parabolic fit according to the HHF prediction (solid line). The par-
ticle volume fraction is: §) ¢ = 10 and @) ¢ = 1073. The hori-
zontal dotted lines indicate half the DLCA value in each case. The
dotted parabola ind] is the same fitting parabola plotted & (

The aim of this section is to study binanfidision-limited cluster-cluster aggre-
gation processes by means df-tattice simulations. Both, short and long time
kinetics will be investigated as a function of the initial relative concentration of
the two species. We specially focus on the formation and growth of stable ag-
gregates that are expected at low relative concentration. Kinetic aradusa
aspects will be discussed and contrasted with the results reported in theitdera
for on-lattice simulations.

6.1.1. Short time kinetics

BDLCA simulations were performed for a representative set of relatween-
trationsx. The particle volume fraction af = 0.0001 was chosen to be as low
as possible, in order to achieve the ideal dilute BDLCA regime. For furtber d
tails about the BDLCA simulation, see Sec. 3.4.1. Thieative dimer formation

rate constanks, was calculated according to the method described in Sec. 3.1.3.
The results obtained are plotted in Fig. &.2As predicted by the HHF approx-
imation (2.34), the fective dimer formation rate constant reaches a maximum
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6. ASYMMETRIC HETEROAGGREGATION

at x = 0.5 whereks ~ %k?{. This is clear from Fig. 62 since the theoretical
predicted value is marked as a horizontal dotted line. Eqg. (2.34) was used to
fit the obtainedks data. As can be appreciated in Fig. &.2he corresponding
parabolic fitting is excellent. Therefore, the HHF approximation is shown to be
accurate for the early stages of BDLCA processes. The best fitahésvad for

ko1 = (10.78+ 0.04) 108 m3s™1. As expected, this value is exactly the Brown-
ian aggregation rate constekﬁ obtained in previous DLCA simulations.

The low particle volume fraction used here requires a long computing time.
Nevertheless, it is necessary to work with very dilute systems if we want to
correctly reproduce the ideal BDLCA regime. For example, if the particle vo
ume fraction were ten times larger £ 1072, a value still considered quite low),
then the HHF prediction does not work so nicely anymore (Figo)6.&t x val-

ues around 0.5%s takes larger values than it would be expected. Although the
Brownian coagulation rate constant also takes larger values in the ‘ftivatess”
system than in the dilute onks > %kﬂ for x = 0.5. The dotted parabolic line
plotted in Fig. 6.B is exactly the same function that correctly fits the data of
the @) figure. Note that th&s points for relatively smalk values follow quite
nicely the parabola of the dilute system. Hence, we consider that, although the
fitting for ¢ = 0.001 is acceptable, it is preferable to use a more diluted system
for studying the ideal BDLCA regimé.

The fitting was restricted to a time interval of only 20 s in order to use only the
most linear part ofy(t) (3.10). This interval is about one order of magnitude
smaller than the Brownian aggregation time. Due to that short time interval, the
procedure was so accurate that the relative deviation was always stiadi%o.

In Fig. 6.3, a representative setgft) curves and the corresponding linear fit, is
plotted. As can be seen, quite important deviations from the linear behaviour
are found at long times, especially for smalvalues (Fig. 6.8-l). Anyhow,
these deviations occur at longer times than those used in the fitting procedure

1n the literatureg = 103 is usually considered to be diluted enough for studying ideal aggrega-
tion regimes. Nevertheless, the behaviour at this particle concentratiohigdeal, as can be
seen comparing plotg) and @) of Fig. 6.2. The same concentratiofiet can explain some
discrepancies found in the literature between the ideal parabolic cudvthar-dependence
of ks obtained by BDS. Please see, for example, Fig. 3 in Puettals(2001c).
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6. ASYMMETRIC HETEROAGGREGATION

This fact supports the suitability of thgt) function for obtaining an féective
aggregation rate constant.

Even the non-linear behaviour gft) may provide some valuable information.
From the definition oks, it follows that theg(t) derivative can be interpreted

as a somehow-weighted average of the monomer-monomer aggregation rate,
k11(t), and the monomer-cluster aggregation nqgeét).z At early stages of the
aggregation process, the monomer-monomer reaction prevails and, adince

ear behaviour is assured. The slope of the fitting straight line, considgjus

ks = kq1(t = 0). As time goes on, twoffects may arise. On the one hand, both
ki1(t) andk;y(t) may change their values, due to a change in the population of
the diferent cluster compositions. On the other hand, the relative importance of
monomer-cluster reactions increases. Bdthats, obviously, leads to a change

in the slope ofy(t).

Taking into account the above discussion, now we try to interpreg(tglots
shown in Fig. 6.3:

» Forx < 0.352 we obtaing(t) < kst at any time. Moreover, the fierence
between both functions increasesxadecreases. This slow down of the
aggregation rate may be explained by consideringkhdt) is a decreas-
ing function of time. When two monomers encounter each other, they
form a bond with a probability 1 — x), i.e., the same probability of they
being of unlike species. In the derivation of the HHF approximation, we
considered that keeps its initial valueg = x(t = 0) for all times. But this
is only true forxg = % In any other case, the relative number of minority
particlesdecrease$n every monomer-monomer reaction. Consequently,

2The time dependence of the aggregation “constants” have to been icebecause we are
not speaking about a homoaggregation process, and hence thgaigr abilities of clusters
with the same number of particles, buffdrent composition can be quitefidirent. If the
population of the dferent compositions changes, also the aggregation rate does. Plgase, a
recall the discussion on page 23.

%It should be noted that simulations with a relative concentratiofparticles of one type are, in
turn, simulations with a relative concentration-({) of particles of the other type. Hence, only
simulations withx < 0.5 were actually performed. For the sake of simplicity, and considering
this x-symmetry, thex-intervals indicated in this section refers onlyxa< 0.5. Accordingly,
this paragraph actually refers to bothk 0.35 andx > 0.65.
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6.1. Ideal BDLCA processes

the monomer-monomer reaction ability decreases with time. Teéstds

more important the larger the asymmetry of the system becomes. Hence,
it is quite reasonable to state that the slow dowg(of for small x values

is due to the relative rarefaction of the minority particles.

= For x > 0.35, on the contrary thg(t) curve surpasses the fitting straight
line. The minority particle rarefaction is also taking place here (except for
x = 0.5) but it is not so dramatic since the asymmetry of the system is
less important. In any case, this acts decreag(tigas discussed above
and, hence, cannot explain thgft) > kst at long times. This fect, how-
ever, may arise from an increasing importance of monomer-cluster reac-
tions, if we assume that the monomer-cluster reaction capability is larger
than the monomer-monomer reaction capability. It can be explained as
follows: only a fraction Z(1 — x) < % of the monomer-monomer encoun-
ters corresponds to an encounter between unlike particles, which are the
only encounters that lead to a bond formation. In contrast, in a monomer-
cluster encounter, it is more feasible that the free monomer touches an
unlike particle of the target cluster in anyone of the successive collisions
of the encounter. Hence the probability of &feetive encounter between
a monomer and g&mer increases asdoes.

In summary, two competitivefects are concurring at the same time:

1. The intrinsic monomej-mer aggregation rate constant become the larger
the largerj becomes, and the importance of these reactions increases as
time goes on. This leads to an overall increase ofjtieslope.

2. The monomer-monomer aggregation rate decreases with time, due to a
rarefication of minority particles. This leads to a decrease dftfslope.
The importance of thisfeect increases for decreasirgalues.

The former &ect prevails for quasi-symmetric systems, while the latter prevails
for highly asymmetric ones. They both are of similar importance-a.35.
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6. ASYMMETRIC HETEROAGGREGATION

6.1.2. Long time behaviour

During the very early stages of BDLCA processes, only reactions leetmeno-
mers take place. This allowed afiextive initial dimer formation rate constant,
ks, to be determined. As time goes on, however, reactions between clusaess of
size occur and so, the complete set of reaction rate constants has t@betadc
for. Obtaining the complete aggregation kernel from experimental or sindulate
CSDs is a very challenging problem (Ramkrishna, 2000), that is famukte
scope of this work. Nevertheless, valuable information about aggregatie-
esses can be obtained directly from the cluster-size distributions witheimigha
to go through a detailed kinetic analysis.

Fig. 6.4 shows the time evolution of the CSD for BDLCA processes starting
from different initial relative concentrations that range from the symmetric case
(x = 0.50, Fig 6.4) to a highly asymmetric onex(= 0.05, Fig 6.4). The CSDs
corresponding to some intermediatealues are also plotted in order to illustrate
the transition between these two extreme regimes. As was done similar graphs
along this thesis, the CSD plots show only the concentrations of the smaller clus-
ters. However, it should be borne in mind that larger clusters are alsergra

the system. Their concentrations are not plotted for the sake of clearimess
stead, the total number of clusteMp(t) = .72, ni(t), is included. As can be
observed, the overall behaviour of the CSD depends strongly drhere are,
however, some common features to all BDLCA simulations performed in this
work, including those plotted in Fig. 6.4: (i) All of them start from monomeric
initial conditions, Mg(0) = n1(0) = Np. (ii) The total number of aggregates
decreases monotonically. That is to say, the average cluster size gjays

(iii) Whilst the number of monomers decreases monotonically, the number of
larger aggregates reaches at least one maximum. (iv) The time at whieh thes
maxima are reached increases with the cluster size. The first three pa@nts ar
common to all systems that aggregate irreversibly starting from monomeric con-
ditions.

In spite of these common features, there are substanfiateiices among these
simulated BDLCA processes. One of the most outstanding points in this sense
can be observed during the final stages of the aggregation procEeseslative
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6.1. Ideal BDLCA processes

Figure 6.4.: Cluster-size distributiaR(t) up to 10-mers (thin lines, alternating
between dashed and solid), and the overall number of aggregates
Mo(t) (thick solid line), for simulated BDLCA processesa) (X =
0.50, b) x=10.30, ) x=0.175, d) x = 0.15, @ x=0.10 and {)
x = 0.05. The numbers indicate the number of constituent particles
of the clusters.
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6. ASYMMETRIC HETEROAGGREGATION

concentrations around®) the system reacts until all the particles are contained

in a single large cluster. Whextakes low values, this unique large cluster is
never formed and a large number of aggregates and monomers remain in the
system (see also Fig. 6.1). Consequently, there must be a critical redative
centrationx; that divides both regions. Comparing Figs.&4 it becomes clear

that the critical relative concentration lies arouné 0.15. At this relative con-
centration, a unique large cluster could be formed, but only at extremely lar
aggregation times.

We start the analysis of the obtained results with a discussion of the CSDs that
fall clearly in the single cluster forming region, well aboxg At first sight,

the time evolution of these CSDs seems to be very similar to the ones obtained
for fast aggregating one-component systems (DLCA). There aveg\te, Sig-
nificant diferences that deserve to be discussed in more detail (please see Fig.
5.6, where CSDs of ideal DLCA and BDLCA withi= 0.5 are plotted side-by-
side). Evidently, BDLCA is always slower than DLCA since only a fractidén o

all cluster-cluster encounters leads to bond formation. Tieckis more pro-
nounced for the smallest clusters, especially for monomers. The lattergindin
may be understood as follows: &at= 0.50, e.g, one half of all monomer-
monomer encounters occur between like particles and so, cannot gvioris
dimer formation. Larger clusters, however, may collide several times during
an encounter (Odriozolet al., 2001). Since they contain a similar number of
particles of each type, it becomes quite likely that one of these consecative
tacts takes place between unlike particles. Consequently, two larger siwsgter
almost certainly aggregate once they encountered each other. This thaans
they behave like the sticky clusters in DLCA processes. Hence, BDL©A-pr
esses with a similar number of particles of each type are expected to cayss ov
to DLCA after a certain time. As a consequence, there is a relative extess o
monomersionomer discriminationthat was already discussed in Sec. 5.3.

After having analysed the single cluster forming region, we focus ourtatten

on the results obtained for relative concentrations well bedawFig. 6.4 shows

the CSD forx = 0.05. A very unusual aggregation behaviour is observed. For
example, a large number of monomers remains in the system even at times as
long as 16s. These monomers are particles of the majority type that keep dif-
fusing since they cannot find a free binding spot on a minority particle s&on
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6.1. Ideal BDLCA processes

qguently, all the minority particles must be contained inside a shell of majority
particles such that any further reaction becomes practically impossiblee Sinc
these clusters cannot react any more, we refer to thestahte aggregatesAs

can be appreciate in Fig. &4, the clusters composed by 9 and 10 patrticles
have an extremely long lifetime and so, may be identified as such stable aggre-
gates. These hardly reacting aggregates are analogous to the stahieecdigo
reported by Meakin and Djordjevi(1986) for on-lattice BDLCA simulations.

We postpone the discussion about the behaviour of these stable dggrega
next section.

The other plots on Fig. 6.4 show a continuous transition between the two ag-
gregation regimes. As decreases, the excess of monomers becomes larger and
larger. In fact, for very asymmetric systems, some majority monomers remain in
the system at any time (see Fig. 6. The case withx = 0.15 deserves special
attention because it is very close to the critical relative concentration. bea
seen comparing Fig. 6c4and Fig. 6.4, the total number of clusters decreases
much more slowly forx = 0.15 than forx = 0.175, despite the relative small
difference between their proportion of majority and minority particles. More-
over, an inflexion point is observed aroune 10°s for x = 0.15 which is not
observed forx = 0.175. This means that the aggregation process slows down
even further after this point. Nevertheless, it is not clear what the fiagéswill

be. The system might react until a single large cluster is formed. Howiéver,
that happened, an extremely long time would be required. Hence, the emtsid
aggregation process shows characteristics of both, the single andhteechts-

ter forming region. The inflexion point seems to be related with the point where
all monomers have disappeared.

One of the most interesting features of the aggregation processes intigdra
region (Fig. 6.4—€) is observed for the 8-mers, 9-mers and 10-mers. The num-
bers of these oligomers go through two clearly distinguishable maxima just like
the humps of a camel. This reveals that there should be two aggregation mech-
anisms that take place affidirent time scales. It should be mentioned that such

a clear double peaking behaviour was not reported for on-lattice simudation

fact, these two maxima correspond to twdfelient oligomer compositions. As

can be appreciated in the Fig. 6.5 for 8-mers, the short time maximum corre-
sponds to clusters with two and three minority particles. The second maximum,
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Figure 6.5.: Time evolution of the octamer-composition distribunhg(t), atx =
0.15: 1 = 1 (thin solid line),I = 2 (dashed line) antl= 3 (dotted
line). The total number of octamerg(t), is also plotted (thick solid
line).

however, is only due to octamers containing one minority particle. A similar be-
haviour is found for 9-mers and 10-mers. The double peaks formatitnoregty
related to the formation and growth of the stable aggregates and will be sligtus
later.

In order to identify the critical relative concentratigg) it is convenient to analyse
the long time behaviour of the number of monomerd) and the total number

of aggregate®o(t). Both quantities are plotted in Fig. 6.6 forfidirent values

of x. Some free monomers are observed to remain in the system<£00.10.
Obviously, a unique aggregate will never be achieved in this case atiobswit-

ical relative concentratior. must be larger than.00. This lower limit is quite
reasonable since it falls clearly above the theoretical limit/df3l~ 0.077. The
latter value is easily obtained if one takes into account that a minority particle
can be covered by not more than 12 majority particles. Consequently]inot a
majority monomers can react if there are more than 12 majority particles per one
minority particle.
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Figure 6.6.: Time evolution of the number of monomers (left) and the total num-
ber of aggregates (right) forfiierent initial relative concentrations.
The x values are indicated in the figures.

Fig. 6.6 also shows that monomers tend to disappear completely for all relative
concentrations above > 0.125. Nevertheless, this value should not be taken
as an upper limit for the relative concentratignsince all monomers could be
arranged in stable aggregates that, however, will never form a unigeteic

This makes clear that the only way to determine the critical relative concentratio
Xc consists in analysing the time evolution of the total number of aggregates.

According to Fig. 6.6, the total number of aggregates tends towards aalziue

1 for x < 0.125, while forx > 0.175, this quantity clearly tends towards 1. As
was mentioned before, the results foe= 0.15 fall in a region where it is un-
clear what the final stage will be. Consequently, we can only ensurehiat
critical relative concentratior, lies in the interval J0125 0.175]. It should be
mentioned that AlSunaidit al. (2000) obtained for the critical relative concen-
tration an interval of [AL9Q, 0.195] by means of on-lattice BDLCA simulations.
Their interval, however, lies clearly above the interval determined in thi& wor
by means of f-lattice simulations. This implies that the minority particles are
on average covered by more majority particles when the particle position is not
constrained to a cubic lattice.

Special attention should be payed to the case0.125, where all the monomers
will have reacted and form part of a relatively large number of stablecagdes.
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In other words, all the free majority particles will be bound in aggregates if mi-
nority particles are added to the system in a ratio of at least 15 : 100. Mareo
the production of those stable aggregates is miéisient in this case. Both find-
ings might be useful for future industrial applications or serve as a ggrtimt

for further research (Manoharatal., 2003).

In the following section, we discuss the structure and growth of the stagte-ag
gates that form at relative concentrations belgw

6.1.3. Stable aggregates

The stable clusters that remain in the system for relative concentrationg belo
Xc are relatively small aggregates that are comprised by a few minority particles
covered with a larger number of majority particles. In what follows, we widl us
the results forx = 0.05 as a representative example of the whole stable cluster
forming region. Fig. 6.7 shows the cluster-size distribution profile fieiint
times. As can be seen, the profile develops from its initial state towards a stable
distribution characterised by several clearly distinguishable peaksh fak
corresponds to aggregates with a fixed number of minority particles. Weedefi
theorder of a cluster as its number of minority particleg,, all clusters having

the samd in the{n! (t)} set belong to théth order. According to the figure, the
first order aggregates peak around size $(at10°s). The second and third or-
der peaks are centred around sizes of 17 and 25, respectivelgnmidienumber

of aggregates of forth order does not allow to determine the peak positien r
ably. Nevertheless, they seem to peak at size 33. It is worth noting thsizthe
differences between stable aggregates of consecutive orders aogiapely
equal in all cases. Here, thisfitirence is eight particlésA schematic view of
typical aggregates from first to fourth order is shown in Fig. 6.8.

In on-lattice BDLCA simulations, there are well-defined binding spots on the
particle surface that are given by the structure of the employed latticeeadnr
tive or stable aggregates definitely remain in the system as soon as the binding

4Since 33-25= 25— 17 = 17-9 = 8. Furthermore, if we consider the free majority particles as
“zeroth order” aggregates, what is consistent with the notation intradoese, we also have
9-1=8.
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Figure 6.7.: CSD profile for simulated BDLCA with= 0.05 at diferent times:
10° s (dotted line), 16s (dashed line), and %8 (solid line). Please
note that the number of monomers falls outside the plotted range.

Figure 6.8.: Typical stable clusters obtained fii-lattice BDLCA simulations
with X < X.. Red circles represent minority particles, cyan circles
represent majority particles that link two minority particles, and blue
circles represent other majority particles.
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sites on all minority particles are completely saturated by majority particles. At
this final stage of BDLCA, the stable aggregates have a well-defined size a
structure that depend on the type of the employed lattice. For a cubic lattice,
e.g, stable aggregates of first order are always of size 7. Secondagge=gates
may have two dterent sizes depending on the type of bond that they contain. If
the two minority particles are joined through a single majority particle, then, the
resulting cluster size is 13. If they contain a double bdred, the two minor-

ity particles bind simultaneously through two majority particles, the final cluster
size is 12 (Meakin and Djordjetj 1986).

When no lattice is imposed, however, there are no well defined binding sites o
the particle surface. Consequently, the structure and size of the stgbégatgs

is not predetermined. This implies that the stable aggregates that finally remain
in the system have a wider size distribution. According to Fig. 6.7, the peaks f
aggregates of first, second and third order comprise the intervdl2][113 20]

and [2Q27], respectively. The lower limit for the size of the first order aggre-
gates can be understood if one takes into account that it is possible tatsatur
a minority particle with just 6 majority particles if they are located on the ver-
tices of an octahedron centred in it. The upper limit is determined by the denses
possible packing of spheres that restricts the maximum coverage of a minority
particle to 12 majority particles. Nevertheless, both limiting configurations are
extremely ordered and so, very unlikely to be observed in randomssessuch

as df-lattice BDLCA. In fact, we obtained only one stable aggregate of size 7
and none of size 13 in a simulation with 25 000 particles.

Fig. 6.7 also shows that the peak structure of the CSD is well establishleddt a

t = 10%s. As time goes on, the peak positions shift slightly towards higher sizes.
The peak height, however, remains approximately constant. In orderatudifyu

this dfect, we calculated the total numbgy = 2iq n}, and the average sizna)

of all the aggregates dfth order. The later quantity is given by

i ni(t)

(ny = NID (6.1)

The obtained results are plotted in Fig. 6.9. At long tinfidscemains constant,
although({n), slightly increases. The mean size of the aggregates of each order
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Figure 6.9.: Time evolution of the total number of aggregates of a giverr orde
(left) and their average size (right) obtained ot 0.05, for difer-
entl values:l = 1 (solid line),l = 2 (dashed line), = 3 (dotted line)
andl = 4 (dash-dot-dot line).

correspond to the peak positions of the Fig. 6.7. Furthermore, ffezatit clus-

ter orders seem always to be approximately equally spaced, and thiatsmpa
slightly increases in time. In the next subsection, we propose an aggregatio
model that tries to explain these findings.

6.1.4. Aggregation model for X< X

For a better understanding of the formation and growth of the stable aggseg

at low x, it is convenient to study the time evolution of the total number of aggre-
gates in the system and their average size. We exclude the monomers fsem the
guantities in order to emphasise the behaviour of the relatively few aggeega
that form. Hence, the total number of clusters excluding monomers is gyven b

Mo(t) - ma(t) = > mi(t), (6.2)
i=2

and the corresponding average aggregate size by

_ No—m(t)
209 Wao(®) — m(®

Do not confuse this quantity with the average cluster-<izg,

(6.3)
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Figure 6.10.: Time evolution of the number of free minority parti(ri%(s;) (dot-
ted line, left scale), the total number of clusters composed by more
than one particle (dashed line, left scale) and their average size
(solid line, right scale) for BDLCA withx = 0.05. The vertical dot-
ted lines approximately indicate theffldirent aggregation stages.

These two quantities and the number of free minority particles are plotted in
Fig. 6.10 for simulated BDLCA processes»at= 0.05. The curves allow us

to distinguish several regions, labelled by roman numerap€k-Lopezet al,,
2005).

During the early stages of the aggregation (stage 1) the only possibloress
dimer formation between minority and majority monomers. At very short times,
t < 20s, the number of minority monomers does ndliedivery much from its
original value. This is the stage were the HHF approximation holds. Latgre(sta
), the total number of clusters increases quite fast while the averagechize
remains close to two. This process continues until the free minority monomers
disappear at approximatety= 3 x 10%s. At this time, the total number of
aggregates reaches almost the number of minority particles. Conseqadintly,
the minority particles have now reacted and are contained in small clustdys. On
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a very small number of larger aggregates may have formed so far ancofnost
them are of first order.

In the following region (stage lll), the average cluster-size starts teasa quite
rapidly, whilst the total number of aggregates decreases slightly. Thissmean
that the aggregates formed, which we call first order seeds, grow nthielyo
addition of further majority particles. A few first order seeds, howexeact
among themselves forming aggregates that contain more than one minority par-
ticle. These higher order seeds will have a size of approximately a multiple of
the average cluster size at that moment. This explains why aggregates 8f siz
start to appear in the system when the predominant size of the first eelds s

lies around 4 (see Figs. 6.4nd 6.9). Evidently, the octamers formed at that
stage will be mostly second order seeds.

The next aggregation stage (IV) starts at approximatelyl0*s. At that time,

the total number of clusters reaches a plateau while the average clustes-size
mains still somewhat increasing. This implies that the seeds do not react@nymo
among themselves but their size still increases due to the addition of free majority
monomers. Consequently, some majority monomers still find some open spots
on the surface of the seeds where they can attach to the core particléss At
stage, the above mentioned second order octamers will have grown uyto fu
developed second order aggregates with a size close to 17. At the same time,
however, further octamers appear due to monomer addition to first oeger h
tamers. This means that there are two octamer forming mechanisms that occur at
very different time scales: a) relatively fast second order seed formation and b)
quite slow first order seed completion. The combination of both mechanisms ex-
plains the camel-hump-like maxima mentioned in Sec. 6.1.2 (see Fig. 6.5). The
first mechanism is of course the more pronounced the more minority partieles a
present in the system. The second mechanism occurs mainly when the number
of first order seeds is much smaller than the number of majority particles. Close
to the critical relative concentratiax, the dfect of both mechanisms is of the
same order and this is why the camel-hump-like peaks in the CSD are observed
best atx = 0.15.

Finally, aggregation stops once all the holes on the surface of the saeds h
disappeared. Our simulations, however, can not unquestionably staté this
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nal point, but they give clear evidence. In summary, the proposectgajimon
scheme for BDLCA processes for relative concentrations b&laemprises the
following five stages:

| HHF stage: fast reactions between unlike monomers form dimers.

Il Seed formation stage: dimers keep being formed. They grow by adding
further majority particles and become first order seeds. This stage ends
when all free minority monomers have disappeared.

Il Seed aggregation stage: some first order seeds react among lesnse
forming higher order seeds. Simultaneously, all aggregates keep growin
by adding majority monomers.

IV Seed completion stage: the seeds are so highly covered that theyt canno
react any more among themselves. Nevertheless, they still can grow by
adding majority monomers.

V Stable aggregate stage: all the clusters are completely coated by majority
particles. Aggregation comes to an end.

This aggregation scheme is representative for all the simulated BDLCA proc
esses for relative concentrations clearly bebqw However, the moments at
which these stages start and end, depend on the initial relative conigargtra

6.2. Experimental evidences of stable aggregates

6.2.1. CSD in asymmetric two-component systems

In all the electrostatic heteroaggregation experiments discussed in Chad. 4
Chap. 5, the systems were symmetiie,, there was approximately the same
concentration of positively and negatively charged particles. Neveg$ethe
BDLCA simulations of Sec. 6.1 indicate that the formation of stable aggregates
and related phenomena (such as the “two-huffgr¥) takes place in asymmet-

ric two-component systems. Consequently, some asymmetric heteroaggrega
experiments were carried out. The single-cluster light-scattering techwigsie
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used to measure the time evolution of the cluster-size distributions. Aggregation
was started by mixing equal volumes of diluted dispersions of IDC and AS1 la-
texes (see Sec. 3.3). The particle concentration of the reactants veencbde
different in order to obtain the desiredralue and a final particle concentration
about 8x 10’ cm3. More details about the mixing process and the measuring
protocol can be found in Sec. 3.1.3.

In Fig. 6.11, the experimental CSDs corresponding to foffied#nt relative con-
centrations of cationic particles are plotted. The dispersion medium of these
experiments was ultrapurified water, with no added electrolyte. Hence xt is e
pected that long-range electrostatic particle-particle interactions amnprahe
dependence of the experimental CSDs on the relative concentratiortiofgs

X, IS quite important (please compare the plots in Fig. 6.11 among themselves
and with those of Fig. 5.4). Clearfterences are found in the monomer con-
centration curves. Since reactions between like particles are not alltiesd,

is an important excess of monomers with respect of the concentration ef clus
ters. This excess is more important the more asymmetric the system becomes.
Another quite noticeable flerence is that the aggregation process stops com-
pletely forx = 0.15. This does not occur in the complementary case (.85),
revealing that both types of particles are not equally charged. It is ait® mp-
ticeable the presence of stable aggregates in some experiments. This isethe ca
for tetramers ak = 0.75 and pentamers and hexamers at 0.85. But prob-

ably the most striking finding is that sonmemer concentration curves are not
bell-shaped (please see, especially, the pentamer curve &.75 and, in less
extend, the hexamer curvext 0.85). In what follows, three of these features,
namely, the monomer excess, the stopped reactions and the “two-Hieuyi, e

are discussed. The experimental evidences of stable aggregatesdigitbssed

in Sec. 6.2.2.

Monomer excess

In Sec. 6.1.2 we demonstrated that the sole presence of a “contact tilei w

prevent the reaction between like particles is enough to provoke this monomer
excess. The BDLCA simulations also reflect that the monomer excess is large
for very asymmetric systems. On the other hand, this kind of simulations are
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Figure 6.11.: Experimental CSDs for asymmetric mixtures of cationic and an-
ionic colloids. In each plot, the concentration jefners | = 1 O,
j=20,j=34a,j=4v,j=5¢,j=6<andj=7¢)andthe
overall concentration of clustersg) are plotted.

strictly valid only in situations where the range of the particle-particle interac-
tions is short if compared with the particle radius. This is not the case of the
experiments, since no electrolyte was added and, so, the electrical daydre

are expected to reach out substantially into the surrounding medium. Ne&verth
less, it is still true that reactions between like particles are not possible in the
experiments. Hence, we claim the monomer excess found in asymmetric exper-
iments to be due to this restriction in the possible monomer-monomer reactions.
Please, note that a monomer excess -monomer discriminatior- was also
found in electrostatic heteroaggregation experiments syithmetricsystems at

low and intermediate salt concentration®flez-Lopezet al., 2004). The fact

that the monomer discrimination becomes more relevant for more asymmetric
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systems, is indeed supporting the hypothesis defended here.

Stopped reactions

The cluster-size distribution measured for a mixture of 15% cationic particles
and 85% anionic particles, aggregating in a medium with no added salt, is quite
interesting (Fig. 6.1d). Apparently, it reflects a slightly aggregated system, with

a stationary cluster-size distribution. Accordingly to the figure, one coud th
that no aggregation had taken place at all. Nevertheless, SCLS meaktires
initial aggregation state of both latexes before the mixing process demonstrate
clearly that this is not the case. The dimer concentration after the mixing, for
instance, rise to four times its initial value. For larger aggregates, the eelativ
increment is even larger (eight times for trimers, five times for tetramers,and s
on). And, obviously, the monomer concentration decreases accorditghgce,

the actual description of the process comprises two steps: i) a very gt in
aggregation, and ii) a stationary cluster-size distribution.

Puertaset al. (2001a) found a similar behaviour —which they called “stopped
reactions”— in asymmetric mixtures of oppositely charged colloids, when the
majority particles bear a higher electrical charge than the minority oneseThes
authors used dynamic light-scattering to monitor the early stages of the aggre-
gation process, and found that, after an initial aggregation, the prozeisidy
stopped. They proposed that the stationary state is composed by a largermu

of majority particles and some dimers with practically the same charge as the
majority particles. The aggregation does not proceed because the gestatia

is electrostatically stable.

The stabilisation mechanism proposed by Puestasd. (2001a) can also explain
our results. The low-angle light-scattering study of homoaggregation stadfility
both latexes versus the concentration of KBr (Tab. 3.1 and Fig. 3.tahlshed
that the critical coagulation concentration is higher for the anionic latex YAS1
than for the cationic one (IDC). Therefore, and according to the DL\&drt

the anionic particles bear a higher electrical charge than the cationicEffies.
tively, the stopped reactions are found when the proportion of catiomicies

is x = 0.15, but not in the complementary case, Xot 1 - 0.15= 0.85.

167



6. ASYMMETRIC HETEROAGGREGATION

Nevertheless, we found that the final state is composed not only by mosiomer
and dimers, but also by larger clusters such as trimers and tetramersotilis ¢
be due to the fact that theftkrence between the CCCs of our systems is not as
large as it was between the systems used by Puetrtdg2001a) in their study?
Hence, itis more likely that more than one majority particle attach to a single mi-
nority particle before the electrostatic stabilisation of the system. Additionally,
the experimental technique used by Pueetzal. (2001a) only provides average
information about the cluster-size distribution and, so, it is possible thairalso
their experiments some larger clusters were present in the system.

Two-hump effect

Non bell-shaped cluster-concentration curves have been measusstimatric
systems where the concentration of cationic particles —the less charged-one
is larger than the concentration of anionic particles. Fine examples of this phe
nomenon are: the pentamer curves obtained f010.75 (Fig. 6.11) anck = 0.90

(Fig. 6.12), and the hexamer curve at= 0.90 (Fig. 6.1®). In all these cases,
the n-mer concentration grows initially until it reaches a maximum, then it de-
creases for some extend and, finally, it increases again. It is likely tlesea
longer timesg,(t) will decrease again. The limited duration of the experiments,
however, does not allow us to confirm the presence of a second maximum in
the n-mer concentration. Anyhow, the(t) listed above are, to the best of our
knowledge, the first experimental confirmation of the two-hurffigat discussed

in Sec. 6.1.2 and Sec. 6.1.4.

The aggregation model proposed in Sec. 6.1.4 can explain this phenonvéaon
think that the non bell-shapedmer concentration curves are due to a change in
the composition of the-mers. Let us focus, for example, in tbgt) curve of one

of the experiments at = 0.90 (Fig 6.12). The hexamers that are formed during
the early stages contain mainly two anionic particles and four cationic ones while
those formed at longer times are composed by only one anionic particle coated
with five anionic colloids. Using the notation introduced in Sec. 6.1.4, the former

6The CCCs the cationic and anionic particles that we used in this work are8fhth 320 mM,
respectively. The CCC of the particles used by Pueetaal. (2001a) —at pH=7, where
they reported stopped reactions— were 200 mM and 700 mM for the pgitnd negatively
charged particles, respectively.
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Figure 6.12.: Experimental CSDs for two highly asymmetric mixtures of cationic
and anionic colloids, witkx = 0.90. The meaning of the symbols
is the same as in Fig. 6.11.

are second order seeds and the later are first order stable (or miejeatmve-
gates. Two mechanisms lead to the twiiatient kinds of hexamers. On the one
hand, (4+ 2)-hexamers are formed by the reaction of two small aggregates, typ-
ically two trimers with one anionic and two cationic particles each one. On the
other hand, (5 1)-hexamers are typically formed by the addition of one cationic
particle to a (4 1)-pentamer. The second reaction is clearly mofigadilt, since

the four cationic particles already present in the pentanmféculi the attach-
ment of another cationic particle. This fact explains why(b)-hexamers are
formed at longer times. Additionally, these hexamers are quite stable because
the addition of a sixth cationic particle to the aggregate is quitecdit. Unfor-
tunately, the SCLS technique does not allow us to distinguish the composition of
the clusters and, hence, we cannot undoubtedly state that a composéitgech

is taking place. This could be done, for instance, using optical microsumpy
bined with fluorescent-marked microspheres, as reported dé€ial. (2003) in

their very remarkable work about electrostatic heteroaggregation.

6.2.2. Stable aggregates in experiments

Aggregates with an important stability have been found in highly asymmetric
systems where the concentration of cationic particles —the less charged-one
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is larger than the concentration of anionic particles. Examples of aggsegfate
high stability are: tetramers for= 0.75 (Fig. 6.1R) andx = 0.90 (Fig. 6.12),

and pentamers fox = 0.85 (Fig. 6.1t) andx = 0.90 (Fig. 6.1®). It should be
noted that real stable aggregates can never be formed in real hetegeatipn
processes, since even one-component systems slowly flocculate velyearéh
not perturbed for several weeksHence, when we speak about “stable aggre-
gates” in experiments, we refer to aggregates with a long lifetime.

The simulation study of the ideal BDLCA carried out in Sec. 6.1 has shown tha
the sizes of the stable aggregates are restricted to some regions, thapood

to aggregates of the same ordes, aggregates having the same number of mi-
nority particles. This finding, however, is not appreciable in the CSDhgrap
shown in Fig. 6.11 and Fig. 6.12, becausedk(¢) curves are plotted only up to

n = 78 In order to check whether there is a second size range of stable clus-
ters, we study directly the pulse area histograms obtainedfatetit times. For
further details about the meaning of the pulse area histograms, pleasecsee S
3.1.2).

Fig. 6.13 shows three pulse area histograms corresponding to a hegregag

tion experiment. In this experiment, the relative concentration of cationic par-
ticles wasx = 0.90 and no electrolyte was add®din order to improve data
statistics, each one of the histograms was obtained as an average ofainee ¢
secutive SCLS measuremettdn the histogram for short times the cluster-size
profile is almost monotonous, although it is already appreciable that themonc
tration of trimers and tetramers surpasses the concentration of dimers slightly.
At intermediate times, most clusters are concentrated around fVevadit size

"Nevertheless, this slow flocculation is reversible, as stated in Sec. 3.3.1.

8n fact, in Fig. 6.1-b and Fig. 6.13, CSDs are plotted only up to= 6, because the non-linear
light-pulse classifying method (see Sec. 3.1.2) was not implemented yet.

%ltis indeed the same experiment whose cluster-size distribution was plofay 6.12. Please
notice that only the concentrations of clusters composed by up to sevérigzawere dis-
played in that figure. Nevertheless, the pulse area histograms cleaviytsat clusters com-
posed by 8, 9 and 10 particles were also distinguishable in the measuisemen

10The pulse area histogram corresponding t01.5 x 10*s, for instance, was calculated as the
average of the measured histograms obtained at times 14 245 s, 180185851 s. Further-
more, each measurement collects data during 512 s. Hence, the &issogfiown in Fig. 6.13
have to be understood as time averages of the actual pulse intensity dnissogr
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Figure 6.13.: Pulse area histogram for an asymmetric systen(90) with no
added salt at timess~ 10° s (dotted line)t ~ 1.5 x 10*s (dashed
line), andt ~ 10°s (solid line). Each histogram is the average of
three consecutive measurements. The numbers on top of the peaks
indicate the corresponding cluster size. The ‘C’ peak is caused by
monomer coincidences. Please note that the monomer peak falls
outside the plotted range.

intervals: 4-5 and 8-9. Clusters with an intermediate Sieg,6-mers and 7-
mers, practically do not exist. Comparing this experimental histogram with the
cluster-size profiles obtained in simulations of BDLCA processes (Fig, 8.7)
gualitative agreement is found. Hence, it is reasonably to assume thatsthe fi
stability region (4-mers and 5-mers) corresponds to clusters of firet,ondhile

the second stability region (8-mers and 9-mers) corresponds to clussexsond
order. It is worth noting that the sizeftirence between the monomers and the
stable aggregates of first order is the same that the sitaratice between the
first second order clusters. This results is also in qualitative agreenitbnbuv
BDLCA simulations, and can be explained in terms of the model described in
Sec.6.1.4.

At longer times, the size of the clusters with a large kinetic stability increases
and the first stability region —presumably, first order aggregates— dftifte
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5-mers and 6-mers, and the second region —second order aggregatés

mers and 10-mers. Please recall that also in ideal BDLCA processesizéhe

of the clusters with high stability slightly increases before it reaches its final
value (Sec. 6.1.3 and Fig. &P The qualitative agreement between simulations
and experiments allows us to conclude that the experimentally observed size
shift of the stable clusters is due to a slow attachment of majority monomers.
A quantitative agreement is, however, not expected to be achieve@, tsiac
clusters with large stability found in the experiments are composed by a smaller
number of particles than those formed in BDLCA simulations.

6.2.3. Influence of the electrolyte concentration

According to Vincenet al. (Vincentet al,, 1980; Luckhanet al, 1983), there are
two sets of interactions which must be considered in heterocoagulatiose The
are the initial interactions expected between the approaching oppositefyedha
particles; and the increasing lateral interactions which occur betweerdthe a
sorbed patrticle layer. Lateral interactions wiffect the extent of coverage, be-
cause of the repulsion of identical double layers. Hansen and Matij&9B0)
studied the extent of the adsorbed layer and calculated the number of small p
ticles that adsorb onto a larger particle. An increase of the electrolytentrae
tion give rise to a larger maximum coverage (Hansen and Matij@#@80; Vin-
centet al,, 1980), due to decreasing lateral repulsion forces. These authdes s
ied two-component systems with high size-asymmetry in which the small parti-
cles adsorb onto the surface of the larger ones. Nevertheless, tiuey dheuld
also be applicable to the case of equally sized particles.

The ideal BDLCA regime simulated in Sec. 6.1, where the range of the lateral
repulsion is negligible if compared with the particle radius, is somehow an ideal
situation. In real experiments, homo- and hetero-aggregation take ftagk s
taneously when the electric double layers are compressed. Hence, serak la
repulsion between like particles must exist that prevents homoaggregétion.
summary, the stable aggregates formed in real life binary colloidal dispsrsio
are expected to be smaller than those formed in ideal BDLCA processes: Mo
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over, the sizes of the stable aggregates will most likely decrease as tivepar
particle interaction range increases.

The discussion given above explains the quantitative discrepancy dretive
size of the stable clusters formed in electrostatic heteroaggregation expesrime
(5-mers and 6-mers) and the corresponding aggregates obtained BRI&€2A
processes (9-mers and 10-mers). It also may explain the relativelydéfge
ences between two runs of the same experiment, namely, those plotted in Fig.
6.13. According to Fig. 6.188 the tetramers are quite stable while the pentamer
concentration presents a two-hump like curve. In contrast, the stablegaygs

in Fig. 6.13 are the pentamers, and the two-hunffeet is observed for the
hexamer concentration. This implies most likely that the particle-particle inter-
action range was longer in cas& than in caself). Both experiments were
performed in absence of any added electrolyte and, hence, evelitieliynpu-
rities could change the electric double layer thickness quite dramatically.

In order to check this explanation, Brownian dynamics simulations with inter-
actions have been performed (details about these simulations were giBen.in
3.4.2, please see also Puertsal, 1999). The cluster-size distributions ob-
tained from two of these simulation runs are plotted in Fig. 6.14. The relative
concentration of particles is = 0.10, the dimensionless Debye screening para-
meter was set tea = 1.0 (figurea) andxa = 2.0 (figureb). For the remaining
parameters, the values indicated in Sec. 3.4.2 were used.

The similarities between the CSDs plotted in Fig. 6.14 and those plotted in Fig.
6.12 are quite surprising. Nevertheless, no attempt of parameter fittingebas b
carried out. On the one hand, the simulated CSDx&o+ 1.0 exhibits high sta-
bility for tetramers and a two-humgfect for pentamers. Both features were also
found in the experiment shown in Fig. 62 On the other hand, the pentamers
of the simulation fowxa = 2.0 (Fig. 6.14) exhibit a high stability, as they did in
the experiment plotted in Fig. 6.2 This qualitative —and even quantitative—
agreement between simulations and experiments strongly supports olu-conc
sion regarding the influence of lateral forces on the size of the stablegaig.

1The heptamers of this simulation also exhibit a high degree of stability. Wwmately, this
feature can not be compared with the experimental CSD shown in Fizgp.6riearly SCLS
measurements, heptamers still felt outside the detection range of therieatru
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Figure 6.14.: Simulated cluster-size distributions, up to heptamers, obtained by
Brownian dynamics simulations with interactions. The relative
concentration of particles is = 0.10 and the dimensionless De-
bye screening parameter ist) ka = 1.0 and ) xa = 2.0. In each
plot, thin lines areX, = Nn/Ng (nis indicated by a number) and the
thick line is the overall concentration of clustekdy.

6.3. Concluding remarks

Ideal binary difusion-limited cluster-cluster aggregation processes were studied
by means of -lattice simulations. The fundamental role played by the relative
concentrationx, was investigated for both, short and long aggregation times.
At short aggregation times, the predominant reaction is dimer formation due to
bond formation between two unlike particles. In this region, tiiective dimer
formation rate constankg(x), follows the parabolic behaviour predicted by the
HHF approximation.

At long aggregation times, the aggregation behaviour is highly dependeat o
Forx > x. ~ 0.15, aggregation continues until a single cluster is formed. In this
region, the time evolution of the CSD is somewhat similar to the well-known
DLCA processes. The mainfterence was found to be an excess of monomers
that is observed even for = 1/2. This monomer excess seems to be identical
to the monomer discrimination recently found in electrostatic heteroaggregation
arising in oppositely charged colloids at low electrolyte concentrationsgplea
see Chap. 5.3 anddpez-lopezet al, 2004). In other words, our BDLCA
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simulations show that monomer discrimination may occur even in absence of
any particle-particle interaction.

At x values close ta, an atypical time evolution was found for oligomers com-
posed by 8 to 10 particles. Their number reached two maxim&tateint time
scales. These maxima were shown to correspond to clusters with figoedt
compositions. At short times, these clusters contains several minority paurticle
At long times, however, they are composed of only one minority particle edver
by several majority particles. Such as behaviour was not reportedftatiice
BDLCA simulations.

At relative concentrations below, stable aggregates remainttdsing in the
system and a single cluster is never formed. In on-lattice simulations, the size
and structure of these stable aggregates is restricted to a few fixed tadties
are determined by the geometry of the lattice imposedfthattice simulations,
however, the stable aggregates group in wider bell-shaped distributtrsotha
respond to clusters with a given number of minority particles. Furthermage, th
minority particles are on average covered by more majority particles. Conse-
quently, the critical relative concentratiog was found to be far lower than in
on-lattice simulations. Additionally, we developed a five stage model for a suit-
able description of the formation and growth of stable aggregates in the& low
region. Our model also explains the “two hunfpeet” for the oligomers.

SCLS experiments have been carried out in asymmetric mixtures of cationic and
anionic particles with no added electrolyte. The time evolution of the corre-
sponding cluster-size distributions was found to depend quite stronglyeon th
relative particle concentratior, The most interesting results are found in highly
asymmetric systems: for< 0.2 andx > 0.8.

At x = 0.15, when the number of the highly charged anionic particles exceeds
the number of the cationic particles, a stopped reaction is found. In thistbase
process stopped almost immediately after some initial aggregatiorers with

n < 7 are rapidly formed at the very early stages of the aggregation andahen,
stationary cluster-size distribution is achieved. The presence of stoppetiibns

can be explained in terms of the charge stabilisation mechanism proposed by
Puertaset al. (20013).
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When the number of cationic particles prevails, however, we found the same
interesting phenomena observed in BLDCA simulationsatx, i.e., two hump
effect and aggregates with high kinetic stability. According to the simulation
results, we claim the two humgtect to be due to a change in the composition of
clusters of a given size during the aggregation process. It shouldtbd that,

to the best of our knowledge, this is the first time that a non bell-shagedr
concentration curve is reported.

Highly stable aggregates are found in at least two precise size-raragesr¢h
approximately equally spaced. The average size of the clusters of thbde s

ity size-intervals slightly increases with time. Botliets can be qualitatively
explained with the stable-aggregate formation model developed for simulated
BDLCA processes. Nevertheless, the quantitative comparison fails arsilzéh

of stable aggregates found in the experiments were systematically smaller than
the size of the stable aggregates formed by simulated BDLCA processes. Th
critical relative concentratior. could not be determined from our SCLS exper-
iments because a large number of long-time measurements would be required.
Nevertheless, it could be as large as 0.25, since the stability of tetramadsifou
experiment with 25% of anionic particles seems to be large enough for epnsid
ing these tetramers as stable aggregates. Hence, also here we finditatijen
discrepancy between experiments and simulations.

We suggest the quantitative discrepancies to be due to lateral repulsiarez

like particles which prevents the attachment of other particles of the samespec
(Vincentet al, 1980). This means that i) stable aggregates are composed by a
smaller number of particles and ii) a larger number of unbound majority parti-
cles remain in the system. The second point explains why the critical relative
concentration is larger in experiments than in ideal BDLCA processes. In any
case, our simulations of ideal BDLCA processes give a clear idea aljait

one expects in the limit of pure contact forces,, extremely short range inter-
actions.

Finally, Brownian dynamics simulations with particle-particle interactions have

been performed for highly asymmetric systems. It could be shown that tge lon
range interactions decrease the size of the stable aggregatestt@ttibecomes
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more significant as the interaction range increases. Moreover, a gdithe

tive agreement between these simulations and the corresponding expgalimen
cluster-size distributions was found. This explains the discrepancieeéetw
experiments and ideal BDLCA processes. Therefore, we expecthbatize

of the stable aggregates formed in electrostatic heteroaggregation exmpsrime
increases as the electrolyte concentration does. This could, howelebhe
observed if the electrolyte concentration is low enough to prevent homegeg
tion. Future work on that direction is planned to be done.
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/7. SUMMARY AND CONCLUSIONS

This PhD thesis is devoted to the study of the heteroaggregation betwesdly equ
sized but oppositely charged colloidal particles. Both, aggregation aatéki-
netic behaviour are studied as a function of the range of the electrostatic inte
actions and of the relative concentration of both spexieBvo complementary
approaches have been followed. On the one hand, heteroaggregati@sses
arising in mixtures of polymeric colloidal dispersions have been monitored by
means of single-cluster light scattering (SCLS). On the other hand, Brown
dynamics simulations (BDS) have been performed. The following parhgrap
briefly summarise the main points of is work.

Characterisation of the systems and improvements of the
single-cluster light scattering set-up

v The data acquisition software of our SCLS instrument has been rewritten.
A non-linear pulse-classifying algorithm has been developed that sesea
the maximum resolvable cluster-size from 6—7 to 9-11. Other improve-
ments comprise a real time representation of the aggregation state, and a
cluster break-up detection algorithm.

v SCLS has shown to be suitable for monitoring real heteroaggregation proc
esses. A measuring protocol for performing reproducible measureofents
the cluster-size distribution (CSD) has been established.

v Two model colloidal dispersions of equally sized but oppositely charged

particles, have been selected. Transmission electron microscopy, low-
angle static light-scattering and electrophoretic mobility measurements
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have been carried out in order to characterise them completely. The criti-
cal coagulation concentration (CCC) of the cationic latex was found to be
smaller than the CCC of the anionic sample.

The homoaggregation behaviour of both, anionic and cationic particle dis-
persions, has been studied by means of SCLS. It has been showntthat b
samples behaves regularly —according to the DLVO theory predictions—
when KBr is added. Nevertheless, non-standard behaviours (amdev
versible aggregation) have been found whefliedent electrolytes have
been added.

Heteroaggregation rate of symmetric two-component colloi dal
dispersions

v
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The dfective heteroaggregation rate constkgithas been measured for
electrolyte concentrations ranging over six orders of magnitude. The ab-
solute heteroaggregation rate consteqy has been obtained froky by
applying the HHF approximationkag was found to decrease continu-
ously for increasing electrolyte concentratioks, however, was found to
exhibits a minimum at intermediate electrolyte concentrations.

At high electrolyte concentrations, well above the CCCs of the reactants,
bothks andkag approach the Brownian aggregation rb%@"’ This indi-
cates that the particle-particle interactions of electrostatic origin are com-
pletely screened. This finding is in good agreement with the DLVO-HHF
theory predictions.

Atintermediate electrolyte concentratioks takes values below the Brown-
ian aggregation rate. On the contrakyg still remains of the same order
than k?{"". Hence, the decrease kf has to be due to a decreasing ho-
moaggregation rate. The DLVO theory predicts an energy barrier betwee
like particles below the CCC that is responsible for tiffed.

At low electrolyte concentrations, a plateau is found wherapproaches
again kﬂw. We claim that selective heteroaggregation is taking place in
this region, although the particle-particle interactions are still short-ranged



The existence of such a plateau is predicted by the DLVO-HHF theory for
relatively large colloids, as those used in this study.

At very low electrolyte concentrationg L mM), ks is found to increase
extraordinarily. In fact, when no electrolyte was addkgs was found

to be (35+ 7) x 102cmPs™t. This is the largest value ever measured.
Hence, long-range attractive interactions have to be acting. This is in-
deed predicted by the DLVO-HHF theory. It is worth noting that a good
gquantitative agreement was found between the measured and theoretical
ks values, despite the fact that no parameter fitting procedure was carried
out.

BDS have been performed in order to complement the SCLS experiments.
A general qualitative agreement was found, although some significant dif
ferences were found. Especially the plateau region at low electrolyte con
centrations could not be reproduced by the simulations. This could be a
size dfect, although further work is needed to clarify this point.

Electrostatic heteroaggregation regimes for symmetric tw 0-component
colloidal dispersions

v

The time evolution of the CSD of electrostatic heteroaggregation processes
has been monitored by means of SCLS. The shape of the CSD was found
to depend strongly on the electrolyte concentration. Experimental CSDs
were compared with BDS and with solutions of the coagulation equation
for several semiempiricddernels From this study, at least three clearly
different aggregation regimes could be observed.

At high electrolyte concentrations, well above the CCC of the reactants,
heteroaggregation behaves as if it were a one-component colloideirsys
undergoing diusion-limited colloidal aggregation (DLCA). An excellent
agreement between the experimental and simulated CSDs was found. As
expected, both are perfectly described by the solution of the coagulation
equation with the Browniakernel
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7. SUMMARY AND CONCLUSIONS

Atintermediate electrolyte concentrations selective heteroaggregatian take
place, although the range of the particle-particle interactions is still negli-
gible with respect to the particle radius. Then, heteroaggregation follows
a novel binary dtusion-limited colloidal aggregation (BDLCA) regime.
The CSD is characterised by an excess of monomers (“monomer discrimi-
nation”) that is mainly due to the selection rules that govern the monomer-
monomer reactions. An excellent agreement between simulated and ex-
perimental BDLCA processes was found. Monomer discrimination could
be reproduced by some semiempiriarnels in which the monomer-
monomer reaction rate constant takes half the DLCA value. The best quan-
titative agreement was found for the Brownigisumkernelwith q = 1/2.

At low electrolyte concentrations, long-range particle-particle interactions
are present and the corresponding colloidal aggregation regime is said
to be attraction-driven (ADCA). At very low electrolyte concentrations,
dimers are found to disappear faster than other clusters (“dimer discrimi-
nation”). BDS of ADCA processes predict an even-odd cluster discamin
tion in such a way that clusters composed by an even number of particles
disappear faster. We could confirm this experimentally for monomers and
dimers.

Electrostatic heteroaggregation processes arising in asy mmetric
two-component colloidal dispersions

v
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The influence ofx on ideal BDLCA processes has been investigated by
means of €-lattice BDS. At short aggregation timelss(x) follows the
parabolic behaviour predicted by the HHF approximation. At long aggre-
gation times, a critical relative concentratignexists such that aggrega-
tion continues until a single cluster is formed for> x.. Forx < X,
however, some stable aggregates remdiiusing in the system. We esti-
matedx. to be approximately 0.15. This value is far lower than the value
predicted by on-lattice BDS simulations. Such a discrepancy reveals a
larger extent of particle coating when no lattice is imposed.

At x values close to, an atypical time evolution of oligomers composed
by 8 to 10 particles was observed. The number of these aggregateedeac



two maxima at dferent time scales (“two-humgtect”). We could prove
that these maxima correspond to twdfelient aggregate compositions:
several minority particles per cluster at short times and just one minority
particle per cluster at long times. This behaviour was not reported for
on-lattice BDLCA simulations.

SCLS experiments have been carried out in asymmetric mixtures of cationic
and anionic particles with no added electrolyte. Since the anionic particles
bear a higher electric charge than cationic colloidfedent phenomena
arise atx < 0.2 andx > 0.8. In the former case, the process stopped
rapidly after some initial aggregation. In the latter case, however, stable
oligomers were found and bimoda|(t) curves (“two-hump fect”) could

be reported for the first time to the best of our knowledge.

Both, in simulations and in experiments, clusters of high stability were
found in at least two precise size-ranges that are approximately equally
spaced. We developed a five stage model for a suitable description of the
formation and growth of these stable aggregates. It also explains the “two
hump dfect” for the oligomers.

A guantitative comparison between simulated BDLCA processes and ex-
periments fails because in the latter case: i) the stable clusters are smaller
and ii) Xx; seems to be larger. We suggest these discrepancies to be due
to lateral repulsion between like particles which impedes the attachment
of other particles of the same species. When long-range interactions are
included in the BDS, the size of the stable aggregates is in fact found to
decrease. Therefore, also in experiments of selective heteroatjgreg
processes, the size of stable aggregates is expected to increase with the
electrolyte concentration. Future work in this direction is planned.
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A. RESUMEN Y CONCLUSIONES

Esta tesis doctoral trata acerca de los procesos de heteroagregjacirositica

gue se dan en dispersiones coloidales bicomponentes, formadastmuigsde
igual tamdo pero carga ékttrica de signo opuesto. Se han estudiado tanto las
tasas de agregdxi como el comportamiento @&tico general, en fungn de dos
variables: la concentramn de electrolito del medio y la fradm de paiiculas de
cada especie. El trabajo tiene dos vertientes complementarias: una expakrime
y otra de simuladn.

El estudio experimental se basa principalmente en el uso éerct de disper-
sibn de luz por agregados individuales (S¢).5Esta &cnica nos permite deter-
minar la distribuddbn de tam@os de agregado (CSPsin necesidad de recurrir
a un modelo para la estructura de los mismos (f®iez-Barberet al, 1996).
Otras €&cnicas experimentales se han utilizado en menor medida (nefdlmetr
medidas de movilidad electrofetica. . . ).

Por otra parte, se han utilizado simulaciones déuiica Browniana (BDY

para complementar e interpretar los resultados experimentales. Se hanautilizad
dos tipos de BDS: i) BDS donde las interacciones entréquéas se sustituyen

por reglas que determinan si se produce o no agrégami el contacts,y ii)

!single-cluster light scattering

2El instrumento de SCLS utilizado fue construido por el Dr. Miguel CaboeYilchez (Uni-
versidad de Granada), como parte de la tesis doctoral del Dr. Ant@mi@ri€lez Barbero
(actualmente en la Universidad de Alrf&r Posteriormente, el Dr. Artur Schmitt (Universi-
dad de Granada) y el Dr. Gerardo Odriozola (Instituto Mexicano deblee) introdujeron
importantes mejoras en el funcionamiento del dispositivo.

Scluster-size distribution

4Brownian dynamics simulations

SBDS with contact rulgsmplementadas por el Dr. Arturo Moncho Jar(Universidad de Gra-
nada).
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BDS con un modelo de interaéei entre paitulas® Las primeras son adecuadas
para estudiar procesos en los que las interacciones enfleufstsean de corto
alcance (Meakin, 1983; Moncho-Jérdt al., 2001), mientras que las segundas
pueden utilizarse aungustas sean de un alcance comparable al radio de las
parfculas (Puertast al., 199%).

Finalmente, este trabajo se ha completado mediagteduos nuraricos, desta-
cando el algoritmo estéstico para resolver la ecuénimaestra de coagulécy
(Odriozolaet al.,, 2003).

Los puntos principales de este estudio son:

Selecci 6n y caracterizaci 6n de los sistemas experimentales y
adaptaci 6n del dispositivo de SCLS

v Se ha reescrito completamentesefftwarede adquisidn y tratamiento
de datos del instrumento de SCLS. Esto ha permitido introducir algunas
mejoras, como son:

= Un nuevo algoritmo de clasificam de pulsos, que mejora la ca-
pacidad del dispositivo para discernir agregadosisezy tamao
(Lopez-Lopezet al,, 200£). Asi, ahora es posible discriminar agre-
gados compuestos por hasta 11 jgatas, mientras que con el ante-
rior algoritmo dificilmente se llegaba a agregados de 7ipalas.

= Posibilidad de seguir la evolui del histograma de frecuencia de
pulsos en tiempo real. Esto facilita en gran medida el proceso de
calibrado del instrumento.

= Implementadin de un criterio estastico para determinar si se pro-
duce ruptura de agregados durante el proceso de medida. Hay que

6BDS with DLVO-HHF particle-particle interactiongmplementadas por el Dr. Antonio Puertas
(Universidad de Alméa).

"Stochastic algorithm to solve the coagulation master equaitioplementado por el Dr. Gerardo
Odriozola Prego (Instituto Mexicano del Re&o).
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decir que, en las pruebas realizadas, el resultado de este test siempre
ha sido negativo (no se produce ruptura).

Se ha comprobado que kchica SCLS es adecuada para estudiar procesos
de heteroagregam coloidal. Con anterioridad a este trabajo, egtanit

ca ®lo se haka aplicado al estudio de la homoagre@ac{Broide and
Cohen, 1990; Pelsseet al, 199(; Schmittet al, 200). Adenas, se

ha establecido un protocolo de medida que permite realizarlas de manera
reproducible.

Se han seleccionado dos dispersiones coloidales modelo, cuyiasilpart
tienen el mismo tanf@, pero carga éttrica de signo opuesto. Adés)
se ha realizado una completa caracterizacie estosdtex que incluye:

= Determinaddn del taméo de paiicula eindice de polidispersidad
(PDIB) mediante microscdp electbnica de transmiéin (TEM®).

= Estudio de la estabilidad d@&tica y determinadin de la concentra-
cion citica de coagulaéin (CCCPY, mediante nefelomés!!. Se
debe sBalar que la CCC deltex catbnico es algo menor que la
del anbnico, lo cual indica que las patlas positivas eah menos
cargadas.

= Estudio de la movilidad electrofeticd? frente alpH y frente a la
concentradn de KBr.

Se han estudiado los procesos de homoagregale los dos sistemas fren-
te a la concentraon de varias sales. Cuando se uiilikBr, ambos respon-
dieron acorde a la tefa clasica de los coloides liobicos, la teda DLVO
(Derjaguin and Landau, 1941; Verwey and Overbeek, 1948)gagim
limitada por difusbn (DLCA?®3) para concentraciones de KBr por encima

8polydispersity index

Stransmission electron microscopy

¢ritical coagulation concentration
nephelometry, low-angle static light-scattering
2glectrophoretic mobility

Bdifusion-limited colloid aggregation
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de la CCC, y agregan limitada por reacéin (RLCA) muy por debajo

de esta concentrdm de KBr. Hay que resaltar que cuando se utilizaron
otras sales se encontraron comportamientos que no pueden explicarse co
esta tedia. Especialmente notable es el caso del sulfocianui@sjpat. A

la concentradin de 600 mM de NaSCN, se encdntjue el &tex catbnico
agregaba mediante un mecanismo reversible (Lopén-etal., 2006).

Estudio de la velocidad de agregaci 6n en dispersiones coloidales
binarias sim étricas

v

Se ha medido la constante aparente de foromade dmerogd, ks, en
dispersiones coloidales binarias simetricas siguiendcetbdo de Drake
(1972). La concentragh de KBr en el estudio ha variado séiglenes de
magnitud: desde 1 M KBr hasta una concentradiotal de electrolito de
aproximadamente @16 Utilizando la aproximadin HHF (Hogg, Healy
and Fuerstenau, 1966), y conocidas las constantes de homoagnguaci
experimentos independientes, fue posible determinar tamaiconstante
intrinseca de formaoh de dmeros mixto$’, kag. Se enconfts un aumento
continuo dekag conforme se redda la concentradin de electrolito.

A altas concentraciones de electrolito —por encima de las CCCs de los
sistemas monocomponentes— se endogtre tantdks comokag toma-

ban valores consideraddpitos para la agregdmi limitada por difusin
(alrededor de 4« 10-*?2cmPs ™). Esto nos indica que todas las fentas
reaccionan de la misma manera, independientemente de sus propiedades
eléctricas. Este resultado astn buen acuerdo con la teoDLVO-HHF,

que predice que, por encima de la CCC, las interacciones de origen elec-
trosttico eshn completamente apantalladas.

Yreaction-limited colloid aggregation

Sgffective dimer formation rate constant

18Este caso corresponde a experimentos donde néabanada de sal. Fue posible alcanzar
concentraciones de electrolito tan bajas porque no setutiliin tampn depH.

17absolute heteroaggregation dimer formation rate constant

188



v A concentraciones de electrolito intermedias —de 50 mM a 200 mM, es
decir por debajo de la CCC, pero del mismo orden de magnituésfae—
se enconfty queks tomaba valores inferiores al difusivo. Sin embaig,
lejos de disminuir, incluso aumentaba levemente. Esto lo explica perfecta-
mente la teda DLVO, que predice la aparimn de una barrera de eneg
potencial que dificulta la agregaci de paiiiculas iguales, para concentra-
ciones de electrolito inferiores a la CCC.

v A bajas concentraciones de electrolito —aproximadamente entre 1mM y
10 mM— se enconér una zona delateauen la queks tomaba de nue-
vo un valor tpicamente difusivo. Sin embargo, medidas independientes
de homoagregadh demuestran que a esas concentraciones de sal los dos
sistemas son completamente estables. Se trata, por tanto, de procesos de
heteroagregadn selectivd®, en los que las interacciones entre frartas
alin tienen un alcance relativamente corto. Lai@e®1LVO-HHF predice
la existencia de una refi a$ para paficulas relativamente grandes, como
son las utilizadas en este estudio.

v A concentraciones de electrolitGmmas bajas —por debajo de 1 mM—,
se encuentra un incremento extraordinario en el valégdPor tanto, ne-
cesariamente tiene que haber interacciones atractivas de largo alnance e
tre las paficulas. Hasta tal punto ocurre esto que, cuando naageselec-
trolito, se midb un valor par&ag tan grande como (357)x10 2 cm’s™.
Hasta donde nosotros sabemos, se trata de la constagtieaite agrega-
cion mas alta medida en un sistema coloidal diluido. Laiee®LVO-HHF
predice este incremento en la tasa de agrégade parfculas de distinto
tipo a muy bajas concentraciones de electrolito. Debemos resaltar que, a
pesar de no haber hecho nimgtipo de proceso de ajuste de fmaetros,
el acuerdo entre los valores kg predichos por esta tdary los medidos
en el laboratorio es satisfactorio, incluso a nivel cuantitativo.

v Para completar el estudio de las constantesticias de agregami, se han
realizado simulaciones de dimica Browniana de mezclas $iricas de
parficulas de carga opuesta. Las interacciones entreepkas contempla-
das por estas BDS son las proporcionadas por laadarVO-HHF. Se

18selective heteroaggregation
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ha encontrado un acuerdo razonable entre simulaciones y experimentos:
agregadin rapida para interacciones de muy corto alcance, imimo en

ks para valores intermedios, y un fuerte aumento cuando el alcance de
las interacciones se hace comparable al radio de lakpag. Falla, sin
embargo, el acuerdo cuantitativo. Adasen las BDS no se encuentra la
regibn deplateauque $ estaba presente en los experimentos. Es posible
gue esto se deba a un efecto del thmde paiicula, aunque sé@mecesario

mas trabajo para clarificar esta cuésti

Regimenes de heteroagregaci 6n en dispersiones coloidales
bicomponentes sim étricas

v

190

La distribucbn de tamaos cy(t) en procesos de heteroagre@acelec-
trosttica en dispersiones coloidales bicomponenteétsioas se ha medi-

do mediante SCLS. Se ha encontrado una fuerte dependencia detia cin

ca de la CSD con la concentranide electrolito. Ades, las CSDs ex-
perimentales se han comparado con las obtenidas mediante BDS y con
soluciones de la ecudni de coaguladin para variogernelssemiemfiri-

cos. De todo esto, se ha podido establecer la existencia de, al menos, tres
regmenes de agregdni diferentes sdm la concentradin de electrolito.

A altas concentraciones de electrolito, la heteroagrégacanscurre co-

mo si se tratara de homoagred@atia esa misma concentragide elec-
trolito. Es decir, sigue elégimen DLCA. Se ha encontrado un acuerdo
excelente entre la CSD experimental y la correspondiente a una simula-
cion de un proceso ideal de agredaciimitada por difusin. Mas ain,

se ha comprobado que la CSD experimental se reproduce perfectamente
cuando se resuelve la ecuatide agregadn con elkernel Browniano.
Debemos destacar que, aunque ya séasqbe elkernel Browniano re-
produce correctamente la homoagregaan el egimen DLCA (ver, por
ejemplo, Schmitet al,, 200(), esta es la primera vez que se comprueba
gue tambén lo hace para la heteroagregacen eseégimen.

A concentraciones de electrolito intermedias, donde la heteroagragaci
es selectiva, pero el alcance de las interacciones enthieyjast es an



corto, se encuentra udgimen de agregam nuevo: agregadn coloidal
binaria limitada por difugin (BDLCA!®). La principal caractéstica de
la CSD de esteégimen es el exceso relativo de ndomeros a tiempos
largos o “discriminad@n de mobmeros?® (Lopez-lopezet al., 2004).
Este egimen queda perfectamente descrito por dos reglas (Meakin and
Djordjevi€, 1986): i) todos los contactos entre peutas de distinto tipo
forman un enlace vy ii) los enlaces entre paras iguales e&h prohi-
bidos. Se realizaron BDS con estas reglas de contacto y se eéncontr
acuerdo excelente con los experimentoépéz-Lopezet al, 2005). La
discriminacon de momeros taml@in se encondral resolver la ecuagn
de coagulad@n conkernelsen los que la constante ética de formadin
de dmeros vale la mitad que en kérnel Browniano. EI mejor acuerdo
cuantitativo se obtuvo con una varianidelkernel gsuma de Calogero
and Leyvraz (1999), cog = 1/2. Debemos resaltar qésta es la primera
vez, hasta donde nosotros sabemos, quekestelha sido utilizado para
describir procesos reales de agregaaioloidal.

A baja concentra6in de electrolito, el alcance de las interacciones entre
parfculas ya no es despreciable. Las CSDs experimentales se caracterizan
por un fuerte incremento de la tasa global de agrégagipor la &pi-

da desaparidin de los @imeros, o “discriminaéin de dmeros®! (Lopez-
Lopezet al, 2004). Este gimen se conoce como de agre@aciliri-

gida por atracéin (ADCA??) (Puertaset al, 2001b). Las simulaciones

de diramica Browniana con interacciones describen correctamente este
fenbmeno y predicen que la discriminénientre agregados pares e impa-
res se extiende a tafas de agregado mayores cuando el alcance de las
interacciones se incrementamdin (Puertagt al,, 2002). En este trabajo
hemos confirmado la discrim&@ei de modmeros y @meros, pero no ha
sido posible comprobar la validez de estadtisis para agregados mayo-
res.

pinary difusion-limited colloid aggregation
2monomer discrimination

2dimer discrimination

22attraction-driven colloid aggregation
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A. RESUMEN Y CONCLUSIONES

Estudio de la heteroagregaci 6n electrost atica de sistemas coloidales
bicomponentes asim étricos

v

La influencia dex, la proporcon de paficulas de cada tipo, en los proce-
sos ideales de BDLCA se ha estudiado mediante simulacionesataidan
Browniana fuera de réd. A tiempos cortos se ha demostrado la validez de
la aproximaddbn HHF (Hogget al., 1966). A tiempos largos se ha encon-
trado que existe una propodci ciitica x; tal que, parx > x; la agregadn
continla hasta que se forma anico agregado, mientras que para Xc
algunos agregados permanecen estables. El valor encontrade,@dre-
dedor de 0.15, es claramente inferior al determinado por AlSuetali
(2000) para procesos BDLCA en un reibicg?. Esta discrepancia se
debe al mayor grado de recubrimiento que es posible cuando lasupart
las no esin obligadas a ocupar las posiciones de una béica simple
(Lopez-Lopezet al, 2005).

Para valores de cercanos &; se encuentra un comportamiento muyat

co en la concentragh de ciertom-méros, especialmente las correspon-
dientes a & n < 10: su concentraén alcanza dos &ximos a diferentes
escalas temporales, de tal manera que la ceyftarecuerda al perfil de

la espalda de un camello (“efecto de las dos jorobBsSe encuentra que
estos dos mximos corresponden a dos composiciones distintas: agrega-
dos con varias pddulas minoritarias, para tiempos cortos; y agregados
con tan élo una paficula minoritaria para tiempos largos@jhez-Lopez

et al, 2005). Debemos resaltar que este comportamiento no se encuentra
en simulaciones BDLCA en red.

Se han realizado experimentos de SCLS con dispersiones coloidales bi-
narias asiratricas, sin electrolitof@adido. Debido a la diferencia de car-

ga efectiva entre los dos tipos de peutas utilizados, se han encontra-

do ferbmenos distintos para < 0,2 que parax = 0,8. En el primer

~

23off-lattice Brownian dynamics simulations
24on-lattice BDLCA
25“two-hump gfect”
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caso la agregagn se detieneapidamente, alca@ndose una CSD esta-
cionaria. Se trata de un ejemplo de las reacciones detéhidasuertas

et al. (2001a). En el segundo caso, se encuentran agregados metaestables
y ejemplos de curvas,(t) bimodales (“efecto de las dos jorobas”). Hasta
donde nosotros sabemos, estas son las primeras curvas de comn@entrac
con esta caractistica encontradas en sistemas reales.

v Tanto en simulaciones como en experimentos, el femake los agregados
estables se encuentra comprendido dentro de intervalos discretos preci-
sos. Hemos desarrollado un modelo en cinco etapas para la formdei
los agregados estables que da cuenta de eshenfros. Aderas, nues-
tro modelo explica la presencia del “efecto de las dos jorobas” en ciertos
oligbmeros.

v/ La comparadn cuantitativa entre experimentos y simulaciones falla en
dos puntos: i) los agregados (meta) estables encontrados en los experi-
mentos son de menor tafiray ii) en los experimentog. ~ 0,25, valor
mucho mayor que el obtenido en simulaciones. Creemos que estas discre-
pancias se deben a la repolsiateral que sufren las parntilas del mismo
tipo dentro de la capa de recubrimiento de unaipald de signo opuesto.

Esta interacdn dificulta la adicdn de nas pariculas a esa capa, redu-
ciendo el grado medio de recubrimiento. De hecho, cuando se incluyen
interacciones de largo alcance en las BDS, se encuentra que ébtalma

los agregados estables decrece. Por tanto, se espera que en expsrime
de heteroagregam selectiva, el tanf de los agregados estables aumen-
te al aumentar la concentréaiionica. Pretendemos continuar este trabajo
en esa direcoin.

26stopped reactions
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Nomenclature

AA13

€0

€m

frow

a(t)

particle radius

Hamaker constant

i-mer-j-mer reaction probability density, see equation (3.23)
arbitrary name of the anionic latex used in this work
concentration of clusters of thetype

initial particle concentration

concentration of-mers withm particles of typeA
concentration of clusters composedrbparticles, CSD
Kronecker's symbol

diffusivity used in simulations

self-diffusion codficient, see equation (2.35)

dielectric permittivity of the vacuum

relative dielectric permittivity of the dispersion medium
medium viscosity

electrical field intensity

volume fraction of particles

pump flow factor, page 52

friction codficient

Drake’s function, see equation (3.10)
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Nomenclature

(I(q,t)) average light intensity in a LS experiment

[(t) light intensity in a LS experiment

IDC  arbitrary name of the cationic latex used in this work

K Debye-Hickel parameter, see equation (2.56)

kB™ k8 monomer-monomer reaction rate constant for ideal DLCA @sses

kB aggregation rate constant between clusters of the specipdg

kg Boltzmann’s constant

ks effective aggregation rate constant, see equation (3.11)

KHF HHF approximation for the dimer formation rate constan, sguation (2.34)
kaa, kgg absolute homoaggregation dimer formation rate constants

Kap absolute heteroaggregation dimer formation rate constant

Kij dimensionless aggregatigernel

kij aggregation rate constant between clusters of masses
Ao light wavelength

L side length of the simulation box

He electrophoretic mobility, see equation (3.15)

Mo (normalised) overall concentration of clusters, see egu#R.14)
Mn n-th moment of the CSD, see equation (2.11)

I\T(t) vector state in the stochastic description

N”(t) number of aggregates of thetype

N! total number of aggregates wittminority particles

No total number of particles in simulations

Ni(t)  number ofi-mers
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(),
Nm
(Mn
"

average size of aggregates witinority particles, see equation (6.1)
medium refraction index
number-average cluster size, page 112

effective surface potential in the Stern layer, page 37

Pr(,i, j) reaction probability density function

Ps

aggr

Xc
Xn

sticking probability, page 78

scattering vector, see equation (3.1)

radius of gyration, see equation (2.37)

radius of the scattering centre

dimensionless time

temperature

aggregation time, see equation (2.10)

alternative aggregation time, see equation (2.15)
electrophoretic drift velocity

system volume

sample volume injected in a SCLS measurement
scattering-centre volume

Fuchs stability ratio, see equation (3.14)

relative particle concentration, number fraction
critical relative concentration in BDLCA processes

dimensionless cluster-size distribution

X50,X70... arbitrary names used for mixtures with 50%, 70%f cationic particles.
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