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Abstract—Deterministic communications are essential for in-
dustrial automation, ensuring strict latency requirements and
minimal jitter in packet transmission. Modern production lines,
specializing in robotics, require higher flexibility and mobility,
which drives the integration of Time-Sensitive Networking (TSN)
and 5G networks in Industry 4.0. TSN achieves determinis-
tic communications by using mechanisms such as the IEEE
802.1Qbv Time-Aware Shaper (TAS), which schedules packet
transmissions within precise cycles, thereby reducing latency,
jitter, and congestion. 5G networks complement TSN by pro-
viding wireless mobility and supporting ultra-Reliable Low-
Latency Communications. However, 5G channel effects such as
fast fading, interference, and network-induced latency and jitter
can disrupt TSN traffic, potentially compromising deterministic
scheduling and performance. This paper presents an empirical
analysis of 5G network latency and jitter on IEEE 802.1Qbv
performance in a 5G-TSN network. We evaluate the impact of 5G
integration on TSN’s deterministic scheduling through a testbed
combining IEEE 802.1Qbv-enabled switches, TSN translators,
and a commercial 5G system. Our results show that, with proper
TAS configuration in the TSN switch aligned with the 5G system,
jitter can be mitigated, maintaining deterministic performance.

Index Terms—TSN, IEEE 802.1Qbv, 5G, jitter, Industry 4.0,
testbed.

I. INTRODUCTION

The advent of 5th Generation (5G) networks and the emerg-
ing vision for 6th Generation (6G) networks are driven by
the need to support a broad range of applications, including
Connected Robotics and Autonomous Systems (CRAS) [1].
These systems—encompassing autonomous and collaborative
robots, drones, and other intelligent agents—have the potential
to revolutionize multiple industry verticals, with industrial au-
tomation standing out as a key beneficiary. The integration of
cutting-edge technologies such as the Internet of Things (IoT),
Cyber-Physical System (CPS), cloud computing, and Artificial
Intelligence (Al) is expected to elevate industrial automation
to unprecedented levels of efficiency and intelligence.
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A fundamental requirement for industrial automation appli-
cations is the ability to provide communication services that
meet stringent constraints in terms of data rate, reliability, and
latency [2]]. This necessitates network architectures capable of
providing efficient, low-latency, highly reliable, and determin-
istic communications. To address these needs, the IEEE has
developed the Time-Sensitive Networking (TSN) standards,
which introduce key capabilities such as time synchronization,
stream reservation, traffic shaping, scheduling, preemption,
traffic classification, and seamless redundancy. These features
are essential for ensuring the deterministic performance re-
quired in industrial automation environments.

While TSN standards ensure determinism and reliability
in wired networks, 5SG/6G systems extend these capabilities
by enabling mobility, wide-area coverage, and scalability.
Integrating 5G/6G systems with TSN [3] has emerged as
a promising solution to meet the stringent communication
demands of CRAS and industrial automation. In this setup,
production lines in a factory connect wirelessly to the 5G/6G
system, which then interfaces with the enterprise edge-cloud
through TSN switches. However, this integration presents
significant challenges due to fundamental differences between
wired TSN networks and wireless 5G/6G systems. A key chal-
lenge lies in incorporating TSN’s IEEE 802.1Qbv standard,
which defines a Time-Aware Shaping (TAS) for deterministic
packet scheduling. The introduction of 5G/6G systems into
a TSN-based industrial network introduces additional latency
and jitter compared to traditional TSN switches and wired
links. These impairments stem from the dynamic and uncertain
nature of wireless transmission and the time-varying process-
ing delays within 5G/6G network nodes. The jitter introduced
by 5G/6G may cause packets to not be transmitted according to
the TAS schedules, resulting in potential failures in industrial
processes. Thus, a dejittering mechanism based on TAS is
needed to maintain the deterministic behavior in the network.

A. Related work

Currently, the research on integration between 5G and TSN
networks is in its early stages. The works in [4] [5] provide
a comprehensive analysis of the current and future research



directions on 5G-TSN integration. From an architectural per-
spective, it is well established that the 5G system behaves as
a TSN logical switch, as discussed in [[6] [7]]. Several works
address time synchronization [8|] and 5G-TSN QoS mapping
[9] as key functions for this logical switch model. Howeyver,
there are still some open issues to be addressed. A crucial issue
is related to the non-deterministic behavior of the 5G system
and its impact on the TSN scheduled traffic. This challenge
has been addressed in [10] [11f], where evaluations are carried
out by simulation tools. In relation to this, there is also a
lack of functional testbeds to conduct tests under realistic
conditions. Some preliminary results on this are presented
in [12], revealing a significant dependence on the native
capabilities of the 5G system and a need for a global schedule
in the integrated network. Thus, further research is required to
analyze the impact of the 5G capabilities and constraints.

B. Contributions

In this work, we present an empirical analysis of the impact
of 5G network latency and jitter on the performance of
IEEE 802.1Qbv in an integrated 5G-TSN network. Our key
contributions are as follows:

C1 We analyze the Downlink (DL) transmission in a 5SG-TSN
network and evaluate how the integration of the 5G system
affects the deterministic scheduling of IEEE 802.1Qbv.

C2 We develop an experimental testbed integrating TSN and 5G
technologies, including IEEE 802.1Qbv-enabled switches,
TSN translators, and a commercial 5G system.

C3 We identify the key configuration parameters required to op-
timize IEEE 802.1Qbv integration in a 5G-TSN environment
and analyze the associated constraints.

Our results demonstrate that, with an appropriate configura-
tion of the TAS schedule in the TSN switches, it is possible to
mitigate the 5G jitter and maintain deterministic performance.

The paper is structured as follows. Section [[| provides back-
ground on industrial 5G-TSN networks. Section [l1I| introduces
the system model, while Section |IV|analyzes the impact of 5G
jitter on TAS scheduling. Section [V] describes the testbed and
experimental setup. In Section we present the performance
results. Finally, Section summarizes the key conclusions
and outlines directions for future work.

II. BACKGROUND ON 5G-TSN INDUSTRIAL NETWORKS

In this section, we provide background on the network archi-
tecture, device synchronization, deterministic traffic shaping,
and the considered industrial applications.

A. Network Segments for Industry Automation

As depicted in Fig. |1} three connectivity segments may be

identified in a 5G-TSN-based industrial network [3]:

o Edge/Cloud Room: serves as a centralized management
layer, hosting control functions such as those tradition-
ally executed by Programmable Logic Controllers (PLCs).
These can be deployed on dedicated hardware or general-
purpose servers. Additionally, management tasks—including
monitoring, data collection, and analytics—are handled by
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Fig. 1. 5G-TSN network architecture in an Industry 4.0 factory.

systems like Manufacturing Execution System (MES). This

segment also incorporates a server providing the TSN Grand-

master (GM) clock reference to be distributed, typically
derived from Global Navigation Satellite System (GNSS).

e 5G System: following 3rd Generation Partnership Project
(3GPP) TS 23.501 (v19.0.0) [[13]], the 5G system integrates
into the TSN network as one or more virtual TSN switches,
with User Plane Functions (UPFs) and User Equipments
(UEs) as endpoints. The UE connects to the UPF via
the next generation Node B (gNB), which provides wire-
less connectivity. The TSN translators, i.e., Network-side
Translator (NW-TT) and Device-side Translator (DS-TT),
integrated within the UPF and UE, respectively; handle
wireless 5G network timing correction functionalities. This
work focuses solely on the data plane, excluding control
functions, and considers a single UE per production line,
which provides wireless 5G connectivity between production
lines and enables access to the edge/cloud room.

e Production Line: it includes multiple Field Devices (FDs)
and local PLCs for distributed control. FDs report status
and measurements to centralized PLCs, enabling hierarchical
decision-making. The production line is divided into cells,
each connected to a TSN slave switch that receives the
clock signal from the TSN master via the 5G system and
redistributes it to the FDs in its production line.

Focusing on traffic management, traffic from various in-
dustrial applications may be isolated in the 5G system into
distinct Quality of Service (QoS) flows. Each flow is treated
differently in terms of resource allocation, based on its specific
requirements for latency, reliability, bandwidth, and priority,
as defined in 3GPP TS 23.501 (v19.0.0). To harmonize QoS
management between TSN and 5G system, packet filters at the
UE and UPF map Ethernet packets to specific 5G QoS flows
based on their Priority Code Point (PCP) values. In Uplink
(UL), the UE applies packet filtering to classify outgoing
packets before they enter the 5G network. In DL, the UPF
performs this filtering to ensure packets are assigned to the
appropriate 5G QoS flow before reaching the UE. The PCP



is a field within the Virtual Local Area Network (VLAN) tag
used to classify Ethernet frames into different priority levels.
Additionally, one or more 5G QoS flows can be mapped to a
specific network slice, enabling the reservation of a dedicated

amount of radio resources for that slice, and thus for those 5G
QoS flows.

B. Synchronization in 5G-TSN Network

Time synchronization is essential in a 5G-TSN network
to ensure the deterministic execution of industrial automation
processes. In this context, a TSN network typically includes
a TSN master switch that distributes the GM clock reference
via Precision Time Protocol (PTP) messages to one or more
TSN slave switches in the production lines. These TSN slaves
compute the clock offset from the TSN master switch to adjust
their clocks accordingly. We assume the 5G system operates
as a PTP Transparent Clock (TC) [14], meaning that the 5G
bridge forwards synchronization messages without modifying
the timestamps but correcting delay between TSN translators.

Discrepancies in the clocks of different devices within
the 5G-TSN network can occur, preventing the devices from
updating their clocks accurately. This leads to clock drifts,
typically in the order of hundreds of nanoseconds. 3GPP TS
22.104 [[15] specifies a maximum delay of 900 ns must be
guaranteed in the industrial network for 5G systems. How-
ever, the synchronization error is several orders of magnitude
smaller than the 5G jitter, which is in the order of milliseconds.
Therefore, we assume the synchronization error is negligible.

C. IEEE 802.10bv Time-Aware Shaper

IEEE 802.1Qbv is a TSN standard that defines the TAS
mechanism, enabling time-aware scheduling of Layer 2 frames
at each TSN switch’s egress port while accounting for different
QoS levels [16]-[18]]. TAS operates based on the PCP field
in the IEEE 802.1Q header, where frames are assigned a 3-
bit priority value, i.e. from O to 7, and mapped to one of
eight First-Input First-Output (FIFO) queues. These queues,
located at each switch’s egress port, correspond to distinct
traffic classes, ensuring differentiated QoS enforcement.

To regulate frame transmission from these queues, each
egress port is associated with a Gate Control List (GCL),
which determines the eligibility of each queue for transmis-
sion. Each queue has its own gate, and traffic scheduling is or-
ganized into cyclical transmission windows, during which one
or more gates open to allow transmission from the respective
queues. Within each transmission window, if multiple gates are
open simultaneously, frames from the highest-priority queue
are transmitted first, followed by frames from the next highest-
priority queue, and so on, until all eligible queues have been
served. For TAS, we assume one gate at a time.

D. Industrial applications

In industrial networks, most of the traffic is delay-critical,
as defined in [3]. It can be classified as isochronous or cyclic.
Isochronous applications require strictly periodic and coor-
dinated packet transmissions, with delays shorter than their

execution period, a.k.a. application cycle. These high-priority
applications, common in motion control, automotive systems,
Al vision, and Audio Video Bridging (AVB); rely on syn-
chronized clocks across all TSN switches. Each switch and
its TAS scheduling must be time-aligned to prevent delays,
ensuring packets reach the processing unit (e.g., PLC at the
edge) on time. In contrast, cyclic applications also follow
a periodic transmission pattern but are less stringent about
synchronization among TSN switches. These applications can
tolerate bounded jitter, and times may vary depending on when
the industrial process is initiated. Examples include industrial
sensor polling, where data is periodically collected and pro-
cessed. This work focuses on general cyclic applications.

III. SYSTEM MODEL

In this section, we first present the network model, which
defines the fundamental structure of the industrial network
under consideration. Next, we introduce the traffic model,
describing the characteristics of the considered industrial data
flows. Finally, we outline the TAS model, detailing its role
within the industrial network.

A. Network Model

We consider an industrial network V' comprising two TSN
switches: a TSN master MS and a TSN slave SL, where
MS,SL € V, as depicted in Fig. 2] The processing delay
of these TSN switches, i.e., dys“ and dg °°, represent the
time required to internally transfer a packet to an output port’s
queue. Additionally, the output ports of TSN switches MS and
SL operate with a macrotick of m seconds.

The transmission between TSN switches MS and SL is
carried out by several links and devices. The equipment
supporting this packet transmission consists of two TSN
translators, i.e., NW-TT and DS-TT, as well as the UE, the
gNB and the 5G core, thus shaping our 5G bridge. Both NW-
TT and DS-TT are denoted as NW and DS, respectively, with
NW,DS € V. Both TSN translators have processing delays
denoted as d¥\“ and df . Every link is denoted with ¢, i.e.
EMS,NW, €D SL € &.

Since links are bidirectional, we distinguish between the UL
and DL by swapping the subscript order, i.e., exw, Ms, EsL,DS €
£. The bandwidth of each link is given by b, i.e., bvsnw
and bps s, respectively. The bandwidth is established by the
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Fig. 2. 5G-TSN network elements and associated delays in a DL transmission.



ports’ capacities. In terms of delay, the propagation delays are
determined by dy;¢'\w and dig’s; . The total sending delay is
equivalent to adding the transmission delay to the propagation
delay, i.e., df,fs’ff\llw = df,f;ﬁw + 1. /bms Nw, Where 1, is the
length of the bit string to be transmitted. Similarly, d]SfS?SdL =
dps sy, + Lu/bps sL-

The 5G bridge, functioning as a TSN non-time-aware
device, forwards packets between virtual ports, i.e., NW-TT
and DS-TT; without implementing any TAS configuration. It
comprises both TSN translators and the 5G system wireless
link exw,ps € £, which defines the inner connection between
5G system elements.

For wired connections, the behavior is typically symmetric
between UL and DL in terms of data rate and latency,
e.g., bpss. = bsips and dISfS’fgL = dgﬁflgs. In contrast, for
wireless connections in the 5G bridge, both data rate and
latency must be measured separately for UL and DL due
to inherent capacity asymmetry, i.e., bxw,ps 7# bpsnw and
dxw,ps # dps,nw. For simplicity, we denote this 5G bridge
delay as dgsg. We also denote byis si. as the composed capacity
of all wired and wireless links in series from MS to SL, likely
equal to the bottleneck capacity of 5G bridge in DL, bxw ps.

Furthermore, we define the queuing delay for the queue
q € QF at the output port of the TSN switches, where = =
{MS, SL} denotes a specific TSN switch. The queuing delay
at the TSN switch MS for queue g is denoted as d?“, and

QGQMS’
at the TSN switch SL for queue ¢ as d;’g"‘gusi.

B. Traffic Model

In this work, we focus on the DL traffic, although the
formulation presented hereafter can also be extrapolated to
the UL direction. We consider two types of traffic streams: a
delay-critical stream, denoted as DC € S, and a best-effort
stream, denoted as BE € S, where S is the set of streams.

For the delay-critical stream DC, we assume a set of Npc
packets that are transmitted in a burst, with a fixed application
cycle TSEP between transmissions. The packet size Ipc for
traffic stream DC is considered constant. Additionally, we
define the packet delay budget Dpc for the delay-critical
stream DC within the industrial network requirements. For the
best-effort stream BE, we assume that packets are transmitted
at a constant data rate Rpg. The packet size lgg for BE
stream is also constant. Additionally, no packet delay budget
is defined for the best-effort stream BE.

We consider a 5G network slice associated to a PCP for
each kind of traffic. Thus, ultra-Reliable and Low-Latency
Communications (URLLC) slice is reserved for DC traffic
while enhanced Mobile BroadBand (eMBB) is for BE traffic.

C. TAS model

The network cycle [19] is a fixed and recurring time interval
during which the scheduled transmissions from the considered
output port queues are organized and executed according to
a predefined GCL schedule. Each network cycle consists of
multiple transmission windows, ensuring deterministic com-
munication by assigning exclusive transmission opportunities

to different traffic classes. The duration of the network cycle
corresponds to the Greatest Common Divisor (GCD) of all
application cycles involved, given by Tc = GCD(T2PP)
Vs € S. In our study, since only one delay-critical stream
DC is constrained by an application cycle of ¢, it results
in Te = T5E".

We assume the GCL enforces exclusive stream transmission,
allowing only one queue to transmit at a transmission win-
dow. Focusing on the delay-critical stream DC, we examine
its transmission from TSN switch MS to TSN switch SL.
Specifically, we consider the corresponding queue ¢ € QMS
at the output port of TSN switch MS. The GCL for this
port must be configured based on the network cycle T, as
outlined in Eq. (I). The binary variable Gys st q—pc(t) takes
the value 1 when the gate is open and O otherwise. The gate
opens periodically during each network cycle of duration T¢.
Focusing on the first network cycle, i.e., n = 0, the variables
tlrllsg’(sjl‘ and tg/[sD’(s:L define the time instants at the transmission
window for the traffic stream DC, thereby establishing when
the gate is open or closed, respectively.

1, nTe+ 5" <t <nTc+type,
GMs,SL, pe (1) = vn € NU {0} (1)

0, otherwise

Based on that, we can define the duration of the transmission
window as w]I‘)/ICS’SL = tg/fSD’gL - tIfSD’gL. The duration w]I‘D/ICS’SL of
the transmission window for the traffic stream DC must be at
least as large as the transmission time required for the burst of
Npc packets and lower than the network cycle T as defined in
Eq. (@). The lower size bound is determined by multiplying the
number of packets Npc by their size Ipc, and then dividing

by the link’s bandwidth bMS,SL-

Inc

Npc < wp < Te )

bus, st
Note that, if the previous condition is not met, the following
consequences may arise. If the transmission window is shorter
than its lower bound, i.e., w]h)/lcs’SL < Npclpe/bus,sL. it means
insufficient time to transmit the Npc packets of the traffic flow
DC. As aresult, the packets that remain queued are transmitted
with an extra delay that is a multiple of the network cycle
duration 7o, since they would accumulate and be transmitted
in the subsequent network cycles, leading to a packet queueing
effect. On the other hand, if the transmission window exceeds
the upper bound, i.e., wglcs SLos Tc, the scheduling would not
be approachable as it takes place during the whole network
cycle and no other streams can be transmitted. Moreover, if
wg[g Sk is not well fitted, the elapsed time between the end of
the transmission of the last packet and the end of the network
cycle would be wasted.
In our study, the remaining time until the completion of the
network cycle T¢ is used to transmit data from the best-effort

stream BE € S, followed by a guard band to avoid frame

collisions. This means T = ngg’SL + wII;/IES’SL + tap, where
MS,SL . - .
wBES St is the transmission window for the best-effort stream

BE and tsp the guard band time.



After establishing the TAS model, a mathematical analysis
of its behavior in a 5G-TSN network is presented below.

IV. ANALYSIS OF 5G JITTER ON TAS SCHEDULING

The traffic streams DC,BE € S will follow a path of
network nodes until reaching its destination as illustrated in
Fig. 2| This path is defined as Ppo4es = {MS,NW, DS, SL},
where MS,NW,DS,SL. € V. Additionally, the list of
links that connect these nodes is defined as Piprs =
{EMS,NW7ENW,D57€DS,SL}, where ems Nw, ENW,Ds; €Ds,SL € E.
The total packet transmission delay D;,; for a stream s € S
following this path is described by Eq. 3]

Diot = Z

Vue{MS,SL}

AIES + A ) + iy + dso+ i (3)
In our work, we focus on an analysis of the 5G jitter on
TAS scheduling. The jitter is defined as the variation of the
packet transmission delay in the 5G network due to channel
effects as fast-fading. To properly capture the impact of the 5G
jitter on TAS scheduling, we empirically measure the packet
transmission delay D.,,, since the TSN MS sends the packet
until this packet is departed from the TSN SL. Based on that,
the packet transmission delay D.,,, can be defined as Eq. ()
shows. Note that K = dyid'ty + disg + dg[° represents the
sum of those delay terms that are constant, being the remaining
terms variable for each packet. The term dgsg includes the
5G jitter. Concerning dZZEQ“SEL, its variability depends on factors
such as: (a) the time the packet enters the corresponding queue,
(b) the current queue occupation, and (c) if the transmission
window—and thus, the gate—is open or not for such queue.

__ send send proc queue
Demp = dysinw + dssc + dpssp +dsp + dyegse =

ueue (4)
= K +dgsg + dgeQSL
Ly queue
To reduce the variability of the delay term dqe ost» the

sequence of GCL events needs to be coordinated among the
TSN switches MS, SL € V. Specifically, the receiving TSN
switch SL must apply an offset § to the beginning of the
network cycle concerning the transmitter TSN switch MS.
The use of this offset aims to ensure the received packets
from the TSN switch MS arrive at the TSN SL before a
transmission window starts. To achieve this, the offset 6 must
have the lower bound defined in Eq. (3). Specifically, this
lower bound is the sum of all the packet propagation delays
from this packet leaves the TSN MS until it reaches the TSN
SL, including the processing delay d%] ° required by the TSN
SL to put this packet into the corresponding queue. Note that
the delays dyiZ'thy. dids and dgj°° are constant whereas dpsg
is variable due to the fluctuating packet transmission time in
the 5G network, caused by wireless channel effects such as
fast fading. For such reason, Eq. (3) considers the maximum
value of the delay dgsg.

§ > dyfdtw + max {dpsc} + dpg' + dg

&)

The offset § must be set considering the lower bound
defined in Eq. @) In this lower bound, the only term that
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Fig. 3. 5G jitter effect over TAS cycles according to its uncertainty interval.
Note that we assume a node Rx € V attached to TSN switch SL.

is variable is the propagation delay through the 5G bridge,
i.e., dpsg. In this work, we define the uncertainty interval
as the range of values which the variable dgsg can take. As
shown in Fig. | the impact of 5G jitter on TAS depends
on the configured transmission windows wg[g’SL, wyp™ for
the TSN switches MS and SL; and the network cycle T¢.
When the network cycle exceeds the uncertainty interval, i.e.,
Tc > dpsg, the TSN slave can schedule their enqueued
packets by simply considering the offset § with respect to the
TSN master’s scheduling. However, shorter network cycles,
i.e., Tc < dpsg, and offset § misalignments may cause packets
to arrive before or after their reserved transmission windows,
leading to an increase in the packet latency Dy,.. We define
this phenomenon as Inter-Cycle Interference (ICI), which can
prevent packets from reaching their destinations on time.
Since the packet transmission delay in a 5G system, i.e.,
dgsg, is not strictly bounded, it is essential to consider its
statistical distribution. In our work, we define the uncertainty
interval by establishing a statistical upper bound based on a
specific percentile p of the Cumulative Distribution Function
(CDF) Fgsg (-) of this delay. Specifically, we define the upper
bound dgsg = Fiyst; (p). For example, we may set the upper
bound JBsG such that 99.9% of the packets (i.e., p = 0.999)
are transmitted below this threshold. Based on that and con-
sidering Eq. (3), we define the offset ¢ as Eq. (6) shows. The
network cycle offset ¢’ is calculated as 6’ = § mod Tg.

6 = diig'w + dis + iS5y + A1 = K +duss (6)
V. TESTBED AND EXPERIMENTAL SETUP
In this section, we describe the implemented 5G-TSN
testbed and the considered experimental setup.
A. Testbed Description

To validate our solution, we implemented the testbed de-
picted in Fig. EI It consists of: (i) a 5G system, (ii) five TSN
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switches, (iii) two GNSS time synchronization servers, and
(iv) two servers acting as end devices.

5G System. The 5G network consists of a single Base
Station (BS) and a 5G core, both built on a PC with two
50 MHz PCle Software Defined Radio (SDR) Amarisoft
cards and an AMARI NW 600 license. BS operates in the
n78 frequency band, using a 30 kHz Sub-Carrier Spacing
(SCS) and Time Division Duplex (TDD) mode. Hence, data
transmission is organized into time slots. In this work, we use
the 4D-2S5-4U TDD pattern, which follows a repeating pattern
of four consecutive slots for DL and four consecutive slots for
UL, with two flexible slots in between. The UE consists of a
Quectel RM500Q-GL modem connected to an Intel NUC 10
NUCI10i7FNKN. The Intel NUC has a i7-10710U processor,
16 GB of RAM, and a 512 GB SSD, running Ubuntu 22.04.
Two UEs are deployed in this setup.

Experiments are conducted inside a LABIFIX Faraday cage,
where the BS antennas are connected to one of the SDR via
SMA connectors, and the Quectel modems connect via USB
to the NUC thus forming the UEs.

The UE does not support Ethernet-based Packet Data Unit
(PDU) sessions. Therefore, the 5G network is based on IP
transport. Thus, to enable the transmission of industrial au-
tomation Layer 2 traffic, a Virtual Extensible LAN (VXLAN)-
based tunneling mechanism is implemented. There are two
different VXLANSs, one for each PCP-slice tuple. Furthermore,
two distinct Data Network Names (DNNs) have been config-
ured: one for DC communications and PTP messages, and
another for BE traffic. The traffic from one DNN is mapped
to a uRLLC slice, while the traffic from the other DNN is
mapped to an eMBB slice. The uRLLC and eMBB slices are
defined based on the Slice/Service Type (SST) parameter of
the Single Network Slice Selection Assistance Information (S-
NSSAI), as specified by 3GPP, where SST=1 corresponds to
eMBB and SST=2 corresponds to uRLLC. Despite previous
works consider one TSN translator per UE and slice, we opt
for a single pair of TSN translators to simplify this setup.

TSN Network. The TSN switches are based on Safran’s
WR-Z16 switches, with one acting as a TSN MS, another as
the TSN SL, and two switches functioning as TSN translators,

i.e., NW-TT and DS-TT. The TSN MS is directly connected
to Safran’s SecureSync 2400 server to distribute a precise
time reference, i.e., GM clock, to TSN SL. An auxiliary TSN
switch, supported by another SecureSync 2400, enables the
5G GM clock distribution between TSN translators.

TSN Switch Capabilities. WR-Z16 is based on Xilinx
Zynq 7000 series Field-Programmable Gate Array (FPGA)
and a 1 GHz dual ARM Cortex A9 core. This allows high
switching rates and very low processing delays, with config-
urations running on top of a Linux-based OS. Each WR-Z16
TSN switch supports IEEE 802.1Qbv TAS and VLANSs. It
counts with 16 1 GbE Small Form-factor Pluggable (SFP)
configurable timing ports that can assume the role of master or
slave for PTP transmission. Each port counts with 4 queues.
Their sizes are limited to 6.8 kB, so shorter bitrates for DC
communications can be tested. Additionally, ports count on
timestamping probes for measuring high-accuracy latencies
between TSN switches. The TAS macrotick is 16 nanoseconds.

Testbed Clock Synchronization. Time synchronization
between the TSN GM clock server and the TSN MS switch
is achieved through coaxial cables carrying the Pulse Per
Second (PPS) and 10 MHz signals. Similarly, the auxiliary
WR-Z16 switch synchronizes with the 5G GM clock server
via coaxial cables to distribute the time reference between
NW-TT and DS-TT. Thus, we assume very high accuracy
synchronization in the 5G segment. Synchronization error
between these devices is left for future research work. In our
testbed, the TSN MS and the TSN SL use User Datagram
Protocol (UDP) over IPv4 in unicast mode with the End-to-
end (E2E) delay mechanism to encapsulate PTP frames. The
PTP transmission rate is set to 1 packet per second.

End devices. Two servers running Ubuntu 22.04 LTS act
as a packet generator and packet sink.

B. Experimental Setup

We aim to measure the packet transmission delay in the
described 5G-TSN network for DL direction. The delay mea-
surement points within the considered system, i.e., D¢y, as
defined in Eq. (@), are illustrated in Fig. @] Specifically, these
points are the output ports of the TSN switches MS and SL
and are marked with a red dot. Network traffic is generated



at the Tx server with packETH tool. Packets are tagged with
PCP 2 for DC and with PCP 0 for BE to be then matched to
the uRLLC and eMBB 5G slices, respectively. The DC packet
size is fixed to 200 Bytes and the generation rate is set to the
maximum rate to allow the availability of packets at the TSN
MS queue at all times, with no impact on their discarding. In
contrast, BE packets are Maximum Transmission Unit (MTU)-
sized, i.e., 1500 Bytes, and generated at a constant speed of 30
Mbps. Nevertheless, due to WR-Z16’s queue size limitations
explained above, a maximum throughput of 1.6 Mbps for
delay-citical traffic has been fixed by window sizing for TAS
experiments to ensure no packet is discarded/lost when it finds
a queue crowded. For each experiment, traffic was captured for
15 minutes, ensuring a minimum of 250,000 samples.

To measure packet transmission delay, we employed the
WR-Z16 timestamp probes. These probes dump the sequence
number allocated within the first 4 Bytes of the UDP payload
of a packet and the timestamp when it left the port to a CSV
file. With the file probed both at the TSN MS and the TSN
SL, the latencies for every packet can be calculated as the
difference between them, identified by their sequence number.
Note that, for accurate delay calculation, both TSN switches
must be correctly synchronized, so PTP packets also join the
uRLLC slice.

VI. PERFORMANCE RESULTS

In this work, we have carried out three different exper-
iments. Firstly, we have measured the 5G jitter between
TSN switches to check the effect of increments on the load.
Secondly, the offset between GCL schedules performed at
TSN switches has been swept according to the worst-case
latency value. Finally, for this last offset configuration, the
periodicity has been also swept keeping the same throughput.

A. Jitter Analysis Based on Throughput

Fig. ] presents the resulting CDF of latency between TSN
switches MS and SL for increasing throughput via its window
size, wé\,/[g’SL (defined in Eq. (]ZI)), in a TSN-enabled network
incorporating a 5G bridge. The TAS is configured at TSN MS
only to measure the D.,,, delay (Fig. |Z[) The network cycle
is fixed at 30 ms. A sweep in throughput steps of 300 kbps,
from 350 kbps to 1.55 Mbps, results in window sizes wgg WL
of 10.5 pus to 46.5 us, respectively. It has been proven that
configurations with smaller window sizes exhibit the lowest
latencies, whereas larger windows introduce a slight rightward
delay shift as wgg 5L increases. This behavior suggests
that increasing this window substantially affects scheduling
efficiency, potentially due to buffering mechanisms within the
5G bridge. This effect takes place for each DC packet while
packets ahead in the queue are still awaiting their transmission,
as shown with Eq. @). The convergence of all distributions
suggests averages between 6.5 ms and 7.25 ms but a much
higher maximum value at 17 ms. However, we conclude with
a well-defined latency upper bound near 15 ms for that 99.9%
reliability as commented in Section This value provides
the empirical offset § to be applied between MS and SL.
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Fig. 5. 5G latencies CDF for different windowed loads

B. Jitter Analysis Based on Offset Between TSN MS and SL

This second experiment has focused on the highest latency
configuration to characterize the value of the offset J that best
fits to optimize latency for DC traffic. The time duration of the
window ngCS"SL and the period of the TSN MS switch are
kept constant. Thus, the size of wgcs’SL is 46.5 us, and the
network cycle T¢ is 30 ms for both TSN MS and SL. Then, the
configuration of the TSN slave switch is identical, except that
we sweep the offset § over the range [5, 30] ms. The step is 5
ms. Fig. [f] shows the Complementary Cumulative Distribution
Function (CCDF) of the results, where latencies decrease as
its offset gets closer to the worst-case latency measured in
the previous experiment, i.e., 15 ms. However, at this point,
latencies start to jump the equivalent of T, i.e., 30 ms, as
packets now have to wait until the next window for DC traffic
in the following network cycle. This means that ICI cumulative
effect is occurring in the queue, the same as seen in Section
Note that the effect of packet accumulation for § = 15 ms
arises at this point as this jump probability is around 0.7%,
higher than the 0.1% objective set in the previous experiment.
The lower the offset, the higher the probability of this jump.
For § = 5 ms, the probability of this latency jump is over
90% as this is too tight. A lower value of offset increases this
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Fig. 6. Offset sweep for fixed period and window values
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probability until almost every packet arrives to TSN slave later
than expected. On the other hand, the offset value of § = 20
ms optimizes the latency without a deeper sweep.

C. Jitter Analysis Based on Network Cycle

In this third and last experiment, we used the same setup
as in the previous experiment, i.e., 6 = 20 ms, but we now
sweep the network cycle T¢ instead of the offset §. To maintain
the throughput, we calculate a proportional window wf,LC’R“'
at the TSN SL for each T value. As a contingency measure,
we applied an additional 25% to w]gLC’M displayed in Fig. at
the TSN SL to avoid overloading the queue at the expense of
slightly reducing bandwidth for the BE traffic. Decreasing T,
and therefore increasing the frequency of transmission window
w,ﬁﬁ,’R”, results in lower latencies than the fixed offset 6,
aligned with the corresponding CDF. However, this may limit
the total bandwidth for BE traffic as the number of windows
and the guard bands increase per unit of time. Additionally,
this may cause the ICI effect (Section [IV]), and packets will
start to accumulate between network cycles until the queue is
saturated. In our results, T~ values below 15 ms start suffering
ICI, in which lower latencies can be seen like the case of 7.25
ms for T = 12 ms. However, these probabilities are very low,
and the corresponding latencies increase rapidly. For T = 6
ms and T = 10 ms, the latency increases to a third window
at 20 ms and 30 ms, respectively; which implies some packets
are retained in queue for two network cycles. In the case of
Tc = 8 ms this effect does not occur. The lowest latency value
for each T depends on its alignment with the offset §. Thus,
for the same traffic load, TAS modifies the traffic pattern in

5G and, therefore, the latencies of the SG-TSN network.

VII. CONCLUSIONS AND FUTURE WORK

In this work, we presented an empirical analysis of the
impact of 5G jitter on the performance of IEEE 802.1Qbv in an
integrated 5G-TSN network. Firstly, we have provided back-
ground on aspects of industrial 5G-TSN networks, especially
those related to elements that compose this kind of network
and its applications. Secondly, we have analyzed, formulated,
and modeled the effect of 5G jitter on the TAS mechanisms

through the associated constraints. We have focused this on
the DL communication between two TSN switches intercon-
nected through a 5G bridge and transferred to our testbed
equipment, including a set of TSN translators. Finally, we
have identified and tested the key configuration parameters
required to optimize the TAS scheduling for this integration
in a 5G-TSN environment. Our experiments show that the
offset between TSN switches plays a key role in achieving
determinism, beyond the latencies measured in the 5G system.

Our line of future work is intended to perform additional
experiments related to the periodicity and the ICI effects to
optimize traffic scheduling for general applications.
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