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a b s t r a c t

The huge amount of data being handled today in any environment, such as energy, economics or
healthcare, makes data management systems key to extracting information, analysing and creating
more efficient daily processes in these environments. However, the inability of current systems to take
advantage of the data generated can waste good opportunities for analysing and extracting information
from the data. Modern data platforms (MDP) appear suitable for supporting management systems and
are able to perform future prospective analyses. This paper presents a data platform called Artificial
Intelligence Modern Data Platform (AIMDP), based on Big Data, artificial intelligence for management,
and efficient data handling. The different components of AIMDP intervene in the data acquisition phase
and implement algorithms capable of analysing massive data collected from heterogeneous sources.
In addition, the entire platform is geared towards data management and exploitation with a layer of
security and data governance that allows the integrity and privacy of the databases to be maintained.
The proposed platform is designed to be used by users who are not experts in data science. To this
end, it implements a user-oriented workflow that has effectively been introduced in a use case of
two Spanish hospitals to extract knowledge from their historical data, which had been siloed and had
never been explored by any hospital researchers or doctors.

© 2023 Published by Elsevier B.V.
1. Introduction

Nowadays, companies and researchers are increasingly inter-
sted in developing robust systems that efficiently enable data
torage and knowledge discovery. Modern data platforms (MDP)
re computer-based systems which enable organizations to be-
ome data-driven [1].
These systems provide developers and end-users with tools

or storing, processing and analysing complex data from hetero-
eneous sources and domains. Modern data platforms have been
idely used in different domains such as smart cities, financial
echnology, materials science, energy, and many others [1–6].

Building these sorts of systems raises many challenges, such as
rocessing and analysing heterogeneous data sources, providing
nd-users (mostly non-expert users) with a user-friendly tool,
reatment of massive data and data governance. These challenges
ecome even more complex when the data to be analysed is
lectronic health records (EHRs). It is mainly because medical
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databases can contain data from different sources, which results
in the data being mostly semi-structured and unstructured. Med-
ical databases store historical data about patients. We can find
very few studies in the literature related to developing MDP
oriented to healthcare [7–11]. We summarize the main draw-
backs to address for implementing these kinds of systems in the
healthcare domain below:

• EHRs are often stored in data silos, where data comes from
different sources, and the data are mostly comprised of
semi-structured and unstructured data.

• Providing end-users (mostly users without knowledge about
data science) with user-friendly services and tools, enabling
end-users to focus only on the desired analysis.

• The enormous amount of data collected in medical data silos
makes processing and analysing difficult.

• Establishing appropriate data governance policies in order to
provide better availability, integrity, usability and security of
the data.

Considering the problems above, it would be useful to en-
dow healthcare-related centres and users with powerful tools to
manage EHRs.

https://doi.org/10.1016/j.future.2023.02.002
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Our study aims to develop a multi-purpose MDP-based archi-
ecture that enables professionals in many areas of knowledge
ho are not experts in data science to handle large amounts of
ata flexibly and efficiently. The tool would allow end-users to
erform more detailed analyses of their data. To this end, this
tudy proposes a new architecture called an Artificial Intelligence
odern Data Platform (AIMDP). The new architecture integrates

he main features of the MDP with Data Science (DS) capabilities.
e must remark that our research group has already imple-
ented the algorithms comprised in the platform [12–17]. These
apabilities are based on supervised and unsupervised techniques
n a distributed environment (Big Data).

Although AIMDP is able to work with data of different natures,
o showcase the feasibility of the proposed data platform, we
ave conducted a real-world use case using two healthcare data
ets from two hospitals of the Spanish national health system
ervice. Since AIMDP allows end-users to process and analyse
ealth-related data, it could facilitate possible diagnostics and
nalysis, the subsequent treatment, and the premature preven-
ion of potential diseases. Following on, we summarize the main
ontributions of this paper:

• Heterogeneous data sources - The proposed architecture
can handle semi-structured and unstructured data from dif-
ferent sources. This feature and a dynamic database struc-
ture allow the end-users to analyse data from different
research areas without worrying about the structure and
provenance of the data.

• User-friendly - AIMDP provides end-users with an inter-
active and intuitive interface. In this way, the tool can be
readily used by users who do not have any expertise in data
mining (non-expert users).

• Bigdata-based techniques - AIMDP enables data process-
ing and analysing through Data Science capabilities. All the
algorithms have been implemented using the distributed
programming paradigm.

• Data governance - The availability, accessibility, integrity,
usability and security of the data in the platform are carried
out through an innovative security layer that allows the
users of the platform to work with sensitive data.

The rest of the paper is structured as follows: a review of
revious research related to this topic is presented in Section 2.
ections 3 and 4 presents the proposed data platform (AIMDP)
or artificial intelligence applications and how users can use the
ata platform workflow modules, respectively. Section 5 presents
real-world use case using AIMDP and discusses the obtained

esults. Finally, in Section 6, the conclusions and future research
re presented.

. Related research

The platform concept has been well known since the early
010s when there were already discussions [18] about the dif-
erent connotations of this term. The connotation used in this
aper is the computational one, which complements the data
latform term, one of the crucial concepts of this study. AIMDP,
he platform that is being introduced in this paper, is a data
latform that adopts a Modern Data Architecture schema.
In the related research section, an introduction to the data

latform concept is made. The most relevant terms related to
his concept, such as Cloud Computing, Big Data or Modern Data
Architecture, are described from the perspective of the data plat-
form concept. AIMDP is also detailed within these relevant terms.
In addition, some applications of data platforms are mentioned,
introducing real examples of previous proposals made by other
authors in this field. The application in health care is explained in
249
detail, as there is a lot of potential in this area, which is the main
one on which the use case of Section 5 is based. The capabilities
of the recently developed data platforms are discussed separately
and compared to those of AIMDP.

The objective of this section is for the reader to be able to
firstly understand the concept of data platform and its context
and secondly know the main aspects of the proposed AIMDP data
platform before the technical description made in Sections 3 and
4. And finally, appreciate the main differences between AIMDP
and other data platforms that appear in the scientific literature.

2.1. Data platform

Nowadays, data storing and treatment operations are expe-
riencing a shift [19] from data warehouses to data lakes. This
shift is produced by three main factors: 1. The increase in the
amount of semi-structured and unstructured data, which are data
warehouses unfriendly. 2. The popularity of the micro-service
architecture over the monolithic one, which does not have an
associated central database. 3. The inability to fulfil the 5 Vs
(variety, volume, velocity, veracity and value) requirements.

Regarding the data warehousing and data lake concepts, it
is possible to combine these two technologies, even in a cloud-
based environment, under the name of Modern Data Platform [19]
This is more capable than a data centre, as it provides more
features that address the needs of the new data consumers. Some
of these features are, amongst others, that in a data platform,
there is no need to provide a schema for the incoming data or
the use of Spark [20], and will offer more flexibility since it will
be able to deal with large and semi-structured data sets and use
multiple parallel tasks for processing [21].

In this paper, the data platform concept is considered one of
the main aspects. The standardization of this term is specially
promoted by the commercial sector. This is because data plat-
forms as products are a current trend. However, in recent years,
a significant number of data platforms have also been developed
in the scientific literature (OPEN GOVERNMENT DATA [2], Finan-
cial BDP [3], CiDAP [4], CALIBER [7,8], WikiHealth [9], ENTSO-E
[22,23], DEGS [24], D2D BIG DATA [25], TELCO [26]).

In the scientific literature, there are different definitions and
interpretations of what a data platform is. For [27], a data plat-
form is a web-based interface to collect, store, host and manage
datasets with specific uniform organizations. A data platform
is capable of storing a large amount of data in an organized
structure. Users of the data platform are allowed to contribute,
modify, query, analyse and export the datasets, which is crucial
for accelerating the evaluation of building performance and en-
ergy efficiency. Similarly, in [10], 4 different data platforms are
analysed and compared. The authors set the 3 dimensions of data
control as the most important parameters to analyse in a data
platform: data access (who can access the data), data use (primary
and secondary uses of data, who decides these uses, and how they
are legitimized and approved through data governance strate-
gies), and data governance (the process by which stewardship
responsibilities are conceptualized and carried out).

In the book [19], a data platform is capable of accomplishing
all the operations established by [27], which are needed to im-
plement data analysis. For [19,27], the data analysis process is not
included as a mandatory feature of data platforms. In other words,
the purpose of a data platform is to ingest, store, process, and
make data available for analysis. These operations should be in-
dependent of the type of data and be performed in a cost-efficient
manner. However, other authors that propose implementations of
their own data platforms consider this procedure part of a data
platform [3,4,9,26]. Moreover, the authors in [3,5,9,19,26] include
a layer-based layout, where the data platform is composed of
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modules that work independently and share information through
their connections, building a workflow. AIMDP also implements
a layer-based architecture with independent modules, described
in detail in Section 3.

MongoDB [28] includes a definition of a data platform that
omprehends most of the ideas introduced by the previously
eferenced authors. The definition that they propose is: ‘‘a data
latform is an integrated set of technologies that collectively
eet an organization’s end-to-end data needs. It enables the
cquisition, storage, preparation, delivery, and governance of your
ata, as well as a security layer for users and applications’’.

.2. Heterogeneous data integration

As it is discussed in [29], in the current article, structured
ata is considered as a group of concepts that possesses a set
f attributes and relationships with other concepts in the set or
ource. This is the source type included in standard relational
atabases. Semi-structured data has some similarities, but each
nstance of a concept may have different properties or relation-
hips. Examples of this type of data are XML or JSON documents.
nstructured data does not have a structured representation of
ts concepts, properties, or relationships. Most common examples
f these sources are text files or multimedia content such as
mages [30], audio, or video.

Working with heterogeneous data and its integration con-
titutes a complicated and well-known problem. In this article,
wo main kinds of integration are distinguished: 1. Transforming
vailable data into data with similar properties and structure.
. Allowing the coexistence of different types of data on the
latform.
If data scientists and data architects consider following the

irst approach, it will result in a simpler database system and
possible unification of the data processing techniques of the
latform. As included in [29], progress has recently been made to
ransform unstructured data into semi-structured and structured
ata. Giving this unstructured data a ‘structure’ can be achieved
hrough techniques that consist of extracting keywords (from
ources such as text, videos, or images) and establishing a repre-
entation schema and mathematical models. This can simplify the
rchitecture of the data system and enable simultaneous query on
eterogeneous data and intereschema property extraction (syn-
nymies, homonymies, hyponymies, overlappings...), thus enrich-
ng the data and associated ontologies. However, this requires
uality assurance in the metadata and a data pre-processing stage
hat is not trivial, especially working in a Big Data scenario.

In this platform, data integration is based on the second ap-
roach, the coexistence of heterogeneous data sources. Having
ifferent types of data available on the platform may require
ore effort in different aspects, such as database management
r algorithm implementation. However, AIMDP grants the possi-
ility of carrying out data processing, knowledge extraction and
nalysis of results based on the techniques described in Section 4.
he implementation is done so that the user can work with
nstructured, semi-structured and structured data and will al-
ays have available advanced techniques to perform the required
xperiments.

.3. Cloud computing in data platforms

Although MongoDB [28] explicitly establishes that this is not
mandatory technology in a data platform, the Cloud Computing
aradigm improves its quality. Some of the features [19] that this
aradigm introduces in data platforms are elasticity (they grow
nd shrink as the needs of the data platform change), modularity
250
(custom resources in storage and computing), availability (re-
sources are available at any time) and faster development (faster
introduction of new features in the production environment) of
the resources. Being able to use third-party Infrastructure as a
Service (IaaS) and Cloud Computing services in a data platform
is a great advantage since it allows scalability and flexibility
that cannot be guaranteed with a standard server infrastructure.
The data platform proposals in [9,25] use third-party services on
demand, allowing data platform administrators to increase the
storage and compute capabilities of their systems based on their
traffic and needs.

In the proposed data platform, regarding the NIST definition of
Cloud Computing [31], AIMDP implements a solution for each of
the characteristics that define a Cloud Computing infrastructure.
It adopts a Software as a Service (SaaS) model since the tools
of the data platform are accessible from various client devices
through a web-based user interface and the consumer does not
manage the underlying cloud infrastructure (network, servers,
operating systems, storage, etc.). AIMDP can also be defined as
a community cloud because its infrastructure is provisioned for
exclusive use by a specific community of consumers from orga-
nizations that have shared concerns. A more precise description
of how AIMDP’s cloud components are configured is included in
Section 3.3.

2.4. Big data platform

The amount of data has increased dramatically in recent
decades as society has become more involved with technology,
and companies have discovered that producing and storing data
can generate considerable profit. Big Data has applications in
healthcare, electronics, biology, banking, meteorology and many
others fields that affect people’s daily lives. Implementing Big
Data architectures for organizations requires obtaining expensive
software licenses, preparing a large and sophisticated infrastruc-
ture, and paying for experts who know how to use the system
and organize and integrate the generated data for analytics [32].
Data platform technologies can be used to help developers to
meet these challenges. This is where the term Big Data platform
(BDP) comes in, which is capable of providing the same services
and features as data platforms but working with massive data
sets. Moreover, it is worth mentioning that using the data science
tools that computational frameworks such as Apache Spark offer
can lead the user to perform advanced knowledge extraction and
create meaningful visualizations from these big-sized datasets.
These computational frameworks are often based on the concept
of distributed learning [33], which establishes that training data
is located and processed in different nodes. Those nodes are dis-
tributed autonomous computers, and they communicate among
themselves over a network. Many relevant algorithms, such as
those introduced in [34] or Apache Spark MLLib are based on
distributed learning concept. Some of the platforms mentioned
previously [4,9,25,26] are defined as Big Data platforms, and they
include big data tools like Spark, Hadoop Distributed File System,
Hive, OpenStack, etc.

Big Data platform services and tools are usually combined so
the user can use them without worrying about what is going
on behind the scenes in terms of availability, security or perfor-
mance. AIMDP, the data platform described in this article, has
some of the characteristics of big data platforms, as is described
in Section 3.

2.5. Modern data architecture

As mentioned previously, some authors describe a layer-based
architecture as the core of their data platforms. In this article, we
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include the paradigm Modern Data Architecture (MDA), defined
by MongoDB in [28]. It consists of a software architecture that
helps to ensure that the user does not have to worry about what
is taking place in the core of the system, since it specifies how
the data platform and data analysis technologies are structured
and carried out.

The AIMDP data platform follows a similar structure to the
DA. This makes the system capable of implementing data anal-
sis and processing techniques using the components of the
nalytics layer. One of the Big Data characteristics of the data
latform is that it implements powerful and big-size-data-proof
L/artificial intelligence(AI) techniques. Something similar ap-
ears in [7], where the authors describe the CALIBER phenotyping
pproach and use it to produce 51 phenotyping algorithms that
ake part of the CALIBER data platform [8]. This platform includes
ata resources and tools, algorithms, and specialized infrastruc-
ure and supports access to anonymized United Kingdom National
ealth Service (NHS) data under licence from the Clinical Practice
esearch Datalink (CPRD) [35]. WikiHealth [9] and TELCO [26]
lso include a differentiated data analysis layer.
On the other hand, due to the generalist and scalable nature

f the data platform proposed in this article, it may have been
sed in different fields of knowledge. AIMDP allows users to load
ata with different structures since it works with NO-Sql database
chemas and implements generic Apache Spark ML algorithms.
ncluding algorithms developed in recent years is also straight-
orward because the AI module is independent of the rest of the
odules of the data platform. This feature is described in more
etail in Section 3.

.6. Potential in health care

Especially after the Covid-19 pandemic outbreak, doctors and
ther researchers in the medical field have become crucial since it
as been proven once again that their research work has helped
o save many lives and managed government actions and deci-
ions [36]. The authors in [37,38] show how multi-disciplinarity,
nvolving different subjects of study in one activity (medical and
ata analysis in this case), can produce real outcomes in people’s
ealth.
Another problem related to health data and, especially, big

ealth data is the existence of data silos [10]. These storages
ontain data collected from health institutions, biomedical and
enomics research and so on, the use of which is limited. This
eans that all the research potential found in the data has been

ost. In order to perform knowledge extraction from these data
ets, data platforms such as AIMDP are very useful since they
llow any user with permission to provide and mine all the
vailable data in the platform.
Multi-disciplinarity and the data silo problem were two of the

ain reasons that motivated the development of the AIMDP data
latform and carry out the use case described in Section 5. Al-
hough the system can work with data of a different nature [39],
he use case included in this article concerns medical data.

For more than a decade, the researchers of the group have
een working with hospitals of the Spanish national health ser-
ice. Working with doctors introduces the necessity of building
data platform which is user-friendly, and easy-to-use [40].

he objective becomes to be used correctly by users with basic
nowledge of data science and programming, so they can still
xploit all the features and extract the maximum potential of the
ata platform [41,42]. This reveals one of the main features of the
ystem, accessibility.
251
2.7. Data platforms comparison

The characteristics of AIMDP are described in detail in Sec-
tion 3. The data platform shares points of view with some of
the data platforms mentioned in this section but also includes
some innovative aspects. A comparison of the most relevant
characteristics and capabilities of the data platforms mentioned
in this section can be found in Table 1.

The aspects selected for the comparison are the following:
1. Heterogeneous data collection: data of different structures
(stream, structured, unstructured), data variety, and several data
sets. 2. Data governance: Availability, integrity, usability and
security of data. 3. Big Data: Use of Big Data technologies and
big-sized data sets. 4. AI tools: Use of AI technologies and algo-
ithms for prediction, regression, recommendation, etc. 5. System
ecurity: Elements and techniques that guarantee the security
f the data platform as a whole. 6. Multi-purpose: Scalability
nd flexibility of the system and if it can be used for different
urposes with data of diverse nature and fields of knowledge. 7.
ser friendly: Usability of the system and an easy-to-use user
nterface for accessing the features of the system. 8. 3rd parties
aaS support: Support of 3rd parties IaaS such as Google Cloud,
zure, AWS, etc. 9. Tested with real users: Features of the system
sed by different users with real data.
Considering the results of Table 1, AIMDP is one the most com-

lete data platform amongst the selected ones. Data governance,
eterogeneous data collection and security are characteristics
hat most data platforms fulfil, as they are central aspects of the
efinition of the concept. However, features such as AI or big data
ools are not supported on all platforms. AIMDP not only includes
hese features but implements an advanced computing infras-
ructure that allows the running of Big Data-friendly algorithms.
t is compatible with open-source tools such as Spark and allows
ewer algorithms to be added without much effort, leveraging
he infrastructure defined in the following section and producing
emarkable results in terms of quality and efficiency.

The main difference between AIMDP and other data platforms
s that it is multi-purpose and easy to use. Thanks to the ease
f use, the dynamism and the ability to implement generic algo-
ithms, the platform can be classified as multi-application, that is,
t can be used to build different applications in many areas such
s energy, medicine, social networks and so on, without being
ssociated with any particular field.
As can be seen in the comparison table, AIMDP presents a

imitation in the use third-party IaaS, whilst CALIBER and Pa-
ientsLikeMe does not. This decision has been taken because
he data platform is designed to work with data with several
evels of privacy. To guarantee data security, a set of private
nd centralized servers are used. However, in future challenges,
escribed in Section 6, the development of a hybrid system is
ontemplated. This system allows critical data to be managed on
private server or a set of decentralized servers (allowing the
se of federated learning) and the rest of the data on third-party
ervers.
Additional limitations of the platform are related to: first,

he import of external data since, although it is dynamic, the
anagement of this information may be improved by the direct
onnection to the ontology-based enrichment system; second,
he lack of an AutoML tool so that the user can query the sys-
em and it automatically generates the entire pipeline. These
wo limitations are planned to be addressed in a future (see
ection 6.1).
In Section 5, the features from Table 1 are put to the test in a

eal use case.



A.S. Ortega-Calvo, R. Morcillo-Jimenez, C. Fernandez-Basso et al. Future Generation Computer Systems 143 (2023) 248–264

e

h
c
m
O
a
c
t
w

d
l
w
r
o
t
s
e
p
t
a
w
S
e

l
i
p
c
b
t
a
u
a

3

w
a
f
i
p
p
T
a
c
i
o

Table 1
Comparison of the main features of the mentioned data platforms. Legend: ✓- Feature supported, ✗- Feature not supported, ∼ - Feature not fully supported or with
xplicit limitations, ? - Unknown, information not available about the feature.
Name Heterogeneous

data collection
Data
governance

Big
data

AI
tools

System
security

Multi-
purpose

User
friendly

3rd party
IaaS
support

Tested
with
real users

AIMDP ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✗ ✓

ENTSO-E [22] ✗ ✓ ✗ ✗ ? ✗ ∼ ✗ ✓

CALIBER [7] ✓ ✓ ∼ ✓ ✓ ✗ ? ✗ ✓

D2D Big Data [25] ✓ ∼ ✓ ✓ ∼ ✗ ✗ ✓ ✗

WikiHealth [9] ✓ ✓ ✓ ✓ ✓ ✗ ✓ ✓ ✗

CiDAP [4] ✓ ∼ ✓ ✓ ✗ ✗ ✗ ✗ ✗

TELCO [26] ✓ ∼ ✓ ✓ ✓ ✗ ✗ ✗ ✗

PatientsLikeMe
[10,11]

✓ ✓ ✗ ✗ ✓ ✗ ✓ ? ✓
3. AIMDP architecture design

As explained in Section 2.3, the concept of a data platform
as become widespread in recent years. Many data processing
ompanies have oriented their developments towards the imple-
entation of such platforms to optimize the work of their users.
ne of the main limitations of most platforms is the difficulty in
dapting any kind of problem to this type of platform. Due to the
omplexity of some databases, mainly in the health sector, it is
oo tedious to achieve the assembly of this type of data structure
ithin the architecture of the platform.
In our study, we have eliminated this weak point, creating a

ata platform that achieves complete separation of each of its
ayers, grouping its functionalities into different modules. In this
ay, the platform is capable of adapting to any type of problem,
egardless of its scope. AIMDP is capable to recognize the category
f data, whether it is structured, semi-structured or unstruc-
ured and to perform a basic adjustment so data from different
ources can be stored in the platform and become available for
xperimentation. This functionality is achieved through the im-
lementation of the Acquisition layer and the Application layer,
he functioning of which are explained in detail in Sections 3.2
nd 3.7. This provides versatility when performing any type of
ork, whether it is oriented towards health, as is our use case in
ection 5, or other types of work, such as those oriented towards
nergy efficiency, etc.
In our data platform, we have achieved that the different

ayers that it is made up of being independent. Thanks to this
ndependence, in the event of an error in any of the layers, the
latform is not completely affected, thus considerably reducing
ritical errors. The independence of each layer has made it possi-
le for the platform to adapt to the different changes that occur
hroughout the life cycle of the platform in real-time without
ffecting the rest. Fig. 1 shows the different layers that make
p our data platform. The following sub-sections explain the
rchitecture and functionality of each layer.

.1. Source layer

In the source layer of AIMDP, the data platform is enriched
ith data extracted through a series of extraction, transformation
nd loading (ETL) processes and stored so that it is available
or the users of the platform. To perform this task, we are us-
ng Pandas [43]. Pandas is a highly advantageous open-source
ython library for data science. It is renowned for its speed,
ower, and flexibility, as well as its ease of use in data analysis.
hese strengths make it a valuable tool for data scientists and
nalysts, who can quickly and effectively manipulate and analyse
omplex datasets. Additionally, its open-source nature means
t is constantly being improved and updated by a community
f dedicated developers, making it a reliable and cutting-edge
252
option for data analysis tasks. Overall, Pandas is a highly effective
and widely-used python library for data science.

In our platform, it is possible to include sources such as data
repositories, as well as data lakes, which store a large amount
of data that is retained until it is needed to be used. The data
stored in these repositories is unstructured. Another storage sys-
tem we use in our data platform is data warehousing, which
is designed to store data in a structured way, as there are also
less flexible databases which follow a relational structure. For
this task, we use Oracle [44] tools, although any available data
warehouse could be used. In this way, we manage to work with
both structured and unstructured data.

In this layer, it is also possible to find simpler sources from
which a large amount of information is obtained. These are the
databases themselves, the import of files, physical media, as well
as the use of web services for data collection. With the help of
all the above elements, plus the collection of data from sources
such as hospitals or sensors in office buildings, the complete data
storage ecosystem of our architecture is established.

One of the main advantages that our platform offers over
others is that the data is not obtained from a single data source.
AIMDP provides the possibility of obtaining data from almost any
repository (Github [45], Data Repositories, etc...), sensor (temper-
ature, heating, cool, etc...) or storage device (USB, hard disk, etc...),
even if the data is siloed and has strict privacy requirements.
Through a series of data extraction, transformation and loading
(ETL) operations, AIMDP is capable of adapting to the data set
so that it can be stored to be subsequently used by any layer
of the platform. The data platform configures the database by
identifying the data structure of each source, managing to adapt
nearly any data structure regardless of the complexity it offers.

In the following sub-section, we explain how to obtain the
data of the different elements explained in this section and how
to access the information already stored in the data platform.

3.2. Acquisition layer

The data acquisition layer focuses on the creation of the data
storage architecture. This is necessary so that the platform can
obtain the different data that the user needs to perform different
experiments.

This layer is where the necessary ecosystem is created to
supply the application layer with the different databases. It also
implements a series of application programming interfaces (API)
capable of retrieving and accessing stored information that can
be interpreted and subsequently processed efficiently. The API
has been created using the flask api-restful tool [46] because it
offers several advantages. Its implementation in Python makes it
easy to use and integrate with other Python-based technologies.
Additionally, the flask API-restful tool is well-known for its sim-
plicity and flexibility, allowing developers to quickly and easily
build robust, scalable API solutions. Overall, the decision to use
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Fig. 1. AIMDP architecture design.
lask API-restful was driven by its strong support for Python and
ts powerful features for building APIs.

In this paper, we have created a storage architecture with
he help of MongoDB [47], in order to establish an ecosystem
here all the databases are placed and managed to work on the
ifferent stored data structures. Each database that makes up this
rchitecture contains a series of collections.
These collections are usually of two types, one where the

aw or processed data is stored in key–value documents and
nother collection where the metadata of the variables of the first
ollection is stored. Metadata collection is very important because
t provides the necessary information for the user to use the
ata in a structured way in the platform. Through an intelligent
rocess, AIMDP obtains the knowledge of the metadata collection
nd makes it available to the users so that they can carry out
ifferent experiments having all the necessary information about
he data.

One of the advantages of this study that differentiates it from
thers is the possibility of having each of the structures in-
ependently within the same database storage ecosystem. This
s achieved through the creation of a sub-layer where data is
tored in multiple collections, maintaining data and metadata.
hus, when required by the user, the platform loads metadata
nto the memory for the user to work with. This produces better
253
maintainability and the possibility of producing independent ex-
periments using the data hosted within our storage architecture,
achieving more efficient and faster results. Regarding this, the
data stored does not necessarily have to be of the same type since
the databases are independent. This allows data and structures
from different research areas to be part of AIMDP and processed
with its tools. Additionally, a feature that is offered to the users is
that the data from different areas of knowledge can coexist, being
able to assign each group of platform users a subset of databases
independently, depending on the permission of the user.

Thanks to the creation of this layer and the storage architec-
ture, one of the objectives we set is fulfilled, which is that users
can focus on their experimentation without spending a lot of time
adapting, transforming and manually exploring the data stored on
the platform.

3.3. Data virtualisation layer

The virtualisation layer is based on a cloud architecture that
some data platforms implement. We have set up the platform
with the help of Docker [48]. This tool automates the deploy-
ment of applications inside software containers. This provides an
additional layer of abstraction and the automation of application



A.S. Ortega-Calvo, R. Morcillo-Jimenez, C. Fernandez-Basso et al. Future Generation Computer Systems 143 (2023) 248–264

u
a
g
a
t
a
i
t
i
G
t
r
o
s

D
m
o
t

3

d
i
b
t
d
d
l
w
t
r
O

a
u
p

s
t
d
q
d

t
l
s
t
u
a

u ng
t
t
o
B
a
o
f

virtualisation across multiple operating systems. In this way, we
achieve a modularized platform.

Docker-driven modularization guarantees that any of the mod-
les, which are independent of each other, can be maintained at
ny time without affecting the rest of the containers. This is a
reat advantage because it allows the system to be more stable
nd respond effectively when critical failures occur, guaranteeing
he integrity and security of the information in the modules that
re not affected by the failure. Due to this modular approach,
t is possible to introduce any application considered useful for
he platform. Another aspect to highlight is the possibility of
ntegrating this layer with widespread services such as AWS [49],
oogle [50] and Azure [51], as it is mentioned in Section 6.1. With
his, it would be possible to access the powerful cloud computing
esources of these third-party IaaS, thus increasing the potential
f AIMDP in terms of the virtualization layer and computing and
torage capabilities.
Due to the modularization of this layer and the integration of

ocker, the maintainability of the different work ecosystems that
ake up the platform is achieved. AIMDP provides the possibility
f extending its size just by adding any programming interface
hat contributes new knowledge to the platform.

.4. Analytics space

The analytical space layer is responsible for the generation of
ifferent elements to improve the visualization and understand-
ng of the data stored in the data platform. These elements can
e simple, such as PDF/HTML reports, automatic charts, or tools
hat allow users to customize how they view and explore the
ata they are using. However, AIMDP also supports more complex
isplay options such as graphs, nodes, or data cubes [16]. In this
ayer, there are a number of micro-services that communicate
ith the API of the platform, which analyses the data used by
he user within AIMDP. This layer performs visualization tasks,
eports the results of the different experiments, explores data,
LAP cubes [52], etc.
One of the key features of the analytical space layer is its

bility to generate complex visualizations of data. This allows
sers to gain a deeper understanding of the data stored in the
latform and to explore it in new and meaningful ways.
In addition to generating charts and graphs, the layer also

upports the use of OLAP cubes, which are specialized data struc-
ures that allow users to quickly and easily perform complex
ata analysis tasks. By leveraging these powerful tools, users can
uickly and easily gain insights into their data that would be
ifficult or impossible to uncover using other methods.
The purpose of this AIMDP layer is to offer more flexibility

o the user to understand, visualize and analyse the data. This
ayer solves the problem of exploring data from a wide variety of
ources, a common drawback, as mentioned in Section 2.7. Thus,
he elements of the layer are better adapted to the needs of the
sers’ project, allowing a personalized visualization of the data
vailable to them.
In conclusion, the analytical space layer of AIMDP provides

sers with flexible tools for understanding, visualizing, and analysi
heir data. This allows them to overcome the limitations of
raditional data platforms and to gain a deeper understanding
f the data they are working with, as mentioned in Section 2.7.
y providing a personalized approach to data visualization and
nalysis, the analytical space layer is better suited to the needs
f users’ projects and can help them to extract valuable insights
rom their data.
254
3.5. Data governance

The main function of the data governance layer is to ensure the
integrity of data, the elimination of leaks in data transmission and
the availability of data for registered users. Alongside the security
layer, it guarantees that only authorized users are able to access
each of the databases.

AIMDP’s data catalogue follows a hierarchy that goes from the
most generic option, where the nature of the project is included,
to the multiple databases offered by each of the projects of the
data platform.

Policies have been established using the middleware authen-
tication provided by the Django framework used in our system.
Our middleware ensures and maintains the integrity of the data
within the system’s database by performing automated checks on
a regular basis to verify the integrity of the data and eliminate any
errors within it.

The middleware authentication provided by Django is an es-
sential part of the security protocols in place for our system. It
ensures that only authorized users are able to access the data
stored in the database and that the data is kept safe and secure.
In addition to providing authentication, the middleware also per-
forms regular checks on the data to ensure its integrity. This helps
to ensure that the data remains accurate and reliable, even as it
is being accessed and used by different users within the system.
Overall, the middleware authentication provided by Django is an
important tool for maintaining the security and integrity of the
data within our system.

In this way, users can only access the parts of the ecosystem
they are authorized to, eliminating inconsistencies within the
database itself. This is a key feature of the platform, as parts of
the data within a single database are restricted to users without
permission, ensuring controlled, personalized, and secure access.

3.6. Security layer

One of the objectives of the layer is to reduce the loss of
information and critical integrity errors that may exist in the
different databases, preventing them from affecting the rest of the
database. This layer is crucial in the functioning of the platform
since sensitive data can be included in AIMDP, as shown in
Section 5.

In addition, the elements of the layer guarantee great flexibil-
ity to access the databases of the platform. We have divided the
layer into three levels, network, application and user or research
group:

• At the network level, AIMDP uses a virtual private network
(VPN). This allows users and administrators to communi-
cate securely and access platform resources without loss of
information.

• Regarding the application level, security is based on Docker
containers [48]. We have created an internal network where
applications using AIMDP data can communicate when run-
ning within the same environment. This is another way to
prevent sensitive information from leaving the control of the
platform.

• At the user or research group level, an authentication system
has been implemented. This system generates internal to-
kens exclusively for each session in which the user performs
an experiment or uses any of the AIMDP tools. This provides
the AIMDP administrators with a way to differentiate each
user or research group and set custom permissions.
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Fig. 2. AIMDP experimentation workflow.
.7. Application space

This layer controls the communication of the different layers
hat make up AIMDP with the applications that use the platform
ervices.
Regarding the acquisition data layer, we obtain the necessary

ata for its operation through a series of application interface
rograms. Through the API, different users can interact indepen-
ently with the storage architecture of the platform, using a series
f micro-services that have been created. Micro-services are small
rograms that execute specific tasks within the data platform. The
mall size of these tasks makes the micro-services independent
f each other, being able to coexist on the platform without
epending on each other.
This layer provides the possibility to connect with the analyt-

cs space layer, where the information provided to the different
pplications can be represented in a more customizable way, as
xplained in Section 3.4. Security and data governance layers,
escribed in detail in Sections 3.5 and 3.6, allow this layer to in-
eract with this information. They offer the possibility of allowing
ccess to certain knowledge of the platform by assigning a series
f credentials to each of the platform users, either individually or
hrough work groups.

The virtualisation layer also plays an important role, as ex-
lained in Section 3.3. This is where the different applications
hat make up this layer are deployed on the server. Each of the
pplications that compose AIMDP is independently assigned a
pace within the platform server so that the crash or removal of
ne application does not affect the rest.
Finally, due to the interaction between the different layers,

n ecosystem is achieved in such a way that data stored in
IMDP can be used through user-friendly interfaces, following
workflow that allows users to focus exclusively on extracting

nformation from their data. The user interface has been created
sing Django, a popular framework for developing web appli-
ations in python. While other technologies could also be used
or this purpose, Django was chosen for its powerful features
nd strong support for python. However, it is important to note
hat the developer is not limited exclusively to Django and could
otentially use other technologies as well.
This user-friendly paradigm that allows the user to obtain

esults quickly and efficiently is one of the main aspects of the fol-
owing section, which offers a deeper study of how the workflow
as been implemented.
255
4. AIMDP user-friendly workflow

One of the problems that most non-programming-expert re-
searchers have when performing experiments using a data plat-
form is the lack of a guided workflow that takes them to step
by step to achieve a goal in the execution of their work. They
have a great deal of expert knowledge about their data, but most
of them are not experts in pre-processing and extracting all the
knowledge from the data through the application of data science
and computational techniques. One of the objectives of this study
is to solve this problem. To do this, we follow the paradigm of
ease of use, as explained in Section 2.6.

In this section, we explain how the AIMDP workflow is struc-
tured to help the user focus exclusively on extracting insights
from their data. This section focuses on the application layer, as it
allows the user to perform different experiments in a simple way
within our AIMDP architecture. As Fig. 2 shows, the workflow is
divided into different stages or modules. In the next sub-section,
each stage of the workflow is explained, exposing each of its
characteristics.

4.1. Experimentation module

The experimentation module is the first stage of the workflow.
In addition to the application layer, security, governance and
acquisition layers are involved in the operation of this module.

The acquisition layer allows the display of the different exper-
iments in this module which are available to the user. With the
help of the security layer, it restricts access to each experiment
and, as explained in Sections 3.5 and 3.6, prevents data loss. The
governance layer is also involved in this module as it achieves
data integrity, avoids redundant or erroneous data within the
databases, and controls data availability.

The creation of the experiments is dynamically stored in the
acquisition layer, associating it exclusively to the owner user
through the security layer. Our application layer stores only the
metadata, such as the experiment’s name, the database selected
in our experiment and the parameters chosen to filter the differ-
ent variables of the experiment itself.

The great advantage of this storage system is that the only
thing stored in the database supported by the AIMDP system is
plain text, which considerably reduces our application’s necessary
percentage of storage. This way of storing experimentation does
not involve the storage of records from the hospital’s data collec-
tions, which eliminates data redundancy through the governance



A.S. Ortega-Calvo, R. Morcillo-Jimenez, C. Fernandez-Basso et al. Future Generation Computer Systems 143 (2023) 248–264

l
p
r
r
a

4

t
u
p
a
n
c
v

g
d
p
a
i
t
c

s
p
f
m
w
p

o
t

4

t
i
a
f
d
w
s

i
o
T
u
t

i
o
t
c
p
s

c
r
f
o

layer. All the management within our application layer is done
with the python framework Django.

In this module, users can create a new experiment by se-
ecting a specific database or uploading an experiment already
erformed by the active user. This gives the user the ability to
euse the work of other experiments, which can be useful for re-
unning experiments with some changes or not having to enter
ll filters and workflow parameters.

.2. Data-set configuration module

In this module, the user can configure which variables from
he database selected in the previous module are going to be
sed in the experiment, using a variable selection tool. It is also
ossible to filter the variables, taking into account whether they
re numeric or categorical. In the case of numeric variables a
umerical range can be selected, and in the case of categori-
al variables, some particular values within the domain of the
ariable can be selected.
One of the main problems of data processing systems is the

reat variety of databases, each of which has different variables,
ata types and even representation structures. AIMDP solves this
roblem by dynamically and intelligently assembling the vari-
bles that make up the database on which the experimentation
s based, thanks to the storage architecture described in Sec-
ion 3.2. Therefore, regardless of the user’s specialization, AIMDP
an automatically upload the data to the data platform.
With the AIMDP filtering tool, the user can select both the data

et and the variables needed for experimentation. The filters and
arameters selected in this module are stored in a configuration
ile, which prevents the user from having to configure these filters
ultiple times. In this way, the platform gains in efficiency and
e prevent the server from suffering load saturation, reducing the
ercentage of critical errors on the platform.
At this point, users can perform exploratory data analysis

n the data they have selected or direct their experimentation
owards knowledge extraction.

.3. Knowledge extraction module

One of the main barriers of other data platforms is that ex-
racting knowledge from the data is often quite tedious and
nflexible due to the numerous constraints presented by these
lgorithms, as well as the need for extensive knowledge in the
ield of data science and programming. The elimination of this
rawback is one of the goals set in the development of AIMDP,
hich guides the user through extracting knowledge from the
elected dataset for the current experiment.
The user can select any of the algorithms offered by AIMDP

mplemented[2] in our APIRest. For the execution of this kind
f algorithm, advanced knowledge in data science is required.
herefore, a user help system has been implemented to show the
ser the necessary help to run this algorithm and to see if this
ype of algorithm fits the data used in our experimentation.

Currently, our AIMDP allows us to execute cluster algorithms
n a sequential or parallelized way due to the first adaptation
ffered by our tool in distributed environments implemented in
he Spark framework. Once selected, each of these algorithms
an configure automatically executed by a Big-Data-proof com-
utational cluster, following the conditions required by our help
ystem for the execution of the algorithm in question.
Another advantage of our AIMDP architecture is its high en-

apsulation. This feature allows us to increase the range of algo-
ithms needed to adapt to different experiments without inter-
ering with developing other application layers that interact with

ur architecture.

256
The main goal of this module is that the user can focus on
the configuration of his dataset and does not have to spend a
large part of his time delving into the field of data science. Once
the algorithm has been run, the user can check and analyse the
results using the results analysis module, detailed in the results
4.5.

4.4. Exploration module

One of the reasons why this type of platform is indispensable
is the possibility of representing data in a way that makes it easy
for the user to visualize and obtain information from it. In AIMDP,
a module includes this type of interpretation, which is the data
exploration module. In this module, users can comprehensively
analyse and visualize the dataset selected for experimentation.
Users can select any data or variable from the dataset and analyse
it in a way that allows them to conclude their studies.

This module allows the user to visualize their variables’ be-
haviour in the advanced stages of running the experimentation.
It allows the user to extend their knowledge of the selected
variables, discovering hidden or undetected behaviours and al-
lowing them to decide to improve the execution of the different
algorithms.

The analytics space layer supports this module. This layer
achieves the objective of encapsulating the functionality within
AIMDP in order to be able to extend its behaviour throughout the
architecture life cycle without affecting different applications that
are interacting with AIMDP. Some of the more straightforward
visualization tools are offered by the analytics space layer in
AIMDP.

Currently it allows the user to generate pie charts and his-
tograms, depending on the ranges and types of variables selected
for exploration. It also includes more complex visualization tools
to see the possible relationships between two or more variables,
using box plots, scatter plots and others, depending on the type
of variables to be compared (see Table 2).

As mentioned above, AIMDP also allows the user to visualize
more complex data using graphing tools, nodes or data cubes,
giving the possibility to develop external visualization libraries
and interact with our architecture [16].

4.5. Result analysis module

The results analysis module is usually fundamental in all data
platforms. It is where users can draw their conclusions from
the experiments performed and decide whether the execution of
an experiment achieves the expected results or whether a new,
different experiment should be performed.

This module analyses the results obtained after running an
algorithm from the knowledge extraction module. It generates a
series of automatic tables and graphs depending on the algorithm
selected by the users and the data used in the experiment. De-
pending on the algorithm executed, the system will generate a
series of visualization elements to be displayed to the user. These
dynamic and intelligent charts and graphs help the user interpret
the experiment’s results, which is crucial in the development of
their studies.

The application layer manages this stage of the workflow. In
this way, independence is achieved when displaying the results
to the user, as the application layer decides how to display these
results. This decision is because, depending on the problem, the
different application layers using our architecture will be free to
display the results in one way or another.

Our AIMDP will only manage the processing of the data and
will send results that the application layer will be in charge

of representing. As the application layer manages these results,
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Table 2
Algorithms included in AIMDP.
Name Cite Kind of algorithm Aim source Big data Efficiency

BDARE [53] Association Rules No supervised Own development ✓(Spark) Exponential
FIM in Streaming [12] Frequent items set mining No supervised Own development ✓ Exponential
FARE [14] Fuzzy association Rules No supervised Own development ✓(Spark) Exponential
OBTD [15] Topic detection No supervised Own development ✗ Cubic
CDMA [16] Multidimensional analysis No supervised Own development ✗ Cubic
FSD [17] Fuzzy multidimensional analysis No supervised Own development ✗ Quadratic
MLIB LR [54] Logistic regression supervised MLIB ✓ Linear
MLIB DT [54] Decision tree supervised MLIB ✓ Linear
MLIB RF [54] Random Fore supervised MLIB ✓ Logarithmic
MLIB SVM [54] Support Vector machine supervised MLIB ✓ Cubic
MLIB GBT [54] Gradient-Boosted Trees supervised MLIB ✓ Logarithmic
XGBOOST [55] XGBOOST supervised Xgboost ✓ O(tdxlogn)
scikit-learn PCA [56] PCA No supervised scikit-learn ✗ Cubic
scikit-learn Kmeans [56] K-means No supervised scikit-learn ✓ Quadratic
Distributed K-Prototypes [57] Clustering No supervised Implementation based on [57] ✗ Linear
users can store each of the results provided by this module in
its reserved storage area. In our case, it can be consulted at
any time for future studies. The possibility of reusing previous
reports generated after the execution of an experiment is another
advantage of AIMDP.

In the next section of this paper, we include an experiment
hat goes through all the workflow stages described in this sec-
ion. To test this workflow and the architecture described in
ection 3, we have included a real use case with health-oriented
ata silos.

. Use case: IA experiment applied to a spanish health service
ata silo using AIMDP

In fields such as medicine, a great deal of data tends to remain
iloed and not used in data analysis tasks due to privacy and
tandardization problems [10]. Data silos [10,58] are repositories
hat cannot be accessed from the outside because of privacy,
egulations and other issues. These data sets with unexploited po-
ential may cause losses in financial or medical organizations [59],
ue to delays in scientific progress in different areas. The problem
f data silos motivated the use case introduced in this paper.
ince the main collaborators and users of the data platform are
octors and researchers from Spanish hospitals, the data silos in
heir storage system can be analysed and processed. The AIMDP
latform can also provide an improvement in the research work
f the collaborators of the hospital since they do not have to
xpend hours improving their programming skills and they can
ocus on their real study area. This is achieved with the tools de-
cribed in Section 3.7, which allow users to perform data mining
nd analysis tasks without the need for programming skills since
sability and ease of use are the central aspects of the AIMDP data
latform.
In order to validate and evaluate the AIMDP data platform, the

rchitecture and all the modules presented in Section 3, a real
se case has been carried out. It consists of setting up all the
eatures of AIMDP so it can be used by real medical collaborators
f two hospitals in the Spanish health service: the Costa del Sol
nd San Cecilio hospitals. These researchers are the first real users
f the system. In order to test all the features the following tasks
ave been carried out: 1. Two health data sets that have never
een used for data analysis (data silos) with medical information
f patients in these two hospitals have been uploaded to the
ata platform. 2. The system has been deployed on a server of
he University of Granada. 3. An account for each of the users
as been created. 4. A pre-processing and enrichment of data
as been carried out. 5. An experimentation workflow has been
efined, based on the aspects described in Section 4, so the users
an perform a whole experiment using all the modules of the data
latform. 6. An experiment using the data set has been done and
he results have been analysed.
257
5.1. Data sources

The data sets uploaded into the data platform used for the
experimentation follow the structure of the Minimum Basic Data
Set (MBDS) of Andalusia [60]. The structure of these data sets is
based on EHR and they contain the health records of real patients
of the two hospitals. These records come from different sections
of the hospitals (emergency, mental health, maternity, etc.) and
each record is associated with a patient’s hospitalization episode.
The data stored in these registers have different formats because
they come from a wide diversity of data sources. Some of the
most representative sources and features can be seen in Table 3.

Characteristics about the dimension of the raw data sets can
be found in Table 4. Since AIMDP implements features of a data
lake, raw data is uploaded and kept in the storage architecture
described in the acquisition layer (Section 3.2). This is useful since
the data platform implements Big Data tools and it is capable
of working with large amounts of data and takes advantage
of information that could be lost during the data processing
stage. Nevertheless, during the data loading process, some custom
operations are carried out automatically on the data sets. This
generates new data sets that are also stored in the platform. These
operations are described in the following sub-section.

5.2. Data processing

As has been mentioned previously, the data sets considered
for the use case described in this paper have the structure of
the Minimum Basic Data Set (MBDS) of Andalusia. With this in
mind, a series of operations are carried out on data at the same
time the data is being uploaded into the AIMDP storage architec-
ture, details of which can be checked in 3.2. The operations are
transformation, pre-processing, enrichment and loading. All these
operations are hidden from the user, maintaining the usability of
the system.

5.2.1. Data transformation and pre-processing
During the transformation stage, factor variables are mapped

from integers to understandable labels, using the manuals and
supporting documents of MBDS [60]. During this phase, the data
is transformed into key–value documents. This is an efficient way
to store the considered data sets because there are very dispersed
variables.

The next stage is the pre-processing of data. Here, new vari-
ables are computed using existing variables, since the informa-
tion represented in these variables is usually not data analysis-
friendly. Variables used for these operations are history codes,
postcodes, dates, etc. Some examples of this kind of pre-processing
can be found in Table 5.
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Table 3
Data source features description.
Features Codification Method for enrichment

Diagnoses International Classification of Diseases (ICD) External API
Origin of patients Spanish health service system Database
Reason for discharge International Classification of Diseases (ICD) External API
Reason for admission International Classification of Diseases (ICD) External API
Surgical procedures International Classification of Procedures External API
Diagnostic tests International Classification of Test External API
Services/departments Spanish health service system Database
Other dataa Andalusian health service system (SAS) Database

aRest of the variables related to the management and information of the Andalusian hospital system.
Table 4
Characteristics of the data sets of the use case.
Data set Records Features

EHR - Costa del Sol Hospital 75.000 273
EHR - San Cecilio Hospital 220.000 273

5.2.2. Data enrichment and loading
Data enrichment techniques applied to the data sets use the

lassifications and codes included in the International Statistical
lassification of Diseases and Related Health Problems 10th Re-
ision (ICD-10) [61]. This process is carried out on variables such
s diagnoses, surgical procedures or external causes of morbidity
nd mortality. A mapping with 3 different levels of granularity
s made with these variables, as is shown in Table 6. Dig level 1
rovides a more wide and more generic diagnosis, while level 3
aps the diagnosis to a more specific and precise one.
After all the mentioned processing has been applied to each

ata set, they are uploaded into the storage system of the data
latform. This process is described in Sections 3.1 and 3.2. For
ach data set, a copy of the raw data transformed into key–value
ocuments and a processed one are uploaded.

.3. Data experimentation

In this section, a complete clustering experiment is presented
sing the AIMDP data platform. This experiment has been shown
o the users of the data platform as an example or guide of how an
xperiment should be performed, so it is meant to be understand-
ble and show the main characteristics of an experimentation
orkflow. The proposed clustering problem consists of extracting

nformation about the underlying structure of childbirths in the
osta del Sol Hospital between the years 2016 and 2020. A
econdary objective is the preparation of the data for future data
nalysis using complex AI algorithms such as [62–66].
Before the configuration of the data set and algorithms of the

xperiment, the user must access the URL of the system using a
eb browser. This web application is deployed on a University of
ranada server. The user then has to log in using the authenti-
ation module, described in Section 3.6. This is also a key piece
n the data governance management of the platform, defined in
ection 3.5. This is because once users have been logged in, it
s possible to control which data is available for each user, what
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they can do with the data and so on. The user is now capable of
creating and running an experiment following the steps included
in Fig. 2. All the modules that appear in the figure are described
in detail in Section 4.

The first step is the creation of an experiment and the selection
of the parent data set on which the experiment is based. This
can be done using the experimentation module, which is defined
in Section 4.1. The parent data set contains the processed and
enriched data of the hospital, obtained after applying the methods
described in the previous Section 5.2 to the data set with raw
data. This processed data set is selected because these types of
algorithms give a worse performance using raw data. The second
data set of Table 1 is selected as the parent data set, assuming the
user has access to it. Next, the user can configure a sub-dataset
using the variable selection and filtering tool of the system, which
does not require any programming skills from the user. Available
metadata information is also useful since it ensures that the user
possesses all the needed information about each variable. These
operations are carried out in a very efficient way since, as it is
mentioned in Section 3.7, the system can perform the filtering
and selection operations by only using the metadata of variables.

These filtering and selection operations are carried out by the
data set module, described in Section 4.2. The selected variables
and filters for the clustering problem-solving can be found in
Table 7. It is worth mentioning that only childbirth episodes are
considered since PESO1N, the variable that contains information
about the weight of the babies is selected and missing values
are removed from the experiment. After the sub-data set has
been built, all the filters and selected variables are stored in a
configuration file that can be loaded for future experimentation,
as it is described in Sections 4.1 and 4.2.

At this point, the user can perform an EDA using the tools of
the module detailed in Section 4.4 or proceed with the exper-
iment and use the tools available in the knowledge extraction
module of Section 4.3, where the clustering algorithms can be
configured. The EDA module has been used to explore the data
and purpose of the clustering problem, so the following step is
to select the algorithm and set up its parameters. For solving a
clustering problem, there are some available algorithms in Spark
MLLib. From this library, algorithms such as K-means or Bisecting
K-means are supported currently in AIMDP, but these do not take
advantage of the categorical variables’ information. To solve this
problem, a Spark-based version of the classic K-Prototypes has
been developed, based on the proposal [57].
Table 5
Example of the pre-processing of temporary data from the hospital database.
Date admission Date discharge Birthday

20/4/2016 10:16:40 23/4/2016 18:23:12 11/2/1991
10/10/2019 22:45:20 13/10/2019 19:20:45 7/2/1987

↓

Days of admission to labour Season Age Patient type

2 spring 31 adult
3 autumn 35 adult
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Table 6
Example of the processing of an instance of C00.4 diagnosis.

Diagnosis

K35.20
↓

Dig Level1 Dig Level2 Dig Level3 Application to Group diagnosis

Diseases of the
digestive system

Diseases of appendix Acute appendicitis (Acute) appendicitis
with generalized
peritonitis NOS

Major gastrointestinal
disorders and peritoneal
infections with and
without cc/mcc
Table 7
Selected variables for the clustering experiment.
MBDS code Description Type Filtered domain

PAISNAC Mother’s country of Birth Categorical Argentina, Spain, Morocco,
Paraguay, United Kingdom

EDAD Mother’s age in years Numerical All available data

TIEMPOING Hospital admission time
during childbirth in days

Numerical All available data

PESO1N Weight of the baby in kg Numerical All available data

TGESTAC Gestation time in weeks Numerical All available data
Once the K-Prototypes algorithm has been selected, an auto-
atically generated HTML form is shown to the user. This form
as the parameters needed for the execution of the algorithm,
nd each form attribute is populated with default values. The
TML form and the values chosen for the parameters of the K-
rototypes algorithm’s execution can be found in Fig. 5. After all
he parameters have been set, the user can run the algorithm by
ressing a button that sends all the information to the system.
he connection to the computer cluster and the generation of the
esult plots and tables is also automatic, so the user completes the
hole experimentation workflow without seeing a single line of
ode.

.4. Results and discussion

Since the solved problem is a clustering one, the results are
ery graphic and easy to understand. This is the aim of the
xperiment: to be understandable for non-experts and to bring
loser the AIMDP data platform and its capabilities.
The data platform offers a series of tables and plots gener-

ted automatically, depending on the parameters and the results
rovided by the algorithm, in this case, the K-Prototypes clus-
ering algorithm. The most relevant table, which includes the
ain interpretation of results, contains the labels of each cluster

ound by the algorithm, the number of individuals placed on each
luster of data and a summary of the value of each variable in
he cluster. The mean and the mode are computed for numerical
nd categorical variables, respectively. This interpretation can be
ound in Table 8. From this table, it is possible to deduce some
nformation and propose some hypotheses:

• The algorithm found 4 clusters of different sizes. Clusters 3
and 4 are the most populated groups.

• The most common countries of birth in the first two clusters
are UK and Morocco, respectively, whilst the most common
in the last two clusters is Spain. The algorithm made a clear
separation in the groups based on this variable.

• There is no significant difference regarding the mean weight
of the baby, gestation time and hospital admission time
variables (PESO1N, TGESTAC, TIEMPOING).

• Looking at the mother’s age variable, the mean in the first
two clusters is similar, whilst the mean in the third and
fourth one is clearly different, with a difference of approxi-
mately 10 years.
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• The weight of the babies is higher in cluster 2.
• Bearing all of this knowledge extracted by the algorithm

in mind, the following hypothesis is proposed if 4 clusters
are considered: 1. The first cluster contains mothers from
the UK, which is the smallest group found. The weight of
their babies is similar to the Spanish mothers’ babies from
clusters 3 and 4. The age is similar to the one of cluster 2 and
the mean between clusters 3 and 4. 2. The second cluster
contains mothers from Morocco whose babies’ weight is
higher and triplicates the size of the first clusters in terms
of individuals. 3. The third and fourth clusters aggregates
Spanish mothers of different ages, with cluster number 3
being associated with younger mothers. Looking at the sizes
of the last two clusters, it is possible to observe that there
are more mothers that belong to the cluster with a higher
value of age.

These results can also be observed graphically in the plots
generated automatically by the system. In Fig. 4, which contains
a plot of the distribution of the considered numerical variables,
it is possible to see the importance that the algorithm gives to
the mother’s age variable (EDAD), which is very important in the
delimitation of clusters 3 and 4. On the other hand, in Fig. 3,
the relationship between only the categorical and the rest of the
numerical variables is summarized in a box plot. This provides
information about the distribution of the rest of the selected
countries of origin, Argentina and Paraguay, which are distributed
amongst the four clusters, with the minority being in selected
data. Looking at the plot, the importance of age is also visible,
as it has different distributions amongst the clusters. As the last
aspect to remark, the user is also able to see that the weight of
the baby and the gestation time are variables with a considerable
number of outliers, which must be considered in future analysis
operations using this data set.

This experimentation process has been put on into a video,
which can be accessed by all the registered users of the platform,
serving as an example and a user guide. The problem that has
been approached and the results of the algorithm were presented
to the health-specialist collaborators of the research team. Since
all the hospital personnel were capable of understanding and
checking the potential of AIMDP data platform, we see this as a
new way of validation of the experimentation module and the
system as a whole.
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Fig. 3. Pairplot of the numerical variables. Two variables scatterplot and density plot in the main diagonal.
Table 8
Results interpretation.
Cluster labels Total

individuals
Weight of
the baby

Gestation
time

Mother’s
age

Hospital
admission time

Mother’s country
of birth

Cluster 1 391 3274.50 39.00 30.90 2.73 UK
Cluster 2 1234 3444.69 39.29 31.45 2.77 Morocco
Cluster 3 2463 3234.20 39.03 25.80 2.87 Spain
Cluster 4 4016 3228.36 38.96 35.57 2.86 Spain
In addition to this example, we can see other results of al-
orithms implemented in the system in the state of the art.
mong them, we can highlight works with fuzzy association rules
n Big data for the extraction of hidden knowledge related to
omorbidity in diagnoses [39].

. Conclusions and future research

.1. Future challenges

Through the platform proposed in this paper and the use case
eveloped, it has been possible to see how the use of the Big Data
latform can help in different processes involving various aspects
f data management. Specifically, in our use case, we have seen
260
how it improves knowledge extraction from data silos. Among the
main advantages of our system are its application for managing
massive amounts of data, that it is a user-friendly system and
its ability to import heterogeneous data from different systems.
Furthermore, to complete this capacity, integration with third-
party IaaS will be implemented in order to be able to work in
a hybrid way and improve the capacity of the platform.

However, as demonstrated in the use case, a large amount of
data is not used due to security and anonymity constraints. In
this sense, several approaches can be used to tackle this problem,
such as federated learning, allowing the extraction of knowledge
from data in a decentralized way. We can also include an addi-
tional layer that takes care of this process, thus preserving the
modularity of the platform and facilitating its development and
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Fig. 4. Boxplot of the numerical and categorical variables. Numerical variables
as rows and categorical as columns.

maintenance. However, we must remark that the data have been
anonymized beforehand by the Andalusian Health System (SAS
by its acronym in Spanish) for the use case presented. These
approaches help maintain data anonymity and exploit hidden
knowledge.
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Regarding the integration of heterogeneous data, new meth-
ods have been implemented for the enrichment, and ‘structuring’
of unstructured data [29]. In addition, these methods pursue the
objective of detrimental response time, which makes them more
suitable for Big Data environments such as the one proposed in
this article. Working in this direction will provide the AIMDP with
greater flexibility, and further progress can be made in one of
the platform’s strong points: the treatment of heterogeneous data
sources.

Other challenges that arise are the integration of data through
data flows that can be found in a multitude of applications such
as health, energy, and social networks. For this, it is necessary to
adapt the integration of this type of data, and its processing and
to have algorithms that allow the analysis of trends [62].

Finally, we have seen how a friendly and intuitive system
for the end user improves the system’s understanding, use and
productivity. However, there are still challenges in the field of
the use of data science tools by non-expert users in this field.
Therefore, as enhancements to the system, an explainable artifi-
cial intelligence (XAI) layer has to be implemented to improve the
interpretability and explainability of many of the methods that
are available in our tool.

Using this future module, end-users will better understand the
results obtained. Moreover, it will also be possible to improve the
user experience by improving the generation and parameters of
the algorithms by adding an intelligent AutoML process to select
the best parameters and algorithms for users to obtain the desired
results.

6.2. Conclusions

The proposed Modern Data Platform, AIMDP, has been effec-
tively introduced in a real use case of a healthcare data silo,
explaining its main capabilities. It has been demonstrated that
it is possible to have a system capable of allowing a non-expert
user to extract hidden knowledge using innovative technologies
such as Big Data. Furthermore, this system has already included
routines for data import [63], processing, data enrichment [39]
and AI techniques to extract knowledge from large datasets [64–
67]. The system offers a suitable framework for efficient and
fault-tolerant data management due to the robustness of the
systems used, such as micro-services, Spark etc.

Data is the heart of a system, although it is only stored in many
cases, and the full knowledge it holds is not extracted. This is why
platforms such as the one presented in this paper are necessary
for the improvement of users in the different fields of energy,
health, and economy to be able to analyse their data without
a complex process in addition to being able to use innovative
technologies and large computing systems in a transparent way.

This research opens the door to new implementations, im-
provements and applications of AIMDP to different fields, taking
advantage of big data platforms and using the available Data
Mining and Machine Learning algorithms that the scientific com-
munity has been developing in recent years. The main objective
is to bring end users closer to the use of these new tools that can
effectively help to manage and also to process the large volumes
of data generated by social networks, medical records, images,
sensors and other information external to the system, taking
advantage of distributed computing and artificial intelligence in
a simple, transparent and guided process.
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