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Abstract
Social care robots (SCR) have come to the forefront of the ethical debate. While the possibility of robots helping us tackle 
the global care crisis is promising for some, others have raised concerns about the adequacy of AI-driven technologies for 
the ethically complex world of care. The robots do not seem able to provide the comprehensive care many people demand 
and deserve, at least they do not seem able to engage in humane, emotion-laden and significant care relationships. In this 
article, we will propose to focus the debate on a particularly relevant aspect of care: trust. We will argue that, to answer 
the question of whether SCR are ethically acceptable, we must first address another question, namely, whether they are 
trustworthy. To this end, we propose a three-level model of trust analysis: rational, motivational and personal or intimate. 
We will argue that some relevant forms of caregiving (especially care for highly dependent persons) require a very personal 
or intimate type of care that distinguishes it from other contexts. Nevertheless, this is not the only type of trust happening 
in care spaces. We will adduce that, while we cannot have intimate or highly personal relationships with robots, they are 
trustworthy at the rational and thin motivational level. The fact that robots cannot engage in some (personal) aspects of care 
does not mean that they cannot be useful in care contexts. We will defend that critical approaches to trusting SCR have been 
sustained by two misconceptions and propose a new model for analyzing their moral acceptability: sociotechnical trust in 
teams of humans and robots.
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1 Introduction

Are robots ethically apt for performing in care contexts? 
The literature on the ethics of social care robots (SCR) have 
provided different arguments to try to answer this question. 
Such an answer should include a satisfactory ethical account 
of care and a solid framework for understanding how care 
is performed nowadays.1 In this paper, we want to address 
the problem by focusing on an underdeveloped issue: trust.

In contemporary Western societies, the capacity of 
social structures in place for providing adequate care for 

all is in question. Despite the crisis of care in which we 
are immersed (Tronto 2015; Boada et al. 2021; Ausín et al. 
2023), it must be analyzed whether the care provided by 
robots would not impoverish the tasks of care in such a way 
that this activity would lose its most significant features. 
While some authors have emphasized the universal condi-
tion of the human need for care (Butler 2004; Fineman 2008; 
Dodds 2013; Kittay 2019), it is also true that some situations 
in life imply a higher need of being cared for by others such 
as old age, infancy, or cognitive diversity, among others. 
These states do not in themselves imply frailty (Rodríguez 
Díaz et al. 2014b) but can generate a high dependency in 
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the performance of activities of daily living (ADLs) that are 
related to higher levels of emotional distress in these people 
(Rodríguez Díaz et al. 2014a) and imply a high demand for 
care. More caregivers are increasingly needed despite the 
fact that, paradoxically, care conditions are precarious and 
caregivers are often in a highly vulnerable2 position (Copé 
2021). This situation calls for solutions that provide the 
highly dependent population with the necessary care and 
caregivers with better conditions.3 In this context, the recent 
developments of social robotics seem to make possible the 
introduction of SCR in the care systems, with the aim of 
contributing to tackling this care crisis.

Assistive care robots are those devices that have functions 
related to care and/or protection in clinical, welfare or social 
environments. The actions they can perform include health care, 
physical and cognitive rehabilitation, activities related to daily 
domestic life, and educational activities in different environ-
ments (hospitals, nursing homes, homes, and schools) (Boada 
et al. 2021). In this work, we refer in particular to those robots 
with linguistic and social capabilities due to their potential to 
establish human-like relationships (social robots), that are 
embedded in caregiving context, i.e., the so-called SCR. The 
ethics of care robotics raises concerns about the moral impli-
cations of implementing these technologies. The critical views 
highlight the limitations of social robots in providing good care 
because of their inner capacities, that is, robots are not able to 
show true concern or develop empathy. We aim to turn the struc-
ture of conventional understandings on its head: we will defend 
that what matters in the implementation of care robotics lies not 
in the properties of these entities, but in the relationships we 
maintain with them (Llorca Albareda 2023, 2024). In particular, 
we will show how an analysis of the possibility of trusting SCR 
constitutes a powerful approach to answer the question about 
their moral acceptability.

The contributions to the discussions about the moral accepta-
bility of the development and implementation of SCR are grow-
ing in number (Vallor 2011; Sharkey and Sharkey 2012; van 
Wynsberghe 2016; Hämäläinen 2020; Martínez-López et al. 
2024, Liedo et al. 2024, Liedo 2024) and important arguments 

have been made, both in a more optimistic aim (Borenstein and 
Pearson 2010; Sorell and Draper 2014; Coghlan 2022) and in a 
more reticent view (Sparrow and Sparrow 2006; Turkle 2011; 
Sparrow 2016). Regarding trust, there has been extensive dis-
cussion about the type of trust in digital environments (Taddeo 
2009; Buechner et al. 2013; Tavani 2015) between humans, 
between humans and artificial systems, and between artifi-
cial systems (Coeckelbergh 2012; de Laat 2016; Grodzinsky 
et al. 2020). To our knowledge, discussions about trust in SCR 
have been mainly dedicated to two types of questions: (i) what 
perspective does trust bring when designing care robots (Yew 
2021) and (ii) what kind of trust is developed in actual encoun-
ters between humans and care robots (Poulsen et al. 2018a, b; 
Song 2020). The first consideration is normative and presents 
itself as an interesting theoretical tool for understanding what 
kind of ethical criteria should govern the programming of a care 
robot; and the second is factual in the sense that it asks what 
trust relationships are possible between humans and SCR. We 
believe, however, that next step in the analysis has not yet been 
taken: the idea that the moral acceptability of SCR is intimately 
linked with the desirability of the kind of trust that one can have 
in these artificial entities.

For investigating this issue, we present a categoriza-
tion of trust relationships. We defend that, although per-
sonal trust relationships with robots are untrue and mor-
ally troublesome, this is not a reason to deny the moral 
acceptability of SCR on the whole. Robotized caregiving 
relationships can involve morally acceptable forms of 
trust that can enhance existing personal trust relationships 
between human caregivers and cared-for persons. Clarify-
ing what kind of trust we should maintain with SCR will 
allow us to overcome the criticisms and delineate which 
types of activities and relationships should be attached to 
these entities. We will show that SCR are trustworthy at 
the rational and thin motivational level and we will offer a 
new model for analyzing trust in care relationships: socio-
technical trust in teams of humans and robots.

2  A new model for trust: the context of care

New AI systems acquire a certain degree of independ-
ence from their programmers, thereby differing from 
other artifacts because their actions and processes can-
not be fully predicted (Floridi and Sanders 2004; Mat-
thias 2004). This makes the question of which and how 
much trust we can have in these systems gain weight: it 
seems that we can trust them in a different sense than 
other artifacts, but without reaching the levels of trust in 
humans (Tavani 2015).

An important distinction made in philosophical analy-
ses of trust is that which differentiates trust from trust-
worthiness (Hardin 2006; Tallant and Donati 2020). 

2 Needing care is not limited to any particular so-called vulnerable 
population. Likewise, the need for care does not necessarily imply 
any specific vulnerability if the needs are met through good care. 
However, the lack of appropriate care, especially when it comes to 
people highly dependent, is a harm. At the same time, because of pre-
carity, caregivers are also subjected to specific vulnerability to being 
abused, overwhelmed, underpaid and other problems (Llácer et  al. 
2007).
3 We are referring to better working conditions in the case of formal 
care in institutional or domestic settings and a reduction in the over-
burdening of the caregiver's role in the case of informal care, mostly 
carried out by the family environment of the cared-for person. Often, 
this overburdening of the caregiver's role has a major impact on their 
health in the medium and long-term (Akalin 2007; Bravo-Benítez 
et al. 2019).
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Trust refers to the attitude of the trustor who believes 
that the trustee will perform as expected; whereas trust-
worthiness refers to the qualities of the trustee that make 
her worthy of trust. Applied to the debate on SCR, we 
note that this distinction is fundamental. Because of our 
tendency to anthropomorphize, we know we can trust 
robots qua attitude; those attitudes have been suggested 
to be qualitatively different from those commonly estab-
lished with other artifacts (Poulsen et al. 2018a). How-
ever, on an ethical level what is relevant is not whether it 
is possible to have this attitude, but whether SCR possess 
the necessary qualities to be trustworthy.

The qualities required to be trusted can be very dif-
ferent according to the reasons why we trust. This raises 
another distinction. Hawley (2012) distinguishes trust 
from reliance in the following sense: when we rely on 
a person because of the skills she has, we may not care 
whether her motives are good or bad. We rely on her 
because she can do an action effectively and there is a 
high probability that she will do it. In contrast, trust is 
much more demanding. We often trust people because 
we know they have good motives and are morally of suf-
ficient integrity. They must have certain skills to perform 
a certain action, but what concerns us most is that they 
are genuinely interested in our well-being.

Nickel et al. (2010) understand reliance as rational 
trust and trust as motivational trust. Rational trust is con-
cerned only with the efficacy of a given entity to perform 
a given action. They emphasize that this view does not 
differentiate between humans and artifacts: rational con-
siderations about the efficacy and probability with which 
an action is performed do not attend to internal motives. 
Motivational trust does focus on internal motives since it 
understands that these are the basis of true trust. There-
fore, the requirements for trustworthiness vary depending 
on whether we are trusting rationally or motivationally. 
Both conceptions assume that, in trusting another entity, 
we are assessing whether that entity has the qualities nec-
essary to be trustworthy, i.e., whether we have reasons 
to trust rationally or motivationally. Figure 1 shows both 
conceptions of trust.

While this distinction is of great help for discerning 
the moral significance of the trust people tend to build 
towards robots and their trustworthiness, we consider 
that this categorization can be further nuanced to better 
acknowledge the role of trust in care contexts. The logic 
behind many trusting attitudes does not exactly respond 
to this scheme. Sometimes, people will not be able to 
give clear reasons for their trusting attitudes, whether 
motivational or rational. Often, the individual enters 
into a certain context in which there are certain trust 
relationships that she implicitly assumes and reproduces. 
Two concepts help to grasp this phenomenon: zones of 

trust (Walker 2006; de Laat 2016) and relational trust 
(Coeckelbergh 2012). The zones of trust refer to the dif-
ferent ways of trusting that are articulated in different 
contexts and human activities, and relational trust to the 
default mode of trusting certain people, institutions and 
artifacts with which we tend to relate. In this sense, in 
each context we tend to trust rationally or motivationally 
without explicitly elaborate the reasons why we are trust-
ing certain entities. For example, in a context in which 
journalism has a good reputation, people will tend to 
trust the media by default.

In the context of caregiving, trust relationships are 
peculiar. While technical skills and good motives are 
needed to care, it is also marked by the requirements of 
the ethics of care, which can be claimed to be qualita-
tively different from other areas of life (Kittay 2019) and 
potentially problematic when it comes to robots. This is 
due to the fact that some relevant aspects of caregiving 
relationships require much more “human” entrustment 
than in other domains, as it is crucial that the caregiv-
ing relationship arouses authentic emotions, and that 
there is no objectification (Sparrow and Sparrow 2006; 
Sharkey and Sharkey 2012). The complexity of cared-
for persons’ interests and the possible vulnerability of a 
person in need of care (especially those who are in high 
need) suggest that the relationships between both parties 
are likely to be significantly intimate and personal. It is 
probable that people involved in a care relationship need 
to know each other quite well and probably some of this 
knowledge concerns intimate areas of their lives. In some 
care relationships, such as child raising, people need to 
personally trust each other for the relationship to be suc-
cessful. Therefore, the rational and motivational require-
ments for trust do not seem to exhaust all the possibilities 
of trustworthiness: there is a condition of intimacy or 
very personal trust that exists in close relationships or 
relationships that necessarily concern intimate areas of 

trustees

Fig. 1  Conceptions regarding trust (in Sica and Sætra 2023)
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life (such as friendships or love relationships). In Fig. 2, 
we propose a three-level understanding of trust.4,5

While this humane aspect of care has been a main con-
cern for the most critical commentators, we consider that, 
in terms of trust, it requires further nuancing. Our idea of 
“intimate trust” is aimed to acknowledge the type of trust 
required for those aspects of care characterized by intimacy 
and bonding. We consider personal/intimate trust as a rela-
tively relevant trait of care because (i) it is present in a suf-
ficiently significant number of care practices, (ii) intimate 
trust is relatively much more important in those care prac-
tices in which it happens, compared to other areas of life, 
and (iii) (personal) trust has been theorized as a main ethi-
cal feature of care ethics, as opposed to more rationalistic, 
abstract moral theories (Baier 1986; Held 1990). It is, there-
fore, worth exploring whether robots are trustworthy at this 
level to establish the role they should play in care contexts.

Notwithstanding, we highlight that not all care relation-
ships require strict personal trust to be successful. Admit-
tedly, some care activities happen without personal trust; 
take, for example, the role of an urgent care nurse who is 
only deemed to extract some blood from the patient and 
will never see her again. This activity is always subjected 
to the standards of care and nurse ethics, but the patient 
does not need to personally/intimately trust the nurse. The 
patient may not trust her nurse personally but she can trust 
in her professionalism or in the system, as trust within the 
healthcare system (and in other areas) is part of a network 
where different agents interact as a web (Martínez-López 
et al. 2023). In our analysis, we will consider the adequacy 
of robots regarding all types of trust happening in care.

Fig. 2  Levels of trust

These three levels are classified according to the stringency of the reasons and expectations concerning trust. Every level 
presupposes the previous one. Motivational trust, even if its motives shift the gaze from technical skills, demands such 
skills. Without those skills, no matter how morally upright the entity might be, it could not perform the action properly. The 
same is true of the condition of intimacy. The entity with whom one has a very personal or intimate relationship is believed 
to have the skills to perform the action, and be able to be morally upright and seek the good of the trustor.  

4 It is important to emphasize the distinction between trust and trust-
worthiness. This figure shows the possible trust relationships that can 
be maintained in a care environment. However, as we have pointed 
out and will continue to develop in subsequent sections, we can trust 
an entity in a certain manner without deserving it. This is why it is 
so significant that, in addition to highlighting the types of trust that 
occur de facto in certain contexts, an analysis should be made of 
whether the recipients of the trust are really worthy of it.
5 Another fundamental aspect of our categorization is that the more 
demanding levels presuppose the less demanding ones. This requires 
two clarifications. First, there may be tradeoffs between different 
levels. For example, if I trust someone at the motivational level, this 
trust will also include the rational level. However, there may be other 
people or artifacts that are better recipients of rational trust, either 
because they have better skills or because they perform tasks more 
effectively. Since my trust is motivational, I can compensate for a 
loss in rational trust by a greater concern for my welfare or a more 
morally upright character. But I need the entity I trust at the motiva-
tional level to be minimally suitable or skilled to perform the activity 
I want them to perform. The same goes for the personal level and its 
motivational and rational presupposition. This brings us to the second 
point. Each level points to the main reasons and motivations for trust-
ing. The presupposition does not tell us that our motives contain other 
levels, but rather that, in order to trust in the more demanding levels, 
minimum trust requirements must be met at the previous levels. To 
trust personally, the entity must be minimally skilled in the perfor-
mance of its activity and capable of having concern for others and a 
morally upright character.
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To summarize, we have distinguished between three basic 
types of trust: (1) rational, (2) motivational, and (3) per-
sonal/intimate. While (1) and (2) have been theorized by 
previous literature, we have added (3) in an attempt to grasp 
the specific type of trust happening in some practices of 
care, arguing that it requires a high degree of vulnerability, 
intimacy, and embodied knowledge of each other. We do 
not claim that all care relationships need personal trust, but 
we do claim that it is a type of trust sufficiently relevant 
in sufficiently common practices of care that we can con-
sider it a distinctively important aspect of care. Each type 
of trust presupposes the previous one(s). Furthermore, we 
have introduced the concepts of zones of trust and relational 
trust to acknowledge the ways in which trust attitudes tend to 
happen in social settings. In what follows, we further delve 
into the implications of this categorization for the account 
of trust in roboticized care environments.

3  Uncovering robot trustworthiness

Care is fundamentally relational and the care relationships 
can be constituted by different actors and be of different 
nature. In many caring relationships, there are one or more 
people in a situation of specific vulnerability and need of 
care, for example, if they are infirm. In this kind of relation-
ship, trust is at the core. An important part of this relation-
ship is, on the one hand, the belief in what the other party is 
and can do (trust); and, on the other hand, whether the belief 
regarding the qualities of the other party is true (trustworthi-
ness). Consequently, we propose that the ethical appraisal 
of trustworthiness in care contexts should focus on the kind 
of relationships that would be desirable when a robot enters 
the scene. Let’s see how this approach applies to the general 
discussion on the ethics of SCR.

Sharkey and Sharkey (2012) have identified six major 
ethical problems with care robotics: (1) lack of opportu-
nities for human contact; (2) objectification of humans in 
care tasks; (3) loss of privacy; (4) restriction of personal 
freedom; (5) deception and infantilization of vulnerable 
groups; and (6) potential responsibility gaps. The problems 
related to (3) privacy, (4) freedom and (6) responsibility are 
not specific to care robotics. There may be deprivation of 
personal liberty through Internet of Things (IoT) systems 
or mobile device surveillance. The loss of privacy stems 
from the pervasiveness of certain technologies and their 
ability to collect sensitive information, not from their link 
to care (Véliz 2021). Finally, the responsibility gap is based 
on the fact that machine learning systems make decisions 
that are not previously programmed, but these entities do not 
possess mental properties necessary for them to be attrib-
uted responsibility, which is a danger consubstantial to all 
machine learning systems (Llorca Albareda 2025; Matthias 

2004; Sparrow 2007). All of these ethical concerns may pos-
sibly be aggravated in dependent care environments, as they 
are a population potentially vulnerable to certain types of 
harm, but they would not be qualitatively different to other 
AI ethics discussions. Because of that, in what follows, we 
will focus on the problems more specific to SCR since we 
consider that those are the ones that can be benefited by our 
account of trust in care.

There are problems identified by Sharkey and Sharkey 
(2012) that might be specific to the use of SCR for depend-
ent care and deserve more careful attention. These are the 
ethical problems related to (1) the lack of opportunities for 
human contact, (2) the objectification of human beings in 
care work, and (5) deception and infantilization. Substitu-
tion of human care by a robotic one could be effective in 
the designated task (e.g., feeding) but in some cases people 
dependent to perform activities of daily living find them-
selves suffering loneliness, in institutionalized and/or hostile 
environments, and human and friendly contact is reduced to 
these daily tasks. Decreased human contact for these activi-
ties could have serious consequences on the mental health of 
these people. Moreover, caregiving seems to include a type 
of knowledge specific to the cared-for person that cannot 
be codified, as their needs are changeable and contextual, 
so there is a serious danger of objectification (Sparrow and 
Sparrow 2006). Finally, the mental capabilities that SCR 
seem to exhibit are not real and success in performing their 
tasks depends on the deception and infantilization of users 
(Sparrow 2016).

These three ethical problems specific to care robotics 
are clearly relational: robots can deceive us, objectify us 
and make us lose human contact because we believe that 
they have the necessary qualities to perform care tasks in 
a similar way to humans, asking them for more than they 
can give. We consider that a more in-depth account of trust 
and trustworthiness of SCR would benefit the debate around 
these three issues. Indeed, we could have relationships with 
robots that are appropriate to their capabilities, trusting them 
to do tasks for which they are suited. However, is caregiving 
one of them? We will discuss below in what sense we can 
say that robots are trustworthy.

3.1  Rational trustworthiness

Trust in a purely rational sense is based on the subjective 
attitude of the trustor regarding the expected consequences 
of the occurrence of a given outcome (Coleman 1990). The 
entity performing the action must have certain properties 
that make it likely and effective (Nickel et al. 2010). And 
usually this type of trust is domain-specific, since it depends 
on the performance of one or a particular set of actions (Sica 
and Sætra 2023).
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As we exposed above, this notion of trust is reduced to 
what is understood as reliability (Whittingham 2003; Haw-
ley 2012). According to Nickel et al. (2010) reliability is 

a characteristic of a person, expressed by the probabil-
ity that the person will perform his/her required func-
tion under given conditions for a stated time interval 
(…) From a qualitative point of view, reliability (is) 
defined as the ability of the person to remain func-
tional. Quantitatively, reliability specifies the probabil-
ity that no operational interruptions will occur during 
a stated time interval. (pp 433–434).

What is crucial in this understanding of trust is that one 
does not have to trust on the basis of certain internal quali-
ties of the entity, i.e., it does not imply trusting another entity 
because of the mental properties it possesses. What is essen-
tial is that it performs what is expected in a probable and 
effective way. In fact, internal qualities can affect negatively. 
Some authors have pointed out that emotions make human 
agencies much more unpredictable (Nadeau 2006; Arkin 
2009) and, therefore, would be less reliable.

From this paradigm, SCR can be trustworthy. So can 
other types of artifacts. As long as they meet the stipulated 
conditions, artifacts and people will be worthy of the same 
kind of rational trust. There is no difference between the 
simplest artifacts, SCR and people. The determining prop-
erties of each are only important if they help or hinder the 
probability and effectiveness of the outcome taking place.

3.2  Motivational trustworthiness

It could be contended that rational trust does not advance our 
argument much. Hawley (2012) defends that the difference 
between trust and reliability lies precisely in the fact that the 
former is normative and the latter is not, i.e., only trust is 
morally relevant. This is because we place our expectations 
and hopes in agents who have values and the ability to do the 
morally right thing. Artifacts merely perform a limited set 
of operations likely and effectively but have no such thing 
as a morally upright character or emotions and desires for 
our welfare. Hence, a distinction has been made in the lit-
erature between predictive trust and normative or affective 
trust (Hollis 1998; Faulkner 2007).

Sica and Sætra (2023) argue that the two aspects of moti-
vational trust, as introduced above, are moral integrity and 
beneficence—two characteristics that are not domain-spe-
cific. On the one hand, moral integrity responds to a char-
acter or ethical articulation that can only occur in a moral 
agent, a condition that is not specific to a particular activity 
but derives from the properties of the agent. Although it is 
also possible to be morally upright according to the prin-
ciples of a particular practice, a high degree of generality 
is still required. On the other hand, beneficence is usually 

understood as a universal interest in the welfare of others, 
not reducible to a specific context. One wants the good of 
another person in different spheres. Its specificity lies in the 
adequate knowledge of the interests of others: interests are 
contextual and are articulated differently according to the 
environment in which they are found. In this sense, current 
AI systems do not seem to be enabled for the realization of 
activities that go far beyond the domain-specific character 
and, in order to have these capabilities, the possession of 
internal properties seems to be necessary. By extension, it 
seems that only if SCR possessed internal capabilities could 
then be trustworthy in a normative sense.

There is no consensus in the literature about the possi-
bility of AI systems being moral agents (Llorca Albareda 
et al. 2024; Floridi and Sanders 2004; Himma 2009; Laukyte 
2017). And by this we do not mean that they may possess the 
properties linked to moral agency in the future. On the con-
trary, AI systems today or similar to those already present 
can be understood as such. Moor (2006) offered a famous 
formulation of the different ways in which AI systems could 
be moral: (i) their operations can have moral impact; (ii) 
they can be implicit moral agents; (iii) they can be explicit 
moral agents; (iv) they can be full moral agents. The first is 
limited to the moral consequences that any artifact can have, 
but the second and third already introduce new modalities 
of moral agency, other than the human, the fourth. Implicit 
moral agents are those that possess an internal mechanism 
that limits certain morally dangerous functions or uses (e.g., 
the lock on the gun or the airbag in the car). The explicit 
moral agents, however, are those that can reason ethically, 
even though they lack properties such as conscience or com-
mon sense. Their programming can incorporate certain types 
of ethical reasoning (Wallach and Allen 2009).6

Tavani (2015) has taken up Moor’s classification and 
argued that normative trust is not a dichotomous issue, but a 
gradual one: there are various ways in which we can trust an 
artificial entity and each type of trust has particular norma-
tive implications. In this sense, explicit moral agents may be 
motivationally trustworthy, since they can reason ethically 
given certain programming and in a very context-appropriate 
manner. That is, they can be morally upright within certain 
domains. Moreover, they can also be beneficent. They can 
identify the interests of the people with whom they interact 
and help to promote them through their ethical programs. 
While they cannot achieve the universally reaching capa-
bilities that full moral agents possess, explicit moral agents 
can be morally upright and beneficent in a domain-specific 

6 Van Wynsberghe (2016) has taken up the discussion for the specific 
case of care robots. She has defended that robots should be consid-
ered moral agents only in the operational sense. Indeed, their actions 
will be morally appraisable, thus the discussion should focus on how 
to assess the responsibility of actions performed by a care robot, con-
sidering the centrality of responsibility in care practices.
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sense. For these reasons, Nickel et al. (2010) have spoken 
of thin motivational trust, i.e., one that incorporates benefi-
cence and moral integrity at a narrow level.

Therefore, not only can SCR be trustworthy in a rational 
sense, but they can also be trustworthy at a thin motiva-
tional level. It is not the case, hence, that we should not trust 
robots. At this point, we should raise the question whether 
SCR are trustworthy on a personal or intimate level. The 
context of care is characterized by a strong emphasis on the 
latter and a possible refusal could undermine the prospect of 
introducing these entities in care environments.

3.3  Personal trustworthiness

The search for the specific good of others and the devel-
opment of intimate relationships involve mental capacities 
that care robots do not have (Sparrow and Sparrow 2006). 
They cannot know what exactly our good is or cannot fully 
empathize with us: they cannot care about us. So, all those 
behaviorally emotional responses that care robots display 
seem to hide their true nature (Scheutz 2011). In this sense, 
simulating the capacity of engaging in trust relationships can 
imply ethical problems such as deception.

Nonetheless, it must be noted that the absence of the qual-
ities to be trustworthy can be a technical, but not a metaphys-
ical limit. The debate about the current mental capabilities 
of robots and their role in the interaction between persons 
and robots is not straightforward (Bryson 2012; Nahmias 
2016; Frank and Nyholm 2017). The possibility of sustain-
ing intimate relationships with robots has been analyzed 
mainly from two kinds of debates: the feasibility of romantic 
(Levy 2008; Richardson 2016; Danaher and McArthur 2017; 
Nyholm and Frank 2019; Gordon and Nyholm 2021) and 
friendship relationship between humans and robots (Marti 
2010; Danaher 2019; Nyholm 2020; Prescott and Robillard 
2021; Ryland 2021). Although care is not the same as a 
relationship of love and friendship, the analysis of the latter 
allows us to assess the reasons why it is or is not possible 
and desirable to maintain an intimate relationship with a 
robot and, therefore, to have personal trust in it. We will 
discuss this question from Danaher’s (2019) argument in 
defense of robotic friendship.

Danaher departs, like many other theorists who analyze 
the question of robot friendship (Elder 2014; Nyholm 2020; 
Ryland 2021), from Aristotelian categories. Aristotle articu-
lated three types of friendship: utility-based, pleasure-based, 
and virtue-based. The first two do not consider the good of 
the other and are imperfect forms of friendship, which suit 
self-interest. On the contrary, virtuous friendship is a fulfill-
ing form of friendship that takes into consideration the good 
of the other and that is behind our highest ideals of friend-
ship. Virtuous friendship is only possible if it satisfies four 
conditions: (i) mutuality; (ii) authenticity; (iii) equality; and 

(iv) diversity of contexts. Friends must reciprocally desire 
each other’s good, experienced in a sincere and authentic 
manner, considering each other on an equal footing and 
whose profound relationship crosses different human spheres 
and is not restricted to one or a few. Danaher considers that 
all these conditions can be fulfilled by robots, or at least as 
well as by humans. The last two conditions (iii and iv) do not 
take place perfectly among humans. With respect to the first 
two conditions (i and ii), the objections seem more serious. 
It does not appear that robots can currently have genuine 
emotions or reciprocate human affection. Danaher argues, 
on the contrary, because of the epistemological impossibility 
of accessing the mental states of entities other than oneself, 
the only way to ensure that both conditions are met lies in 
attending to the behavior of the entity. If the entity corre-
sponds to us behaviorally in a consistently reciprocal and 
authentic manner, then that entity can be our friend. Since 
robots can have these consistent behaviors, then they can be 
our friends.

The conclusions drawn by Danaher are crucial to our dis-
cussion. The conditions of equality (iii) and diversity (iv) 
are not particularly enlightening for the case of caregiving, 
since dependent care sometimes involves asymmetrical rela-
tionships in terms of vulnerability, dependency and power, 
and is usually restricted to a specific sphere of activity, e.g. 
healthcare. However, acknowledging each other's vulnerabil-
ities, needs and desires requires a certain degree of mutual-
ity (i) and authenticity (ii). If epistemologically we lack the 
means to know whether SCR possess inner qualities, then 
we must accept a caregiver whose behavior is consistently 
reciprocal and authentic. If the trust conditions that enable 
a friendship can be condensed into i–iv –i.e., I should only 
trust that it will be my friend if it can fulfill those condi-
tions–, then the (personal) trust conditions that enable care 
can be considered i and ii. Therefore, i and ii, according 
to Danaher's behaviorism, can be satisfied by SCR, then it 
seems that we would be able to have intimate and personal 
trusting relationships with robots.

But we are not, for the following reasons. First, current 
SCR do not engage in consistently reciprocal and authentic 
behavior, not even successfully mirror it. On the contrary, 
although we find important developments of robots that 
correspond verbally and non-verbally to human emotions 
(Breazeal 2004; Coghlan 2022), they are not able to fully 
mimic human relationships as a whole. This is primarily due 
to a lack of a type of knowledge: robots and other AIs do 
not possess the kind of contextual, intuitive, and embodied 
knowledge that characterizes humans (Dreyfus 1992, 2007). 
Precisely, this kind of embodied and practical knowledge 
is very important in care (Mol 2008). For this reason, van 
Wynsberghe (2022) has argued that we should reconsider 
the sense in which we want SCR to be reciprocal: being 
designed for this goal may have the sole purpose of the 
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robot gaining greater social acceptance and may undermine 
current practices of reciprocity between human caregivers 
and care-for persons. These robots should seek to maximize 
bonds that are truly bidirectional.

Second, Danaher (2019) omits to incorporate in the con-
ditions of virtuous friendship a fundamental one: friends 
should be good and seek our good. This is true for friend-
ship, but also for care, and it is furthermore a relevant trait 
of wide motivational and personal trustworthiness, as stated 
above. Robots have no character and cannot develop the vir-
tues related to caring. This leads to two problems. On the 
one hand, neither do robots have the internal mental capaci-
ties necessary to be good nor do they display consistent 
behaviors that demonstrate this (Nyholm 2020). On the other 
hand, a fundamental aspect of caregiving is neglected: the 
virtues and goods associated with the practice of caregiving 
(Vallor 2011). Caregiving does not take place in isolation 
or in a non-reciprocal manner. The very exercise of care is 
not only valuable for the person being cared for, but also for 
the caregiver herself, thus building a network of relation-
ships that perform a function of supporting the social fabric 
essential for the maintenance of any human group.

Third, the Aristotelian–Danaherian view of friendship 
postulates a sort of “equal vulnerability” between the par-
ties, that is, we are thinking of two people whose situation 
regarding their power to hurt one another is roughly similar. 
Care ethics approaches human relationships with a greater 
attention to vulnerability and dependency inequalities. 
When talking about dependency care, healthcare or child-
raising, among other care relationships, the vulnerability of 
the parties is unevenly distributed. People in a situation of 
high dependency, can be more likely to be deceived and 
thus harmed (Scheutz 2011). The dangers of deception and 
objectification are much greater than in other types of rela-
tionships. Children, for example, may place a very high level 
of trust in robots without being fully aware of what they can 
actually do for them. As Annette Baier (1986) argued in her 
classical feminist report of trust, traditional accounts of trust 
are too focused on relationships among equals who voluntar-
ily enter into mutually beneficial pacts. Many relationships 
do not thrive in such conditions but are characterized by a 
higher degree of dependence and asymmetry of power. This 
is often the case in care.

In sum, if we understand the conditions of personal trust-
worthiness that make care possible to be (a) authenticity, (b) 
goodness, and (c) mutuality, then SCR are hardly suitable 
entities to trust personally. They lack the kind of knowledge 
necessary to perform good care and do not have the mental 
capacities or the consistent behaviors that display this kind 
of knowledge. In addition, end-users who lack a specialized 
knowledge on the functioning of a robot can be more likely, 
without the necessary measures and safeguards, to be misled 
about the capabilities of such artificial entities.

However, the fact that we should not place personal trust 
in them does not mean that they are not trustworthy in other 
senses as we point previously. The question then arises as 
to whether this condition is sufficient to reject the ethical 
acceptability of care robotics. Following the categorization 
of trustworthiness developed in this section, we have elabo-
rated Fig. 3 to illustrate the extent to which SCR would be 
trustworthy within each of the proposed levels of trust. In 
what follows, we show the implications of our model to the 
general debate on the moral acceptability of SCR.7

4  Normative and practical implications 
of trustworthy human–robot care 
relations

4.1  Debunking misconceptions about trusting 
social care robots

There have been significant objections raised about the 
use of robots in care contexts (Sparrow and Sparrow 2006; 
Scheutz 2011; Turkle 2011; Sparrow 2016). It is generally 
argued that robots lack the necessary properties to perform 
adequate care work, and therefore, they are not suitable for 
engaging in relationships with humans that mirror those 
which are typical to human care settings. In this article, we 
have argued that this approach is limited: we defend that, 
while discussions about the inner capacities of robots can 
be enlightening in some aspects, an approach that focuses 
on the kind of relationships people should have with robots 
can be much more fruitful in the case of SCR. One crucial 
aspect of this relationship is trust: i.e., what we believe they 
can do for us and what they can actually do for us. It may 
be that we can maintain beneficial and ethically acceptable 
relationships with them in a caring context.

Critical authors have arguments that point out the nega-
tive consequences of introducing SCR. This is due to what 
Danaher (2019) has called the corrosive effect: while SCR 
can be used to complement or enhance human activities, 
they will progressively lead to replacing humans in social 
and inter-individual relationships. This total displace-
ment generates a major problem. Since SCR allegedly lack 

7 An interesting aspect of these three ways of being trustworthy is 
the particular object of trust, i.e., what specific element or part of 
the entity is involved in the trust relationship. We can identify three: 
actions, dispositions, and mental states. As we have shown, trust is 
usually articulated in specific contexts and occurs by default, mak-
ing it difficult to point to a particular element. Nevertheless, each of 
these forms of being trustworthy emphasizes specifically one of these 
elements: rationally, we trust effective and probable actions, beyond 
the nature of the entity; motivationally, we trust dispositions, ethically 
relevant forms of character and attitudes towards our good; and per-
sonally, we trust that the entity has mental states and that these are 
authentic and reciprocal.
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adequate capabilities to fulfill the conditions necessary to 
perform good care as a whole and to be proper recipients 
of personal trust, they would impoverish the social ideals 
of care. Sætra (2022) raises this issue in the context of pro-
spective loving relationships with robots. If these were to 
take the place of human-to-human relationships, our ideas 
about love and sex would lose many goods we hold dear. 
They would be much less rich and fulfilling relationships. 
In the case of care, human contact would be lost; the treat-
ment would be much less personal, intimate, and contextual, 
so that we might tend toward objectifying treatment of the 
persons cared for; and they would be relationships character-
ized by deception.8 In what follows, we will reframe these 
discussions following our characterization of trust and show 
how it can help to clarify some of the moral pivotal points.

As we have shown, each human sphere has its own par-
ticular trust relationships (trust zones) and these are typi-
cally assumed by default when participating in these spheres 
(relational trust). In care spheres, personal trust is salient. 
By default, the types of relationships that take place in care 
settings require the presence of mental life and emotions 
in the trusted entities. In this sense, it would seem that, by 
the very nature of care environments, robots would not be 
able to participate otherwise than in relationships of a very 

personal kind. Therefore, if the care environment demands 
this type of trust and robots cannot provide it, the values and 
ideals of care would be impoverished by the implementation 
of such entities.

Notwithstanding, we consider this rationale to be flawed 
for two reasons: (i) it erroneously assumes that the type of 
trust relations placed depends only on the type of entity, 
i.e., the properties it possesses; (ii) it states controversially 
that each context has a specific type of trust and that of the 
sphere of care is personal trust.

On the one hand, we challenge the idea that the type of 
entity is the crucial element that determines the type of trust 
that can be placed on it. Although we do not want to estab-
lish an exhaustive index of the conditions that create trust, 
we do want to highlight that the entity trusted does not deter-
mine by itself the type of trust people can place on it. We 
do not always trust human beings on a personal basis. When 
we go to a shop, we do not trust the seller to have a fair price 
and a safe product because of the intimate relationship we 
have with her, but we mainly trust the internal mechanisms 
of the market and the regulatory entities that ensure the 
safety of the goods under consideration. Nyholm and Smids 
(2020) have defended this idea applied to social robots in 
the workplace. In the world of work, we do not need our 
relationships with our coworkers to be personal. We need 
them to achieve work purposes, have pleasant and informal 
conversations, treat colleagues well, or be sensitive to the 
work of colleagues and adjust to their rhythms. And this 
can be done by an entity with which we can maintain thin 
motivational trust. For this reason, while the properties of an 
entity determine the maximum degree of trust we can have 

Fig. 3  Trustworthiness of social 
care robots

8 Farina et  al. (2022) have made a similar argument from a virtue 
ethics perspective: we need to reflect on which social goods, such as 
love or friendship, are weakened or impoverished by the introduction 
of AI into certain domains of our lives.
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in it, we can have different degrees of trust with a given type 
of entity. The adequacy of each type of trusting relationship 
depends, at least partly, in the requisites of the context. The 
requisites in the case of care leads us to our second argument 
here: non-personal trust plays a role in care.

On the other hand, it is also clear from the objections to 
care robotics that the context of care does usually include 
a very personal or intimate type of trust. Each context has 
its own zones of trust (Walker 2006) and it can be argued 
that the context of care has very exhaustive trust conditions. 
Personal or intimate trust is conceived as the defining kind 
of trust in care environments and, since robots cannot be 
trustworthy in this sense, then they cannot participate in this 
context. However, we believe that here we are mistaking the 
part for the whole: care has personal trust as a fundamental 
trait, but it is neither the only type of trust that functions 
in care practices, nor the only one that should exist. Thin 
motivational and rational trust has also a place in care, and 
robots can fulfill the requirements for being recipients of 
these kinds of trust. In similar terms, Coghlan (2022) has 
argued that, while robots cannot provide fully humanistic 
care, they can provide an expressivist variant of it. SCR 
should not replace human care, but they could constitute an 
element that could improve the totality of care. There may be 
other types of non-personal trust with other entities that help 
and enhance personal trust relationships. Therefore, different 
types of trust can occur in the same context and, in the case 
of caregiving robotics, appropriate trust could even help us 
to improve the current relationships that exist between car-
egivers and cared-for persons.9

4.2  Sociotechnical trust: a new understanding 
of trust in robot care and its implications

Robots need not degrade the current values and practices 
of care. As we saw in the previous section, the causal link 
between their introduction and the impoverishment of care 
can be understood as related to two misconceptions of trust. 
We have argued that care robots may be trustworthy at a 
rational and thin motivational level. In this section, we will 

show how these types of trustworthiness would fit into a 
care environment, where personal or intimate relationships 
are highly salient. A more complex understanding of the 
types of trust that can function in a care context will help to 
consider what roles a SCR may successfully play.

Robots can play a very relevant role in care settings, but 
this role will only be ethically acceptable to the extent that 
the participation of human care remains significant. Thus, 
we believe that the central element is not so much that dyadic 
relationships of trust between caregivers (human or robotic) 
and cared-for persons are acceptable, but that the network of 
relationships in caregiving contexts includes personal trust, 
as well as other types of trust when it is adequate. For further 
unpacking our proposal, we will now present an understand-
ing of trust relationships inspired by the notion of socio-
technical system (Cooper and Foster 1971; Latour 1992). 
This concept has been proposed from Science, Technology 
and Society studies to account for the collective intertwining 
between human and technical activities. And this is precisely 
what we intend to do: to show how the moral acceptability of 
care robotics and the enormous benefits it can bring derive 
from a good coordination between human care and organiza-
tion, and the care provided by robots.

Some authors have begun to apply this idea to certain 
AI ethics debates. Nyholm (2018) has argued against the 
responsibility gap of new AI systems on the basis of the 
idea of teams of humans and machines. While AI systems 
do not meet the agential requirements to be responsible, their 
actions, although independent and not fully controlled by 
designers and users, should be understood as executions of 
commands and instructions by humans. Just as a child who 
performs an action at the request of her parents should not 
be held responsible and her parents should be, designers and 
users should be held responsible when placing or using these 
entities in certain contexts under certain instructions. In this 
sense, we should not reject a certain entity because it lacks 
the agential requirements to be held responsible, but rather 
we should form appropriate teams in which full moral agents 
take charge of other minimal agencies.

We also find proposals along these lines applied to the 
automation of care environments, from the emphasis on how 
technology is phenomenologically experienced by people 
defended by Coeckelbergh (2009) or the early approach to 
“robot caregivers” focused on their interaction with people 
in care relationships (Borenstein and Pearson 2010). Vallès-
Peris and Domènech (2023) argued for a “Robot Embed-
ded in a Network”, inspired by the Actor Network Theory 
and aimed to have a more context-aware and nuanced 
approach to the incorporation of robots to care systems. 
In the same vein, van Wynsberghe and Li (2019) designed 
the “Human–Robot-System Interaction” (HRSI) as a way 
to enhance the capacity of traditional Human–Robot inter-
action approach to fully acknowledge all the relationships 

9 We should make two clarifications regarding Coghlan's argu-
ment. On the one hand, his use of the term expressivist has a differ-
ent meaning from that traditionally attributed to it in ethical theory. 
He means that while SCR cannot perform humanistic care, they can 
express a "humanistic kind of care that the recipient knows emerges 
from human life and peculiar human behaviors" (p 2103). On the 
other hand, Coghlan does not develop his argument in terms of trust. 
His thesis is that while SCR cannot provide fully human care, they 
can deliver an expressive variant of it. That is, they can provide com-
panionship and support in a more adequate way than other technolo-
gies, but without reaching human levels. In our view, it follows from 
his thesis that, once we are aware of the limitations and benefits of 
robotic care, we can establish appropriate trusting relationships based 
on what they can actually do for us.
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and actors implied in healthcare relationships. As they 
themselves suggest, the HRSI model is better equipped for 
understanding how a robot may impact in the trusting zone 
of healthcare: “When introducing the robot in between the 
care receiver and the health care system, the question is 
whether the care receiver is being asked to trust the health 
care system, the robot, or the third party involved in the 
robot’s implementation” (p 18).

Indeed, for the introduction of a robot into a caregiving 
environment to be ethically acceptable, not only is trust 
at a rational or thin motivational level in this entity nec-
essary. In addition, the cared-for person should trust the 
human caregivers with whom one has personal trust, the 
professionals in charge of advising the implementation of 
the robot and the care system as a whole. We propose, in 
this way, to understand trust relationships with care robots 
sociotechnically from the notion of teams of humans and 
machines at the three levels outlined above—rational, moti-
vational and personal. SCR will be ethically acceptable as 
long as we trust them in a rational or thin motivational man-
ner, which implies that, for these trust relationships to take 
place properly, their development and implementation must 
be supervised by human professionals and complemented 
by human caregivers in whom we can have personal trust. 

The coordination of all these elements will enable rational 
trust in the system. See Fig. 4 for a visual exposition of our 
proposal.

From these coordinates, sociotechnical trust in teams of 
humans and robots would consist of four elements. First, 
we would find trust relationships with SCR, which, as we 
have argued, should only be of a rational and thin motiva-
tional type. Second, direct trust relationships within humans, 
which can incorporate personal trust in care environments, 
would be highly relevant. This is not to say that direct human 
relationships have to be solely based on personal trust, since 
other types of trust can also take place, but to raise aware-
ness on the fact that introducing a robot can affect the per-
sonal trust between humans. Third, we would also encoun-
ter indirect relationships among humans, mainly those that 
would be maintained without physical or virtual contact 
with the professionals in charge of supervising the deploy-
ment of robots in care settings and ensuring the well-being 
of patients. Fourth, the combination of the three previous 
dimensions would lead to the articulation of trusting rela-
tionships with care systems, understood as the coordination 
of teams of humans and robots, in a rational sense. That is, 
if the three previous elements work and complement each 

Fig. 4  Sociotechnical trust: 
trusting teams of humans and 
robots

The figure reflects the types of relationships maintained in care settings and which kinds of 
trustworthiness are involved in each of them. The kinds of trustworthiness are distinguished according 
to the type of entity being trusted (a human being, a robot or the system) and the type of interaction 
(whether it is direct or indirect).
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other adequately, we will have trust in the system working 
effectively with a high probability.

The three main ethical topics specific to care robotics 
that we stated above, following Sharkey and Sharkey (2012), 
could benefit from our approach to trust. In this section, we 
have proposed a new view of trust in roboticized care places. 
We will now turn to show how our approach can contribute 
to these three topics. First, we propose that our categoriza-
tion and our turn to a more system-focused approach would 
slightly shift the framework of both loss of human con-
tact and objectivization problems. Second, we will briefly 
engage in the debate about deception and show the new ideas 
that our categorization can provide.

(a) Objectification and loss of human contact

We have shown that, since care practices are usually 
formed by complex and intricate webs of relationships, we 
should be concerned about the impact a robot may have 
on the system as a whole and not only according to their 
capacity to enter in one-to-one relationships with particular 
persons. Critical authors are concerned that, due to the cor-
rosive effect, robotic care will ultimately cover the totality 
of care practices. This would cause caregiving to lose two 
fundamental components: human contact and the complex 
and deep knowledge of the cared-for person's interests. Both 
problems would lead to a possible objectification of depend-
ent persons.

Our notion of sociotechnical trust in teams of humans and 
robots accommodates this multidimensional understanding 
of care. Humans and robots are part of an environment made 
up of multiple types of trust relationships that must be artic-
ulated based on the nature of the interactions and the type of 
agents involved. Robots can participate in relationships that 
do not involve personal trust if there is good supervision and 
coordination. Then, will robots replace direct caring rela-
tionships where personal trust is fundamental? Our response 
refers to the general structure of trust in teams of robots and 
humans. To the extent that direct interaction with human 
caregivers is not lost and adequate human supervision and 
coordination occurs, objectification and lack of human con-
tact need not to occur. In this sense, the robot should avoid 
interfering in human relationships in ways that can under-
mine the possibility of establishing adequate trust between 
the parties, notably personal trust. Hence, the healthcare 
system is responsible in two ways. First, robots should not 
imply a crisis of trust in the system, since trust is a relevant 
factor in care. Second, the robotic market should not take 
advantage of the trust people already have in the health or 
care system, if it exists, and be sure that robots are actually 
reliable and adequate for a context of care.

We believe that such considerations regarding trust help 
to shift the focus of the discussion regarding both loss of 

personal contact and objectification. Direct contact with 
robots need not to provoke those harms. However, since 
they are arguably grave in a moral sense, developers and 
institutions should be mindful of the ways a robot impacts 
the trust system happening in a care setting and avoiding the 
potential deleterious consequences on its quality that could 
lead, in the long run, to these two problems. The attention 
to the effect on trust within the system can be a useful proxy 
for this precaution.

(b) Deception

We have stated that personal trust requires some kind of 
reciprocity of which robots are not capable. Therefore, peo-
ple who place some kind of personal trust in robots would 
have a wrong appreciation, as authors such as Sharkey and 
Sharkey (2012) and Turkle (2011) have already pointed out. 
Since deception has been the topic of extensive debates, we 
will briefly present the implications of our proposal for the 
matter. Regarding robots, it is clear that the mere belief that 
a robot is “competent”, that is, that the robot is capable of 
performing certain tasks satisfactorily, corresponds to reli-
ance or rational trust. Of course, one can be mistaken in 
their expectations about the capacities of a robot, but this 
error does not seem to be very different from overestimat-
ing the capacities of someone. As we have stated before, 
when it comes to rational trust, there is no relevant differ-
ence between a person and a machine.

A different matter is the case of the care systems gen-
erating some expectations that are in fact unattainable. In 
the case of robots, the more salient possibility is that users 
believe that the robot possesses some kind of mental or 
emotional capacities it does not, notably those that would 
allow to establish a relationship of personal trust. Since, as 
mentioned, trust qua attitude do not fully depend on rational, 
informed deliberation, the care systems implied in caring for 
people should be in some ways responsible from the reputa-
tion and expectations raised. Note that the public arguably 
lacks the sufficient familiarization with SCR due to their 
lateness, so there is a high risk that people decide to place 
their trust (or mistrust) on robots depending on irrelevant 
considerations, such as ideas learned through sci-fi cinema 
and literature.

Critical views argue that deception constitutes a morally 
pernicious harm. First, it prevents us from seeing the world 
as it is, which constitutes a moral failure. Our actions should 
be guided by a true knowledge of the world (Sparrow and 
Sparrow 2006). Second, our subjective preferences are not 
the only thing that counts in our well-being (Sparrow 2016), 
including the values of good care (van Wynsberghe 2015). 
Other authors have ease the worries about deception, arguing 
that it is not always a negative phenomenon in moral terms 
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(Coeckelbergh 2016) or that veracity is not an absolute value 
that should be always protected in SCR (Segers 2022).

Another important aspect of deception is its emergence. 
Some studies have shown that anthropomorphism in social 
robotics generates higher levels of trust (Hoff and Bashir 
2015). This includes resemblance of appearance and social 
cues such as facial expressions (Kühnlenz et al 2011) or 
empathy gestures (de Kervenoael et al 2019). However, it 
seems that anthropomorphism induces a higher degree of 
deception (Sharkey and Sharkey 2011) which makes it mor-
ally problematic for two reasons. On the one hand, private 
companies can take advantage of the situation to obtain sen-
sitive user data (Scheutz 2011). On the other hand, given 
the apparent human tendency to anthropomorphize robots, 
deception would happen even without the intentionality of 
designers, which makes it more difficult to avoid (Sharkey 
and Sharkey 2021).

We do not take a definite stance on the moral acceptabil-
ity of robot deception, but we highlight that the attention 
to the impact of robots in trusting the sociotechnical sys-
tem also shifts the main focus on the debate on deception. 
First, the implementation of SCRs does not have to involve 
deception. As we have shown, if the right kinds of trust 
relationships are developed, we will not be deceived about 
their capabilities. We can maintain relationships that do not 
overestimate what they can do for us.10 Second, we align 
ourselves with the work of Sætra (2021), who investigate 
the impact robots may have in the culture of trust needed for 
successful social practices:

The argument is that in societies built on trust and the 
expectancy of truthful signals of both superficial and 
hidden states, repeated deception will erode this trust 
and change the culture and social norms. This, I argue, 
is one reasons why robot deception is problematic in 
terms of cultural sustainability. (p 282)

Following Sætra’s argument and our categorization, in 
the case of care settings deception should be addressed from 
the point of view of the impact it may have in the general 
trust relationships that are relevant for the success of care 
practices. Deception that happens through a robot interaction 
but whose full agency can be found elsewhere (for example, 

in the actions of those developers who purposefully want 
to provoke emphatic sentiments in end-users), the ethical 
appraisal of the phenomenon can be equivalent to other 
types of betrayal and it should take into account the type of 
trust relationship in which the deception is happening and 
the impact on the system as a whole. In some cases, it could 
be considered that deception involves a clear harm to users 
and this evaluation can be informed by the effect the decep-
tive machine has in how we trust the sociotechnical system.

5  Conclusions

Debates in the ethics of care robotics have discussed at 
length about the properties of robots and how they may 
prove beneficial or detrimental to care robotics. In this 
article, we have proposed a new relational approach, based 
on the trusting relationships that are possible and ethically 
acceptable in caregiving environments. To this end, we have 
proposed a new model of trust that includes three levels: 
rational, motivational and personal or intimate.

First, we have analyzed whether SCR are trustworthy at 
any of these levels. They are not trustworthy in the personal 
sense in the current state of the technology. The internal 
capabilities or consistent behaviors required for this type 
of trust to take place are not found in contemporary social 
robots. However, we found that they are in fact trustworthy 
at the rational and thin motivational level, other types of 
trustworthiness that are not as demanding on the internal 
qualities of robots. We can continue to benefit from the 
advantages of these new artificial systems without placing 
inordinate expectations and beliefs in them. In this sense, we 
may be able to maintain beneficial and ethically acceptable 
relationships with them in a caring context.

Second, we have argued that critical authors have based 
their objections on two misconceptions of trust. They have 
believed that the implementation of care robots would 
impoverish the ideals and values of care. However, this need 
not be the case once we understand trust in a more complex 
manner. On the one hand, trust relationships do not depend 
only on the type of entity being trusted, on the properties it 
possesses. The properties determine the maximum degree 
to which an entity is trustworthy, but we can trust it in other, 
less exhaustive ways. On the other hand, caring environ-
ments incorporate personal trust relationships as a funda-
mental, but not sufficient, condition. Other forms of rational 
and thin motivational trust may be required to complement 
personal trust.

Third, we have proposed, given the foregoing argumen-
tation, a new model of trust in care settings: sociotechnical 
trust in teams of humans and robots. This new conception 
of trust is articulated on four types of relationships that are 
differentiated by virtue of the type of entity trusted and the 

10 Our tendency to anthropomorphize can lead us to place personal 
trust in robots without these entities being trustworthy enough. This 
tendency is exacerbated, as we have shown, when robots acquire 
human appearances and gestures. Our model of sociotechnical trust 
also intends to provide an answer to these threats: to ensure that the 
system works properly and that trusting personal relationships only 
take place between humans, there must be good supervision of the 
relationships between caregivers and SCR, and the latter must be 
designed with the appearance and safeguards to prevent deception 
that would lead to personal trust in robots. We thank an anonymous 
reviewer for encouraging us to clarify this point.
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type of interaction. We have shown, finally, how this new 
model addresses the specific problems of the ethics of SCR: 
lack of human contact, objectification and deception. While 
robots cannot provide personal and comprehensive care, we 
have shown how their implementation is ethically acceptable 
if conducted within the framework of an appropriate set of 
trustworthy relationships.

The results of this paper should be supplemented with 
sound empirical research to show in what sense trustworthy 
relationships with robots are practically achievable. Moreo-
ver, it can serve as an ethical coordinate on which empirical 
studies can be designed to monitor the implementation of 
robots in care settings from the perspective of trust. This 
monitoring would involve taking into account the context 
in each case, the needs of the users and the consequences 
derived from the use of these technologies.
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