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Abstract.This systematic literature review explores the integration of OPC-UAwith DataMining and Natural
Language Processing (NLP) techniques within industrial environments. As industrial automation evolves, this
integration faces challenges related to intelligence, autonomy, security, privacy, and interoperability—similar.
The review evaluates current methodologies and applications aimed at addressing these challenges, particularly
in areas like predictive maintenance, anomaly detection, process optimization, and others. Reviewing several
primary studies, selected from high-impact scientific databases this paper identifies key strengths, weaknesses,
opportunities, and threats in leveraging OPC-UA protocols for AI-based automation. Moreover, it highlights
trends and future directions for improving decision-making processes and enhancing machine interoperability in
data-driven industry.

Keywords: OPC-UA / industry 4.0 / control systems / data mining / natural language processing / NLP /
artificial intelligence
1 Introduction

The arrival of Industry 4.0 has driven the adoption of
advanced technologies to optimize industrial processes.
Among these, OPC-UA (Open Platform Communications
Unified Architecture) has become one of the main
communication architectures used in the automation and
control of industrial plants [1,2]. As industries generate
massive amounts of data, the integration of Data Mining
and Natural Language Processing (NLP) techniques with
OPC-UA1 has opened up new possibilities for improved
decision making, anomaly detection, and intelligent
automation, among other applications.

This literature review seeks to explore how these
technologies converge to enable more intelligent and
adaptive industrial systems. Data mining has become
a key tool for extracting valuable information from
large industrial data sets. Its ability to identify
patterns, trends and correlations allows companies to
optimize their operations and improve the quality of
their products. In combination with OPC-UA, Data
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Mining can process and analyze data in real time,
improving the responsiveness of automated systems
and providing critical feedback for operational
decision making [3,4].

On the other hand, natural language processing
(NLP) has demonstrated its potential to interpret,
understand and generate human language. In industrial
environments, the use of NLP can facilitate interaction
with control and monitoring systems, whether through
voice commands, analysis of technical reports or the
interpretation of textual descriptions of faults and
problems in machinery. Integrated with OPC-UA,
NLP can contribute to more intuitive and efficient
control systems, reducing the need for direct human
intervention and increasing efficiency in information
management [5].

The integration of these technologies is not without
challenges. The main difficulty lies in the heterogeneous
and unstructured nature of natural language data, which
requires sophisticated analysis and processing approaches.
Furthermore, implementing Data Mining and NLP
techniques in an industrial environment may face limi-
tations related to cybersecurity, handling large volumes of
data, and interoperability between systems. This review
examines previous research addressing these issues and
offers a critical view of proposed solutions.
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Table 1. OPC-UA features and their alignment with NLP and data mining capabilities.

OPC-UA feature Description NLP applications Data mining applications

Standardized
Information
Modeling

Object-oriented model
representing complex data
relationships and hierarchies

Text structure analysis,
Document classification

Feature engineering,
Relationship learning, Graph-
based ML

Real-time Data
Communication

Supports streaming and
historical data access

Real-time text analytics,
Stream processing

Online learning, Real-time
predictions, Time series analysis

Semantic Data
Description

Includes metadata and
contextual information about
data points

Natural language
understanding, Semantic
analysis, Information
extraction

Semantic feature extraction,
Context-aware modeling

Security and
Authentication

Built-in encryption,
authentication, and access
control

Secure text processing,
Privacy-preserving NLP

Secure ML model deployment,
Protected data training

Information
Modeling

Hierarchical data
representation

Document structure
analysis, Topic modeling

Hierarchical clustering, Deep
learning architectures
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In summary, this article presents a literature review
that analyzes how integrating Data Mining and NLP with
OPC-UA can improve intelligent industrial systems. The
benefits, technical challenges and potential applications of
these technologies in industrial settings are explored, with
the aim of providing a solid foundation for future research
and development in the field.

To address this work in detail, the manuscript is
organized as follows. Section 2 details the process applied
and the results obtained. Section 3 analyzes the models
proposed to create intelligent industrial systems. Then,
Section 4 describes the main strengths, weaknesses,
opportunities and associated threats, along with the
challenges and future lines of research. Also, Section 5
shows the most common state-of-the-art applications.
Finally, conclusions are presented in Section 6.

2 Systematic review

A systematic literature review entails the identification,
evaluation, and interpretation of the most relevant studies
related to a specific topic or research question [6]. Its
objective is to provide evidence that addresses questions
emerging from prior research. To conduct this review, the
methodological guidelines outlined by [6], originally
applied in the context of Software Engineering, are
followed and contrasted with an alternative methodologi-
cal approach tailored for Computer Science studies
proposed by [7]. The implementation of this process is
detailed in the following sections.
2.1 OPC-UA

The first thing is to define what OPC-UA is and how it
integrates with techniques such as NLP and Data Mining.
OPC-UA is a platform-independent, service-oriented
architecture for industrial automation and data communi-
cation. Table 1 show its core features and how they align
with NLP and ML capabilities.
2.2 Definition of RQs

The scientific community has recently shown growing
interest in the integration of Data Mining and Natural
Language Processing (NLP) techniques with OPC-UA in
industrial system architectures. This emerging approach
has motivated our literature review to address several
critical research questions that have not been fully explored
in previous studies.

–
 RQ1.: What are the current solutions that address the use
of Data Mining and NLP techniques within OPC-UA-
based industrial system architectures?
–
 RQ2: What are the main Data Mining and NLP
techniques used in industrial system architectures based
on OPC-UA?
–
 RQ3: What specific applications have been obtained or
improved thanks to the use of Data Mining and NLP
techniques in combination with OPC-UA? (For example,
in quality control or predictive maintenance in industry).
–
 RQ4: What are the main strengths, weaknesses,
opportunities and threats (SWOT analysis) of using
Data Mining and NLP techniques in OPC-UA based
industrial system environments?
–
 RQ5: What applications have been obtained or improved
thanks to the use of Data Mining and NLP techniques in
industrial system architectures?

2.3 Selection of information sources

The previously defined research questions guided the
selection of key terms for the search process. These primary
terms include (opc-ua, opc ua), (NLP, natural language
processing), (text mining, mining), and (text to speech,
speech to text). Using these terms, three search strings (SS)
are strategically formulated to follow the structure
described below:

–
 SS1 :(opc-ua OR “opc ua”) AND (NLP OR “natural
language processing”);
–
 SS2 :(opc-ua OR “opc ua”) AND (“data mining” OR “text
mining” OR mining);



Table 2. Main primary information sources reviewed.

No. Source R. String References Type study Year

E1 IEEE SS2 Hastbacka et al. [8] Conference 2014
E2 Scopus SS2 Rix et al. [9] Conference 2015
E3 IEEE SS2 Srinivasan et al. [10] Conference 2016
E4 IEEE SS2 Fleischmann et al. [11] Conference 2016
E5 IEEE SS2 Sriyakul et al. [12] Conference 2017
E6 Scopus SS2 Cupek et al. [13] Conference 2017
E7 IEEE SS2 Gutiérrez et al. [14] Conference 2017
E8 ACM SS1 Hormann et al. [15] Conference 2018
E9 Scopus SS2 Kretschmer et al. [16] Journal 2018
E10 ACM SS2 Neu et al. [17] Conference 2019
E11 IEEE SS2 Bosi et al. [18] Conference 2020
E12 IEEE SS2 Qin et al. [19] Conference 2020
E13 Scopus SS2 Mathias et al. [20] Conference 2020
E14 WOS SS2 Vrana [21] Journal 2020
E15 IEEE SS2 Rubart et al. [22] Conference 2020
E16 Scopus SS2 Arevalo et al. [23] Conference 2020
E17 ACM SS3 Fuhrmann et al. [24] Conference 2021
E18 Scopus SS2 Soller et al. [25] Conference 2021
E19 Scopus SS1 Wu and Yang [26] Conference 2022
E20 Scopus SS2 Bakken [27] Conference 2022
E21 IEEE SS1 Tufek [28] Conference 2023
E22 IEEE SS1 Tufek et al. [29] Conference 2023
E23 WOS SS1 Bareedu et al. [30] Journal 2024
E24 WOS SS2 Hornsteiner et al. [31] Journal 2024
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–
 SS3 :(opc-ua OR “opc ua”) AND (text AND to AND
speech).

After defining the search strings (SS), the next step is to
identify the information sources for executing the search
queries. This is done to retrieve the most relevant studies
on the integration of OPC-UA with techniques based on
Data Mining and NLP, published in high-impact scientific
journals. In line with the methodological frameworks
outlined by [6,7] for conducting systematic reviews, four
primary information sources (PIS) are selected. These
included three specialized digital libraries in the field of
Computer Science (PIS1) and one documentary database
(PIS2, and PIS3).

–
 PIS1: Association for Computing Machinery (ACM)
Digital Library, available at: https://dl.acm.org/
–
 PIS2: Institute of Electrical and Electronics Engineers
(IEEE) Digital Library, available at: http://ieeexplore.
ieee.org/.
–
 PIS3: Scopus Database, available at: https://www.
scopus.com/.
–
 PIS4: Institute for Scientific Information (ISI) Web of
Science Database, available at: https://webofknowledge.
com/.
2.4 Selection of studies

The search process, conducted in December 2024, involved
querying the titles of relevant publications using each of the
specified search engines. This approach enabled us to filter
out numerous studies related to OPC-UA that did not
specifically focus on the integration of Data Mining and
NLP techniques within industrial systems. Many of the
excluded studies either addressed Data Mining or NLP in
isolation or mentioned OPC-UA only in the state-of-the-
art section, making them irrelevant to our investigation.
Our primary focus is on studies where Data Mining and
NLP techniques are actively applied within industrial
system architectures for process automation.

The exploration and discovery process resulted in a
total of 94 studies. After eliminating duplicates, 84 unique
studies remained. Upon reviewing the titles and abstracts,
59 articles are deemed irrelevant to the focus of this study,
leaving 24 studies for in-depth analysis. As a result, 24
studies are considered primary sources for the analysis in
this systematic review. The details of these studies are
presented in Table 2, and the outcomes of the selection
process are summarized in Table 3.

https://dl.acm.org/
http://ieeexplore.ieee.org/
http://ieeexplore.ieee.org/
https://www.scopus.com/
https://www.scopus.com/
https://webofknowledge.com/
https://webofknowledge.com/


Table 3. Search results based on the defined strings and information sources.

Search
strings

PIS1 PIS2 PIS3 PIS4 Sum studies Delete
studies

Repeat
studies

Unique
studies

SS1 7 5 11 1 24 15 4 5
SS2 31 13 19 2 65 41 6 18
SS3 5 0 13 0 5 4 0 1
Sum studies 43 18 30 3 94 60 10 24
Delete studies 41 4 14 0 – – – –

Repeat studies 0 1 1 0 – – – –

Unique studies 2 13 15 3 – – – –

Fig. 1. (left) Distribution of the type of studies analyzed. (right) Distribution of the use of NLP and Data Mining in studies analyzed.
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3 Results
In this section, the primary studies listed in Table 2 are
analyzed and discussed, with the objective of extracting
relevant information on the trends in the integration ofData
Mining and NLP techniques with OPC-UA in the last
decade, as well as its impact on solving real problems in
industrial environments. Figure 1 (left) shows the distribu-
tion based on the type of studies, showing that 84% of the
publications are conference type, while 16% represent
journal articles. On the other hand, Figure 1 (right) shows
that 80% of the articles analyzed are related to DataMining
techniques while 20% are focused on NLP techniques.

The results, shown in Figure 2, show the techniques
based on Data Mining which appeared for the first time in
2014 and had growth in 2020 with 34% of the studies
considered in this period for this type of technique, after the
year 2020 a normalization of the curve is shown indicating a
decrease in articles related to this topic.
On the other hand, the results, illustrated in Figure 3,
show a constant growth in the number of publications
related to the integration of NLP and OPC-UA techniques.
Although the first research on the combination of these
technologies began to emerge in 2021, the greatest impact
occurred in 2023, with 50% of the studies considered
primary data sources published during this period.

Table 4 shows a clear trend towards the use of Data
Mining techniques to improve efficiency and quality in
industrial environments,withaparticular focusonpredictive
maintenance and process optimization. Of the works
analyzed, the vast majority (80%) use Data Mining to
analyze and extract patterns from industrial systems. This
suggests that production systems are adopting advanced
technologies to predict failures and optimize operations. An
exampleof this trend is thefirstworkpresentedbyHastbacka
et al. [8] (E1), which uses semantic analysis and pattern
recognition for predictive maintenance, while others such as
Fleischmann et al. [11] (E4) focus on monitoring energy and
temperature to improve process quality.



Fig. 2. Trends in the use of data mining techniques and OPC-UA based on current scientific publications.

Fig. 3. Trends in the use of NLP techniques and OPC-UA based on current scientific publications.
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Table 4. Main primary information sources reviewed.

No. References Application Type Cls. Techique

E1 Hastbacka
et al. [8]

Predictive maintenance DM TP Semantic analysis of control systems and
pattern recognition

E2 Rix
et al. [9]

Predictive maintenance, quality
monitoring

DM PR Predictive data analysis, integration of
open standards

E3 Srinivasan
et al. [10]

Industrial processes optimization DM PR Predictive data analysis, pattern
recognition

E4 Fleischmann
et al. [11]

Predictive maintenance and
quality monitoring

DM RE Data analysis of energy and temperature
in crimping processes

E5 Sriyakul
et al. [12]

Predictive maintenance and
real-time product quality
monitoring

DM RE Estimating unknown parameters,
evaluates variables (energy,
temperature) to detect wear conditions

E6 Cupek
et al. [13]

Monitoring of energy
consumption in discrete
production lines

DM CL K-means clustering

E7 Gutiérrez
et al. [14]

Automatic network
configuration in real-time

DM SP Extraction of traffic parameters and
learning in networks

E8 Hormann
et al. [15]

Processes optimization and
intrusion detection

DM VI Feature extraction, text processing using
regular expressions

E9 Kretschmer
et al. [16]

Data management DM LM Persistent industrial data storage

E10 Neu
et al. [17]

Security in industrial networks DM CA J48 algorithm [37] in WEKA, traffic
behavior analysis

E11 Bosi
et al. [18]

Improving operational efficiency,
Predictive maintenance, data
integration

DM VI Feature extraction and analysis

E12 Qin
et al. [19]

Quality monitoring of teaching DM NN Pattern extraction and evaluation of
educational data using GRU neural
networks

E13 Mathias
et al. [20]

Quality inspection of welding
processes through the analysis of
electrical signals

DM CL,
CA

Clustering algorithms, time series
analysis and multi-label classifiers

E14 Vrana [21] Nondestructive Evaluation
(NDE), Industrial Internet of
Things

DM TP Pattern extraction with digital twins
and statistical models

E15 Rubart
et al. [22]

Industrial processes optimization DM TP Data analysis and semantic annotations

E16 Arevalo
et al. [23]

Fault detection DM AR Failure Mode and Effects Analysis for
knowledge extraction

E17 Fuhrmann
et al. [24]

Control and monitoring of
injection molding machinery in
industrial production
environment

NLP TOK,
PAR

Voice interaction and intent recognition
using RASA framework

E18 Soller
et al. [25]

Predictive maintenance,
anomaly detection in production

DM OD,
NN

One-Class Support Vector Machine,
Isolation Forest and Autoencoder

E19 Wu and
Yang [26]

Industrial Internet of Things,
improving automation of data
subscription in smart factories

NLP TOK Word2Vec model to calculate text
similarity, collaborative filtering to
evaluate similarity between subscribers
and topics

E20 Bakken [27] Sensor data extraction and
processing in the electrical
domain

DM TP Data extraction for analysis, using a
language designed to simplify access to
time series data
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Table 4. (continued).

No. References Application Type Cls. Techique

E21 Tufek [28] Extracting and formalizing
semantics from industrial
standards to enhance machine
interoperability

NLP NER Rule classification using NER and
Machine Learning

E22 Tufek
et al. [29]

Automate the extraction of
compliance rules from OPC-UA
companion specifications

NLP NER Semantic rule extraction using NER

E23 Bareedu
et al. [30]

Semantic validation rules from
industrial standards

DM,
NLP

DT,
TOK

Extract and analyze text, patterns and
rules from structured and unstructured
data

E24 Hornsteiner
et al. [31]

End-of-line process of an
automotive supplier (robotic
inspections, laser engraving and
cleaning)

DM AR Rule and model based techniques using
network traffic
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Furthermore, a growing integration of natural lan-
guage processing (NLP) techniques in industrial systems
is observed in the same Table 4, with emphasis on
semantic extraction and automation. Recent research,
such as that of Fuhrmann et al. [11] (E17) and Wu and
Yang [26] (E19), highlight the use of NLP models for
interaction with machines and improving automation in
smart factories. In particular, the Word2Vec technique
applied by Wu and Yang [26] (E19) helps calculate
similarities between texts in smart factories, facilitating
automatic data subscription. These advances suggest that
natural language processing is gaining traction in the
industry to improve machine interoperability and the
automation of complex processes.

On the other hand, Table 4 selecting the records with
Type equal to Data Mining shows in the column Cls. the
classification of techniques defined using [32–34], below
shows a small description and code of each one.

–
 Classification (CA): Used to categorize data based on
predefined labels (e.g. J48, multi-label classifiers).
–
 Clustering (CL): Groups similar data without the need
for labels (e.g. K-means, clustering algorithms).
–
 Tracking Patterns (TP): Detects patterns in data to
obtain insights (e.g. semantic analysis, pattern extrac-
tion).
–
 Regression (RE): Analyzes relationships between inde-
pendent and dependent variables (e.g. energy and
temperature analysis).
–
 Outlier Detection (OD): Identifies anomalies that do not
follow common patterns (e.g. One-Class SVM, Isolation
Forest).
–
 Sequential Patterns (SP): Finds temporal or sequential
relationships between data (e.g. learning traffic param-
eters).
–
 Prediction (PR): Combination of techniques to predict
future events (e.g. predictive analysis).
–
 Association Rules (AR): Relates events or patterns
between variables (e.g. FMEA, traffic-based rules).
–
 Visualization (VI): Helps visualize patterns and trends in
the data (e.g. feature extraction).
–

Neural Networks (NN): Uses neural networks to learn
complex patterns (e.g. GRU, Autoencoder).
–
 Long-term Memory Processing (LM): Analyzes large
volumes of historical data (e.g. persistent storage).

Similar to the previous paragraph, Table 4 selecting the
records with Type equal to Natural Language Processing
shows in the column Cls. the classification of techniques
defined using [35,36], below shows a small description and
code of each one.

–
 Tokenization (TOK): Breaking text into meaningful
elements such as words or phrases.
–
 Parsing (PAR): Analysis of the grammatical structure of
sentences to extract meaning.
–
 Named Entity Recognition (NER): Identification of
entities such as proper names, places, organizations, etc.

Figure 4 (left) shows a word cloud based on the title of
the 24 articles analyzed for this literature review. In this
image it canbe shown that the 5words that attract attention
without considering the basicwords of the industrial context
are “subscription”, “rules”, “mining”, “semantics” and
“extraction”. On the other hand, Figure 4 (right) shows
the word cloud that contains one of the summaries of the
analyzed articles. In this image you can see that the 5 words
that catch your attention the most are “semantics”,
“maintenance”, “monitoring”, “documents” and “quality”.

4 Analysis

This section addresses the analysis of the data presented in
Section 3 first the analysis of the research questions is
performed and then a SWOT analysis is performed based
on the articles collected in this study.
4.1 Analysis of research questions

This section answers each of the research questions posed
at the beginning of this study, each of the answers is based
on the 24 articles collected in this study.



Fig. 4. (left) Word Cloud based on title. (right) Word Cloud based on abstract.
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RQ1.: What are the current solutions that
address the use of DataMining andNLP techniques
within OPC-UA-based industrial system architec-
tures? Currently, various solutions integrate Data Mining
and NLP techniques within industrial system architectures
based on OPC-UA. A significant example is the use of Data
Mining techniques for theextractionandprocessingof sensor
data, as seen in the work of Bakken [27] (E20), where data is
analyzed in the context of industrial engineering. This
approach allows companies to optimize data-based decision-
making, thus improving their operational efficiency.

Furthermore, solutions have been developed that apply
NLP for the extraction and formalization of semantics, as
detailed in the study by Tufek [28] (E21). These techniques
focus on improving machine interoperability through rule
classification using Named Entity Recognition (NER).
Automation of the extraction of OPC-UA [29] (E22)
specification compliance rules has also been observed,
representing a crucial advance in the standardization and
optimization of industrial processes. These applications not
only make data management easier but also promote more
effective integration in complex environments.

RQ2.: What are the main Data Mining and NLP
techniques used in industrial system architectures
based on OPC-UA? Predominant Data Mining techni-
ques in OPC-UA-based industrial architectures include
predictive analytics and pattern recognition, as detailed in
the works of Srinivasan et al. [10] (E3) and Hormann et al.
[15] (E8). These techniques make it possible to identify
anomalous behavior and predict failures, which is essential
for process optimization as also evidenced in the work of
Rix et al. [9] (E2) and Soller et al. [25] (E18). Furthermore,
the use of clustering, as in the case of Cupek et al. [13] (E6),
is essential to segment data and improve the efficiency of
energy consumption in production. These techniques allow
companies to anticipate problems and optimize processes,
resulting in greater efficiency and reduced operating costs.

On the other hand, NLP techniques play a crucial role
in improving communication and understanding between
systems. Named entity recognition (NER) is used to
extract semantic information from documents, as described
in the research of Tufek et al. [28,29] (E21, E22). Likewise,
text similarity models, such as Word2Vec, are used to
evaluate the similarity between texts, thus facilitating the
analysis of relevant information in industrial contexts [26]
(E19). These techniques not only help in data management
but also allow for more natural interaction between
humans and machines.

RQ3.: What specific applications have been
obtained or improved thanks to the use of Data
Mining and NLP techniques in combination with
OPC-UA? (For example, in quality control or predictive
maintenance in industry) The applications that have been
obtained or improved through the use of Data Mining and
NLP in industrial contexts are numerous. For example,
predictive maintenance has benefited significantly, with
studies showing how data analytics can predict failures and
improve product quality [8,12,25] (E1, E5, E18). These
techniques allow organizations to anticipate problems
before they occur, resulting in reduced downtime and
repair costs.

In addition, quality monitoring has improved signifi-
cantly thanks to the application of Data Mining and
semantic analysis techniques. Research such as that of Qin
et al. [19] (E12) and Mathias et al. [20] (E14) illustrate how
these tools are used for the inspection of industrial
processes, such as welding, through the analysis of
electrical signals. This approach not only guarantees the



H.O. Velesaca and J.A. Holgado-Terriza: Manufacturing Rev. 12, 9 (2025) 9
quality of the final product, but also optimizes the
production process, contributing to greater efficiency
and effectiveness in the industry.

RQ4.: What are the main strengths, weaknesses,
opportunities and threats (SWOTanalysis) of using
Data Mining and NLP techniques in OPC-UA
based industrial system environments? The use of
Data Mining and NLP techniques in OPC-UA-based
industrial environments presents several significant
strengths. Among them, the ability to extract valuable
information from large volumes of data stands out, which
improves informed decision making and allows companies
to be more proactive in their operations. This analysis
capability also helps increase operational efficiency and
reduce costs, which is crucial in a competitive environment.
However, there are also weaknesses that must be consid-
ered.

Implementing advanced techniques can be complex and
require specialized technical skills, which can be a barrier
for some organizations. Furthermore, the effectiveness of
these techniques depends largely on the quality of the data
used. Despite these challenges, there are numerous
opportunities on the horizon, especially with the growth
of the Internet of Things (IoT) and the digitalization of the
industry. However, companies must be alert to threats,
such as cybersecurity risks and regulatory changes that
could impact the implementation of these technologies.

RQ5.: What applications have been obtained or
improved thanks to the use of Data Mining and
NLP techniques in industrial system architectures?
Predictive maintenance has significantly benefited from
the integration of DataMining techniques with OPC-UA in
industrial environments. Studies by Hastbacka et al. [8],
Rix et al. [9], and Fleischmann et al. [11] demonstrate how
combining OPC-UA’s robust communication capabilities
with advanced data analysis can predict equipment failures
before they occur. These approaches typically involve
analyzing patterns in sensor data, such as energy
consumption and temperature, to detect early signs of
wear or potential breakdowns. This proactive approach
allows companies to reduce downtime and maintenance
costs by addressing issues before they lead to critical
failures.

Qualitymonitoring and control processes have also seen
substantial improvements through the integration of OPC-
UA with Data Mining and NLP techniques. Research by
Sriyakul et al. [12] and Mathias et al. [20] showcases how
real-time data analysis of production parameters can lead
to enhanced product quality. These studies often employ
clustering algorithms, time series analysis, and multi-label
classifiers to detect anomalies or deviations in manufactur-
ing processes. By enabling rapid interventions based on this
analysis, companies can maintain high-quality standards
and optimize their production processes. Additionally, the
work by Tufek et al. [29] and Bareedu et al. [30]
demonstrates how NLP techniques can be used to extract
and formalize semantics from industrial standards, poten-
tially streamlining compliance processes and improving
overall operational efficiency.
4.2 SWOT analysis

The selected primary studies are analyzed, organized,
compared, and contrasted to identify the key strengths (S),
opportunities (O), weaknesses (W), and threats (T)
associated with NLP and Data Mining techniques in the
context of OPC-UA. The following sections provide a
detailed description of each of these four components.

4.2.1 Strengths

Technologies based on OPC-UA, Data Mining and NLP
provide a high degree of interoperability in industrial
environments, which facilitates the integration of different
devices and systems from various suppliers. This interop-
erability improves efficiency in data collection and analysis,
allowing companies to make more informed decisions and
optimize their operations. In particular, Data Mining
allows large volumes of data to be analyzed in real-time,
which is essential for predictive maintenance and early
failure detection, helping to reduce downtime and improve
productivity. Furthermore, the use of NLP in human-
machine interaction improves accessibility and reduces the
need for complex interfaces, facilitating personnel training
and accelerating the implementation of these technologies
in industrial plants.

Another notable aspect of these technologies is their
ability to implement scalable and flexible solutions. Data
Mining tools allow companies to detect hidden patterns in
operational data, helping to predict future trends andmake
decisions based on historical data. In turn, NLP facilitates
the processing of large volumes of technical documents and
industrial standards, accelerating semantic validation and
regulatory compliance verification. These strengths make
OPC-UA and its associated technologies not only useful in
optimizing industrial processes, but also in continuously
improving the quality and safety of operations.
4.2.2 Weaknesses

Despite their strengths, the adoption of these technologies
requires significant investments in infrastructure and
training.DataMiningtechniques, althoughpowerful, require
large volumes of historical data to be truly effective, which
can present a challenge for companies that do not have
adequate data infrastructure or are just beginning to digitize
their operations. Furthermore, the use of NLP in industrial
settings has limitations, especially when it comes to
interpreting specific contexts or industrial technicalities that
can vary significantly between sectors. This creates a steeper
learning curve and potential delay in implementation.

Another importantweakness is thedependenceonexperts
in advanced technologies. Implementing systems such as
OPC-UA,alongwithDataMiningandNLP, requires trained
personnel to configure, maintain and update these systems.
This requirement for highly specialized personnel can be
expensive and is not always available, especially in regions
with limited technological resources. Additionally, the high
initial costs of adoption, including the necessary equipment



Fig. 5. Distribution of applications obtained or improved with the use of Data Mining and NLP techniques in industrial system
architectures through the integration of OPC-UA.
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and software, can be prohibitive for small and medium-sized
businesses, limiting the reach of these technologies to large
corporations with greater financial resources.
4.2.3 Opportunities

The rise of Industry 4.0 and smart factories provides a
fertile environment for the implementation of Data Mining
and NLP. As companies continue to digitize their
processes, these technologies can be integrated to offer
more automated and optimized solutions. The opportu-
nities in predictive analytics are vast; Companies can use
Data Mining to improve energy efficiency, predict failures
before they occur, and optimize resource use. In sectors
such as manufacturing and agriculture, DataMining-based
solutions can be instrumental in increasing productivity
and reducing operating costs.

Furthermore, NLP has significant potential in improv-
ing human-computer interaction. The ability to interpret
voice commands or process complex technical documents
in real-time can facilitate the adoption of these technologies
in a variety of industrial environments. There is also
potential for NLP to be used to automate audit and
compliance processes, improving accuracy and reducing
administrative burden. The growth of cyber-physical
technologies and the Industrial Internet of Things (IIoT)
opens new opportunities to integrate Data Mining and
NLP into industrial networks, improving connectivity and
data analysis.

4.2.4 Threats

A significant threat is the increasing sophistication of cyber
attacks, which affect industrial networks. Although OPC-
UA provides advanced security mechanisms, attacks such
as denial of service (DoS) and unauthorized access remain
an ongoing concern. Security vulnerabilities in network-
connected systems can compromise not only data integrity
but also the secure operation of industrial machinery,
potentially resulting in financial and reputational losses.
Furthermore, the rapid evolution of technologies can
quickly make current solutions obsolete, forcing companies
to constantly update their systems.

Another threat lies in the lack of universal standardi-
zation in the use of Data Mining and NLP in the industry.
Fragmentation in implementation approaches and differ-
ent interpretations of standards can make interoperability
between systems difficult, potentially leading to inefficien-
cies and compatibility issues. Additionally, increased
automation and implementation of smart technologies
may generate resistance from the workforce, as workers
may perceive these technologies as a threat to their jobs,
which could slow the adoption of these innovations.

5 Applications

This section shows the applications found in the reviewed
works of this work, the order shown is based on the number
of publications that present the use of said applications. It
is worth mentioning that the same application can appear
in several publications. Figure 5 shows the percentage of
applications analyzed in the present study. Additionally,
Table 5 shows examples of different types of applications.

5.1 Predictive maintenance

Predictive maintenance is a key application area where
OPC-UA integration with Data Mining techniques shows
significant promise. Studies like those by Hastbacka et al.



Table 5. Examples of applications found in the main primary information sources.

Application Application

Type: Predictive Maintenance Type: Quality monitoring and control
Title: Device status information service architecture
for condition monitoring using OPC UA

Title: Data Mining Techniques for Energy
Efficiency Analysis of Discrete Production Lines

Type: Process optimization Type: Data management and integration
Title: Predictive digital twin for offshore wind farms Title: Subscription Freedom: Automatic

Industrial Data Subscription Based on
Recommendation System
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Table 5. (continued).

Application Application

Type: Network and security Type: Semantic analysis and rule extraction
Title: Simulating and Detecting Attacks of
Untrusted Clients in OPC UA Networks

Title: Towards Extraction of Validation Rules
from OPC UA Companion Specifications

Type: Fault detection and anomaly detection Type: Automation and control
Title: Evaluation and Adaption of
Maintenance Prediction Methods in
Mixed Production Line Setups based on
Anomaly Detection

Title: Reading between the Lines: Process
Mining on OPC UA Network Data
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[8], Rix et al. [9], and Fleischmann et al. [11] demonstrate
how combining OPC-UA’s robust communication capabil-
ities with advanced data analysis can predict equipment
failures before they occur. These approaches typically
involve analyzing patterns in sensor data, such as energy
consumption and temperature, to detect early signs of wear
or potential breakdowns, thereby reducing downtime and
maintenance costs.

5.2 Quality monitoring and control

The integration of OPC-UA with Data Mining and NLP
techniques has proven valuable in enhancing quality
monitoring and control processes. Research by Sriyakul
et al. [12] and Mathias et al. [20] showcases how real-time
data analysis of production parameters can lead to
improved product quality. These studies often employ
clustering algorithms, time series analysis, and multi-label
classifiers to detect anomalies or deviations in manufactur-
ing processes, enabling rapid interventions to maintain
high-quality standards.

5.3 Process optimization

Process optimization is another crucial area benefiting
from the convergence of OPC-UA and advanced
analytics. Studies by Srinivasan et al. [10] and Rubart
et al. [22] illustrate how predictive 5ata analysis and
semantic annotations can be used to optimize industrial
processes. These approaches often involve pattern
recognition and feature extraction techniques to identify
inefficiencies and suggest improvements, leading to
enhanced productivity and resource utilization in
manufacturing environments.
5.4 Data management and integration

OPC-UA’s integration with Data Mining and NLP
techniques is proving valuable in managing and integrating
diverse industrial data sources. Studies like those by
Kretschmer et al. [16] and Wu and Yang [26] demonstrate
how these technologies can be used to create persistent
industrial data storage solutions and improve data
subscription automation in smart factories. These appli-
cations are crucial for handling the growing volumes of data
in modern manufacturing environments and enabling more
effective decision-making processes.

5.5 Network and security

The integration of OPC-UA with Data Mining techniques
plays a crucial role in enhancing network configuration and
security in industrial settings. Research by Gutiérrez et al.
[14] and Neu et al. [17] shows how traffic analysis and
machine learning algorithms can be used to automate
network configurations and detect potential security
threats. These approaches are essential for maintaining
the integrity and efficiency of industrial communication
networks in increasingly connected manufacturing envi-
ronments.
5.6 Semantic analysis and rule extraction

Recent research, such as that conducted by Tufek et al. [29]
and Bareedu et al. [30] focuses on using NLP techniques in
conjunction with OPC-UA to extract and formalize
semantics from industrial standards. These studies aim to
enhance machine interoperability and automate the extrac-
tion of compliance rules from OPC-UA companion specifi-
cations, which could significantly streamline industrial
automation processes and improve standardization efforts.
5.7 Fault detection and anomaly detection

Fault and anomaly detection represent critical applications
of OPC-UA integration with Data Mining. Research by
Arevalo et al. [23] and Soller et al. [25] showcases how
techniques such as Failure Mode and Effects Analysis
(FMEA) and machine learning algorithms like One-Class
Support Vector Machines can be used to identify potential
faults or anomalies in production processes. These
approaches enable proactive interventions, reducing the
risk of equipment failure and production disruptions.

5.8 Industrial internet of things (IIoT)

The application of OPC-UA in conjunction with Data
Mining techniques is playing a significant role in advancing
the Industrial Internet of Things. Studies by Vrana [21] and
WuandYang [26]demonstratehowthese technologies canbe
leveraged to create digital twins, enable smart data
subscription,andfacilitate seamlesscommunicationbetween
diverse industrial devices. These applications are fundamen-
tal to realizing the vision of smart factories and Industry 4.0.

5.9 Human-machine interaction

While less common, the integration of OPC-UA with NLP
techniques shows promise in enhancing human-machine
interaction in industrial settings. The work by Fuhrmann
et al. [24] illustrates how voice interaction and intent
recognition can be implemented in industrial production
environments, potentially improving operator efficiency
and ease of control in complex manufacturing processes.

5.10 Automation and control

The integration of OPC-UA with Data Mining techniques
is also being applied to enhance automation and control in
specific industrial processes. For instance, the work by
Hornsteiner et al. [31] demonstrates the application of rule
and model-based techniques using network traffic analysis
in end-of-line processes of automotive suppliers. Such
applications can lead tomore efficient and precise control of
complex manufacturing operations.

5.11 Energy management

While less represented in the reviewed literature, energy
management is an important application area. The work by
Cupek et al. [13] demonstrates how OPC-UA can be
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combined with clustering techniques like K-means to
monitor and optimize energy consumption in discrete
production lines. This application has significant potential
for improving energy efficiency in industrial settings,
contributing to both cost savings and environmental
sustainability.

6 Conclusions

Current applications of integrating OPC-UA with ad-
vanced Data Mining and NLP techniques have shown
significant impact on improving energy efficiency, real-time
monitoring and more informed decision making in
industrial processes. Especially, predictive maintenance
and production anomaly detection have benefited from
these technologies, optimizing machine downtime and
anticipating failures before they occur. Techniques such as
network traffic analysis and semantic extraction are
facilitating the management and persistent storage of
industrial data, improving the ability of smart factories to
manage large volumes of data.

Regarding future directions, it is essential to advance
the standardization of semantic models and ensure greater
interoperability between systems. Current challenges
include the need to unify different industrial protocols
and improve integration between machine control systems
and artificial intelligence platforms. Additionally, the
incorporation of more advanced machine learning models
and the expansion of the use of NLP in industrial
regulatory compliance will allow for more complete and
precise automation of processes.

Current trends point towards widespread adoption of
digital twins in combination with OPC-UA, opening up
new possibilities for real-time process simulation and
optimization. This trend promises to transform factories
into fully automated environments, where continuous
monitoring and immediate feedback allow automatic
adjustments to manufacturing processes. Additionally,
the use of emerging technologies such as recurrent neural
networks and cloud computing for data analysis promises
to increase the speed and accuracy of detecting industrial
problems.

Finally, although the integration of OPC-UA with
artificial intelligence and NLP is in an advanced phase, the
challenge lies in continuing to improve the robustness of the
algorithms and guarantee security in connected industrial
systems. The evolution towards an ecosystem of fully
interconnected and smart factories will require a continued
focus on cybersecurity, ensuring that technological advan-
ces are accompanied by robust protection against potential
vulnerabilities.
7 Future directions

Building upon the findings of this systematic review,
several key areas emerge as promising directions for future
research and development.
There is a critical need to advance the standardization of
semanticmodels in industrial environments.Thiswill ensure
greater interoperability between systems and facilitate
more fluid integration of various industrial protocols.
Creating unified standards for the semantic representation
of industrial data could significantly accelerate the adoption
of smart technologies in manufacturing. Incorporatingmore
advancedmachine learningmodels, particularly in the realm
of deep learning, could significantly improve the accuracy
and efficiency of predictive maintenance and anomaly
detection systems. The development of algorithms capable
of handling the complexity and variability of industrial data
in real time is a promising area of research.

Further exploration of NLP applications in industrial
regulatory compliance and technical documentation anal-
ysis could lead to more automated and efficient processes in
manufacturing environments. The ability to automatically
extract and formalize compliance rules from technical
specifications could revolutionize the way industries handle
regulatory compliance. As industrial systems become more
interconnected, developing robust cybersecurity measures
tailored to OPC-UA and IIoT environments will be crucial
to protect against evolving threats. Research into security
techniques that can scale with the increasing complexity of
industrial networks is a priority.

Research on the integration of OPC-UA and data
analytics with emerging technologies such as 5G, edge
computing and blockchain could open new avenues for
industrial process optimization and data management.
These technologies have the potential to improve the speed,
safety and efficiency of industrial operations. Advancing
research in voice interaction and intent recognition in
industrial environments could lead to more intuitive and
efficient human-machine interfaces in complex manufactur-
ing processes. This could significantly improve the usability
and accessibility of industrial control systems.

As the volume of industrial data continues to grow,
research into scalable architectures and performance
optimization for real-time data processing and analysis
will be essential. Developing solutions that can efficiently
handle large volumes of heterogeneous data is crucial for
the future of smart industry. Exploring methods to transfer
knowledge and models between different industrial
domains could accelerate the adoption and effectiveness
of these technologies in various manufacturing sectors.
Creating transferable learning models could significantly
reduce the time and resources required to implement smart
solutions in new industrial contexts.
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