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Abstract
The rise of social networks has transformed communication, information sharing and entertainment, but it has also facilitated 
the rise of harmful activities such as the spread of misinformation, often through the use of social bots. These automated 
accounts that mimic human behaviour have been implicated in significant events, including political interference and market 
manipulation. In this paper, we provide a comprehensive review of recent advances in social bot detection, with a particular 
focus on the role of generative AI and large language models. We present a new categorisation scheme for bots that aims to 
reduce class overlap while maintaining generality. In addition, we analyse the most commonly used datasets and state-of-
the-art classification techniques, and through user profile-based measures, we use Explainable Artificial Intelligence (XAI) 
and data mining techniques to uncover factors that contribute to bot misclassification. Our findings contribute to the develop-
ment of more robust detection methods, which are essential for mitigating the impact of malicious bots on online platforms.
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1 Introduction

The proliferation of social media has undeniably transformed 
our daily lives, becoming an integral part of our communi-
cation with family and friends, a source of information on 
various topics, a platform for work, and a means of enter-
tainment. The success of social media is closely tied to the 
rise of Artificial Intelligence (AI), as the vast data generated 
from these platforms has become an invaluable resource for 
companies and researchers. This data is reshaping human-AI 

interactions and revolutionizing the ways in which humans 
interact both with one another and with algorithms, leading 
to remarkable advancements (Shin 2023).

However, this success has also fueled harmful activi-
ties, such as the deliberate spread of misinformation, which 
can have serious consequences for various sectors of soci-
ety that can be more suitable to be affected by orchestrated 
campaigns (Shin 2024). Many nations have raised concerns 
about foreign interference in their electoral processes and 
social movements, often orchestrated by other countries or 
organizations (Linvill and Warren 2020; Nisbet et al. 2021; 
Kennedy et al. 2022; Freelon et al. 2022). A significant por-
tion of this disinformation is propagated by social bots, auto-
mated accounts that mimic human behaviour on social net-
works, creating and sharing content while interacting with 
unsuspecting users who are typically unaware that they are 
engaging with artificial entities. This issue presents a chal-
lenge where artificial intelligence can play an important role 
in mitigation.

Social bots have a significant impact on critical societal 
functions. For instance, during the US 2016 elections, bots 
played a central role and possibly contributed to the victory 
of Donald Trump. This influence extends beyond politics; 
in 2017, it was estimated that 15% of Twitter accounts were 
bots (Varol et al. 2017), while in 2019, 11% of Facebook 
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accounts were bots (Zago et al. 2019). Moreover, an alarm-
ing 71% of users discussing US stocks on Twitter in 2017 
were identified as bots (Cresci et al. 2019a; Cresci 2020). 
These examples highlight the pervasive presence and poten-
tial influence of bots in social media, reinforcing the urgent 
need for advanced bot detection methodologies to safeguard 
the integrity of online discourse and information dissemina-
tion as we can see in Fig. 1.

Motivated by these reasons, extensive research is being 
conducted in the area of social bot detection. Our aim is 
to provide a compendium of the latest advances to help 
researchers in their further investigations. In line with Fer-
rara (2023), our research also highlights generative AI tech-
niques and discusses the challenges, trends and new avenues 
this technology opens for bot detection. Furthermore, this 
research presents a detailed data-driven analysis of the fea-
tures and behavioural patterns useful for detecting and cat-
egorising bots, proposing unique insights not covered by 
previous research. Our work contributes to the current state 
of the art in several ways:

• We provide a thorough analysis of existing literature and 
theoretical foundations in bot detection, focusing on inte-
grating large language models (LLMs) and generative AI.

• The proposal of a new categorization schema that covers 
most of the bots observed in social networks and focused 
on reducing the overlap between classes while maintain-
ing abstraction.

• We provide a thorough review and analysis of the most 
commonly used datasets and classification approaches 
for bot detection, helping researchers to select the most 
appropriate resources for their work.

• We have conducted an analysis using XAI to identify the 
features that influence bot misclassification. Through this 
analysis, we aim to uncover the underlying factors that 
contribute to bot misclassification, thereby improving the 
effectiveness of detection methods.

The paper is organized as follows: next section describes the 
methodology used to conduct our review. Section 3 offers a 
comprehensive and detailed review of current trends in bot 
detection, with a special subsection dedicated to the impact 
of generative AI on bot detection and the most widely used 
datasets. Section 4 presents a detailed analysis using explain-
able artificial intelligence techniques to uncover why bot 
classification can sometimes be challenging. In Sect. 5, we 
present a new classification schema for bot categorization 
based on their inherent characteristics. Section 6 provides 
a point-by-point review of our findings aligned with our 
research questions. Finally, Sect. 7 presents the conclusions 
of our research.

2  Methodology

In this paper we have relied on PRISMA methodology 
(Moher et al. 2010), enabling us to conduct a robust and 
exhaustive review tailored to our research needs. This meth-
odology is based on four main stages: identifying research 
questions, defining eligibility criteria, establishing a search 
strategy, and selecting relevant studies.

2.1  Research questions

As we live in a world that is very changeable and almost 
each day the artificial intelligence area is evolving with the 
incursion of generative AI, the aim of our research is to 
provide a robust starting point for further innovations, put-
ting together the state-of-the-art, a comprehensive method 
to categorize bots, the analysis of the influence of new tech-
nologies in bot detection and creation, and finally, providing 
a point-by-point analysis of why classification systems fail 
in bot categorization. To do this, our paper tries to solve the 
following research questions:

• RQ1: What are the current state-of-the-art in terms of 
bot detection?

• RQ2: Which features contribute to the complexity of bot 
detection in social media?

• RQ3: How does the emergence of generative artificial 
intelligence impact both the detection and creation of 
social bots?

• RQ4: Can all different categories of bots be grouped into 
one single categorization schema?

2.2  Eligibility criteria

Our eligibility criteria were designed to select studies that 
provided substantial insights into bot detection methodolo-
gies, particularly focusing on those utilizing advanced tech-
niques. Specifically, we included studies that:

Fig. 1  Social bot detection publications. Source dimensions.ai 
(https:// www. dimen sions. ai/)

https://www.dimensions.ai/
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• Addressed social bot detection within the context of 
microblogging platforms, with a specific emphasis on 
Twitter.

• Were published from 2019 onwards to ensure relevance 
to recent advancements in AI and bot detection.

• Utilised methodologies grounded in machine learning, 
natural language processing, or similar data science dis-
ciplines.

• Provided insights into the challenges and trends in bot 
detection, including the influence of new technologies.

• Studies available in English.

We also include references to articles that have been consid-
ered necessary for a proper understanding of the key points 
in the detection of social bots and the techniques they use, 
even if they do not meet any of these criteria.

2.3  Search strategy

To ensure that our review reflected the latest research, we set 
a cut-off date of 2019, a year marked by significant advances 
in bot detection technologies, most notably the introduc-
tion of BERT (Bidirectional Encoder Representations from 
Transformer (Devlin et al. 2018)).

To identify relevant studies, we used a range of search 
terms and queries, including “bot detection in social media”, 
“(Twitter OR � OR microblogging) bot detection”, “identify-
ing bots in (Twitter OR � OR microblogging)”, “social bot 
detection”, “large language models social bot detection”, 
etc, along with keywords associated with key data science 
methodologies like “machine learning” and “natural lan-
guage processing”.

These searches were performed across various databases 
including Scopus, Web of Science, and Google Scholar. 
Other databases, such as IEEE Xplore, SpringerLink, and 
ACM, are implicitly included in our review since their 
journals and publications are already indexed in databases 
like Google Scholar and Scopus. These primary databases 
cover the vast majority of published research, allowing us to 
conduct a robust and comprehensive review. Additionally, 
we manually reviewed reference lists of relevant articles to 
identify additional studies that met our inclusion criteria.

2.4  Study selection

Following the initial search using our predefined criteria and 
keywords, we screened the titles and abstracts of the identi-
fied articles. Articles that appeared relevant based on their 
title and abstract were selected for full-text review. During 
this stage, we applied our inclusion criteria to ensure the 
selected studies aligned with our research objectives. Fur-
thermore, we cross-referenced the bibliographies of selected 

articles to identify additional relevant studies that might have 
been missed during the initial search.

Throughout this process, we have consulted and verified 
all potential inclusions. This collaborative approach ensured 
thorough consideration of each study against the predefined 
inclusion criteria.

A total of 453 articles were retrieved from the initial 
search of the databases. After removing duplicates and 
reviewing their titles and abstracts to ensure they met our 
inclusion criteria, 70 articles remained: 36 articles contain-
ing a new bot detection approach or dataset, and 34 articles 
related to social bot detection, including 9 articles identified 
through manual reference searches. The entire process car-
ried out in the review is shown in the PRISMA flow chart 
in Fig. 2.

3  Bot detection in social media

While there is a general consensus among authors that a 
bot on social networks involves some degree of automation, 
there is no widely accepted definition that comprehensively 
covers all relevant aspects of these accounts. This ambiguity 
is due to the rapid evolution of technology and the uncer-
tainties in attributing specific characteristics to bots. One 
aspect under debate is the level of automation required for 
an account to be classified as a bot, given the existence of 
accounts that are partially automated also called cyborgs. 
In addition, the definition of bot have been based on its 
similarity to human behaviour, which varies widely among 
researchers, with some emphasis to the extent that a bot 
mimic human actions in social contexts. Furthermore, the 
study of bots extends across multiple disciplines, with com-
puter scientists focusing more on technical attributes and 
social scientists emphasising the broader social implications 
(Cresci 2020).

We can give a more or less restrictive definition depend-
ing on how we value these characteristics. For example, 
Abokhodair et al. (2015) defines a social media bot as any 
program that behaves like a human in a social space. In con-
trast, Morstatter et al. (2016) defines it as any account within 
social media that is controlled by software. Others, such as 
Yang et al. (2020), Assenmacher et al. (2020), note that an 
account can only be partially automated. One of the most 
restrictive definitions is provided by Ferrara et al. (2016), 
which describes a social media bot as a program that inter-
acts with humans in a social environment, automatically 
produces content, and aims to mimic and potentially alter 
human behaviour.

In this study we follow the definition given in Lopez-Joya 
et al. (2023) which states the following: “a social media bot 
is an account that is automated enough to produce content 
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and/or interact with other accounts within a social media 
context.”

3.1  Current trends in bot detection

The history of bots and bot detectors is a cyclical struggle. 
When a new way of detecting bots is born, a new genera-
tion of more sophisticated bots is also born with the goal 
of avoiding that new method (Cresci et al. 2019b). Early 
approaches to the problem aimed to create a general-purpose 
classifier using supervised learning techniques and focusing 
on individual accounts. They assumed that legitimate indi-
vidual accounts could be distinguished from bot accounts 
based on their (Cresci 2020) characteristics. But, with the 
advent of more sophisticated bots, the researchers had to 
rethink that assumption.

Trying to detect simple bots is a relatively overpowered 
task for the most popular types of bots and there are many 
detectors in the literature that do this very well. The problem 
comes when these bots behave in more sophisticated ways. 
In Cresci et al. (2017) we can see that sophisticated bots 
can mimic human behaviour so well that even humans have 
trouble distinguishing a legitimate account from an account 
that is not. In Cresci et al. (2017) the authors conduct an 
experiment with volunteers by hand sorting 4428 accounts 
between the classes: spam bot, genuine, and unable to clas-
sify. The results show that human reviewers obtained less 
than 24% accuracy on this task.

In recent years, this problem is more present than 
ever. With great language generation models like GPT 

(Generative Pre-trained Transformer), the development of 
different image generation tools and deep fakes, bot accounts 
can look even more like legitimate ones. Making the line 
between what is real and what is fake blurred more than 
ever. This is one of the reasons why there is a growing trend 
in recent years to focus bot detectors on studying groups of 
bots rather than individual accounts (Cresci 2020).

Another avenue being explored in recent years is the 
inclusion of BERT (Devlin et al. 2018) in bot detectors. 
When the Google paper came out, it dominated the state of 
the art of natural language processing. Some authors have 
started using BERT as a basis for building text-based bot 
detectors. Examples of its use can be seen in Dukić et al. 
(2020), where this language representation model is used to 
directly extract features from tweet content for further use 
in a deep neural network, or in Heidari and Jones (2020), 
where it is used for sentiment analysis of tweets for further 
classification. For this reason, there is a growing trend to use 
this language representation model in bot detectors.

Most of the state-of-the-art techniques used by research-
ers can be grouped into the following categories. Within 
these categories, we will give some notable examples of bot 
detectors that focus on or can be applied to social networks 
from recent years. The compilation and key points of these 
examples are shown in Tables 1 and 2.

3.1.1  Graph‑based

Given our focus on social networks, it is intuitive to use 
graph-based techniques to detect bots. These methods 

Fig. 2  Prisma flow diagram



Social Network Analysis and Mining            (2025) 15:7  Page 5 of 24     7 

involve modelling users and their interactions as a graph 
in order to examine certain characteristics. In such graphs, 
the nodes represent entities within the network (e.g. user 
accounts), while the edges represent connections between 
these nodes (e.g. interactions between users). Various fea-
tures such as centrality measures, community detection 
techniques, and graph neural networks (GNNs) are used 
by researchers to identify bots. There have been several 
notable studies in recent years that highlight the use of 
these techniques.

In Guo et  al. (2021) they propose a combination 
between the use of BERT and convolutional graph net-
works, thus realising a model with large-scale pre-train-
ing and transductive learning. In Li et  al. (2023a) we 
can highlight the use of community detection techniques 
and machine learning combined with feature engineer-
ing, claiming the state of the art in their field. In Lingam 
et al. (2019) they address the problem by designing a deep 
Q-network architecture incorporating Deep Q-Learning. 
They use each of a user’s social attributes as states and 

define the agent’s movement from one state to another as 
an action.

A unique approach is employed in Rout et al. (2020), 
which uses URL-based features together with a learning 
automata-based algorithm by integrating a trust computation 
model. They compute direct trust and indirect trust based on 
Bayes’ theorem and Dempster-Shafer theory (DST) respec-
tively. A different approach is given in Wu et al. (2023c) 
where they use a heterophily-aware contrastive learning 
method that is able to differentiate neighbour representa-
tions of heterophilic relations adaptively. In addition, they 
use supervised contrastive learning to aggregate class-spe-
cific information.

In Peng et al. (2024) they propose an unsupervised and 
interpretable framework for bot detection called UnDBot. 
Their method consists of three separate modules: first, they 
model three new relationships: Posting Type Distribution, 
Posting Influence and Follow-to-follower Ratio to construct 
a weighted social multi-relational graph, in the second phase 
they build a two-dimensional encoding tree based on the 

Table 1  Bot detection studies following inclusion criteria

Paper Date Social network Category Datasets Keys

 Yang et al. (2020) 2020-04-03 Twitter Feature based caverlee, varol-icwsm, cresci-17, 
pronbots, celebrity, vendor-
purchased, botometer-feedback, 
political-bots, gilani-17, 
cresci-rtbust, cresci-stock, mid-
term-18, botwiki, verified

Random Forest, SHAP Values, 
generality

 Wu et al. (2023c) 2023-06-14 Twitter Graph based TwiBot-20, TwiBot-22 Heterophily-aware contrastive 
learning, supervised contrastive 
learning

 Najari et al. (2022) 2021-11-14 Twitter Feature based Cresci-17 (partially) Custom GAN with LSTM
 Sayyadiharikandeh et al. 

(2020), Yang et al. 
(2022)

2022-11-01 Twitter Feature based varol-icwsm, cresci-17, pronbots, 
celebrity, vendor-purchased, 
botometer-feedback, political-
bots, gilani-17, cresci-rtbust, 
cresci-stock, botwiki, mid-
term-2018, astroturf, kaiser

Specialised Random Forests, 
ensemble

 Lingam et al. (2019) 2019-11-01 Twitter Graph based Cresci-17, social honeypot Deep Q-network architecture
 Wu et al. (2021) 2021-01-09 Sina Weibo Feature based – Deep neural networks, active 

learning, new features
 Dialektakis et al. (2022) 2022-05-31 Twitter Feature based 24 datasets mostly from Botom-

eter repository
Conditional adversarial learning

 Heidari et al. (2020) 2020-11 Twitter Feature based Cresci-17 Word embeddings, multiple neu-
ral networks, split into similar 
profiles

 Mazza et al. (2019) 2019-06-26 Twitter Feature based Cresci-rtbust temporal activity of retweets, 
LSTM autoencoder, hierarchi-
cal density-based clustering

 Abou Daya et al. (2020) 2020-03 Twitter Graph based CTU-13 Anomaly detection, centrality 
measures, supervised and unsu-
pervised learning

 Li et al. (2023a) 2023-07-01 Twitter Graph based Own dataset Community detection, feature 
engineering
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principle of structural entropy minimisation, and finally they 
perform a binary community classification using the station-
ary distribution and entropy of each community.

The last work we highlight in this section is the study 
conducted in Abou Daya et al. (2020). This research intro-
duces a bot detection system that relies on anomaly detection 
techniques. It utilizes various centrality measures, including 
In-Degree (ID) and Out-Degree (OD), In-Degree Weight 
(IDW) and Out-Degree Weight (ODW), Betweenness Cen-
trality (BC), Local Clustering Coefficient (LCC), and Alpha 
Centrality (AC). The system employs a two-phase machine 
learning process that combines both supervised and unsu-
pervised learning to determine whether an account is a bot.

3.1.2  Feature‑based

Feature-based methods are the most widespread in the litera-
ture. These methods try to use the information that we can 
find both in the metadata of the account and in the content of 
the text written by the user. In this category we will include 
most of the methods based on machine learning and deep 
learning techniques. These methods are divided into three 
categories:

• Account-based. They use the user’s account information 
as features or to infer new ones, e.g., account age, user-

name length, number of retweets, number of followers, 
or follower growth rate.

• Content-based. They use information from the content 
of tweets as features, for example, the number of URLs, 
the number of hashtags, the sentiment or the length of 
the tweet.

• Hybrids. They use a combination of features from the 
user’s account and their content.

Within this group of techniques a possible new trend can 
be observed. The need to anticipate new adaptations of 
malicious bots is mentioned in Cresci (2020); Cresci et al. 
(2021), for which the use of GANs (Generative Adversarial 
Networks) is proposed. A GAN is a deep learning frame-
work consisting of two neural networks, one generative and 
one discriminative, which participate in a competitive pro-
cess to generate realistic data. Genetic algorithms are used 
to synthetically produce new sophisticated bots in the first 
network and, in addition, to generate robustness against pos-
sible new real sophisticated bots (Cresci et al. 2021). We 
give below some examples of work done in recent years on 
feature-based bot detectors.

In Mazza et al. (2019) a very interesting method, belong-
ing to the content-based methods, is proposed. It is based on 
the temporal activity of retweets between accounts on Twit-
ter. They transform the retweet time series data into latent 
feature vectors with an LSTM (Long Short-Term Memory) 

Table 2  Bot detection studies following inclusion criteria

Paper Date Social network Category Datasets Keys

 Guo et al. (2021) 2022-01 Twitter Graph based Cresci-rtbust, botometer-feed-
back, gilani, cresci-stock-2018, 
midterm

BERT, convolutional graph 
networks

 Grimme et al. (2023) 2023 Twitter Feature based 3.6 million tweets collected in 
Pohl et al. (2022)

Siamese Neural Networks, time-
series-based interpretation

 Ayoobi et al. (2023) 2023-09-05 LinkedIn Feature based Own dataset Fake profiles detection, embed-
dings, tags and subtags for 
sections and subsections

 Feng et al. (2024) 2024-07-04 Twitter Graph based TwiBot-20, TwiBot-22 LLMs with context injection, 
account metadata, user descrip-
tion and interactions, ensemble

 Dukić et al. (2020) 2020-10 Twitter Feature based PAN BERT, deep neural network
 Heidari and Jones (2020) 2020-10 Twitter Feature based Cresci-17 BERT, sentiment analysis
 Arin and Kutlu (2023) 2023 Twitter Feature based varol-2017, cresci-2017, botome-

ter-feedback, caverlee-2011
3 LSTMs + fully connected layer

 Peng et al. (2024) 2024-04-25 Twitter Graph based Cresci-15, cresci-17, pron-
bots-2019, botwiki-2019

Multi-relational graph construc-
tion, user community division, 
community binary classifica-
tion

 Wu et al. (2023a) 2023-03-25 Twitter Feature based Cresci-17 Behavioral patterns, time series
 Wu et al. (2023b) 2023-05 Twitter Feature based Cresci-17 Embeddings, triplet learning
 Yang et al. (2023) 2023-04-30 Twitter Feature based Vendor-19, TwiBot-20 Federated adversarial contrastive 

knowledge distillation, GAN-
based, cross-lingual
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autoencoder and cluster these vectors using a hierarchical 
density-based algorithm. Accounts in large clusters with 
malicious retweeting patterns are identified as bots. In Wu 
et al. (2021), the authors use a combination of deep neu-
ral networks with active learning. They obtain 30 features 
divided into 4 categories: metadata-based, interaction-based, 
content-based, and timing-based, and include 9 new features 
proposed by them.

The study presented in Hayawi et al. (2022) proposes a 
bot detection algorithm called DeeProBot (Deep Profile-
based Bot detection framework), in this study they use a 
LSTM that has as input variables of different types (numeri-
cal, binary and text), they also use the description of the 
profiles of the users transforming them into embeddings and 
using them in the input of this network.

The studies Sayyadiharikandeh et al. (2020) and Yang 
et al. (2022) propose a public Twitter bot detection tool 
called Botometer, which has become one of the most impor-
tant in the field. The method behind this tool consists of 
dividing the features into six categories: user profile, friends, 
network, temporal, content and language, and sentiment, and 
by means of several specialised Random Forest classifiers, 
they use an ensemble to give a final bot score. Currently 
this tool only works with historical Twitter data due to new 
API policies.

In Dialektakis et al. (2022) they propose a method to 
detect bots based on GANs. This study falls into the category 
of hybrid methods, as they use both features from tweets, 
such as temporal patterns and sentiment analysis, and also 
include features from the user’s account. The authors use 
two GAN models to create realistic synthetic bots of multi-
ple types that are added to the dataset. This provides robust-
ness to the model and the ability to proactively detect evolv-
ing bots of various types. Finally, they use a Random Forest 
to give a final classification. Another study using GANs is 
presented in Najari et al. (2022). In this case, the strategy 
followed by the authors is to introduce a LSTM between 
the generator and the discriminator in order to reduce the 
limitation of convergence that the Sequence Generative 
Adversarial Net has.

Another study that relies on LSTMs for bot detection is 
presented in Arin and Kutlu (2023). They use a deep learn-
ing architecture with three LSTMs and a merging fully con-
nected (FC) layer at the end, also they explore three learning 
schemes to train each component effectively.

The approach taken in Fazil et al. (2021) involves the 
use of an attention-aware deep neural network model. The 
authors use a Bidirectional Long Short Term Memory 
(BiLSTM) and a Convolutional Neural Network (CNN), 
modelling profile, temporal and activity information as 
sequences for BiLSTM and content for CNN, giving a final 
classification.

In Yang et al. (2020) the authors pursue a bot detection 
model that is capable of being effective in most datasets. 
For this they make a detailed study of the most important 
datasets and features for bot detection using SHAP Values 
(SHapley Additive exPlanations). They use some datasets 
for training and others for testing and use Random Forest 
combined with the selection of the most relevant features.

Federated learning has also been used to address the 
problem of bot detection; in the work presented in Yang 
et al. (2023), they present FedACK, a framework for social 
bot detection that combines federated adversarial learning, 
contrastive learning, and knowledge distillation. It enables 
cross-lingual and cross-model bot detection by using a 
GAN-based architecture, where a global generator extracts 
and distils global data distribution knowledge into local 
models, while local discriminators and generators allow for 
customised model design and data enrichment.

In Wu et al. (2023a) it is considered the timestamps avail-
able in the dataset they use to extract behavioural patterns 
using time series. The authors consider seasonality and 
use shapelets representation to maximise the information 
obtained.

The approach followed in Wu et al. (2023b) is to build a 
bot detection system that refines content embeddings using 
triplet learning. Inspired by Sentence BERT, they improve 
raw embeddings by maximising the distance between bots 
and real users. Their system, called BOTTRINET, uses a 
symmetric multilayer perceptron as its embedding network, 
with a triplet loss function that adjusts parameters to opti-
mise bot detection. They also introduce a triplet selector 
algorithm for robust sample selection, and use account 
embeddings to capture long-term behaviour, integrating 
classifiers such as SVM and Random Forest for final bot 
detection.

As a final study we have the one made in Heidari et al. 
(2020). Their work consists of the development of a bot 
detector based on the use of word embeddings of the text of 
tweets. The authors use GLOVE (Global Vectors) (Penning-
ton et al. 2014) and ELMO (Embeddings from Language 
Models) (Sarzynska-Wawer et al. 2021) for a contextualized 
semantic representation of the tweet text. In the next phase 
of the detector, eight neural networks are trained based on 
four features: age, personality, gender and education. Due 
to the combination of using word embeddings of the tweet 
text and these features, we can classify this study as a hybrid 
method. The authors claim that training networks to classify 
between humans and bots by dividing the dataset according 
to similar profiles increases the classification accuracy. In 
the last phase of the detector, a final model is implemented 
that has as input the values resulting from the different net-
works of the previous step. The authors experiment with 
different architectures for the final model to see which one 
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gives the best results, with the Feedforward Neural Network 
(FNN) being the winner.

3.1.3  Crowdsourcing

Crowdsourcing techniques are in disuse and rely on human 
participation when detecting bots in social networks. Some 
works such as Wang and Hamilton (2012) using online plat-
forms have been proposed for detection, but it was more 
effective in the early days of social networks. Now it is a 
time-consuming, expensive and not scalable technique.

To this we must add one of the most problematic types 
of bots we have mentioned in the classification: cyborgs. 
Accounts that are sometimes actually legitimate, which 
makes detection of these bots by humans a really difficult 
task.

3.2  Bots in the generative artificial intelligence era

To contribute to the latest advances, challenges, and trends 
in bot detection, we have analyzed how generative AI (Koon-
chanok et al. 2024), specifically LLMs, are influencing the 
field. LLMs are revolutionizing the world of NLP and social 
network analysis (Jain et al. 2024; ShabaniMirzaei et al. 
2023), leading us to review their application in the context 
of bot detection.

LLMs and generative models as GPT have demonstrated 
an unprecedented ability to generate human-like text. These 
models are trained on diverse datasets containing vast 
amounts of internet text, enabling them to produce coherent 
and contextually relevant content. LLMs can mass-produce 
text very similar to that written by a person and people have 
very easy access to this technology. This advancement opens 
the door to malicious uses, such as the creation of fraudu-
lent computer science assessments and tasks, a problem that 
some researchers are currently addressing (Richards et al. 
2024). This impact has prompted researchers to explore 
how these models influence society, particularly focusing 
on the cognitive mechanisms users engage when interact-
ing with AI-generated content and how these mechanisms 
affect their ability to distinguish credible information from 
misinformation (Shin et al. 2024). In the context of social 
bots, Generative Artificial Intelligence can further amplify 
these risks, as bots can leverage this technology to produce 
and disseminate misinformation or propaganda on a large 
scale (Li et al. 2023b).

An example of the use of these large language models 
can be seen in the LinkedIn network where they are used to 
generate fake profiles. In Ayoobi et al. (2023) they talk about 
the growth in the number of fake profiles on this network 
and how the lack of Lindekin verification encourages the 
problem. The authors also propose a method for identify-
ing these profiles based on embeddings and using tags for 

the sections and subsections of the profile. In Grimme et al. 
(2023) the authors highlight the existence of campaigns gen-
erated with LLMs on social networks and talk about how 
many of the detection techniques developed to date are 
obsolete. Also they provide an approach based on Siamese 
Neural Networks integrating the classification results into 
a time-series-based interpretation of the topic-based cam-
paign detection mechanism. These bot-driven campaigns are 
unmasked in Yang and Menczer (2023), where the authors 
reveal a network of 1,140 Twitter accounts leveraging LLMs 
to generate and disseminate machine-created content. This 
study illustrates how LLM-enabled malicious bots operate, 
offering insights into their content generation strategies 
and the potential evolution toward a greater sophistication. 
The accounts were identified through accidental tweets that 
exposed their bot nature, further verified through social 
network analysis. They also provide a dataset of these bot 
accounts, creating a valuable resource for further research 
into the behavior and characteristics of LLM-powered bots.

One of the most interesting indicators of the reach of this 
technology is that exists a social network where all the con-
tent is generated by LLMs. This network is called Chirper1 
and it is a free access social network where you can create 
your own bot, describe how you want them to behave and 
their description and they automatically start interacting on 
this social network as if they were a real person (Fig. 3).

However, the current state of the art of LLMs also 
creates opportunities to leverage their capabilities in bot 
detection. The rise of bot detection using large language 
models LLMs has roots in the early application of lan-
guage models like BERT for bot detection and classifi-
cation tasks. In Heidari et al. (2021), for example, the 
authors utilized BERT for fake news classification, guided 
by bot activity detection during the COVID-19 pandemic. 
Although preliminary, the study yielded promising results 
and provided a starting point for analyzing how bots spread 
misinformation and how models like BERT can aid in their 
detection. In a similar approach focusing on sentiment fea-
tures, Heidari and Jones (2020) proposed a system capable 
of handling bot-generated content, achieving 94% accuracy 
on the Cresci dataset. More recently, BERT has remained 
a powerful tool for more sophisticated bot detection appli-
cations, as demonstrated in Harrag et al. (2021), where it 
was used to detect social media text generated by GPT-2 
models. This research achieved high accuracy in generated 
text detection through a transfer learning approach that 
also leveraged neural network models such as BI-GRU and 
BI-LSTM. The effectiveness of pretrained LLMs has also 
been highlighted in studies such as Sallah et al. (2024), 
where the authors demonstrate how a simple fine-tuning 

1 https:// chirp er. ai/.

https://chirper.ai/
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of BERT can yield impressive results in bot classification. 
Their work shows that fine-tuning enables the model to 
capture and adapt to the nuanced behaviors and content 
patterns characteristic of bot-generated material.

In the field of bot detection with the advent of LLMs, 
Ferrara (2023) provide an overview of the challenges and 
opportunities brought about by generative AI. The authors 
discuss how detection methods are evolving to address 
these new technologies, including strategies like adapting 
deepfake detection techniques (Pu et al. 2023) and analyz-
ing anomalies or biases in artificially generated text. They 
also highlight a growing trend among researchers to leverage 
explainable XAI and feature based methods to better under-
stand model decisions and crucial aspects in bot detection.

In the realm of conversational bots, Wang et al. (2023b) 
introduced a novel system, FLAIR, and conducted a thor-
ough review of the strengths and vulnerabilities of genera-
tive models in specific tasks to exploit these distinctions for 
bot detection. FLAIR is designed to harness the inherent dif-
ferences between human and bot responses by crafting ques-
tions that highlight these contrasts, aiming for high accuracy 
in identifying bot-generated messages. The authors validated 
FLAIR through experiments, revealing that while humans 
excelled at tasks specifically crafted to challenge LLMs, the 
performance of LLMs dropped significantly, often to very 
low accuracy levels, underscoring FLAIR’s effectiveness in 
distinguishing between human and bot-generated content.

In Radivojevic et al. (2024), the authors created various 
bots using different LLMs and generative models to interact 
on the social network Mastodon. Their primary goal was to 
assess human ability to differentiate between bot-generated 
and human interactions within a social media setting. This 
study highlights the challenges users face in identifying AI-
generated content, emphasizing the nuanced realism pre-
sent in interactions driven by large language models. The 
findings contribute valuable empirical data to bot detection 
research, revealing that humans could accurately identify bot 
interactions only 42% of the time. This underscores substan-
tial challenges in human perception of AI-generated content 
and highlights the pressing need for advanced detection sys-
tems to better distinguish bots from human users.

One of the clearest examples of the uses of LLMs for 
bot detection can be seen in Feng et al. (2024), where the 
authors use the account metadata, user description and inter-
actions as the context of the input of several LLMs, forcing 
a classification between bot and human through structured 
examples also introduced in the input. To give a final clas-
sification, the authors ensemble the output of the three mod-
els, overcoming the state of the art in two of the most used 
datasets for bot detection.

As a relatively new technology, there are very few studies 
in the literature on LLMs used for bot detection. But we can 
find more work on LLMs used to detect disinformation and 
fake news (Leite et al. 2023; Wan et al. 2024; Khaliq et al. 

Fig. 3  Chirper agent profile creation
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2024; Yue et al. 2024; Li et al. 2024), LLMs used to detect 
hate speech (Hong et al. 2024; Shi et al. 2023; Kumarage 
et al. 2024), and even LLMs used as a method of explain-
ability (Wang et al. 2023a).

3.3  Available bot detection datasets

There are a variety of datasets available for malicious bot 
detection, but not all of them provide the same information; 

there is a lack of standardization regarding these datasets. 
Botometer provides a compilation of the most relevant ones, 
as well as a reference to each of their papers. In Table 3 a 
comparison is made between the most relevant ones:

The use of the different datasets in the literature has also 
been evaluated, counting the occurrences in the papers 
selected for this review. Figure 4 shows the popularity of the 
different datasets when evaluating the bot detection methods 
proposed by the authors.

Table 3  Comparison of datasets

Dataset Human-Acc Bot-Acc Total-Acc Posts data Network 
information

References

Cresci-15 1950 3474 5301 ✓  Cresci et al. (2015)
Cresci-17 3351 10,894 14,368 ✓  Cresci et al. (2017)
TwiBot-20 5237 6589 11.826 ✓ ✓  Feng et al. (2021)
TwiBot-22 860,057 139,943 1,000,000 ✓ ✓  Feng et al. (2022)
Astroturf 0 585 585  Sayyadiharikandeh et al. (2020)
Kaiser 2480 1654 4134  Rauchfleisch and Kaiser (2020)
Verified-2019 2000 0 2000  Yang et al. (2020)
Botwiki-2019 0 704 704  Yang et al. (2020)
Cresci-rtbust-2019 368 391 759 ✓  Mazza et al. (2019)
Political-bots-2019 0 62 62  Yang et al. (2019)
Botometer-feedback-2019 386 143 529  Yang et al. (2019)
Vendor-purchased-2019 0 1088 1088  Yang et al. (2019)
Celebrity-2019 5970 0 5970  Yang et al. (2019)
Pronbots-2019 0 21,964 21,964 ✓  Yang et al. (2019)
Midterm-2018 8092 42,446 50,538  Yang et al. (2020)
Cresci-stock-2018 7479 18,508 25,987 ✓  Cresci et al. (2018)
Gilani-2017 1758 1304 3.062 ✓  Gilani et al. (2017)
Varol-2017 1697 826 2.573  Varol et al. (2017)
Caverlee-2011 19,276 22,223 41,499 ✓ ✓  Lee et al. (2011)

Fig. 4  Number of datasets used 
by each bot detection paper. If a 
study uses multiple datasets it is 
included in each dataset
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Furthermore, the datasets vary significantly in terms 
of size, bot-to-human ratio, and the types of features they 
include. For example, TwiBot-20 and TwiBot-22 contain 
a large number of user accounts with a variety of types of 
bots, including their relationships, allowing graph-based 
techniques to be applied. On the other hand, datasets such as 
Cresci-15 focus on a single type of bot, in this case fake fol-
lowers, while Cresci-17 dataset is one of the few to include 
multiple types of labelled bots.

Other datasets, such as Celebrity-2019, focus on specific 
accounts, in this case celebrity accounts, and do not include 
automated accounts. This type of dataset is useful for bot 
detectors to learn that there are accounts with prominent 
characteristics that are different from normal accounts, and 
because these accounts are a minority, many detectors can 
ignore them.

Finally, datasets such as Political-bots-2019 or Mid-
term-2018 focus on a specific topic, in this case politics. 
There are certain topics where automated accounts have a 
greater impact: political topics, stock market, advertising, 
etc. Developing detectors for specific topics can be an inter-
esting way to improve efficiency in these use cases.

As can be seen in Fig. 4, the Cresci-17 dataset contin-
ues to attract a lot of attention, perhaps because it is one of 
the few datasets that separates bots by class. Recent data-
sets such as TwiBot-20 and TwiBot-22 are also receiving 
attention, indicating the relevance of the bot detection prob-
lem today, which is becoming a focus of interest for many 
researchers.

4  Key features for bot detection

Although substantial research has been conducted on bot 
classification in recent years there is still no standard method 
that is sufficiently effective and widely adopted for accu-
rate detection. This gap is attributed to various factors such 
as complexity, constant evolution, and the variability of 
datasets. As an additional contribution to this review, we 
aimed to understand why detecting bots remains challeng-
ing. To achieve this, we conducted a series of experiments 
to classify bots and applied explainability techniques to gain 
valuable insights into the difficulties faced by classification 
algorithms in improving bot detection.

The experiment consists of training a classifier using 
the characteristics of the user’s account and its content on 
a Twitter dataset and studying the misclassified instances 
to try to give an explanation for the failure of the model in 
those cases.

The dataset chosen for this experiment is the Twibot-20 
(Feng et al. 2021), this dataset has been selected for several 
reasons, the most important of which are: it is one of the 
most recent and complete datasets in the literature, there 

are multiple published works that take this dataset as a ref-
erence and also, despite the number of bot detectors tested 
in this dataset, the maximum accuracy obtained is around 
87%, making it a very good candidate to evaluate misclas-
sified instances.

The process starts with the pre-processing of the dataset 
which includes data cleaning, categorical variable encoding, 
handling missing values, and numerical feature scaling. To 
improve the classification and enrich the dataset, additional 
inferred features have been selected that have been shown to 
have some importance in the effectiveness of the bot detec-
tion task (Yang et al. 2020). These features are the following: 
user_age, tweet_frequency, followers_growth_rate, friends_
growth_rate, favourites_growth_rate, listed_growth_rate, 
reply_count_mean, followers_friends_ratio, num_hashtags_
mean, num_urls_mean, num_mentions_mean.

The next step is the training and prediction of the data-
set instances. For this, a Random Forest has been selected 
as a model. This choice is justified because it is an algo-
rithm that has demonstrated its effectiveness in the task of 
bot detection, reduces overfitting by combining predictions 
from multiple decision trees and is less susceptible to noise 
and outliers present in the data, and provides the predictive 
power of each feature making it easier to explain if we add 
that we can visualise the decision tree.

The last step is the application of explainability tech-
niques in order to extract valuable information from the 
instances. We focus on SHAP values to provide insights into 
the key features influencing the model’s predictions. We also 
perform a clustering of the SHAP values of each instance by 
applying a dimensionality reduction technique to facilitate 
their visualisation. The techniques applied are DBSCAN 
(Density-Based Spatial Clustering of Applications with 
Noise) (Ester et al. 1996) for clustering and UMAP (Uni-
form Manifold Approximation and Projection) (McInnes 
et al. 1802) for dimensionality reduction.

The results of the Random Forest model, using a cross-
validation with 10 partitions, gave us a mean accuracy of 
0.8179 and the confusion matrix of this model can be seen 
in Table 4. The total number of misclassified items is 215.

The DBSCAN algorithm identified 5 clusters after apply-
ing dimensionality reduction, which encompass 86% of the 
misclassified data. From each cluster, representative ele-
ments were selected, and their SHAP plots were visualized 

Table 4  Confusion matrix of TwiBot-20 using a Random Forest

Predicted class

Negative Positive Total

True class Negative 378 165 543
Positive 50 590 640
Total 428 755 1183
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to understand the contribution of each feature to the predic-
tion. These elements were chosen based on their proximity 
to the cluster centroid, ensuring they were similar to their 
neighbours and thus representative of the cluster. Clusters 
are visualized in Fig. 5, while the SHAP values summary 
and waterfall plots for each cluster are shown in Figs. 6 and 
7, respectively. By examining the elements of each cluster 
and their SHAP values in detail, the following information 
was extracted:

• Cluster 1. As shown in Figs. 6a and 7a, the main dis-
tinguishing feature in this cluster is the average number 
of URLs per tweet, which significantly influences the 
prediction that an account is a bot. In cases where the 
model incorrectly classifies a bot as a human, the average 
number of URLs contributes to the correct prediction, 
but other features outweigh this and lead to an incorrect 
result. On the other hand, when a human account is mis-
classified as a bot, the average number of URLs misleads 
the model, even though most other features indicate the 
correct classification. A closer look reveals that there are 
accounts with less than 10 tweets that provide insufficient 
data, causing the metrics to be uninformative and leading 
to model errors.

• Cluster 2. As illustrated in Figs. 6b and 7b, the average 
number of mentions per tweet is the key feature influ-
encing the prediction towards the human class in this 
cluster. For incorrect predictions, the average number of 
mentions and URLs often cause the model to fail. For 
example, bots covering sports events or real accounts 

promoting events with hashtags can exhibit behaviour 
that misleads the model. The absence or presence of cer-
tain patterns, such as mentions and hashtags, does not 
necessarily indicate the opposite classification, demon-
strating the complexity of these features in accurate bot 
detection.

• Cluster 3. This cluster is characterised by a low number 
of hashtags per tweet contributing to human prediction 
and by features related to followers and friends, with 
three of these features ranking among the top five most 
significant contributors to the prediction as we can see in 
Figs. 6c and 7c. However, the pattern is less clear than in 
the previous clusters. For both human and bot misclas-
sifications, the majority of features contribute incorrectly, 
indicating accounts that are inherently difficult to clas-
sify. Looking at these cases in more detail, we have seen 
that there are accounts for memes, political opinions, 
influencers and others that could have been automated 
accounts at some point.

• Clusters 4 and 5. These clusters contain only misclas-
sified real accounts and no bots. In Cluster 4 the most 
influential feature in giving an erroneous classification is 
the high average number of mentions per tweet (Figs. 6d, 
7d), although the low average number of hashtags per 
tweet and the low number of URLs per tweet are influen-
tial in giving a correct classification as human, this is not 
enough to counter the high contribution of the number of 
mentions per tweet. This situation mirrors the challenge 
observed in Cluster 1, where the account has too few 
tweets, making the available data insufficient for accu-

Fig. 5  Clustering of SHAP 
values applying dimensionality 
reduction
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Fig. 6  SHAP values summary 
from each cluster and noise 
extracted by DBSCAN
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rate classification. In Cluster 5, the model assigns the bot 
label primarily due to the high average number of men-
tions and hashtags per tweet as it shown in Figs. 6e and 
7e. This pattern is consistent across most of the accounts 
in this cluster. A closer look at one of these accounts 
reveals that it belongs to a journalist and activist who 
frequently uses mentions and hashtags.

From the information obtained from the study of these 
clusters we can draw some conclusions:

• Metrics based on user content can be misleading when 
a user has too few posts. There are accounts with fewer 
than 10 tweets that may show inflated metrics, such as an 

Fig. 7  SHAP Values waterfall and mean raw values from each cluster and noise extracted by DBSCAN
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unusually high average of URLs or mentions per tweet. 
To address this, we could set a threshold for a minimum 
number of posts when evaluating accounts and consider 
other characteristics as well.

• Although the number of URLs, mentions, and hashtags 
can often indicate automated accounts, they are not defin-
itive evidence of bot activity. Some accounts use these 
tools frequently without being bots.

• Some accounts are difficult to classify, even for humans, 
and include outliers like streamers, influencers, and 
actors. Incorporating more of these types of accounts 
could improve the model’s accuracy.

5  A new proposal for bot categorization

Categorising social media bots is a complex task given their 
diverse functions and characteristics. Researchers have pro-
posed different classification frameworks, each with its own 
approach to understanding and organising these bots based 
on their behaviour and interactions.

In Stieglitz et al. (2017), bots are classified along two 
key dimensions: the intent behind the bot (benign, neutral 
or malicious) and its similarity to human behaviour. For 
example, benign bots, such as assistants or bots that warn 
of natural disasters, play a useful role in society. However, 
much of the research focus is on detecting bots with mali-
cious intent because of their potential to cause harm in 
online environments.

Gorwa and Guilbeault (2020) offers a categorisation 
that focuses on the structure, function and use of bots. This 
framework includes different types of bots, such as crawlers 
and scrapers, which collect data without direct user interac-
tion; chatbots, which simulate human conversations; spam 
bots, which are designed to spread unwanted content; social 
bots, which mimic human behaviour to interact socially; 
sockpuppets and trolls, which involve fake identities for 
deceptive purposes; and cyborgs, which are accounts that 
combine human and automated activities.

Oentaryo et al. (2016) presents a different approach, cat-
egorizing bots based on how they handle information flow 
between users, bots, and content. This includes broadcast 
bots, which disseminate information to the public, often used 
by organizations, and consumption bots, which gather con-
tent from multiple sources for personal consumption.

Expanding on these frameworks, additional subcategories 
of bots have been identified in the literature. As highlighted 
in Orabi et al. (2020) and Yang et al. (2019), these subcat-
egories include:

• Cashtag piggybacking bots (Cresci et al. 2019a). Bots 
dedicated to interfering with the promotion of stock 
shares.

• Astroturfing bots (Ratkiewicz et al. 2011). Bots whose 
goal is to make a political candidate appear to have gen-
eral support.

• Pay bots (Subrahmanian et al. 2016). Bots that are in 
the business of making money by redirecting traffic via 
microURLs.

• Follow back requesters (Aiello et al. 2012). Bots whose 
goal is to amass influence by following real users and 
asking them to follow them back.

• Topic-focused (Freitas et al. 2015). Bots that are dedi-
cated to generating content on a topic, thus gaining the 
trust of users who are interested in that topic.

• Infiltration bots (Elyashar et al. 2016). Bots whose goal 
is to seek sensitive information from certain users, for 
this purpose they act as credible members of their circle 
of friends.

• Doppelgänger bots (Goga et al. 2015). Bots that use 
profiles of real people to create fake identities and use 
them for malicious purposes.

In addition, Yang et al. (2019) introduces categories based 
on bot complexity and organisational structure, such as sim-
ple bots, sophisticated bots, influence-expansion bots, and 
fake followers. The concept of “botnets” is also explored, 
reflecting how bots can operate in coordinated networks.

5.1  Proposal

Although the existing categorisations are comprehensive 
and robust, they do not cover most of the bots that we have 
found in recent years, and they are not intended to serve as 
a basis for the development of new bot detectors, so a new 
categorisation has been proposed with these two key points 
in mind. In this categorization, we outline four main catego-
ries of malicious social bots:

• Spambots. Bots that are primarily focused on automating 
the distribution of undesired content, usually on a large 
scale, with the intent to overwhelm, distract or deceive 
users. Spambots are a fundamental category as they rep-
resent the most common and widespread form of mali-
cious bot activity. Their purpose is to distribute content 
on a large scale, with little or no concern for engage-
ment or interaction. This category is important because 
it encompasses the majority of low-effort, high-impact 
bot activity that we can find in social networks. Examples 
of spambots are: ad bots, link farming bots, cashtag pig-
gybacking bots or pay bots.

• Social manipulation bots. Bots that influence social 
dynamics by manipulating conversations, creating false 
narratives or amplifying social tensions. Their goal is 
to shape public discourse or social behaviour. Social 
manipulation bots are crucial because they target the 
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collective of online communities rather than individual 
users. By influencing conversations and perceptions at 
a group level, these bots can significantly affect public 
opinion. This category is particularly relevant in the con-
text of political or social engineering, where the aim is to 
manipulate or control narratives on a large scale. Exam-
ples of social manipulation bots are: astroturfing bots, 
echo chamber bots or misinformation spreaders.

• Personalised attack bots. Bots that target specific indi-
viduals or groups with personalised attacks designed to 
cause harm, whether through harassment, phishing, or 
other means of exploitation. Personalised attack bots are 
different in that they focus on direct interaction with tar-
geted victims. Unlike spambots, which operate at scale 
with generic content, these bots are designed to exploit 
specific vulnerabilities or cause harm to individuals or 
small groups. Examples of personalised attack bots are: 
infiltration bots, doppelgänger bots, phishing bots or troll 
bots.

• Influence manipulation bots. Bots designed to manipu-
late the perceived influence, authority, or popularity of 
individuals, brands, or ideas, often by artificially inflating 
metrics like followers, likes, or shares. Influence manipu-
lation bots differ from the other categories in that they 
operate primarily by altering the metrics used to measure 
online influence. This category is important because it 
directly compromises the integrity of platform recom-
mendation systems and public trust in online recom-
mendations and reviews. By manipulating perceptions 
of popularity and credibility, these bots can bias public 
opinion and market trends, making them a powerful tool 
for deception. Examples of influence manipulation bots 
are: fake followers, follow-back requesters, engagement 
bots or review bots.

These four categories cover the majority of malicious bot 
activities in social media. Each category targets different 
aspects of the social network environment, spambots focus 
on volume, personalised attack bots focus on individual tar-
gets, social manipulation bots focus on community dynam-
ics, and influence manipulation bots focus on metrics and 
perceptions. The categories distinguish bots based on their 
primary objectives and they provide different indicators and 
behaviors that can be used to identify and neutralize mali-
cious bots.

However, there are other factors that need to be con-
sidered in order to correctly categorise and identify bots. 
Although some authors base their categorisation on these 
factors, in reality they can be present to a greater or lesser 
extent in any type of bot. These characteristics include: 

1. Level of sophistication. The complexity of the bot’s 
behaviour and technology.

2. Level of automation. The degree of automation that a 
bot has.

3. Level of interaction. The degree of interaction with oth-
ers that a bot has.

4. Level of similarity to human behaviour. The degree to 
which a bot attempts to mimic and imitate a human.

5. Information flow. The dissemination or collection of 
information through a bot.

6. Platform specificity. The platform where bots operate.
7. Level of impact. The scale and influence of the bot’s 

activities.
8. Intent. The bot’s purpose, whether benign, neutral or 

malicious.

Although this categorisation focuses on malicious bots 
because they are the most interesting to detect, we cannot 
ignore the existence of other categories of bots that fall into 
the benign and neutral categories. To be complete, we will 
list some of the most common beneficial and neutral types 
of bots found on social networks:

• News and information bots. Bots that provide real-time 
updates on current events, news and important informa-
tion to keep social media users informed.

• Moderation bots. Automatically flag or remove harmful 
content such as spam, hate speech or abusive behaviour, 
maintaining a safe and respectful community environ-
ment.

• Entertainment bots. Bots that provide entertainment, 
memes, videos, humor or interactive experiences, often 
within social media or gaming environments, to enhance 
the user experience.

• Customer service and promoting bots. Bots that pro-
vide customer service directly through social media 
channels, helping brands or companies engage with cus-
tomers and meet their needs.

It should be noted that this categorisation is based on the 
different categorisations found in the literature, as well as 
the information obtained by the authors when working with 
the different detection datasets. Due to the changing nature 
of bots over time, this categorisation may be extended. The 
categories are intended to be sufficiently abstract that most 
bots fall into one of them, and sufficiently delimited that 
there is not much overlap.

To validate the robustness and generalisability of the 
proposed categorisation, an experiment was designed 
using the TwiBot-20 dataset. Our goal is to automatically 
cluster the bots using their features and try to include 
each cluster in one of the proposed categories. The elbow 
method was used to determine the optimal number of clus-
ters, as shown in Fig. 8. The analysis led us to select 4 
clusters, as this choice captures a meaningful range of bot 
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profiles for comparison, while maintaining clear distinc-
tions between groups. In addition, the minimal variance 
reduction between 4 and 5 clusters supports the decision 
to choose 4 as the optimal number of clusters. Using this 
dataset, we performed a clustering algorithm that yielded 
four distinct categories of bots as can be seen in Fig. 9.

In Fig. 10 we can see the boxplot distribution of features 
per cluster. Using this information and through a more 
in-depth analysis of a randomly selected subset of cluster 
accounts, we can extract information and some conclusions. 
Looking at the information in Table 5 and in Fig. 10, we 
can see that clusters 3 and 4 are well differentiated and have 
much fewer elements compared to clusters 1 and 2. We can 

Fig. 8  Elbow method for select-
ing optimal K

Fig. 9  K-means clustering in 
PCA (Pearson 1901) space
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also see that clusters 1 and 2 are quite close to each other, 
but at the same time there are features such as listed 
growth rate, friends growth rate and fol-
lowers growth rate whose distribution varies 
between them, making them to be considered as two dif-
ferent clusters. From this similarity we can also see that the 
different types of bots found in clusters 1 and 2 share some 
similar characteristics, although they are different bots with 
different objectives. As we can see in Table 5 all of the types 
of bots found in the clusters fall into, or are derived from, 
one of the classes proposed in our own categorisation.

We can also relate the distributions of features that we 
obtained only from bot accounts to the analysis made in 
Sect. 4. If we look at Fig. 10d, we can see that all the clusters 
have, to a greater or lesser extent, a similar number of URLs 
per tweet, with this feature being one of the most influential 
when it comes to giving an incorrect classification, as we can 
see in Figs. 6 and 7. This could indicate that this feature is 
usually characteristic of automated accounts, and that when 
a bot has a low number of URLs per tweet, the classifica-
tion model tends to fail because it is an anomaly. Another 
of the conclusions we could draw from the Fig. 10b and f 
is that in the different clusters of bots there is variability in 

the features listed growth rate and followers 
growth rate. These features, which we might a priori 
think are important in determining whether an account is 
automated or not, lose some relevance, as we can see in 
Figs. 6 and 7, because their value is not consistent across 
different types of bots.

6  Discussion, challenges and future trends

In this section, we discuss the key findings related to bot 
detection, address the main challenges faced by current 
methodologies, and explore future trends in the field by 
answering the research questions.

• RQ1: What are the current state-of-the-art in terms 
of bot detection?

  As the problem of bot detection becomes more preva-
lent, we can observe certain trends in the literature that 
give an indication of where future research will go. An 
emerging trend is the use of graph-based methods, where 
user interactions are modelled as networks, allowing the 
identification of bot communities through advanced tech-

Table 5  Cluster analysis in bot detection dataset

Cluster Key features Account deep analysis

C1 Average emoji count same as C2, higher than C3 and C4 Echo chambers, politcal bots, information bots
Highest average favourites, most outliers (high)
Favourites count and growth rate, most outliers (high)
Lowest followers count and growth rate
Lowest listed count and listed growth rate
Number of hashtags, most outliers (high)
Number of mentions, most outliers (high)
Less tweet frequency, but most outliers (high)

C2 Average emoji count same as C1, higher than C3 and C4 Corporate bots, bots for organizations, promotional bots
Highest favourites count and favourites growth rate
Low followers count and growth rate
Highest friends count and friends growth rate
Only accounts with has_url = 1
Low listed count and listed growth rate

C3 All accounts have default profile = 0 Bots that share quotes, animal content (entertaiment), 
bots promoting social justiceHighest followers count and followers growth rate

Only accounts with geo_enabled = 0
Higher listed count and listed growth rate
Number of URLs, less variable
More users do not use profile background image
Highest tweet frequency

C4 Moderate followers count Bots sharing memes, humor bots
Highest followers/friends ratio
High followers growth rate
Moderate listed count and listed growth rate
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Fig. 10  Boxplot distribution of features per cluster
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niques such as graph neural networks and community 
detection. In addition, feature-based approaches that ana-
lyse both account metadata and tweet content are popular, 
with models such as BERT and LSTMs playing a crucial 
role in improving accuracy. An innovation in this area 
is the use of Generative Adversarial Networks (GANs), 
which create synthetic bots to train detectors. The chal-
lenge of distinguishing bots from legitimate accounts has 
been complicated by advances in language models and 
deepfake technologies, which make it difficult to detect 
individual bots. As a result, modern detectors often focus 
on identifying coordinated bot activity in groups, using 
more sophisticated representations of user behaviour.

• RQ2: Which features contribute to the complexity of 
bot detection in social media?

  Bot detection is complex due to the diverse and evolv-
ing nature of social media behaviour, making the iden-
tification of distinguishing features particularly chal-
lenging. One of the main difficulties is the variability 
and ambiguity of the features used for detection. As 
Figs. 6 and 7 show, characteristics such as the number of 
URLs, hashtags or mentions per tweet, which are often 
indicative of bot behaviour, can also be exhibited by real 
accounts, especially those promoting events, sharing 
news or engaging in high-volume interactions. This over-
lap makes it difficult for models to consistently distin-
guish between bots and humans. For example, accounts 
with few posts provide insufficient data, leading to unreli-
able metrics, while others, such as influencers or journal-
ists who frequently use hashtags and mentions, may be 
misclassified as bots due to their high activity in these 
areas.

  Another challenge is the inconsistency of patterns 
across accounts. Some accounts show behaviour typically 
associated with bots, such as unusual follower-to-friend 
ratios or rapid content posting, but belong to real users 
such as meme creators or political influencers, making 
them harder to classify. In De Nicola et al. (2021) authors 
provide insights that further illustrate these complexi-
ties. The authors found that while some features, such 
as the Twitter client source, are simple to 
compute, they are not effective for detecting sophisti-
cated bots. This aligns with our observation that simplis-
tic metrics can struggle to capture the nuanced patterns 
of advanced bot behaviour. Additionally, they highlight 
that profile and timeline features are particularly valuable 
in distinguishing between more advanced bots, such as 
those operating in teams, and real users. However, our 
study also emphasizes that these features are not without 
limitations, as similar patterns can be found in human 
accounts, such as political influencers or meme creators, 
who often engage heavily with trending topics or post 
frequently.

  Finally, it is worth mentioning our recent work (Lopez-
Joya et al. 2024), in which we conduct a feature engineer-
ing process for bot detection, categorizing features into 
account-based and content-based groups. Through an 
ablation study, we analyzed the influence of these feature 
sets on bot detection performance. Our findings demon-
strated that content-based features are more challenging 
to process and yield lower accuracy, while account-based 
features, being more structured, achieved higher classifi-
cation accuracy.

• RQ3: How does the emergence of generative artificial 
intelligence impact both the detection and creation of 
social bots?

  The emergence of generative artificial intelligence, 
particularly LLMs, is having a significant impact on both 
the creation and detection of social bots. LLMs enable 
bots to generate human-like text with remarkable coher-
ence and contextual relevance, making it easier for bots 
to spread misinformation, fake news and propaganda 
at scale. This sophistication allows bots to successfully 
mimic human behaviour, creating fake profiles and coor-
dinated campaigns that are difficult to distinguish from 
real interactions. Platforms such as LinkedIn have seen 
a rise in fake profiles generated by LLMs, exploiting the 
lack of verification and complicating traditional detection 
efforts. These advances in bot creation mean that older 
detection methods, which relied on simpler behavioural 
patterns or linguistic markers, are often insufficient to 
identify more complex bots powered by LLMs.

  However, LLMs also offer new opportunities. While 
detecting these more advanced bots has become more 
challenging, LLMs are being incorporated into detection 
systems to improve their ability to identify patterns in 
account metadata, user interactions and text anomalies. 
Techniques such as using multiple models and integrat-
ing temporal analysis are proving effective in maintaining 
detection accuracy. In addition, the use of XAI and fea-
ture attribution methods help researchers to better under-
stand the decisions made by detection systems. Although 
generative AI complicates bot detection, it also provides 
tools that can help adapt detection strategies to counter 
the evolving capabilities of social bots.

• RQ4: Can all different categories of bots be grouped 
into one single categorization schema?

  Categorising social media bots is a complex task due 
to their diverse functions, behaviours and characteristics. 
As seen in the literature, different frameworks have been 
proposed to organise bots based on different perspec-
tives, such as their intent, behaviour, interaction style, or 
technical structure. Despite these different approaches, 
each categorisation captures only certain aspects of bots, 
meaning that none provides a universal schema that fully 
covers all bot behaviours and types. The proposed cate-
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gorisation is sufficient to cover most of the bots observed 
in social networks and is focused on reducing the overlap 
between classes while maintaining abstraction and aim-
ing at the task of detecting bots, but challenges remain. 
The rapid evolution of bots and their overlapping behav-
iours means that no single categorisation can fully cap-
ture all bot types. A flexible, multi-dimensional frame-
work may be needed to deal with future developments.

7  Conclusions

In this paper, we have presented, to the best of our knowl-
edge, the most comprehensive analysis of the anatomy of 
social bots. To achieve this, we reviewed the state of the art 
in bot detection on social networks, summarising the latest 
methods and exploring the impact of LLMs on this issue. 
Our review included papers that proposed a new technique 
or improvement for bot detection, from which we derived 
valuable insights that can help researchers advance the field. 
In the course of our experiments, we also reviewed the most 
prominent datasets for bot detection, providing a solid foun-
dation for future research in this area.

We also conducted a comprehensive analysis using XAI 
and clustering techniques to gain valuable insights into the 
nature of bots, with the aim of improving their detection 
and classification. Through rigorous experimentation, we 
analysed the most difficult accounts to classify, extracting 
insights and conclusions that can help future bot detection 
efforts.

Finally, based on our expertise and insights from our 
research, we proposed a new categorisation framework 
that aims to encompass the majority of social bots while 
maintaining clarity and minimising overlap between cat-
egories. Clustering experiments confirmed the validity of 
our proposed categorisation.
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