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Abstract
Clustering is a well-known unsupervised machine learning approach capable of automati-
cally grouping discrete sets of instances with similar characteristics. Constrained cluster-
ing is a semi-supervised extension to this process that can be used when expert knowledge 
is available to indicate constraints that can be exploited. Well-known examples of such 
constraints are must-link (indicating that two instances belong to the same group) and can-
not-link (two instances definitely do not belong together). The research area of constrained 
clustering has grown significantly over the years with a large variety of new algorithms 
and more advanced types of constraints being proposed. However, no unifying overview 
is available to easily understand the wide variety of available methods, constraints and 
benchmarks. To remedy this, this study presents in-detail the background of constrained 
clustering and provides a novel ranked taxonomy of the types of constraints that can 
be used in constrained clustering. In addition, it focuses on the instance-level pairwise 
constraints, and gives an overview of its applications and its historical context. Finally, 
it presents a statistical analysis covering 315 constrained clustering methods, categorizes 
them according to their features, and provides a ranking score indicating which methods 
have the most potential based on their popularity and validation quality. Finally, based 
upon this analysis, potential pitfalls and future research directions are provided.

Keywords  Semi-supervised learning · Background knowledge · Pairwise instance-level 
constraints · Constrained clustering · Taxonomy

1  Introduction

Two major approaches characterize machine learning: supervised learning and unsupervised 
learning Bishop and Nasrabadi (2006). In supervised learning, the goal is to build a classi-
fier or regressor that, trained with a set of examples (or instances) X and their corresponding 
output value Y, can predict the value of unseen inputs. In unsupervised learning, only the set 
of examples X is available, and no output value is provided. In the latter, the goal is to dis-
cover some underlying structure in X. For example, in unsupervised clustering the goal is to 
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infer a mapping from the input to clusters (groups) of similar instances. Generally, the set of 
examples X is known as the dataset, and the set of output values Y is known as the labels set.

Semi-Supervised Learning (SSL) Chapelle et al. (2010) is the branch of machine learn-
ing that tries to combine the benefits of these two approaches. To do so, it makes use of 
both unlabeled data and labeled data, or other kinds expert knowledge. For example, when 
considering classification or regression, in addition to a set of labeled data, an additional 
set of unlabeled data may be available, which can contain valuable information. Similarly, 
when considering clustering problems, a smaller subset of labeled data (or other types of 
knowledge about the dataset) may be available. Generally, some kind of information that 
does not fit within the supervised or unsupervised learning paradigm may be available to 
perform machine learning tasks. Ignoring or excluding this information does not optimally 
use all available information, thus the need of SSL Van Engelen and Hoos (2020).

1.1  On the feasibility of semi-supervised learning

With regards to the applicability of SSL, a natural question arises Chapelle et al. (2010): 
in comparison with supervised and unsupervised learning, can SSL obtain better results? It 
could be easily inferred that the answer to this question is “yes”, otherwise neither this study 
nor all the cited before would exist. However, there is an important condition imposed for 
the answer to be affirmative: the distribution of instances in X must be representative of the 
true distribution of the data. Formally, the underlying marginal distribution p(X) over the 
input space must contain information about the posterior distribution p(Y|X). Then, SSL is 
capable of making use of unlabeled data to obtain information about p(X) and, therefore, 
about p(Y|X) Van Engelen and Hoos (2020). Luckily, this condition appears to be fulfilled 
in most real-world learning problems, as suggested by the wide variety of fields in which 
SSL is successfully applied. Nonetheless, the way in which p(X) and p(Y|X) are related is 
not always the same. This gives place to the SSL assumptions, introduced in Chapelle et al. 
(2010) and formalized in Van Engelen and Hoos (2020). A brief summary of these assump-
tions following Van Engelen and Hoos (2020) is presented, please refer to the cited studies 
for more details.

	● Smoothness assumption: two instances that are close in the input space should have the 
same label.

	● Low-density assumption: decision boundaries should preferably pass through low-den-
sity regions in space.

	● Manifold assumption: in problems in which data can be represented in Euclidean space, 
instances in the high-dimensional input space are usually gathered along lower-dimen-
sional structures, known as manifolds: locally Euclidean topological spaces.

	● Cluster assumption: data points which belong to the same cluster also belong to the 
same class. This assumption can be seen as a generalization of the other three specific 
assumptions.As in other machine learning paradigms, the transduction versus induction 
dichotomy can be made within SSL. Usually, semi-supervised classification methods 
cope the SSL field, therefore the aforementioned dichotomy is explained in terms of 
classification as follows:

	● Inductive methods: inductive methods aim to build a classifier capable of outputting a 
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label for any instance in the input space. Unlabeled data can be used to train the clas-
sifier, but the predictions for unseen instances are independent of each other once the 
training phase is completed. An example of inductive method in supervised learning is 
linear regression Van Engelen and Hoos (2020).

	● Transductive methods: transductive methods do not build a classifier for the entire 
input space. Their predictions are limited to the data used during the training phase. 
Transductive methods do no have separated training and testing phases. An example 
of transductive method in unsupervised learning is hierarchical clustering Van Engelen 
and Hoos (2020).Classification methods within SSL can be clearly separated following 
the definitions above. However, when it comes to clustering, this distinction becomes 
unclear. Clustering methods within the SSL learning paradigm are usually considered 
to be transductive, as their output is still a set of labels partitioning the dataset and not 
a classification rule Chapelle et al. (2010). On the other hand, some authors claim that 
partitional clustering methods can be considered as inductive methods, because their 
assignation rule can be used to predict the cluster membership of unseen instances. 
Hierarchical clustering methods would belong the transductive learning category, as 
no assignation rule can be derived from them Miyamoto and Terami (2011). The differ-
ences between partitional and hierarchical clustering will be formalized later in Sect. 3.

Figure  1 helps us contextualize semi-supervised learning and its derivatives within the 
overall machine learning landscape. Please note that the figure does not refer to particular 
learning models, but it focuses on learning paradigms. General SSL literature (Zhu 2005; 
Chapelle et al. 2010; Zhu and Goldberg 2009) usually divides SSL methods into two cat-
egories: semi-supervised classification and semi-supervised clustering. Further dichotomies 
have been made in later literature. In Van Engelen and Hoos (2020); Zhou (2021) semi-
supervised classification methods are taxonomized taking into account the inductive ver-
sus transductive dichotomy. Some of the categories found in these taxonomies have been 
further studied: Subramanya and Talukdar (2014) proposes a taxonomy for graph-based 
semi-supervised methods, and Triguero et al. (2015) does the same for the self-labeling 
field. Concerning semi-supervised clustering, Bair (2013) proposes a high level taxonomy 
with 4 types of methods, while (Davidson and Basu 2007; Basu et al. 2008) focus on the 
specific area of constrained clustering. The supervised and unsupervised learning paradigms 
are included in Fig. 1 for the sake of contextualization only. Consequently only classic and 
widely-known tasks belonging to these areas have been included in the diagram.

1.2  Related work

The semi-supervised clustering area has been widely studied and successfully applied in 
many fields since its inception. It can be seen as a generalization of the classic clustering 
problem which is able to include background knowledge into the clustering process (Cha-
pelle et al. 2010). Many types of background knowledge have been considered in semi-
supervised clustering  (Bair 2013), although the most studied one is the instance-level 
pairwise must-link and cannot-link constraints (Basu et al. 2008). This type of background 
knowledge relates instances indicating if they belong to the same class (must-link) or to 
different classes (cannot-link). The problem of performing clustering in the presence of this 
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type of background knowledge is referred to in literature as Constrained Clustering (CC) 
(marked in Fig. 1 in blue).

This study carries out a comprehensive review of constrained clustering methods. It also 
proposes an objective scoring system, which addresses the potential and popularity of exist-
ing methods, and can be used to produce a sorted ranking for all of them. To the best of 
our knowledge, no similar study has been published before. Existing literature is either 
limited to the theoretical background on the topic, very limited in the number of methods 
reviewed, or outdated due to the rapid advance of the field. The earliest survey including 
constrained clustering in the reviewed studies can be found in Grira et al. (2004), although 
it is very limited in content. In Davidson and Basu (2007), the first survey focusing specifi-
cally on constrained clustering is proposed. It introduces many of the foundational concepts 
of subsequent studies and provides the first dedicated reference on the area. However, this 
study was published in 2007, and even then it was limited to very few methods. More recent 
studies extend the scope of the review and provide a taxonomy of methods, such as studies 
in Dinler and Tural (2016) and Gançarski et al. (2020). These studies represent a significant 
improvement over previous attempts to provide a unified constrained clustering reference. 
However, they are still limited in the corpus of literature they review. Other works focus 
on a very specific constrained clustering family of algorithms, such as Vrain et al. (2024), 

Fig. 1  Mindmap of the machine learning overall landscape

 

1 3

157  Page 4 of 127



Semi-supervised constrained clustering: an in-depth overview, ranked…

which focuses only on declarative approaches. All of the constrained clustering categories 
proposed in Dinler and Tural (2016), Vrain et al. (2024), Gançarski et al. (2020) represent 
only a subset of the much broader taxonomy provided in this study (in Sect. 7). The first 
book fully devoted to constrained clustering was published in Basu et al. (2008) (2008). It 
provides unified formal background within the area and detailed studies on state-of-the-art 
methods.

1.3  Early history of constrained clustering

The Constrained Clustering problem has been rediscovered and renamed throughout years 
of evolution, firstly in mathematical science, secondly in Computer Science. The first refer-
ence to the CC problem was proposed by Harary in Harary (1953) as early as in the year 
1953. Harary introduced the signed graph, which is an undirected graph with +1 or -1 labels 
on its edges, respectively indicating similarity of dissimilarity between the vertices they 
connect. This can be directly translated to the ML and CL constraints that shape the CC 
problem. Besides, Harary introduced the concept of imbalance for a 2-way partitioning of 
such signed graph, which referred to the number of vertices violated by the partitioning. The 
aim of Harary was to find highly related groups of vertices within a psychological interpre-
tation of the problem: positive edges correspond to pairs of people who like one another, and 
negative edges to pairs who dislike one another.

It was not until year 2000 that the name Constrained Clustering made its first appearance 
by the work of K. Wagstaff and C. Cardie in Wagstaff and Cardie (2000), which is a brief 
paper that introduces later work by the same authors in which the first two CC algorithms in 
the history of Computer Science are proposed: COP-COBWEB (Wagstaff and Cardie 2000) 
and COP-K-Means (Wagstaff et al. 2001) in 2000 and 2001 respectively. These two papers 
set the precedent for a new area in semi-supervised learning known as Constrained Cluster-
ing, providing experimental procedures and baselines to compare with.

On the one hand, and following the trend set by K. Wagstaff and C. Cardie, although 
in separate studies, S. Basu proposes in 2003 the first two soft constrained approaches to 
CC in Basu et al. (2003): the PCK-Means and MPCK-Means algorithms. Later, in the year 
2005, I. Davidson and S.S. Ravi would propose the first hierarchical approaches to the CC 
problem (Davidson and Ravi 2005). On the other hand, E. Xing et al. propose the first dis-
tance metric learning based approach to CC with their CSI algorithm (Xing et al. 2002), also 
known in literature simply as Xing’s algorithm. Finally, in 2008, S. Basu, I. Davidson and 
K. Wagstaff joined forces to produce the first book fully dedicated to constrained clustering 
in Basu et al. (2008).

Research in CC has followed the general trend in Computer Science ever since. Ranging 
from well-studied classic clustering approaches, such as fuzzy clustering (Li et al. 2018), 
spectral clustering (Nie et al. 2021) or non-negative matrix factorization (Zong et al. 2018), 
to modern and general optimization models like classic (Denoeux 2021) or deep (Amiriza-
deh and Boostani 2021) neural networks and evolutive (González-Almagro et al. 2021) or 
non-evolutive (González-Almagro et al. 2020) metaheuristic algorithms.
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1.4  Remainder of this paper

The rest of this study is organized as follows. Section 2 presents a taxonomy of types of 
background knowledge with which semi-supervised clustering can work, including equiva-
lencies between them in Subsection 2.8. Section 3 formalizes afterwards the constrained 
clustering problem, starting with basic background on classic clustering (Subsection 3.1) 
and pairwise constraints (Subsections 3.2 and 3.3), which is followed by a soft review on 
the classic applications of constrained clustering (Subsection 3.4). Subsequently, advanced 
concepts regarding constrained clustering are introduced in Sect. 4. A statistical study on the 
experimental elements used to demonstrate the capabilities of CC methods is proposed in 
Sect. 5. This statistical study is used as the basis of the scoring system, which is presented 
in Sect. 6 and used in subsequent sections to produce a ranking for all reviewed methods. 
Section 7 proposes a ranked taxonomic review of constrained clustering methods. A statisti-
cal analysis of the taxonomy is presented in Sect. 8. Finally, Sect. 9 presents conclusions, 
criticisms and future research guidelines.

The overall contribution of this study can be summarized as follows:

	● We provide both the first taxonomy on the types of background knowledge and the 
first comprehensive taxonomy on constrained clustering methods. To do so, we review 
more than 300 methods and classify them according to both existing criteria and newly 
proposed criteria.

	● We provide a statistical analysis on the average experimental procedures, so the reader 
can get a general understanding of the robustness of the sate of the art.

	● We provide an objective scoring method for all algorithms reviewed.
	● We provide insight on every mid and final class of the taxonomy, reasoning the member-

ship of every method.
	● Finally, we present an analysis of the overall taxonomy and provide the reader with 

future research lines.

2  Clustering with background knowledge

In this section, a comprehensive literature review on the types of background knowledge 
that have been used by semi-supervised clustering algorithm is carried out. In general 
terms, 5 families of background knowledge have been identified: partition-level constraints, 
instance-level constraints, cluster-level constraints, feature-level constraints, and distance 
constraints. Background information which does not belong to any of the mentioned cat-
egories has been placed together in a miscellaneous category. Figure 2 shows a visual repre-
sentation of this taxonomy. All 5 families are composed by smaller, more specific categories 
which are detailed below.

2.1  Partition-level constraints

Partition-level constraints refer to restrictions imposed on the partition generated by the 
semi-supervised clustering algorithm (Liu and Fu 2015; Śmieja and Geiger 2017; Basu et al. 
2003; Liu et al. 2017). Their most common form is a subset of labeled data, which is often 
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referred simply as “partition-level constraints”, although other categories within this type of 
background knowledge can be found:

	● Subset of labels: they consist of a subset of instances from the dataset for which labels 
are available. The resulting partition must be consistent with the given labels (Basu et al. 
2002; Böhm and Plant 2008; Lelis and Sander 2009; Liu and Wu 2010; Liu et al. 2011; 
Marussy and Buza 2013; Lan et al. 2014; Treechalong et al. 2015; Choo et al. 2015; Vu 
and Do 2017; Ienco and Pensa 2018; Liu et al. 2019; Xie and Antoine 2019; Herrmann 

Fig. 2  Taxonomy of types of background knowledge
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and Ultsch 2007).
	● Subset of fuzzy labeled data: used in fuzzy semi-supervised clustering algorithms. It 

consists of a subset of instances for which fuzzy labels are provided  (Zhang and Lu 
2009; Yang and Liu 2015; Antoine et al. 2018; Gan 2019; Mei 2018; Antoine et al. 
2021).

	● Non-redundant clusters constraints: they constraint the output partition so that clusters 
in it must be orthogonal to each other, therefore maximizing their conditional mutual 
information and producing non-redundant clusters (Gondek and Hofmann 2007).

2.2  Instance-level Constraints

Instance-level constraints can refer to single instances, pairs of instances or groups of mul-
tiple instances. In the case of single instance constraints, they are used to describe particular 
features of said instances or to restrict the features of the cluster they can belong to:

	● Membership degree constraints: used in fuzzy semi-supervised clustering algorithm to 
provide prior membership degrees for some instances (Yasunori et al. 2009; Yin et al. 
2012; Zeng et al. 2013).

	● Neighborhood constraints: they link instances to their neighborhood, with the latter be-
ing defined differently for every problem (Nghiem et al. 2020).

	● Instance difficulty constraints: they are referred to single instances and specify how hard 
it is to determine the cluster an instance belongs to, so that the semi-supervised cluster-
ing algorithm can focus on easy instances first (Zhang et al. 2019).

	● Coverage constraints: for clustering algorithms which allow instances to belong to mul-
tiple clusters at the same time, this type of constraint limits the number of times an 
instance can be covered by different clusters (Mueller and Kramer 2010).Instance-level 
pairwise constraints involve pairs of instances and are used to indicate positive or nega-
tive relationships. The former refers to features that instances have in common, such 
as class or relevance, while the latter refers to the opposite case. Even if instance-level 
must-link and cannot-link are the most common form of instance-level constraints, the 
latter can be given in multiple ways:

	● Must-link/Cannot-link constraints: must-links involve pairs of instances that are known 
to belong to the same class. Therefore they must belong to the same cluster in the output 
partition. Cannot-link are used to indicate the opposite (the two instances involved in 
them are known to belong to different classes an thus they need to be placed in different 
clusters) Davidson and Basu (2007).

	● May-link/May-not-link constraints: they represent soft must-link and cannot-link con-
straints respectively. This means that they can be violated in the output partition to 
some extent. They can be used in combination with the hard must-link and cannot-link 
constraints (Ares et al. 2009).

	● Fuzzy Must-link/Cannot-link constraints: pairwise positive/negative relationships with 
and associated degree of belief (Diaz-Valenzuela et al. 2015).

	● Elite Must-link/Cannot-link constraints: refined ML and CL constraints. They have the 
property of being unarguably satisfied in every optimal partition of the dataset (Jiang et 
al. 2013).
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	● Ranking constraints: in contexts in which output class labels (clusters) can be ordered, 
ranking constraints are used to indicate whether an instance should be assigned a class 
label (cluster) higher that the class label of another instance (Xiao et al. 2015).The last 
form of instance-level constraints are group constraints, which are used to gather group 
of instances that are known to share features or to be different to each other in some 
aspect of their nature. They can also be used to set relative comparisons between a fixed 
number of constraints. Overall, they can be classified as follows:

	● Group constraints: also referred to as grouping information (Qian et al. 2016; Yu and 
Shi 2004). They specify the certainty of each or several instances belonging to the same 
cluster. Note that group constraint cannot be used to specify groups of instances that 
must not belong to the same cluster (Law et al. 2004).

	● Triplet constraints: also known as relative constraints (Pei et al. 2016; Liu et al. 2011; 
Amid et al. 2015). They involve three instances: an anchor instance a, a positive in-
stance b, and a negative instance c. A triplet constraint indicates that a is more similar to 
b than c (Zhang et al. 2019; Ienco and Pensa 2019).

	● Must-link-before: these are ML constraints specifically designed to be applied in hier-
archical clustering setups. They involve triplets of constraints and their basic idea is to 
link instances positively not only in the output partition, but also in the hierarchy (den-
drogram) produced by hierarchical clustering methods (Bade and Nürnberger 2014).

	● Mutual relationships: they establish a relation in groups of instances that is not known 
in advance and is determined during the clustering process. For example, a group of 
instances in the same mutual relation may be determined to belong to the same clus-
ter during the cluster process, or contrarily they may be determined to not belong to 
the same cluster. Contrary to ML and CL constraints, mutual relations do not specify 
whether the nature of the relation they describe is positive or negative as part of the prior 
knowledge (Endo and Hamasuna 2011).

2.3  Cluster-level constraints

Cluster-level constraints are used to restrict a wide variety of features related to clusters 
without specifying which instances must belong to these clusters. They are considered to be 
one of the most useful types of background knowledge, as they can convey large amounts of 
information compared to the amount of expert knowledge available. Size constraints are one 
of the forms in which cluster-level constraints can be found. They constraint the number of 
instances that clusters can have in the output partition and can be divided in three categories:

	● Cluster-size constraints: also called cardinality constraints (Gallegos and Ritter 2010). 
They specify the number of instances each cluster must have in the output partition. The 
number of instances in a cluster may vary from a cluster to another (Zhu et al. 2010; 
Tang et al. 2019; Bibi et al. 2023).

	● Maximum/minimum cluster-size constraints: they specify the maximum/minimum size 
a cluster can have in the output partition without specifying the exact size of each clus-
ter (Babaki et al. 2014; Dao et al. 2013; Bradley et al. 2000; Lei et al. 2013; Rebollo-
Monedero et al. 2013). They may also be referred to as significance constraints (Ge et 
al. 2007).
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	● Balance constraints: also known as global size constraints (Zhang et al. 2019) applied 
in the cluster-level, they try to even the number of instances in every cluster (all cluster 
should be approximately the same size) Zhong and Ghosh (2003); Banerjee and Ghosh 
(2006); Zhu et al. (2010); Tang et al. (2019).Apart from the size of the cluster, cluster-
level constraints can restrict a wide variety of cluster features, ranging from their shape 
or separation, to the kind of instances they may contain:

	● Cluster-overlap constraints: they constraint the amount of overlap between clus-
ters (Nghiem et al. 2020; Mueller and Kramer 2010).

	● Property-cardinality constraints: they constraint the amount of a specific type of in-
stance a cluster can contain (Nghiem et al. 2020).

	● Soft cannot-link inside cluster constraints: they require that the number of pairs of in-
stances in a cluster which have a cannot-link constraint among them to be bounded (Ba-
baki et al. 2014).

	● Minimum difference constraints: applied to pair of clusters, they require clusters to be 
similar or different to some degree (Babaki et al. 2014).

	● Variance constraints: they impose maximum or minimum values for the variance clus-
ters must feature in the output partition (Ge et al. 2007).

	● Maximum diameter constraints: they specify an upper/lower bound on the diameter of 
the clusters (Dao et al. 2013).

	● Encompassing constraints: they determine whether clusters are allowed to encompass 
each other, i.e., they are allowed to form a hierarchy (Mueller and Kramer 2010).

2.4  Feature-level constraints

Feature-level constraints constraint instances by their feature values or directly relate pairs 
of feature to each other to indicate degrees of importance. Two types of feature-level con-
straints can be found:

	● Attribute-level constraints: they constraint the number of possible assignations for in-
stances with specific values for specific features (Nghiem et al. 2020).

	● Feature order constraints: also called feature order preferences. They involve pairs of 
features and determine which one of them is more important. This is, what features need 
to be paid more attention to when performing comparisons to decide cluster member-
ships (Sun et al. 2010).

2.5  Distance constraints

Distance constraints represent a very particular case of constraint-based information, as they 
relate pair of instances indirectly and in a global way. That means distance constraints can 
always be translated to instance-level must-link constraints (Davidson and Basu 2007). Two 
types of distance constraints are defined in literature:

	● γ-constraints: also called minimum margin  (Dao et al. 2013) or minimum separa-
tion (Davidson et al. 2010). They require the distance between two points of different 
clusters to be superior to a given threshold called γ (Davidson and Basu 2007; Dao et al. 
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2013; Davidson and Ravi 2005).
	● ϵ-constraints: they require for each instance to have in its neighborhood of radius ϵ at 

least another point of the same cluster (Davidson and Basu 2007; Dao et al. 2013; Da-
vidson and Ravi 2005).

2.6  Other types of constraints

Finally, authors have proposed forms of background knowledge that do not fit into any of 
the previous categories:

	● Bag constraints: specific to the Multi-Instance Learning (MIL) framework, where data-
sets are given in the form of bags, with each bag containing multiple instances and 
labels, which are provided only at the bag-level. Bag constraints specify similarities 
between bags (Pei and Fern 2014). Recent advances in (MIL) have introduced novel ap-
proaches to bag constraints, significantly contributing to the robustness and accuracy of 
MIL models. In Waqas et al. (2023) a Deep Gaussian Mixture Model-based instance rel-
evance estimation method is proposed, which has demonstrated superior performance 
in various MIL applications by accurately estimating the relevance of instances within a 
bag. Furthermore, a robust bag classification approach via subspace fuzzy clustering has 
provided a novel methodology for enhancing the classification accuracy of MIL models 
in Waqas et al. (2023). Additionally, an ensemble-based instance relevance estimation 
technique developed in Waqas et al. (2021) further supports the efficacy of using ensem-
ble methods to improve MIL performance. In a similar vein, Carbonneau et al. (2016) 
explores the use of random subspace instance selection to create robust MIL ensembles, 
which showed significant improvements in handling diverse and challenging datasets. 
These studies collectively highlight the importance of bag constraints and offer diverse 
methodologies to enhance MIL applications.

	● Example clusters: predefined clusters in the dataset given to the clustering algorithm, 
which is required to output a partition which is consistent with example clusters. This 
information can be converted to instance-level pairwise constraints  (Hu et al. 2013; 
Vens et al. 2013).

	● Hierarchical cluster-level constraints: sometimes also referred to as ranking con-
straints (Ben Ahmed et al. 2012a, b). These constraints are designed to be applied only 
in semi-supervised hierarchical clustering methods. Given pairs of clusters, they specify 
which action (merge, split, remove, etc.) must be taken over them in successive steps of 
the clustering process that builds the output dendrogram (Nogueira et al. 2017).

2.7  Constraints usability

After analyzing the wide variety of forms in which constraints can be given, it is reasonable 
to ask which type of constraint is more effective for general purposes. There is not in fact a 
unique answer to this question, as it highly depends on the problem or applications and the 
type of information available to solve it. In Pei et al. (2016) an empirical setup that tries to 
answer this question in a reduced semi-supervised environment is proposed. It only consid-
ers instance-level pairwise must-link and cannot-link constraints and subsets of labeled data 
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as available sources of background knowledge. Three questions tried to be answered in the 
mentioned study, which can be reformulated to include a broader scope as follows:

	● Given the same amount of oracle effort, which type of background knowledge is more 
effective at aiding clustering?

	● Which type of constraint is easier to obtain from the oracle?
	● Which type of constraint is more reliable?What it is meant here with an oracle is always 

understood as the source of background knowledge. This oracle can be a human, an au-
tomatic classifier, a crowdsourcing setup to gather information from distributed sources, 
etc. It is essential for any real-world or in-lab application of semi-supervised clustering 
to address these three questions.

2.8  Equivalencies between types of background knowledge

It is well known that some categories of background knowledge are neither isolated nor 
hermetic. Some types of constraints can be converted to another in a direct manner. Dis-
tance constraints can be translated to must-link constraints (Davidson and Basu 2007), or 
a subset of labeled data can always be transformed in a set of must-link and cannot-link 
constraints (Qian et al. 2016). The aim of this section is to provide intuition on all possible 
transformations without the need of a formal definition/notation for them, as this would 
require the length of a monography. Previous work on this line has been carried out in 
Qian et al. (2016), although within a much limited scope regarding the types of background 
knowledge considered. Figure  3 depicts equivalences found between the types of back-
ground knowledge introduced in Sect. 2. Arrows indicate available transformation, so that 
an arrow from A to B means that the type of knowledge in A can be transformed to the type 
of knowledge in B e.g.: a subset of labels can always be transformed into a set of ML and 
CL constraints.

In Fig. 3, only conversions without loss of information are considered, e.g.: fuzzy must-
link/cannot-link constraints could be converted to must-link/cannot-link constraints by 
considering only those whose degree of belief is over 50%, although this would involve 

Fig. 3  Graphical representation of direct equivalences between types of background knowledge
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losing not only constraints, but also the degree of belief information. Even if these kind of 
transformations are possible, they are not considered here, as they imply losing information.

3  Instance-level pairwise constrained clustering

Among all types of background knowledge reviewed in Sect. 2, pairwise constraints are 
undoubtedly one of the most studied topics, particularly basic must-link and cannot-link 
constraints, as it is shown later in this study. From now on, and for the sake of readability, 
must-link and cannot-link constraints will be referred to simply as pairwise constraints. In 
this section, the basic concepts of classic clustering and semi-supervised partitional and 
hierarchical clustering under pairwise constraints are introduced. This problem is known in 
literature simply as Constrained Clustering (CC) Davidson and Basu (2007).

3.1  Background on classic clustering

Partitional clustering can be defined as the task of grouping the instances of a dataset into 
K clusters. A dataset X consists of n instances, and each instance is described by u features. 
More formally, X = {x1, · · · , xn}, with the ith instance noted as xi = (x[i,1], · · · , x[i,u]). 
A typical clustering algorithm assigns a class label li to each instance xi ∈ X . As a result, 
we obtain the list of labels L = [l1, · · · , ln], with li ∈ {1, · · · , K}, that effectively splits X 
into K non-overlapping clusters ci to form a partition called C. The list of labels producing 
partition C is referred to as LC . The criterion used to assign an instance to a given cluster 
is the similarity to the rest of elements in that cluster, and the dissimilarity to the rest of 
instances of the dataset. This value can be obtained with some kind of distance measure-
ment (Jain et al. 1999).

Hierarchical clustering methods produce an informative hierarchical structure of clusters 
called dendrogram. Partitions as described above, with a number of clusters ranging from 1 
to n, can always be obtained from a dendrogram by just selecting a level from its hierarchy 
and partitioning the dataset according to its structure. Typically, agglomerative hierarchical 
clustering methods start with a large number of clusters and iteratively merge them accord-
ing to some affinity criteria until a stopping condition is reached. Every merge produces a 
new level in the hierarchy of the dendrogram. Formally, given an initial partition with nc 
clusters C = {c1, · · · , cnc } (usually nc = n), a traditional agglomerative constrained clus-
tering method selects two clusters to merge by applying Eq. 1. Please note that and affinity 
measure must always be maximized, not minimized.

	
{ci, cj} = argmax

ci,cj∈C,i ̸=j
A(ci, cj),� (1)

with A(·, ·) being a function used to determine the affinity between the two clusters given as 
arguments. This function needs to be carefully chosen for every problem, as it greatly affects 
the result of the clustering process. Some conventional methods to measure affinity between 
clusters are worth mentioning, such as single linkage, average linkage and complete link-
age (Jain et al. 1999). Nevertheless, different measures are used in out-of-lab applications, 
as the manifold structures usually found in real-world datasets can be hardly captured by the 
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classic affinity measures mentioned above. Typically, classic partitional clustering methods 
are algorithmically less complex than hierarchical clustering methods, with the former fea-
turing O(n) complexity and the latter O(n2) (Davidson and Basu 2007).

3.2  Background on pairwise constraints

In most clustering applications, it is common to have some kind of information about the 
dataset that will be analyzed (Wagstaff et al. 2001). In CC this information is given in the 
form of pairs of instances that must, or must not, be assigned to the same cluster. We can 
now formalize these two types of constraints:

	● Must-link (ML) constraints C=(xi, xj): instances xi and xj  from X must be placed in 
the same cluster. The set of ML constraints is referred to as C=.

	● Cannot-link (CL) constraints C̸=(xi, xj): instances xi and xj  from X cannot be assigned 
to the same cluster. The set of CL constraints is referred to as C̸=.The goal of con-
strained clustering is to find a partition (or clustering) of K clusters C = {c1, · · · , cK} 
of the dataset X that ideally satisfies all constraints in the union of both constraint sets, 
called CS = C=

∪
C̸=. As in the original clustering problem, the sum of instances in 

each cluster ci is equal to the number of instances in X, which we have defined as 
n = |X| =

∑K
i=1 |ci|.

Knowing how a constraint is defined, ML constraints are an example of an equivalence 
relation; therefore, ML constraints are reflexive, transitive and symmetric. This way, given 
constraints C=(xa, xb) and C=(xb, xc), then C=(xa, xc) is verified. In addition to this, if 
xa ∈ ci and xb ∈ cj  are related by C=(xa, xb), then C=(xc, xd) is verified for any xc ∈ ci 
and xd ∈ cj  (Davidson and Basu 2007).

It can also be proven that CL constraints do not constitute an equivalence relation. How-
ever, analogously, given xa ∈ ci and xb ∈ cj , and the constraint C̸=(xa, xb), then it is also 
true that C̸=(xc, xd) for any xc ∈ ci and xd ∈ cj  (Davidson and Basu 2007).

Regarding the degree in which constraints need to be met in the output partition/dendro-
gram of any CC algorithm, a simple dichotomy can be made: hard pairwise constraints must 
necessarily be satisfied, while soft pairwise constraints can be violated to a variable extent. 
This distinction is introduced in Davidson and Basu (2007) and adopted by later studies, 
eventually producing the “may constraints” (may-link/may-not link constraints mentioned 
in Sect. 2), which can be seen as the formalization of soft constraints. However, the scien-
tific community still refers to “may constraints” as soft constraints in the majority of the 
cases and the terms may-link and may-not link are used only in cases in which both soft 
and hard constraints are mixed and can be considered by the same CC algorithm. The major 
advantages in favor of soft over hard constraints are found in the resiliency to noise in the 
constraint set, the flexibility on the design of cost/objective functions, and their optimiza-
tion procedures. The ability to consider soft, hard, or both types of constraints is a defining 
element for CC methods.

In Davidson et al. (2006) two measures designed to characterize the quality of a given 
constraint set are proposed: informativeness (or informativity (Davidson and Basu 2007)) is 
used to determine the amount of information in the constraint set that the CC algorithm could 
determine on its own, and coherence, which measures the amount of agreement between the 
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constraints themselves. These two measures were proposed in early stages of the develop-
ment of the CC area; however, they have not been used consistently in later studies.

3.3  The feasibility problem

Given that CC adds a new element to the clustering problem, we must consider how it affects 
the complexity of the problem in both of its forms: partitional and hierarchical. Intuitively, 
the clustering problem goes from its classic formulation “find the best partition for a given 
dataset” to its constrained form “find the best partition for a given dataset satisfying all 
constraints in the constraint set”. The formalization of this problem is tackled in Davidson 
and Ravi (2005); Davidson and Basu (2007); Davidson and Ravi (2009), where the feasibil-
ity problems for partitional and hierarchical CC are defined as in 3.1 and 3.2 respectively, 
where CS = C̸= ∪ C= (the joint constraint set). Given these two definitions, we say that a 
partition C for a dataset X is feasible when all constraints in CS are satisfied by C. Note that 
there are constraint sets for which a feasible partition can never be found, e.g., no feasible 
partition exist for CS1 = {C=(x1, x2), C ̸=(x1, x2)} regardless of the value of K. Simi-
larly, the feasibility of partitions such as CS2 = {C̸=(x1, x2), C ̸= ̸=(x2, x3)C̸=, (x1x3)} 
depends on the value of K. In this case, the feasibility problem for CS2 can be solved for 
K = 3 but not for K = 2.

Definition 3.1  Feasibility Problem for Partitional CC: given a dataset X, a constraint set CS, 
and the bounds on the number of clusters kl ≤ K ≤ ku, is there a partition C of X with K 
clusters that satisfies all constraints in CS? Davidson and Ravi (2005)

In Davidson and Ravi (2005) it is proven that, when kl = 1 and ku ≥ 3, the feasibility 
problem for partitional CC is NP-complete, by reducing it from the Graph K-Colorability 
problem. It is also proven that it is not harder, so both have the same complexity. Table 1 
shows the complexity of the feasibility for different types of constraints.

Definition 3.2  Feasibility Problem for Hierarchical CC: given a dataset X, the constraint 
sets CS, and the symmetric distance measure D(xi, xj) ≥ 0 for each pair of instances: Can 
X be partitioned into clusters so that all constraints in CS are satisfied? (Davidson and Ravi 
2009)

Please note that the definition of the feasibility problem for partitional CC (in Definition 3.1) 
is significantly different from the definition of the feasibility problem for hierarchical CC 
(in 3.2). Particularly, the formulation for the hierarchical CC does not include any restriction 
on the number of clusters K, which is equivalent to considering that any level of the dendro-
gram can be used to produce the partition that satisfies all constraints (Davidson and Ravi 
2009). In Davidson and Ravi (2005) a reduction from the One-in-three 3SAT with positive 

Table 1  Feasibility problem complexities for partitional and hierarchical CC and dead-ends found in hierar-
chical CC Davidson and Ravi (2005)
Constraints Partitional CC Hierarchical CC Dead Ends?
ML P P No
CL NP-complete NP-complete Yes
ML and CL NP-complete NP-complete Yes
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literals problem (which is NP-complete) for the problem in Definition 3.2 is used to prove 
the complexities presented in Table 1 for the hierarchical CC problem. The “Dead Ends?” 
column refers to whether or not the algorithm can encounter a dead end when operating 
under a given combination of constraints, and the ML and CL acronyms refer to Must-link 
and Cannot-link constraints respectively. It is worth mentioning that, for the hierarchical 
CC problem, the dead-ends problem arises: a hierarchical CC algorithm may find scenarios 
where no merge/split can be carried out without violating a constraint. Previous solutions 
based on the transitive closure of the constraint sets have been proposed to this problem, 
although they imply not generating a full dendrogram (Davidson and Ravi 2005).

Overall, complexity results in Table 1 show that the feasibility problem under CL con-
straints is intractable, hence constrained clustering is intractable too. This leads to Observa-
tion 3.1. For more details on the complexity of constrained clustering please see Davidson 
and Ravi (2005).

Observation 3.1  Knowing that a feasible solution exists does not help us find it Davidson 
and Ravi (2005). The results from Table 1 imply that the fact that there is a feasible solution 
for a given set of constraints does not mean it will be easy to find.

With respect to the dead-ends problem, a full dendrogram considering constraints can be 
obtained by switching from a hard interpretation of constraints to a soft one. This means that 
every level in the dendrogram tries to satisfy as many constraints as possible, but constraint 
violations are allowed in order for the algorithm to never reach a dead-end.

Some interesting results, both positive and negative, about the nature of pairwise con-
straints are proved and discussed in Davidson and Basu (2007), as well as some work-
arounds for problems related to the use of constraints in clustering.

3.4  Applications of constrained clustering

CC has been applied in many fields since its inception, as shown in the various surveys that 
have been proposed over the years (Dinler and Tural 2016; Gançarski et al. 2020; Davidson 
and Basu 2007). The first applications are gathered in Davidson and Basu (2007), which 
include clustering of image data, video and sound data, biological data, text data, web data, 
and the first application of CC found in Wagstaff et al. (2001), which is lane finding for 
vehicles in GPS data. Figure 4 shows a summary of the overall CC application field. Please 
note that, in this study, we do not aim to provide a comprehensive review of constrained 
clustering applications, but we intend to include classic applications to give the reader a 
general understanding of its applicability.

Table  2 gathers CC applications, sorting them by application field and indicating the 
specific purpose of every application. The field with the largest number of publications is 
text data analysis; within it, document clustering has attracted the most publications. Text 
data clustering is followed by three other wide application fields, which are biological data 
analysis, image data analysis and video data analysis.

However, some CC applications are very specific and cannot be grouped into wider 
application fields. Studies which bring forward this kind of applications are listed in Table 3.
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4  Constrained clustering concepts and structures

Within the CC research field, some concepts and data structures are repeatedly mentioned 
and used by researchers. The goal of this section is to provide a formal definition of these 
concepts, as they will be mentioned later and are necessary for the reader to have a good 
understanding of the methods described later in Sect. 7. From now on, and for the sake of 
readability and ease of writing, we refer to instances involved in a constraint simply as con-
strained instances, and to ML constraints and CL constraints as simply ML and CL, respec-
tively. Instances involved in ML are referred to as ML-constrained instances and instances 
involved in CL are referred to as CL-constrained instances.

The Constraint Matrix
This is one of the most, if not the most, basic and most frequently used data structures 

to store the information contained in the constraint set. It is a symmetric matrix, with as 
many rows and columns as instances in the dataset, filled with three values: 0 to indicate no 
constraint between the instances associated with the row and column in which it is stored, 1 
is used for ML and -1 is used for CL. Formally, the Constraint Matrix is a matrix CMn×n 
filled as in Eq. 2.

	
CM[i,j] = CM[j,i] =

{
1 if C=(xi, xj) ∈ CS
−1 if C̸=(xi, xj) ∈ CS
0 otherwise

.� (2)

Please note that, following this definition for the constraint matrix, its diagonal may be 
assigned to all 1 or all 0. That possibility depends on whether ML with the form C=(xi, xi) 
are included or not in CS, respectively. The inclusion of such constraints may be convenient 
in some cases. Variants of this matrix are also commonly used. In some cases, the constraint 
matrix can store any value in the range [−1, 1], with negative values indicating the weight 
or degree of belief for CL and positive values doing so for ML.

Fig. 4  Piechart showing a sum-
mary of the overall CC applica-
tion field
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The Constraint List
It is a list, with length equal to the number of constraints, that stores triplets with two 

values used to specify two instances and a third value used to indicate the type of constraint 
between them (1 for ML and -1 for CL). Formally, the Constraint List CL contains |C=| 
triplets with the form [i, j, 1] for ML such that C=(xi, xj) and |C̸=| triplets with the form 
[i, j, −1] for CL such that C̸=(xi, xj).

The Constraint List is used in methods in which the number of violated constraints needs 
to be repeatedly computed over fully formed partitions that are not built incrementally. In 
these cases, the only option is to iterate over the full constraint set and check individually 
for every constraint whether it is violated by the partition. This task is performed efficiently 
iterating over CL, which is O(|CS|), in contrast with CM, which requires an O(n2) compu-
tation of the number of violated constraints. However, checking for specific constraint vio-
lations in iterative partition building processes can be done in O(1) with CM, as the indexes 
of the constrained instances are known and matrices support random access. The same task 
can be performed over CL, but with the much higher computation cost of O(|CS|).

The Constraint Graph
It is a weighted, undirected graph with a one vertex per instance in the dataset and one 

edge per constraint. An edge connects two instances if they are involved in a constraint, 
with the weight of the edge indicating the type of constraints, using 1 for ML and -1 for CL. 
Formally, let an undirected weighted graph G(V, E, W) be a finite set of vertices V, a set 

Table 3  Comprehensive listing of particular applications of CC
Field of Application References
Identifying speakers in a conversation through audio data Xie et al. (2006)
Clustering of software requirements Duan et al. (2008)
Machinery fault diagnosis Li et al. (2010)
Patient Segmentation from medical data Han et al. (2016) Zhang and Chang (2019)
Direct marketing applications Chang and Tsai (2011) Yu et al. (2021)

Seret et al. (2014) Akaichi and Wislez (2021)
Group extraction from professional social network Ben Ahmed et al. (2014)
Clustering of cognitive radio sensor networks Shah et al. (2014)
District design Joshi et al. (2011) Song et al. (2021)
Sentiment analysis Araujo and Kamel (2014) 2014 Xiong and 

Ji (2015)
Sketch symbol recognition Tirkaz et al. (2012)
Robot navigation systems Semnani et al. (2016)
Terrorist community detection Saidi et al. (2018)
Lane finding for vehicles in GPS data Wagstaff et al. (2001)
Optimization of rural ecological endowment industry Zhao and Gai (2022)
Job-shopping scheduling El-Kholany et al. (2022)
Trace-clustering De Koninck et al. (2021)
Discovering educational-based life patterns Zhang et al. (2021)
Oil price prediction Boesen et al. (2021)
Traffic analysis Zhang et al. (2019) Malzer and Baum (2021)
Vocabulary maintenance policy for CBR systems Ben Ayed et al. (2019)
Obstructive sleep apnea analysis Mai et al. (2018)
Internet traffic classification Wang et al. (2013)
Social event detection Sutanto and Nayak (2014)
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of edges E over V × V  and a set of weights W for every edge in E. In the constraint graph 
CG(V, E, W), V is the set of instances in X, and edges e(xi, xj) from E are equivalent to 
constraints in CS, using the weight of the edge w[i,j] as indicator for the type of constraint, 
i.e., for edge e(xi, xj), if C=(xi, xj) ∈ CS (ML) then w[i,j] = 1, and if C̸=(xi, xj) ∈ CS 
(CL) then w[i,j] = −1 (Yoshida 2010).

The Transitive Closure of the constraint set
It is an augmented set of constraints which can be obtained on the basis of the informa-

tion contained in the original constraint set, by applying two of its properties which have 
been introduced in Sect. 3.2, and are formally defined here on the basis of the constraint 
graph as in Properties 4.1 and 4.2. Graphical examples of these two properties are given 
in Fig. 5 and Fig. 6, respectively. These two properties can be applied over CG to obtain 
the transitive closure of the constraint set, which cannot be further augmented without new 
information.

Proposition 4.1  Transitive inference of ML: Let cc1 and cc2 be two connected components 
in CG with only positive edges in it (only ML constraints). Then, if there is a constraint 
C=(xi, xj) with xi ∈ cc1 and xj ∈ cc2, then the new constraints C=(a, b) can be inferred 
for all a ∈ cc1 and b ∈ cc2 (Basu et al. 2008).

Proposition 4.2  Transitive inference of CL: Let cc1 and cc2 be two connected components 
in CG with only positive edges in it (only ML constraints). Then, if there is a constraint 
C̸=(xi, xj) with xi ∈ cc1 and xj ∈ cc2, then the new constraints C̸=(a, b) can be inferred 
for all a ∈ cc1 and b ∈ cc2 (Basu et al. 2008).

The Chunklet Graph
This graph structure can be derived from the definition of the constraint graph and the 

concept of chunklet. Chunklets are defined in Bar-Hillel et al. (2003, 2005) as “subsets of 
points that are known to belong to the same, although unknown, class”. With this definition, 

Fig. 6  Example of transitive inference of 
CL constraints
 

Fig. 5  Example of transitive inference of 
ML constraints
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it is clear that ML connected components can be compared to chunklets, thus the chunklet 
graph can be obtained on the basis of the constraint graph. This is done by replacing ML 
connected components in CG by a single vertex which is adjacent to all former neighbors 
of the connected components (Cheng et al. 2008). In the case that vertices in CG also store 
position-related information (as in CC), the position of the new vertex is computed as the 
average of the nodes in the connected component (Yoshida 2010).

The Cluster Skeleton
It is a reduced constraint set which defines the true basic clustering structure of the data. 

It is obtained by applying the farthest-first scheme to query an oracle about the constraint 
relating selected instances from the dataset. This is done within an iterative scheme in which 
membership neighborhoods are created and the farthest instance from all of them is always 
selected to be queried against at least one instance from every existing neighborhood. If it is 
constrained to any of those instances by ML, then it is added to that neighborhood and a new 
ML is created, whereas if it is constrained by CL to all of them, then a new neighborhood is 
created and related to the other one by CL. The goal of this procedure is to build a constraint 
set which defines as many disjoint clusters as possible, aiding later CC algorithms determine 
the number of clusters a feasible partition must have (Basu et al. 2004a).

The Infeasibility
The concept of infeasibility refers to the number of constraints violated by a given parti-

tion. It is one of the most used concepts in CC, as many objective/fitness functions include 
penalty terms that are directly proportional to the number of violated constraints. Given a 
partition C (an its associated list of labels LC ) and a constraint set CS, the infeasibility can 
be defined as in Eq. 3, with ��·� being the indicator function (returns 1 if the input is true and 
0 otherwise) González-Almagro et al. (2021).

	
Infs(C, CS) =

∑
C=(xi,xj)∈CS

��lC
i ̸= lC

j � +
∑

C ̸=(xi,xj)∈CS

��lC
i = lC

j �.� (3)

The k-NN Graph
Also called k-NNG. It is not an exclusive concept from CC. It has been widely used in clas-
sic clustering literature and k-NN based classification. However, it is a very useful tool for 
CC research, therefore many CC approaches are built based on its definition. The k-NNG 
is a weighted undirected graph in which vertices represent instances from the dataset and 
every vertex is adjacent to at most k vertices. An edge is created between vertices u and v if 
and only if instances associated to u and v have each other in their k-nearest neighbors set. 
The weight w(v, u) for the edge connecting u and v is defined as the number of common 
neighbors shared by u and v: w(v, u) = |NN(u) ∪ NN(v)|, with NN(·) denoting the set 
of neighbors of the vertex given as argument (Vu et al. 2012).

5  Statistical analysis of experimental elements

In this section, a general view on how CC methods are evaluated and compared is presented. 
Most studies in CC present one or various new methods that need to be evaluated and 
proved to be competitive with respect to the state-of-the-art at the time they were proposed. 
In this section, the three experimental elements used to do so are analyzed: the datasets, the 
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validity indices, and the competing methods. Table 4 introduces the 15 most frequently used 
instances of these elements among all the papers analyzed in this study. All statistics pre-
sented in this section have been obtained by analyzing 278 studies, which propose a total of 
315 methods. Some studies propose more than one method, and some methods are proposed 
in more than one study, hence the discordance between the number of papers analyzed and 
the number of proposed methods. Special cases of the experimental elements have not been 
taken into consideration to obtain the statistics presented in this section. In other words, if 
a paper uses the Iris dataset for its experiments but removes one of the three classes in the 
dataset, it is then considered as a single use of the classic Iris dataset, and not listed as a sep-
arate dataset. The same can be said for the other two experimental elements. For example, 
uses of the Pairwise F-measure (PF-measure) are included in the count of the F-measure, 
and variations on the initialization methods of COP-K-Means are included in the count of 
the basic COP-K-Means. This is done to obtain more representative and general statistics.

Sections 5.1,   5.2 and 5.3 dive into the statistics of the frequently used experimental 
setups regarding datasets, validity indices and competing methods, respectively. Section 5.4 
presents the most used procedure to artificially generate constraints for benchmarking pur-
poses, and Sect. 5.5 gives a quick note on the use of statistical testing to support conclusions 
in CC literature.

5.1  Analysis of datasets

A total of 457 different datasets can be identified in the experimental sections of the lit-
erature in CC. Figure 7 displays three different statistical measures about the use of these 
datasets. Figure 7a depicts the same information contained in Table 4, presenting it visually 
for the sake of ease of understanding. Figure 7b gives a histogram of the number of datasets 
used in experiments. Lastly, Fig.  7c introduces boxplots featuring the variability on the 
number of datasets used in different years.

Table 4  Most frequently used experimental setup in CC
Datasets Competing Methods Validity Indices
Name No. of Uses Name No. of Uses Name No. of Uses
Iris 136 COP-K-Means 68 NMI 93
Wine 107 K-Means 62 CE 62
Ionosphere 73 MPCK-Means 34 RI 53
Synthetic 71 KKM 26 ARI 51
Glass 61 SSKK 26 F-measure 38
Breast 51 PCK-Means 23 Time 25
Soybean 47 FFQS 19 Unsat 13
Balance 46 RCA 15 Purity 12
Sonar 41 Random 14 Non Standard (NS) 10
Heart 40 NCuts 14 JC 8
Digits 35 CCSR 13 Visual 7
Ecoli 30 CSI 13 CRI 6
Mnist 29 E2CP 13 FMI 4
Protein 28 Constrained EM 12 Precision 4
20Newsgroup 27 LCVQE 11 V-measure 4
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From 7a, it is clear that classification datasets are used as benchmarks for CC methods. 
The reason for this lies in the lack of specific benchmarks, as very few have been proposed 
since the inception of the research topic. Classic classification datasets have to be used in 
order to generate the constraint sets needed by CC methods (see Sect. 5.4). In these cases, 
labels are never provided to the CC method, but used as the oracle to generate the constraint 
sets.

Looking at Fig. 7b, it can be concluded that the most frequent number of datasets used 
in experiment is 6. Please note, the study which uses the most datasets analyzes up to 50 of 
them in El Amouri et al. (2023). We have decided not to include this study in the figure, as 
we consider it to be an extreme outlier and it disturbs readability. Most papers use between 

Fig. 7  Statistics about the datasets used in the experimental setups of all papers reviewed
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1 and 9 datasets. Note how some papers do not use any datasets, therefore they don’t carry 
out any experiments to prove the efficacy of their proposal. Figure 7c shows a consistent 
increase over the years in the number of datasets used in experiments, probably due to the 
general growth in computing power, and to the increasing availability of datasets. It also 
shows how, except for the first few years, there is no consensus on the number of datasets to 
be used to demonstrate the capabilities of a new method, as boxplots show high variability 
within each year.

5.2  Analysis of competing methods

Any new CC method has to be proven to be competitive with the methods belonging to the 
state-of-the-art. Methods belonging to this category change over the years. Nonetheless, 
Fig. 8a presents a set of methods which are used very frequently, and can be subsequently 
understood as baseline methods. In fact, most of them correspond to the first proposals in 
different CC categories, e.g.: COP-K-Means is the first CC method ever proposed, PCK-
Means is the first penalty-based CC method, KKM is the first constrained spectral cluster-
ing method, FFQS is the first active constrained clustering method, etc. Section 7 presents 
all these methods within the context of their specific CC category. Algorithms such as 
K-means or NCuts stand out as well, as they are not CC algorithms but classic clustering 
algorithms. When the experiments carried out aim to prove not only the capabilities of a 
new CC method, but also the viability of CC itself (as in the first proposals) or the viability 
of any new constraint generation method, then comparing with classic clustering algorithm 
is justified.

Figure 8b shows the distribution of the amount of methods used in experimental setups 
in CC literature. The most frequent comparison uses only two methods, which is a very 
low number taking into account the plethora of methods available to compare with (315 
particularly). However, comparisons using between 4 and 6 methods are also reasonably 
frequent, with said frequency decaying from 6 methods to 9, which are used only in a single 
study. There is a particular fact that may catch our attention: 26 studies chose not to com-
pare against any previous proposals. Given how well established baselines methods are, this 
should never be allowed in new CC studies. An increasing tendency can be observed in the 
number of methods used over the years. Likewise with the number of datasets (see Fig. 7c). 
Accordingly, this can be caused by an increase in computing power over the year and by the 
increase in the number of available methods to compare against.

Piecharts in Fig. 9 show further statistics about the proportions of methods used in exper-
iments in CC studies. For example, it may be interesting to answer the following question: 
from all methods used in experiments to compare with, how many of them are CC methods? 
Fig. 9b answers this question. From all methods compared with (393), only 38.7% (152) are 
CC methods. The rest of the methods are not necessarily classic clustering methods, they 
can belong to other fields of SSL or use different types of constraints. This may seem con-
tradictory with respect to what Fig. 7a shows. However, this is not the case. In conjunction, 
Figs. 9 and 7a evidence that the most frequently used methods are CC methods, even if the 
number of different classic clustering methods used to compare against is higher than the 
number of different CC methods.

Another interesting question is: from all CC methods proposed over the years, how many 
of them are used to compare with in later studies? Fig. 9a provides now the answer to this 
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question. From all CC methods proposed (315) in the reviewed studies, 48.3% of them 
(152) are used in the experimental section of other studies. This indicates that more than half 
of the proposed methods have never been considered to be compared with by other authors. 
Of course, this statistic does not take into account the number of years any given method has 
been available to be used, only the absolute number of uses. However, this should not have 
a great impact in the proportions.

Fig. 8  Statistics about the methods used in the experimental setups of all papers reviewed
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5.3  Analysis of validity indices

Validity indices are used to objectively evaluate the performance of a given method inde-
pendently of the benchmarks it is tested in. This means that the output value of the validity 
indices is independent from the features of the benchmarks datasets, such as their size of 
their number of features in the case of classification datasets. The same analysis performed 
over the datasets (Sect. 5.1) is performed over the validity indices. Figure 10 shows the 
statistical summary on the usage of validity indices in CC literature (as it was performed for 
the datasets). From Fig. 10a it is clear that the most used validity index is the Normalized 
Mutual Information (NMI), followed by the Clustering Error (EC), the Rand Index (RI), the 
Adjusted Rand Index (ARI) and the F-measure. Time is used to compare methods a total 
of 25 times, which represents a very low percentage over the total number of comparisons. 
Note how Visual validation makes it to the top 15, despite not being an objective and reli-
able comparison method. Non Standard (NS) measures are used in 10 studies, meaning that 
the used measure is proposed specifically in the same paper for that specific case or that it is 
never referred to again in CC literature. Among the 15 most used measures, there is only one 
specifically designed to compare CC methods: the Unsat. Unsat measures the proportion of 
constraints violated by the output partition of any given method, and therefore can be used to 
measure scalability with respect to the number of constraints. In this study, authors want to 
draw two validity indices to the attention of the reader: the Constrained Rand Index (CRI), 
proposed in Wagstaff and Cardie (2000), and the Constrained F-measure (CF-measure), 
proposed in He et al. (2014). These two validity indices are versions of RI and F-measure, 
respectively, corrected by the number of constraints available. They assume that the higher 
the number of constraints available, the easier it is to score a high value in classic clustering 
validity indices, therefore they correct (lower) those values with the size of the constraint 
set. These two measures are used in very few cases, while they are specifically designed to 

Fig. 9  Piecharts depicting the usability of all CC methods reviewed in experimental setups
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benchmark CC methods. This fact is particularly remarkable in the case of the CRI, as it was 
proposed along with the first CC study ever in Wagstaff and Cardie (2000).

Figure 10b shows that the most common number of validity indices used in CC literature 
is 1. Using more than one validity index is a healthy practice in any study, as demonstrating 
the capabilities of a new method in more than one dimension reinforces positive conclusions 
about it. With respect to Fig. 10c, the variability observed in the other cases (Figs. 7c and 8c) 
is not present here, as the number of validity indices used is not related to the computation 
power, and most of them were proposed before the inception of CC.

Some of the validity indices in Table 4 do not need to be specifically defined, as it is the 
case of the Time or the Visual indices, which are self-explanatory. Others are incidentally 

Fig. 10  Statistics about the validity indices used in the experimental setups of all papers reviewed
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defined, such as the Precision, which is a by-product of the F-measure. Lastly, no general 
definition can be given for the Non Standard indices. For the rest of them, both a formal and 
intuitive definition can be found here. From now on, in this section, C refers to the partition 
generated by any given CC method, and C∗ refers to the ground-truth partition. Please note 
the influence of the use of classification datasets in the selection of validity indices used 
to evaluate CC methods. All of the validity indices take two partitions as their input, and 
produce a measure according to their similarity or dissimilarity. Therefore, these validity 
indices can be used to evaluate the performance of a clustering algorithm only when one of 
the partitions given as input is the ground-truth partition, which can be obtained for labeled 
datasets only.

Normalized Mutual Information (NMI)
The NMI is an external validity index that estimates the quality of a partition with respect 

to a given underlying labeling of the data. In other words, NMI measures how closely a 
clustering algorithm could reconstruct the underlying label distribution. Taking C as the 
random variable denoting the cluster assignments of instances (the partition), and C∗ as the 
random variable denoting the underlying class labels, the NMI can be formulated in terms 
of information theory as in Eq. 4 (Li et al. 2019; Basu et al. 2004b, a).

	
NMI = 2 I(C; C∗)

H(C) + H(C∗)
,� (4)

where I(X; Y ) = H(X) − H(X|Y ) is the mutual information between the random vari-
ables X and Y, H(X) is the Shannon entropy of X and H(X|Y) is the conditional entropy of X 
given Y. For more details on NMI please see Dom (2002). The output value range for the 
NMI is [0, 1], with high values indicating a high level of similarity between the two parti-
tions, and a low value indicating a low level of similarity.
The Clustering Error (CE)

The CE is the negative, unsupervised version of the classic classification accuracy. It 
measures the proportion of correctly clustered instances by best matching the cluster labels 
to the ground-truth labels. Given the permutation mapping function map(·) over the cluster 
labels, the CE with respect to map(·) can be computed as in Eq. 5 (Hu et al. 2014; Li et al. 
2009; Li and Liu 2009). The best mapping function that permutes clustering labels to match 
the ground truth labels can be computed by the Kuhn-Munkres algorithm (the Hungarian 
method) Hu et al. (2014); Kuhn (1955). Please note that the CE validity index is sometimes 
used in its positive form, which is the clustering accuracy. It can be computed by just chang-
ing the condition in the indicator function ��·� to be negative (replace = by ̸=). The output 
value range for the CE is [0, 1], with high values indicating a low level of accuracy, and a 
low value indicating a high level of accuracy.

	
CE = 1 − 1

n

n∑
i=1

��map(lC
i ) = lC∗

i �.� (5)

The Rand Index (RI)
The RI measures the degree of agreement between two partitions. It can be used to measure 
the quality of a partition obtained by any CC algorithm by giving the ground-truth parti-
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tion as one of them. Therefore, the two compared partitions are C and C∗. The RI views C 
and C∗ as collections of n(n − 1)/2 pairwise decisions. For each xi and xj  in X, they are 
assigned to the same cluster or to different clusters by a partition. The number of pairings 
where xi is in the same cluster as xj  in both C and C∗ is taken as a; conversely, b represents 
the number of pairings where xi and xj  are in different clusters. The degree of similarity 
between C and C∗ is computed as in Eq. 6 Rand (1971), where n is the number of instances 
in X. The output value range for the RI is [0, 1], with high values indicating a high level of 
agreement between the two partitions, and a low value indicating a low level of agreement.

	
RI = a + b

n(n − 1)/2
.� (6)

The RI can be conveniently formulated in terms of the elements of a confusion matrix as 
well Zhong et al. (2019). Equation 7 defines these elements in terms of cluster memberships 
in a partition, which can be referred to as: True Positives (TP), False Positives (FP), True 
Negatives (TN), and False Negatives (FN). Equation 8 makes use of these elements to give 
a new definition for the RI.

	

TP = {(xi, xj)|lC∗

i = lC∗

j , lC
i = lC

j , i ̸= j}
FP = {(xi, xj)|lC∗

i = lC∗

j , lC
i ̸= lC

j , i ̸= j}
TN = {(xi, xj)|lC∗

i ̸= lC∗

j , lC
i ̸= lC

j , i ̸= j}
FN = {(xi, xj)|lC∗

i ̸= lC∗

j , lC
i = lC

j , i ̸= j}

.� (7)

	
RI = |TP| + |TN|

|TP| + |FP| + |TN| + |FN|
.� (8)

The Adjusted Rand Index (ARI) The ARI is the corrected-for-chance version of the RI. This 
correction is done by taking into account the expected similarity of all comparisons between 
partitions specified by the random model to establish a baseline. This modifies the output 
value range of the original RI, transforming it into [−1, 1] and slightly changing its inter-
pretation. In ARI, a high output value still means a high level of agreement between the two 
partitions, and a low value means a low level of agreement. However, a value lower than 
0 means that the results obtained are worse than those expected from the average random 
model. Equation 9 gives the formalization for the ARI Hubert and Arabie (1985).

	
ARI = RI − Expected Index

Maximum Index − Expected Index
,� (9)

where Expected Index is the degree of similarity with a random model, Maximum Index is 
assumed to be 1, and RI is the RI value computed for partitions C and C∗.
The Constrained Rand Index (CRI)

The CRI is a revised version of the RI which includes constraints specifically in its 
definition. It introduces the concept of free decisions, which are defined as decisions not 
influenced by constraints. The CRI subtracts the number of available constraints from the 
numerator and the denominator of the classic RI  (Wagstaff and Cardie 2000; Ding et al. 
2018). As a result, it only evaluates the performance of the CC methods in the free deci-
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sions. Equation 10 formalizes CRI, following the same notation as Eq. 6 (RI). Its results are 
interpreted as those of RI, but taking into account that the difficulty to obtain values close to 
1 increases with the size of the constraint set |CS|.

	
CRI = a + b − |CS|

n(n − 1)/2 − |CS|
.� (10)

Pairwise F-measure (PF-measure) The PF-measure is defined as the harmonic mean of 
pairwise precision and recall, which are classic validity indices adapted to evaluate pairs of 
instances. For every pair of instances, the decision to cluster this pair into the same or dif-
ferent clusters is considered to be correct if it matches with the underlying class labeling. 
In other words, the PF-measure gives the matching degree between the obtained partition C 
and the ground-truth class labels C∗. It can be formalized as in Eq. 12 (Basu et al. 2004a; 
Li et al. 2019), where Precision and Recall are defined as in Eq. 11, following the notation 
introduced in Eq. 7  (Zhong et al. 2019). For more details on the PF-measure please see 
Hripcsak and Rothschild (2005). The output value range for the PF-measure is [0, 1], with 
high values indicating a high level of agreement between the two partitions, and a low value 
indicating a low level of agreement.

	
Precision = |TP|

|TP| + |FP|
, Recall = |TP|

|TP| + |FN|
. � (11)

	
PF-measure = 2Precision × Recall

Precision + Recall
= 2|TP|

2|TP| + |FP| + |FN|
. � (12)

The Constrained Pairwise F-measure (CPF-measure) The CPF-measure is a version of 
the classic PF-measures that takes constraints into account. It does so by including the num-
ber of ML constraints in the computation of the Precision and Recall terms as in Eq. 13. 
This way, the number of correctly clustered instances is penalized by the number of ML 
constraints. Subsequently, the higher the number of ML constraints available to perform 
clustering, the less credit the term TP is given. The final CPF-measure can be computed as 
in Eq. 14. The output value range for the CPF-measure is [0, 1], and the value is interpreted 
as in the PF-measure.

	
Precision′ = |TP| − |C=|

|TP| + |FP| − |C=|
, Recall′ = |TP| − |C=|

|TP| + |FN| − |C=|
. � (13)

	
CPF-measure = 2Precision′ × Recall′

Precision′ + Recall′
. � (14)

The Unsat The Unsat measures the ability of any given CC method to produce partitions 
satisfying as many constraints as possible. It is computed as the ratio of satisfied constraints 
as in Eq. 15 (Davidson and Ravi 2005; González-Almagro et al. 2020). It produces a value 
in the range [0, 1], with a high value indicating a high number of violated constraint, and a 
low value indicating the contrary.
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Unsat = Infs(C, CS)

|CS|
.� (15)

The Purity This is a classic validity index used to evaluate the performance of clustering 
methods. It measures the homogeneity of the generated partition, i.e.: the extent to which 
clusters contain a single class (Zhao and Miller 2005; Halkidi et al. 2012; Xu et al. 2011). It 
can be computed by determining the most common class of each cluster ci (with respect to 
the true labels C∗), which can be done my determining the greatest intersection with respect 
to the ground-truth partition. The sum of all intersection is then divided by the total number 
of instances n in the partition C to obtain the Purity value of said partition. Equation 16 
formalizes this concept. The output value range for the Purity is [0, 1], with high values 
indicating high level of resemblance between the two partitions, and a low value indicating 
a low level of resemblance.

	
Purity = 1

n

∑
ci∈C

max
c∗

i
∈C∗

|ci ∩ c∗
i |.� (16)

The Jaccard Index (JC)
The JC measures similarity between finite sample sets. It is defined as the size of the inter-
section divided by the size of the union of the sample sets. However, this definition is incon-
venient when JC is applied to measure the quality of a partition. Subsequently, a more useful 
definition can be given in terms of Eq. 7 as in Eq. 17 (Bae and Bailey 2006; Meilă 2003; 
Halkidi et al. 2001). Please note that a high value of the CJ in the range [0, 1] indicates 
high dissimilarity between the two compared partitions, while a low value indicates high 
similarity.

	
JC = |TP|

|TP| + |FP| + |FN|
.� (17)

The Folkes-Mallows Index (FMI) The FMI is another classic external validity index used 
to measure the similarity between two partitions. It is defined as the geometric mean of the 
Precision and the Recall (Halkidi et al. 2001). It can be formulated as in Eq. 18. The output 
value range for the FMI is [0, 1], with high values indicating a high level of agreement 
between the two partitions, and a low value indicating a low level of agreement.

	
FMI =

√
|TP|

|TP| + |FP|
× |TP|

|TP| + |FN|
=

√
Precision × Recall.� (18)

The V-measure. This measure is closely related to the NMI, as it can be viewed as a version 
of it that computes the normalization of the denominator in Eq. 4 with an arithmetic mean 
instead of a geometric mean. The V-measure is defined as the harmonic mean of Homoge-
neity and Completeness, which evaluate a partition in a complementary way Rosenberg 
and Hirschberg (2007), Vlachos et al. (2008). Homogeneity measures the degree to which 
each cluster contains instances from a single class of C∗. This value can be computed as in 
Eq. 19, where H(X|Y) is the conditional entropy of the class distribution of partition X with 
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respect to partition Y, and H(X) is the Shannon entropy of X. Following the same notation, 
the Completeness can be defined as in Eq. 20. This can be intuitively interpreted as the 
degree to which each class is contained in a single cluster. Subsequently, the V-measure 
is computed as in  21 Rosenberg and Hirschberg (2007). Please note that another aspect 
to which the V-measure and the NMI are closely related is that the mutual information 
between two random variables I(X; Y) can always be expressed in terms of the conditional 
distribution of said variables H(X|Y) as follows: I(X; Y ) = H(X) − H(X|Y ). The output 
value range for the V-measure is [0, 1], with high values indicating a high level of similarity 
between the two partitions, and a low value indicating a low level of similarity.

	
Homogeneity = 1 − H(C∗|C)

H(C∗)
. � (19)

	
Completeness = 1 − H(C|C∗)

H(C)
. � (20)

	
V-measure = 2Homogeneity × Completeness

Homogeneity + Completeness
. � (21)

5.4  Constraint generation methods

The most frequently used procedure to generate constraints is the one proposed in Wagstaff 
et al. (2001). It is a simple yet effective method to generate a set of constraints based on a set 
of labels, hence the generalized use of classification datasets as benchmarks in CC literature. 
It consists of randomly choosing pairs of instances and setting a constraint between them 
depending on whether their labels are the same (ML constraint) or different (CL constraint).

The way pairs of instances are chosen from the dataset may differ from one study to 
another. However, two common trends are observed. One first decides the percentage of 
labeled data the oracle has access to and then generates the complete constraints graph based 
on those labels. The other one first decides the size of the constraint set, and then extracts 
random pairs of instances from the complete dataset. On the one hand, the first method is 
more realistic in the sense that it has limited access to labeled data, although it may bias the 
solution towards poor local optima if the selected labeled instances are not representative 
enough of the whole dataset. On the other hand, the second constraint generation method 
has virtual access to the complete set of labels, as pairs of instances are randomly chosen, 
and the constraint set may end up involving all instances in the dataset in at least one con-
straint, which might not be a realistic scenario. Nevertheless, it is less likely to bias the 
solution towards local optima.

There is no consensus on how many constraints need to be generated in order to evalu-
ate the capabilities of a given CC method. However, some general guidelines can be given. 
Based on Observation 5.1, it is clear that proper empiric evaluation of CC methods must 
include an averaging process on the results obtained for different constraint sets, in order to 
reduce the effects of specific adverse constraint sets.
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Observation 5.1  Specific constraint sets can have adverse effects. Even if constraint sets are 
generated on the basis of the true labels, some constraint sets may decrease accuracy when 
predicting those very labels (Davidson and Basu 2007).

Given Observation 5.2, testing CC methods should include different levels of constraint-
based information. This must be done in order to study the scaling capabilities of the pro-
posed method. If a method does not scale the quality of the solutions with the size of the 
constraint set, any improvement over the solutions obtained with an empty constraint set 
may be due to random effects.

Observation 5.2  The accuracy of the predictions scales with the amount of constraint-based 
information. The quality of the solution should scale with the size of the constraint set: the 
more constraint are available, the better the results obtained are Davidson and Basu (2007).

5.5  On the use of statistical tests

Statistical testing is a settled practice in Computer Science. It provides objective evidence of 
the results of a study, supporting its conclusions, either if the used tests are Null Hypothesis 
Statistical Tests (NHST) Derrac et al. (2011) or the more recent Bayesian Tests Benavoli et 
al. (2017). However, this does not seem to be the case in the CC area. As shown in Fig. 11, 
only 6,1% of the studies (17 out of 278) analyzed in this review use statistical testing to 
support their conclusions. Authors consider this to be one of the major criticisms of the area 
of CC. Studies supporting their conclusions on mere average results values for any validity 

Fig. 11  Piechart featuring the proportion of CC studies 
which use statistical tests
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index/indices (as it is the case for most of them) should be encouraged to use statistical test-
ing to further objectively prove their hypotheses.

6  Scoring system

The aim of this study is not only to give a taxonomy of constrained clustering methods, but 
also to provide researchers with tools to decide which methods to use. This section proposes 
an scoring system that is designed to indicate the potential and popularity of every reviewed 
method. This system assigns a numerical value to every CC method, which will be later 
used to rank all 315 of them. This value can be interpreted as a measure for the quality of the 
method. Three semantically different aspects of every method A are analyzed to decide its 
score: the quality of the experimental setup they are tested in (EQA), the confidence in the 
results obtained in the experiments (V QA), and the influence of the method in later studies 
(IA). As for the formalization of these concepts, it is necessary to define the basic quantifi-
able elements that can be obtained from a method, which are shown in Table 5. All of them 
are lists that contain a value or a set of values associated to every method. Therefore, the 
length of these lists is always equal to the number of methods reviewed in this study. These 
lists can be accessed in a more precise way, by method or by year. For example: DA is a 
single value which refers to the number of datasets used to test method A, and DY  is a list 
of values referring to the number of datasets used to test methods from year Y. Note that MA 
is the list of methods used to compare A, therefore MY  is a list of lists.

In this study, authors have decided to evaluate each method within its time context, i.e. 
the year of publication of the method is taken into account to compute its score. This is done 
to remove the computational capacity component from the scoring system, as the number 
of datasets or the number of methods used to test new proposal is highly dependent of said 
parameter (see Fig. 7 and Fig. 8). Moreover, publication requirements and standards change 
over the years, and tend to become more rigid. Not taking the year of publication into 
account would greatly benefit recent methods, as their studies have to meet harder publica-
tion requirements which are usually related to their novelty and their experimental quality.

6.1  Scoring of the experimental quality

The quality of the experimental setup EQ used to test a method A can be computed with 
information that is fully contained in the study which proposes it. Two of the experimental 
elements introduced in Sect. 5 take part in this procedure: the number of datasets used to 

Function Meaning
Y The list of publication years for all methods
M The lists of sets of methods used in comparisons
C The list of number of times a method is used to 

be compared with in later studies
T The list of indicators for the use of statistical 

tests for every method
D The list of number of datasets used to test every 

method
V The list of number of validity indices used to 

evaluate every method

Table 5  Functions to get basic 
features of methods
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test the scoring method A (in list D), and the methods that are used to compare it (in list 
M). Equation 22 gathers these two basic measures and gives the expression to compute the 
experimental quality of a scoring method EQA.

	
EQA = αYA

1 D′
A + αYA

2 MS′
A

αYA
1 + αYA

2
,� (22)

where the MSA term is computed on the basis of MA, but taking the publication year of 
both the scoring method A and the compared method m into account, as shown in For-
mula 23. As a result, every compared method m contributes in an inversely proportional 
way to MS with respect to the difference between the years of publication of the two meth-
ods.1 This way, methods published in years close to the year of publication of A contribute 
more to MSA that methods published long time before A. In other words: the contribution 
of every method is proportional to its novelty in the year it is used to make comparisons. 
Please note that non CC methods are always considered to be published one year before the 
first CC was published (1999). Subsequently, the contribution of non CC methods to MSA 
decays invariably with the years. By doing this, the first CC methods comparing with classic 
clustering methods are given credit by the comparison, as no CC baseline methods could 
have been established by that time. However, this is not the case for modern CC methods, 
which must be compared to other CC methods for said comparison to be meaningful.

	
MSA = 1

|MA|
∑

m∈MA

1
YA − Ym

.� (23)

Both the values of D and MS are normalized within each year following the normalization 
procedure described in Eq.  24 (min-max normalization), which results in D′ and MS′. 
This is done to lessen the effects that the computation capability context can have in EQA
. Please note that, only with respect to the year grouping aspects, methods published in 
years 2000–2003 are considered to belong to the same time context, hence they are treated 
as if they were published in the same year. With this in mind, neither Eq. 23 nor Eq. 28 are 
affected. This is done to enable withing-groups normalization and comparisons, as only 
1 method was published in 2000 and 2001, and only 3 were published in 2002 and 2003. 
These were the years in which the CC research topic was conceived and it was starting to 
grow in interest (see Sect. 1.3). Subsequently, authors consider this exception to be justified.

	
D′

A = DA − min(DYA )
max(DYA ) − min(DYA )

, MS′
A = MSA − min(MSYA )

max(MSYA ) − min(MSYA )
.� (24)

The last elements to be introduced from Eq. 23 are the αYA
1  and αYA

2  values, which are dif-
ferent for every year. These values are used to determine the influence of the datasets score 
and the compared methods score in the computation of the experimental quality score. They 
are computed as in Eq. 25, where σ(·) and µ(·) are functions which return the standard 
deviation and the mean of the list of values given as argument, respectively. Subsequently, 
αYA

1  and αYA
2  are directly proportional to the standard deviation of the datasets scores and 

the compared methods scores, respectively. In other words, αYA
1  and αYA

2  are used to give 

1 This difference is considered to be 1 for methods published in the same year, in order to avoid divisions by 0.
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more importance to disperse measures, which are usually good discriminators, and therefore 
are better suited to be used in a scoring system.

	
αYA

1 = σ(D′YA )
µ(D′YA )

, αYA
2 = σ(MS′YA )

µ(MS′YA )
.� (25)

6.2  Scoring of the validation procedure quality

Once again, the information needed to determine the quality of the validation procedures 
VQ used to evaluate the results obtained with a method A is fully contained in the study 
which proposes it. The two experimental elements (introduced in Sect. 5) that take part in 
this procedure are: the number of validity indices used to quantify the results obtained by the 
scoring method A (in list V), and the indicator of the use of statistical testing procedures (in 
list T). The list T indicates which methods use statistical tests by giving them a value of 1, 
whereas the 0 value is assigned to method that do not support their conclusions with statisti-
cal tests. Equation 26 shows the expression to compute the validation procedures quality of 
a scoring method V QA.

	 V QA = V ′
A + TA,� (26)

where V ′
A is the normalized value of V ′

A, which is computed following formula 27. Please 
note that in this case the min-max normalization does not take the publication year into 
account (in contrast to Eq. 24), as the number of validity indices used to quantify the results 
of the proposed methods does not show any tendency with respect to the publication year 
(see Fig.  10). Authors consider studies which use statistical tests to have a significantly 
higher confidence rate in their results, hence the strength of the second term in Eq. 26.

	
V ′

A = VA − min(V )
max(V ) − min(V )

.� (27)

6.3  Scoring of the influence

The influence I of a given method A cannot be computed with just the information contained 
in the study which proposes the method. This aspect of the method refers to how influential 
it has been in later literature, i.e. how many times method A has been used to make experi-
mental comparisons. This number differs from the total number of times it has been cited, as 
a citation does not guarantee that the method is being used to make comparisons. In fact, this 
is one of the hardest aspects to evaluate, and requires experimental comparisons carried out 
in a corpus of papers to be self-contained. This means that no method referred in the experi-
mental section of any paper is left out of the corpus. As will be explained in Sect. 7, authors 
have made sure that this is the case for the taxonomy presented in this study. However, once 
this information has been obtained, an index for the influence of any given method can be 
computed as simply as in Eq. 28, where CY refers to the current year, therefore CY = 2022
. This is, the number of times a method is used in experimental comparisons divided by the 
number of years it has been available.
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IA = CA

CY − YA
.� (28)

6.4  Final scoring

The final scoring S of any given method A can be computed by normalizing and adding 
up the three partial scores presented in previous sections, and scaling the output range to 
[0, 100]. Equation 29 gives the expression to compute SA. Please note that none of the par-
tial scores are bounded, hence the need of the min-max normalization step in Eq. 30.

	
SA =(EQ′

A + V Q′
A + I ′

A) × 100
3

. � (29)

	

EQ′
A = EQA − min(EQ)

max(EQ) − min(EQ)
.

V Q′
A = V QA − min(V Q)

max(V Q) − min(V Q)
.

I ′
A = IA − min(I)

max(I) − min(I)
.

� (30)

Finally, authors want to remark that no hand-tuned parameter is needed to compute SA. Con-
sequently, the probability of introducing any human bias in the scoring system is reduced.

7  Taxonomic review of constrained clustering methods

In this section, a ranked taxonomic classification for a total of 315 CC methods is presented. 
The starting point to obtain the corpus of CC studies to be reviewed was to run Query 7.1 in 
the Scopus scientific database.

Query 7.1  Scopus Query: ( TITLE-ABS-KEY ( “constrained clustering” ) OR TITLE-ABS-
KEY ( “semi-supervised clustering” ) AND TITLE-ABS-KEY ( “constraint” OR “con-
straints” OR “constrained” ) )

This is a very general and wide query, which was conceived to make sure that the most 
of the CC research area was contained in its output. Authors briefly reviewed and evalu-
ated all of outputted papers to remove those which did not belong to the CC research area. 
Afterwards, a recursive procedure was used to obtain the final corpus to be reviewed: if a 
study compares its proposal with a CC proposal not included in the corpus, then the newly 
identified study is included and applied this procedure over. This is done with the aim of 
producing a self-contained comparison. Figure 12 presents a taxonomic tree, organizing the 
categories in which the CC landscape may be divided. Particular methods are introduced 
and discussed in Sects. 7.1 to 7.17, where tables detailing the features of every method can 
be found.

As Fig. 12 shows, a high-level dichotomy can be made within the CC area: constrained 
partitional methods versus constrained distance metric learning (DML) methods (Davidson 
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and Basu 2007; Basu et al. 2008). The main difference lies in their approach to CC and in 
their output. In constrained partitional methods, constraints are included into a procedure 
that progressively builds a partition for the dataset. This is typically done by designing a 
clustering engine which can deal with constraints or by including constraints in the objec-
tive function of a given method, for example, by means of a penalty term. Generally, con-
strained partitional methods produce a partition of the dataset, which may be accompanied 
by other by-products of the CC method, such as new constraints or feature weights. On 
the other hand, constrained DML methods aim to learn a distance metric that reflects the 
information contained in the constraint set. In general, the learned distances will try to bring 
ML instances together in the output space, while trying to maximize the distance between 
CL instances. Generally, constrained DML method do not produce a partition of the dataset, 
but a new metric, data space or distance matrix. This output can be used to later produce 
a partition by means of classic clustering algorithms, or even by constrained clustering 
algorithms. Please note that the difference found between the tree classes of constrained 

Fig. 12  Taxonomic tree for the CC landscape
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DML methods is merely conceptual, as the results of all the three of them (new metric/data 
space/distance matrix) can always be derived from each other using classic DML methods. 
However, the distinction between the three classes is useful from the point of view of CC, as 
their approach to the problem is different. The vast majority of CC methods are constrained 
partitional methods. There are hybrid methods, which combine features inherited from both 
approaches.

Feature tables in Sects. 7.1 to 7.17 generally include 8 columns:

	● The SA column gives the quality score assigned to each method. It is computed follow-
ing the scoring system introduced in Sect. 6.

	● The Acronym column provides the acronym of the method. Bearing in mind that some 
authors do not name their methods, we have decided to refer to these methods by the 
initials of their authors’ names. However, there are exceptions for this rule, such as 
methods that are not named by their author but are consistently referred by later litera-
ture with a given name. In cases in which two methods have the same name, the year it 
was proposed in is added at the end of the name to differentiate them.

	● The ID column assigns a numeric identifier to each method. This number can be used to 
find the method in Appendix A, where the full name of all methods are listed, along with 
its identifier and its acronym. Full names are listed only in said appendix for the sake of 
readability and visualization.

	● The Penalty column takes two values: “✓” or “×”. This indicates whether constraints 
are included in the method by means of a penalty term in its objective function (“✓”) 
or by other means (“×”).

	● The ML and CL columns refer to the type of constraints the method can handle. Soft is 
used for soft constraints, Hard is used for hard constraints, Hybrid is used for method 
that can use both hard and soft constraints. If a method cannot handle ML or CL con-
straints it is indicated with “-”.

	● The Hybrid column indicates if the method belongs to more than one class, specifying 
the classes it belongs to. The “-” character is used if the method belongs to only one 
class.

	● The Year and Ref columns provide the year of publication and the reference of the 
method respectively.

7.1  Constrained K-means

The Constrained K-Means (CKM) category gathers methods that can be considered modifi-
cations over the classic K-Means algorithm to include constraints. Their common feature is 
that all of them use an expectation-minimization (EM) optimization scheme. In the expecta-
tion step of an EM scheme, instances are assigned to clusters minimizing the error according 
to an objective function. In the minimization step, centroids are reestimated according to 
the assignations made in the expectation step. A plethora of objective functions and centroid 
update rules has emerged to approach the CC problem, although methods belonging to these 
category can be divided into two main categories.
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7.1.1  Cluster engine-adapting methods

Cluster engine-adapting methods modify one of the two steps (or both) from the EM scheme 
in order to include constraints. Methods belonging to this category are presented in Table 6. 
The first and most basic method performing CC this way is COP-K-Means. It modifies the 
instance to clusters assignation rule from the expectation step (the clustering engine) so that 
an instance is assigned to the cluster associated to its closer centroid whose assignation does 
not violate any constraint. Another popular technique in this category consists of performing 
clustering over the previously computed chunklet graph (which enforces ML), considering 
only CL in the expectation step. This is how methods like CLAC, CLWC, PCCK-Means, 
PCBK-Means or SSKMP perform CC. All of them consider hard ML. They differ from 
each other in the way in which they build their particular chunklet graph, which may con-
tain weighted chunklets (as in CLAC and CLWC), or may rank chunklets in order for them 
to be examined more efficiently (as in PCCK-Means). Other methods use basic chunklet 
graph (like PCBK-Means and SSKMP). Some methods include constraints in EM scheme 
that are not basic K-Means, like SSKMP, which is a constrained version of the K-Medoids 
algorithm. Based on the COP-K-Means, methods like CLC-K-Means or ICOP-K-Means are 
designed to solve the dead-ends problem found in the basic algorithm.

7.1.2  Penalty-based methods

Penalty-based methods include constraints by means of a penalty term in the objective func-
tion of an EM scheme. These methods are presented in Table  7. Some of them simply 
modify previous CC or classic clustering algorithms to include a plain penalty term, such as 
SCOP-K-Means, PCK-Means, S-SCAD. Other methods, like MPCK-Means, also include 
a metric learning step in the EM scheme, which estimates a cluster-local distance measure 
for every cluster, and allows them to find clusters with arbitrary shapes. Besides, there are 
methods which use variable penalty terms, such as HMRF-K-Means, CVQE, LCVQE or 
CVQE+ that include the distance between constrained instances in it. This is, more rel-
evance is assigned to ML relating distant instances and CL relating close instances. Meth-
ods which combine pairwise constraints and other types of constraints have also emerged, 
like PCS, which includes cluster-size constraints in its EM scheme too. Other methods like 
GPK-Means use a Gaussian function and the current cluster centroids to infer new con-
straints in the neighborhood of the original constraints. These new constraints are added to 
the constraint set and used in subsequent iterations of the EM scheme.

7.2  Latent space CC

Latent space clustering performs clustering in a space which is different from the input 
space and which is computed on the basis of the dataset, and also the constraint set in 
Latent Space CC (LSCC). The input to these algorithms is an adjacency matrix defining the 
topology of the network (or graph) over which clustering needs to be performed. Each row 
or column may be regarded as the feature or property representation of the corresponding 
node. Latent space clustering methods first obtain new property representations in a latent 
space for each node by optimizing different objective functions, and then clusters nodes in 
that latent space (Yang et al. 2014).
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7.2.1  Spectral CC

Classic spectral clustering algorithms try to obtain the latent space by finding the most 
meaningful eigenvectors of the adjacency matrix, which are used to define the embedding 
in which clusters are eventually obtained  (Yang et al. 2014). A dichotomy can be made 
within this category: in graph-based methods the input data is always given in the form of a 
graph, while in non-graph based the input is an adjacency matrix or a regular dataset, which 
can be transformed into an adjacency matrix. Please note that this distinction only affects 
the conceptual level of the spectral CC category, as a graph can always be converted to and 
adjacency matrix and vice versa, all methods from one category may also be applied in the 
other category. However, the authors have decided to make this distinction, since the termi-
nology and concepts used in the studies referring to each of them differ greatly and can be 
misleading if interpreted together.

Graph-based spectral clustering
In graph-based spectral clustering, the input is assumed to be a graph. The goal is to 

partition the set of vertices of the graph, taking into account the information contained in 
the vertices themselves and in the edges of the graph. Edges may carry similarity or dissimi-
larity information regarding the vertices they connect. Some common strategies to perform 
graph clustering try to maximize the similarity of vertices within a cluster, normalizing the 
contribution of each to the objective by the size of the cluster in order to balance the size 
of the clusters. Other methods try to minimize the total cost of the edges crossing the clus-
ter boundaries (Domeniconi et al. 2011). Graph-based methods are particularly suitable to 
perform CC, as constraints can be naturally represented in their graph form, which is the 
constraint graph and the chunklet graph (introduced in Sect. 4).

Table  8 gathers graph-based spectral clustering methods. COP-b-coloring and CLAC 
exemplify the use of chunklets to enforce ML, while including CL by other means. Other 
methods modify the input graph to include the information contained in the constraint set. 
For example, PCOG modifies affinities so that ML instances are always placed in the same 
connected components and removes edges which connect CL instances. CCHAMELEON 
modifies affinities between constrained instances, making them larger if instances are 
related by ML and lower in the case of CL. The all-pairs-shortest-path algorithm is used to 
propagate changes. PAST-Toss uses a spanning tree based technique to perform CC directly 
over the constraint graph. SCRAWL is the only non-spectral graph-based CC algorithm, 
as it does not need pairwise similarity/dissimilarity information to perform CC, but graph-
related measures instead.

Non graph-based spectral clustering
In these methods, the input is given in the form of an adjacency matrix, or a dataset 

whose adjacency matrix can be easily obtained. Two techniques are commonly used to 
include pairwise constraints in these methods. (1) Modifying similarities/dissimilarities in 
the original adjacency matrix, computing eigenvectors and eigenvalues to obtain the spec-
tral embedding. (2) Using the constraints to directly modify the embedding, obtained on 
the basis of the original adjacency matrix. Any classic clustering method can be used to 
obtain the final partition in the new embedding, which can always be mapped to the original 
data (Yang et al. 2014).

Table  9 shows a list of non-graph-based spectral CC methods. The first spectral CC 
method is found in KKM/SL, known in the literature by these two acronyms (respectively 
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obtained from the name of its authors and the title of the study which proposes it). It is based 
on HMRF, performing CC by modifying the transition probabilities of the field based on 
the constraints. KKM/SL and AHMRF constitute the only two HMRF-based approaches to 
spectral CC. Another common technique in spectral CC is learning a kernel matrix based on 
the dataset over which spectral clustering is later conducted, as in RSCPC, CCSR, CCSKL, 
LSE or SSCA. This kernel matrix is usually built taking both pairwise distances and con-
straints into account. With respect to the methods which modify the original adjacency 
matrix, two strategies are the most used ones: some methods, such as ACCESS or CSC, 
simply set entries which relate constrained instances to specific fixed values, while other 
methods, such as NSDR-NCuts or LCPN, use constraint propagation techniques to propa-
gate changes in the affinity matrix once it has been modified.

7.2.2  Non-negative matrix factorization CC

Non-negative Matrix Factorization (NMF) clustering algorithms obtain the new representa-
tion of the data by factorizing the adjacency matrix into two non-negative matrices (Yang 
et al. 2014). These two matrices can be interpreted as the centroids of the partition and the 
membership degree of each instances to each cluster. By doing this, all instances can be 
obtained as a linear combination of each column of the centroids matrix, parameterized by 
its corresponding membership, found in its associated row from the membership matrix. 
It can be proven that minimizing the difference between the original dataset matrix and 
the product matrix (computed usually as the Frobenius norm) is equivalent to performing 
K-Means clustering over the dataset (Zhang et al. 2015).

Table 10 presents a list of NMF-based CC methods. One of the most common strategies 
to include constraints into the classic NMF-based methods is to modify its objective func-
tion. This can be done by means of a penalty term accounting for the number of violated 
constraints, as in PNMF, SSCsNMF and SS-NMF(08), or by more complex techniques, as 
in CPSNMF or NMFS. Another popular strategy is forcing affinities between ML instances 
to be 0 and affinities between CL instances to be 1, as in NMFCC and SymNMFCC.

7.3  Active CC

Active learning is a subfield of machine learning in which algorithms are allowed to choose 
the data from which they learn. The goal of active learning is to reduce the amount of super-
visory information needed to learn, an therefore reduce the human effort and implication 
in machine learning. In the active learning paradigm, learning methods are provided with 
an oracle, which is capable of answering a limited number of an specific type of query. For 
example, in traditional classification, active learning is used to select the best instances to be 
labeled from a dataset, so the oracle provides the label of the specific queried instance (Set-
tles 2009). In Active CC (ACC), the oracle is queried about the type of constraint relating 
pairs of instances. The key aspect in any active learning algorithm is how to choose the 
queries to be presented to the oracle.

Active learning is specially useful in CC. In order to have an explanation for this, we 
compare the complexity of the answers given by oracles involved in active classification 
and ACC. In active classification, the oracle is queried about the class of a given instance. 
This query has a virtually infinite number of answers, as the number of classes in the dataset 
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may be unknown. On the other hand, an oracle involved in CC is queried with two instances 
and asked about the constraint between them (ML or CL), which is the same as asking 
whether they belong to the same class. There are only three possible answers to this ques-
tion: “yes”, “no” or “unknown”. It is clear that the oracle in CC carries out a far simpler 
job than the one in classification. Let us remember that the oracle is just an abstraction of a 
knowledge source, which is generally a human user. Querying a human about the relation 
between instances instead of about their class requires less effort from them and leads to less 
variability and noise in the queries, as the extensive literature in active CC shows.

Two subcategories can be found in Active CC. In active constraint acquisition, constraints 
are actively generated before performing constrained clustering, while in active clustering 
with constraints, both clustering and active constraint generation are performed iteratively 
at the same time. This way, in active constraint acquisition queries are generated on the 
basis of the dataset and the current state of the constraint set, while in active clustering with 
constraints information about the current partition can also be used.

7.3.1  Active constraint acquisition

The immediate result of active constraint acquisition methods is a set of constraints, rather 
than a partition of the dataset. However, the partition can be obtained using any other CC 
method by just feeding the generated constraints into it, along with the dataset used to 
generate the constraints. Only the dataset, the constraint set generated so far, and an initial 
unconstrained partition are available to perform active constraint learning in the active con-
straint acquisition paradigm. No CC algorithm is involved in the constraint acquisition step. 
Table 11 shows a list of active constraint acquisition methods. Columns indicating the type 
of constraint these methods can handle have been removed, as they are not relevant here. 
Column “CC Method” has been added, indicating the CC method used to produce a parti-
tion based on the constraint generated by every active constraint acquisition method in the 
experimental section of the studies that propose them.

Many strategies to select the best pair of instances to query to the oracle have been pro-
posed. Some methods start by dividing the dataset into preliminary groups and then use the 
oracle to query constraints which consolidate that information, such as FFQS, MMFFQS, 
SSL-EC or LCML. Other methods focus on finding the boundaries in the dataset to select 
pairs of instances from them, such as ACCESS, ASC(10) or SACS. Besides, there are meth-
ods that use classic clustering to obtain preliminary information from the dataset, such as the 
co-association of instances or the compactness of clusters. DGPC, JDFD, WAKL, MICS, 
AAA(19), AIPC, ALPCS or ASCENT are some of the methods which use this strategy. 
Other methods focus on specific features from the constraint themselves in order to evalu-
ate them and select the more informative ones, such as AAVV or KAKB. More complex 
approaches can be found in AAA(18), which solves the active constraint acquisition prob-
lem as an instance of the uncapacited k-facility location problem, or RWACS, which uses 
the commute time from graph theory to select queries.

7.3.2  Active clustering with constraints

In active clustering with constraints, a CC procedure and a constraint generation method are 
applied alternately. The immediate result of these methods are both a partition of the dataset 
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and a constraint set. These methods usually start by computing an unconstrained partition 
of the dataset. After this, some criteria are applied to select pairs of instances to query the 
oracle on the basis of the obtained partition. The answers to these queries are used to gener-
ate and save new constraints, which are later used to generate a new partition of the dataset 
by means of a CC method. Active clustering with constraints methods iterate these steps to 
produce the final constraint set and the partition. The active constraint generation method 
can be dependent of the CC method used to produce partitions, in which case they cannot be 
used separately. On the other hand, some active constraint generation methods are designed 
to be paired with any CC algorithm.

Table 12 gathers a list of active clustering with constraints methods. A major trend in 
this category is found in the use of the uncertainty of instances to rank and pair them to 
select the more uncertain ones and query them to the oracle. The uncertainty is always 
computed based in the current partition and is usually defined as the probability of an 
instance belonging to different known clusters. Some methods in this category are: RHWL, 
IU-Red, ALCSSC, CMKIPCM, AAA, URASC, A-COBS, ADP and ADPE. There are as 
well other criteria to select pairs of instances to query, such as the utility maximization 
(SRBR), the maximum expected error reduction (ASC), the partition change maximization 
(Active-HACC), the ensemble consensus (PT), or the classic informativeness and coher-
ence (A-ITML-K-Means). Cluster-related criteria can also be used to select queries, such as 
the size and distance between the clusters (CAC, COBRA) or how well defined the frontiers 
are between them (AFCC, CVQE+). Paradigm-specific criteria are used by some methods, 
such as CMVNMF, which performs multi-view clustering and selects pairs of instances to 
query, based on intra-view and inter-view criteria, or AC-CF-tree and COBRAS, which use 
queries to determine the best cluster merge to perform in hierarchical CC. Similarly, the 
family of active FIECE-EM use concepts related to the population of individuals it main-
tains to select the best instances to query.

7.4  Neural network-based CC

Neural Networks (NN) are universal approximators which have been applied in many 
machine learning tasks, and CC is not an exception. Neural Network-based CC (NNbCC) 
tackles the CC from the NN perspective in three different ways: through self organizing 
maps, through deep-embeded clustering and through classic neural networks architectures.

7.4.1  Self organizing maps-based CC

Self organizing maps are NN (usually with fixed topology) whose neurons modify their 
position in the solution space to organize themselves according to the shape of the clusters. 
The result is a net whose neurons are grouped in clusters, which can be used to determine 
the cluster every instance belongs to. Constraints can be included into this process in dif-
ferent ways, as Table 13 shows. Some on them, like SS-FKCN, simply use a penalty term 
accounting for violated constraints in a classic SOM variant. Others such as PrTM and 
SSGSOM, reformulate the classic SOM problem and use multiple neuron layers, forcing 
instances to flow through these to layers to be ultimately assigned to the appropiate cluster. 
In order to do so, PrTM uses constraint-influenced probabilities to decide how the position 
of the neurons changes, while SSGSOM adjusts the between-layer weights and the num-
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ber of nodes of the first layer to dynamically correct the violation of constraints. Simpler 
methods like the S3OM, modify classic SOM for it to carry out only assignations without 
violating any constraints, similarly to COP-K-Means.

The main difference between SOM-based approaches to CC and the other two approaches 
(deep embedded clustering and classic neural networks) is that the primary goal of the for-
mer is to produce a partition of the dataset, while the latter’s is to cast predictions over 
unseen instances regarding the cluster they belong to. Please note that a partition can be 
obtained with deep embedded clustering and classic neural networks by feeding the training 
instances to the trained model.

7.4.2  Deep embedded clustering-based CC

In deep embeded clustering-based CC constraints are included into the classic Deep Embe-
ded Clustering (DEC) model. Table 14 gathers methods which use this approach. SDEC 
includes constraints into the classic DEC model by using constraints to influence its distance 
learning step, DCC does so by simply modifying the loss function of DEC with a penalty 
term. CDEC uses DEC to initialize its encoder, which is finally retrained to finally assign 
instances to clusters and satisfy the constraints.

7.4.3  Classic neural network-based CC

Lastly, classic neural network-based CC methods are presented in Table 15. Some of them, 
such as S3C2 and CDC, use the siamese neural networks, as they are known, to solve the 
CC problems in two steps. In the case of S3 C2, the siamese neural network is used to solve 
the two steps in which the CC is decomposed into simpler binary problems, while CDC uses 
the siamese neural network to perform unsupervised clustering and a triple NN to perform 
CC. NN-EVCLUS simply implements EVCLUS in an NN setup and uses a penalty term in 
its loss function to include constraints.

SNNs consist of a NN model designed to learn non-linear similarity measures from pair-
wise constraints and to generalize the learned criterion to new data pairs. A SNN is a feed-
forward multi-layer perceptron whose learning set is defined as triplets composed of two 
instances and the constraint set between them, using 1 for ML and 0 for CL. In other words, 
ML instances have an associated target equal to 1, while CL instances have an associated 
target equal to 0. From the architectural point of view, the SNN has an input layer which 
accepts pairs of instances, a single hidden layer which contains an even number of units, 
and an output neuron with sigmoidal activation. The training of the SNN can be performed 
using the standard backpropagation scheme. Since the metric learned by an SNN cannot 
be straightforwardly used by a K-Means style algorithm, as the centroids do not necessar-
ily have to be found in the dataset, centroids computation can be embedded in the SNN 
by using a classic K-Means minimization scheme based on backpropagation. This scheme 
keeps the weights and biases of the trained SNN fixed and varies the centroid coordinates 
(seen as free parameters). This is equivalent to redefining the original SNN model by adding 
a new layer to the network structure whose neuron activation functions correspond to the 
identity mapping.
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7.5  Ensemble CC

Ensemble clustering methods usually perform clustering in two steps. (1) generating a pool 
of solutions, whose diversity depends on the method (or methods) used for the generation. 
(2) taking the pool of solutions as input and producing a single final solution by merging or 
selecting solutions from the pool. The function in charge of this procedure is called the con-
sensus function. The application of ensemble-based clustering methods on the constrained 
clustering problem gives place to a new distinction within this category, which classifies 
Ensemble CC (ECC) methods depending on the step (or steps) in which they consider con-
straints. Sections 7.5.1 and 7.5.1 present the details on the variants of these concepts.

7.5.1  Constrained pool generation

These ensemble methods use constraints in the pool generation step (the first step), i.e.: the 
partitions in the pool of solutions are generated with CC methods. Table 16 presents the list 
of methods belonging to this category. The consensus functions used by these methods do 
not take constraints into account. Therefore they are not considered in any distinction made 
within this category. The most commonly used consensus functions are majority voting, 
NCuts and CSPA.

Table 13  Feature table for the NNbCC - Self Organizing Maps-based CC methods
SA Acronym ID Penalty ML CL Hybrid Year Refs.
5.74 SS-FKCN 36 ✓ Soft Soft – 2006 Maraziotis et al. (2006)
10.13 PrTM 77 × Soft Soft – 2009 Benabdeslem and Snoussi (2009)
7.70 S3OM 111 × Hard Hard – 2011 Allab and Benabdeslem (2011)
10.74 CS2GS 201 × Soft Soft Online CC 2015 Allahyar et al. (2015)

Table 14  Feature table for the NNbCC - Deep Embeded Clustering-based CC methods
SA Acronym ID Penalty ML CL Hybrid Year Refs.
10.03 SDEC 260 × Soft Soft – 2019 Ren et al. (2019)
12.74 DCC 265 × Soft Soft – 2020 Zhang et al. (2019, 2021)
2.44 CDEC 275 × Soft Soft – 2021 Amirizadeh and Boostani 

(2021)
6.10 conDetSEC 310 × Soft Soft Time Series 2023 Ienco and Interdonato (2023)
9.09 ACDEC 315 × Soft Soft Active Cluster-

ing with
Constraints

2023 Hazratgholizadeh et al. 
(2023)

Table 15  Feature table for the NNbCC - Classic Neural Network-based CC methods
SA Acronym ID Penalty ML CL Hybrid Year Refs.
7.01 SNN 136 × Soft Soft Constrained Distance

Transformation
2012 Maggini et al. (2012)

15.54 S3C2 268 × Soft Soft – 2020 Śmieja et al. (2020)
10.09 CDC 274 × Soft Soft – 2021 Cui et al. (2021)
3.56 NN-EVCLUS 284 ✓ Soft Soft – 2021 Denoeux (2021)
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Many methods use the subspace technique, which consists of performing clustering in a 
new space with a lower number of dimensions than the original space. The technique used to 
produce different subspaces introduces variability on the pool of solutions. The most com-
mon procedure used to generate the subspaces is simply a random sampling of the original 
features, such as in SCSC, ISSCE, RSSCE, CESCP, DCECP or ADPE. However, there are 
subspace generation methods specifically designed for certain algorithms. An example of 
this is SMCE, which uses the CSI method to project instances and constraints into multiple 
low-dimensional subspaces and then learning positive semi-definite matrices therein.

Other methods simply use any previous CC algorithm to produce the pool. The most 
common way to introduce diversity in the pool is by applying different CC methods to pro-
duce different partitions. Methods that use this strategy are SCEV, MVSCE, E2CPE, HSCE 
or FQH. Another (and less used) method to generate diversity is varying the hyperparam-
eters of a single CC method, as in Samarah.

7.5.2  Constrained consensus

In constrained consensus ensemble methods, constraints are used only in the consensus 
function to produce a final partition meeting as much constraints as possible. Table 17 gath-
ers the four methods which belong to this category. All of these methods generate the par-
titions in the pool by means of classic clustering algorithms. This is why the consensus 
functions used by these methods usually measure the quality of the generated solutions with 
respect to the constraints by means of a quality index and select the best ones to be finally 
merged. For example COBS and A-COBS use the infeasibility to select the best partition in 
the pool, which is generated by any classic clustering method. WECR K-Means runs classic 
K-Means multiple times with different hyperparameters to generate the pool, then a weight-
ing procedure is used to automatically assign a weight to every partition depending on their 
local and global quality, which includes the infeasibility. A weighted co-association matrix 
based consensus approach is then applied to achieve a final partition. Semi-MultiCons builds 
a tree-like pool or partitions and then applies a normalized score which measures constraint 
satisfaction if any given merge or split operation between clusters is performed in the tree.

7.5.3  Full constrained

These methods (in Table 18) include constraints in both the pool generation and the con-
sensus steps. They make use of the formulas described before and combine them. On the 
one hand, SFS3EC, ARSCE and RSEMICE make use of the subspace technique, although 
they differ in the consensus function. SFS3EC merges partitions in the pool by building a 
hypergraph which takes partitions and constraints into account and running METIS over 
this graph to get the final partition. ARSCE computes the affinity graph for every solu-
tion in the pool, and uses regularized ensemble diffusion to fuse the similarity informa-
tion. Finally, RSEMICE assigns a confidence factor to each solution in the pool to build a 
consensus matrix, which can be interpreted as a graph over which the NCut algorithm is 
applied (used as the consensus function). On the other hand, COP-SOM-E and Cop-EAC-
SL use previous CC methods (ICOP-K-Means and COP-K-Means, respectively) to generate 
their pool. COP-SOM-E uses a hard constrained version of SOM as the consensus matrix, 
and Cop-EAC-SL runs the constrained single-link algorithm over a co-association matrix 
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which counts how many times pairs of instances are placed in the same cluster in different 
partitions.

7.6  Metaheuristics-based CC

Metaheuristics-based CC (MbCC) use metaheuristic algorithms to approach the CC prob-
lem. Many distinctions can be made within the metaheuristic algorithms field, in this study 
the trajectory-based methods versus population-based methods is used to produce to subcat-
egories of CC approaches, as it is the one which results in the more consistent dichotomy.

7.6.1  Population-based

A plethora of metaheuristic methods has been applied to the CC problem. Particularly, pop-
ulation-based methods have shown remarkable success, with evolutive algorithms being the 
most used ones. A further distinction can be made within these methods: swarm optimiza-
tion algorithms and genetic algorithms. In swarm optimization algorithms, a population of 
individuals is used to mimic the behavior of a colony of insects in its natural environment, 
while in genetic algorithms, the population is evolved according to the rules of natural selec-
tion, expecting them to generate the best possible individual (solution).

Swarm Optimization
Table 19 gathers swarm optimization algorithms which tackle the CC problem. All of 

them are based on ant colonies behavior, with the main differences found in the scheme used 
to include constraints. MCLA, MELA and CELA are all based in the Leader Ant algorithm 
and use the same integration scheme. They modify the ant-nest assignment rule so that only 
feasible assignments are taken into account. MCLA and MELA ensure that they do not 
violate any ML constraints by using chunklets. They only differ in the type of constraints 
they can handle. CAC is based on the RWAC algorithm, which tries to simulate the behav-

Table 17  Feature table for the ECC - Constrained Consensus methods
SA Acronym ID Penalty ML CL Hybrid Year Refs.
6.95 COBS 240 × Soft Soft – 2017 Van Craenendonck 

and Blockeel (2017)
8.76 A-COBS 241 × Soft Soft Active Cluster-

ing with
Constraints

2017 Van Craenendonck 
and Blockeel (2017)

6.68 WECR K-Means 278 × Soft Soft – 2021 Lai et al. (2019)
5.39 Semi-MultiCons 288 × Soft Soft – 2022 Yang et al. (2022)

Table 18  Feature table for the ECC - Full Constrained methods
SA Acronym ID Penalty ML CL Hybrid Year Refs.
6.34 Cop-EAC-SL 75 × Soft Soft – 2009 Abdala and Jiang (2009)
3.00 En-Ant 133 × Soft Soft Swarm Optimization 2012 Yang et al. (2012)
7.54 COP-SOM-E 143 × Hard Hard – 2012 Yang et al. (2012)
10.72 RSEMICE 237 ✓ Soft Soft – 2017 Yu et al. (2017)
15.04 SFS3EC 257 × Soft Soft Non Graph-based 2019 Tian et al. (2019)
6.86 ARSCE 263 × Soft Soft – 2020 Luo et al. (2019)
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ior of ants in their environment trying to find a place to sleep. Constraints are included in 
this scheme by modifying attractive and repulsive forces between ants associated to con-
strained instances. The En-Ant algorithm uses three instances of the Semi-Ant algorithm 
as the partition generation algorithm in an ensemble setup. Constraints are used both in the 
generation of the partition pool and in the consensus function. Please note how none of these 
algorithms modify the fitness function of the ant colony algorithm on which they are based, 
instead they include constraints by modifying other aspects of the algorithms.

Genetic Algorithm
Genetic strategies used to tackle the CC problems are presented in Table 20. A low-level 

dichotomy can be made within these methods, they can be either single-objective or multi-
objective genetic algorithms. On the one hand, multi-objective algorithms optimize a set of 
fitness functions all at the same time. Constraints can be naturally included in this paradigm 
by simply adding the infeasibility as one of the functions to be optimized. This is the case 
for MOCK (which includes constraints into the classic PESA-II algorithm), PCS (which is 
based on NSGAII) and ME-MOEA/DCC  (which modifies classic MOEA/D). These three 
proposals also modify a basic aspect of the algorithm they are based on for it to fit better 
to the CC problem. MOCK implements a constraint-oriented initialization scheme. PCS 
features an improving procedure applied to the population after the classic operators have 
been applied. Lastly, ME-MOEA/DCC  uses memetic elitism with controlled feedback. On 
the other hand, single objective genetic algorithms usually optimize a combination of any 
classic clustering related measure and the infeasibility included as a penalty term. Methods 
such as COP-HGA, BRKGA+LS or SHADECC  use this strategy. Other proposals, such 
as Cop-CGA and FIECE-EM, evolve separate populations or subpopulations which have 
individuals with different solutions qualities and make them interact to generate new indi-
viduals. FIECE-EM+BFCU, FIECE-EM+FCU, FIECE-EM+DVO and FIECE-EM+LUC 
are all active variants of FIECE-EM.

7.6.2  Single individual

Single individual methods focus on modifying and improving a single candidate solution. 
They start with a single individual which is improved with respect to the fitness function. 
Simulated annealing, local search, iterated local search or guided local search are examples 
of single solution metaheuristics. Table  21 lists methods which belong to this category. 
CCLS and DILSCC use both variants of the classic LS algorithm to find solutions for the 
CC problem. They use a combination of the intra-cluster mean distance and the infeasibility 
to build their fitness function. The SemiSync algorithm is a nature-inspired non-evolutive 
based on regarding instances as a set of constrained phase oscillators, whose dynamics can 
be simulated to build a partition. The local interaction of every oscillator with respect to 

Table 19  Feature table for the MbCC - Population-based - Swarm Optimization methods
SA Acronym ID Penalty ML CL Hybrid Year Refs.
6.26 MCLA 91 × Hard Hard – 2009 Vu et al. (2009)
12.66 MELA 92 × Hard – – 2009 Vu et al. (2009)
12.66 CELA 93 × – Hard – 2009 Vu et al. (2009)
7.71 CAC 132 × Soft Soft – 2012 Xu et al. (2011, 2013)
3.00 En-Ant 133 × Soft Soft Full Constrained 2012 Yang et al. (2012)
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its neighborhood can be computed over time. Therefore similar instances will synchronize 
together in groups that can be interpreted as clusters. ML and CL are included by introduc-
ing an additional global interaction term.

7.7  Multi-view CC

In many applications, data is collected from different sources in diverse domains, usually 
involving multiple feature collectors. This data refers to the same reality, although it exhibits 
heterogeneous properties, which translates into every instance being described by different 
sets of features. These are the called views, and the problem of performing clustering over 
instances described by different sets of features is known as multi-view (or multi-source) 
clustering Yang and Wang (2018). In multi-view clustering, different sources of the data are 
used to produce a single partition. Constraints can be included into multi-view clustering 
in different ways and levels, giving place to Multi-View Constrained Clustering (MVCC). 
With respecto to the level in which constraints can be used, two options are available: intra-
view constraints and inter-view constraints. Intra-view constraints relate instances which 
belong to the same view of the data (similarly to constraints in any non MVCC algorithm), 
while inter-view constraints relate instances which belong to different views, hence encour-
aging collaboration between the clustering processes applied to them.

7.7.1  Intra-view constrained

Intra-view CC usually performs clustering separately in each view and then tries to find a 
consensus between the obtained partitions (similarly to what ensemble clustering does with 
the consensus function). Methods which belong to this category are gathered in Table 22. 
SMVC models clustering views via multivariate Bayesian mixture distributions located in 
subspace projections. It includes constraints in the Bayesian learning processes. TVClust 
and RDPM are both very particular methods, as they view the dataset and the constraint set 
as different sources of information for the same data, thus performing multi-view cluster-
ing with only two views. The dataset is modeled by a Dirichlet Process Mixture model and 
the constraint set is modeled by a random graph. They aggregate information from the two 
views through a Bayesian framework and they reach a consensus about the cluster structure 
though a Gibbs sampler. MVMC independently builds a pairwise similarity matrix for every 
view and casts the clustering task into a matrix completion problem based on the constraints 
and the feature information from multiple views. The final pairwise similarity matrix is built 
iteratively by approaching the independent pairwise similarity matrices in different views 
to each other. The final partition is obtained by performing spectral clustering of the final 
similarity matrix. SSCARD is based on classic CARD, which is able to combine multiple 
weighted sources of relational information (some may be more relevant than others) to 
produce a partition of the dataset. SSCARD simply includes the PCCA penalty term (see 
Sect. 7.11) into the classic CARD objective function. Lastly, MVCC is the only intra-view 
CC method that performs clustering in the different views in a collaborative way. It per-
forms constrained clustering in each view separately, inferring new constraints and trans-
ferring them between views using partial mapping. For constraint inference and transfer, a 
variant of the co-EM algorithm Nigam and Ghani (2000) is used, which is an iterative EM 
based algorithm that learns a model from multiple views of the data.
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7.7.2  Inter-view constrained

Inter-View CC methods can handle both intra-view and inter-view constraints. Methods 
which belong to this category are presented in Table 23. UCP uses the results of intra-view 
constraint propagation to adjust the similarity matrix of each view, and then performs inter-
view constraint propagation with the adjusted similarity matrices. Its main drawback is that 
it is limited to two views. CMVNMF minimizes the loss function of NMF in each view, as 
well as the disagreement between each pair of views. The disagreement is defined as the dif-
ference between feature vectors associated to the same instance in the same view. It should 
be high if they are CL instances and low if they are ML instances. MSCP can propagate 
constraints across different data sources by dividing the problem into a series of two-source 
constraint propagation subproblems, which can be transformed into solving a Sylvester 
matrix equation, viewed as a generalization of the Lyapunov matrix equation. MCPCP uses 
a low-rank relation matrix to represent the pairwise constraints between instances from 
different views. Afterwards it learns the full relation matrix by using a matrix completion 
algorithm and derives an indicator matrix from it with an iterative optimization process.

7.8  Kernel CC

Kernel methods perform clustering by mapping the data from the original input space to 
a new feature space, which is usually of higher dimensionality. The key aspect of kernel-
based methods is the avoidance of an explicit knowledge of the mapping function, which 
is achieved by computing dot products in the feature space via a kernel function. A critical 
aspect for kernel-based methods is the selection of the optimal kernel and its parameters. 
The basic classic kernel-based clustering method is the Kernel-K-Means algorithm. It per-
forms clustering directly in the feature space by computing pairwise distances and updating 
centroids, using dot products and the kernel trick  (Domeniconi et al. 2011). The goal of 
Kernel CC (KCC) is to learn a kernel function that maps ML instances close to each other 
in feature space, while mapping CL instances far apart, an then perform clustering in the 
feature space.

Table 24 shows a list of KCC methods. The first KCC method can be found in SSKK 
Kulis et al. (2005, 2009), which is built on the basis of the HMRF-K-Means method. Kernel 
CC methods are all very similar to each other, with one of the few differences being the way 
in which they include the kernel parameters in clustering process. Some methods, such as 
ASSKK or SFFA include this parameter in the optimization process. Therefore they do not 
need to be specified by the user, not withstanding the higher computational cost. Addition-

Table 21  Feature table for the MbCC - Single individual methods
SA Acronym ID Penalty ML CL Hybrid Year Refs.
3.56 PAST-Toss 54 × Soft Soft Graph-based 2008 Coleman et al. (2008)
3.99 CCLS 223 ✓ Soft Soft – 2016 Hiep et al. (2016)
11.50 CG+PR+LS 236 × Soft Soft Column 

Generation
2017 Oliveira et al. (2017)

14.10 SemiSync 258 × Soft Soft – 2019 Zhang et al. (2019)
20.09 DILSCC 270 ✓ Soft Soft – 2020 González-Almagro et 

al. (2020)
15.05 FastCCP 308 × Hard Hard – 2023 Gao et al. (2023)
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ally, other methods use more than one kernel, such as TRAGEK and ENPAKL. They learn 
multiple kernels which are later combined in a single one to obtain the global kernel matrix. 
Some minor differences can be found in ssFS, for example, which is specifically designed 
to cluster sets of graphs.

7.9  Fuzzy CC

Fuzzy classic clustering represents a hard dichotomy within the clustering area. In fuzzy 
clustering, instances are allowed to belong to more than one cluster, with a list of probabili-
ties that indicate the likelihood of said instance to belong to every cluster. The set of these 
lists is called a fuzzy partition, in contrast to crisp (or hard) partitions obtained by non-fuzzy 
clustering algorithms, where instances are assumed to belong to a single cluster with a 100% 
probability Baraldi and Blonda (1999). Fuzzy clustering algorithms are usually applied over 
relational information, meaning that the feature vector describing the instances in the data-
set are not needed, only the pairwise relations between them, which can be computed as 
pairwise distances Ruspini et al. (2019). This makes the fuzzy clustering paradigm specially 
suitable to be extended in order to include constraints, as constraints are a natural type of 
relational information.

A list of Fuzzy CC (FCC) methods is proposed in Table 25. Even if this is one of the larg-
est categories in clustering-based CC methods, authors have found that no further signifi-
cant categorizations can be performed over it. The vast majority of methods in this category 
include constraints by means of a penalty term, which can be computed with different confi-
dence degrees (Maraziotis 2012). The confidence degree of the penalty refers to the number 
of possible assignations in which constraints violations are checked. Some methods exam-
ine all possible assignations for all constraints, such as SSCARD or AFCC, while others 
only examine the most probable assignation, like SSFCA, which is equivalent to perform 
violations checks in the crisp partition. Many methods are based on the PCCA method (see 
Sect. 7.11), such as AFCC, ACC, SS-CARD, PCsFCM and SS-CLAMP. These methods 
modify the objective function of PCCA to make it fuzzy or borrow its objective function to 
use it in a new optimization scheme. Besides, it is worth noting that some fuzzy methods are 
not relational but evidential. The evidential clustering framework is built around the con-
cept of credal partition, which extends the concepts of crisp and fuzzy partitions and makes 
it possible to represent not only uncertainty, but also imprecision with respect to the class 
membership of an instance. Methods such as CECM, CEVCLUS and k-CEVCLUS include 
constraints into the evidential clustering paradigm, with CEVCLUS and k-CEVCLUS com-
bining both relational en evidential fuzzy clustering features.

7.10  Mixture model-based CC

Mixture models are parametric statistical models which assume that a dataset originates 
from a weighted sum of several statistical sources. These sources can typically be Gaussian 
distributions, originating the Gaussian Mixture Model (GMM). However, other statistical 
distributions (like the Dirichlet distribution) can be used in the mixture models paradigm. In 
GMM-based clustering, each cluster is associated to a parameterized Gaussian distribution. 
These parameters are optimized for the final distribution to explain its associated cluster. 
The result of GMM-based clustering is not a crisp partition, but the probability for each 
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instance to be generated by each of the available optimized Gaussian distributions. EM 
schemes are one of the most widely used methods to optimize the parameters of the distribu-
tion (Dempster et al. 1977). Table 26 gathers Mixture Model-based CC (MMbCC) methods. 
The most common way to include constraints in GMM-based clustering is by discarding 
unwanted distributions. For the case of hard CC, this is done by removing all distributions 
which violate any constraints from the addition of Gaussians, as in Constrained EM or 
DPMM. In the case of soft CC, the summation of distributions is modified to take these 
distributions into account to a higher or lower extent depending on the number of violated 
constraints and on the relevance of constraints themselves. This can be achieved by means 
of a penalty-style objective function, as in sRLe-GDM-FFS, MCGMM, SCGMM, or by 
assigning a level of confidence to each constraint, as in MAA or PPC. Some methods use 
different statistical models (not Gaussian), like DPMM, which uses Diritchlet Processes, or 
they allow a single cluster to be represented by more than one distribution, as in MCGMM. 
SPGP is not based on Gaussian mixture models but on Gaussian process classifiers (GPC). 
Given its similitude with GMM, authors have decided to include it in this category. The 
main difference between these two paradigms is that GMM are generative models, while 
GPC are discriminative models.

7.11  Hierarchical CC

Details in classic hierarchical clustering and hierarchical CC have been already introduced 
in Sect. 3.1. Let us remember that hierarchical clustering methods produce a dendrogram, 
instead of a partition. Affinity criteria are used to determine cluster merges in every lever of 
the dendrogram.

Table 27 presents a list of Hierarchical CC (HCC) methods. Many strategies designed 
to include constraints into hierarchical clustering can be found in this category. Some on 
them modify the clustering engine of existing methods to include constraints in the pro-
cess of selecting the clusters to merge, such as COP-COBWEB, C-DBSCAN, CAC1, 
Cons-DBSCAN or SDHCC. Others transform the dataset in some way for it to include 
the information contained in the constraint set, such as COBRA, COBRAS, C-DenStream. 
AHC-CTP includes constraints in the computation of the dissimilarities without using a 
penalty term, while methods such as 2SHACC and PCCA have to use one. The only divisive 
hierarchical CC method found by the authors is SDHCC, all of the rest perform hierarchical 
agglomerative CC.

7.12  Density-based CC

In density-based classic clustering, a cluster is considered to be a set of instances spread in 
the data space over a contiguous region with high density of instances. Density-based meth-
ods separate clusters by identifying regions in the input space with low density of instances, 
which are usually considered as noise or outliers Kriegel et al. (2011).

Table 28 presents a list of Density-based CC (DbCC) methods. Two main strategies are 
used to include constraints into density-based clustering methods. The first one consists 
of modifying the assignation rule for instances to cluster, taking constraints into account, 
similarly to the way in which it is done in cluster engine-adapting methods. This strategy is 
used in methods like C-DBSCAN, C-DenStream, Cons-DBSCAN, SDenPeak or SSDC. On 
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the other hand, some methods use constraints to redefine the density computation method 
to take them into account, such as in SemiDen or YZWD. In addition, there are methods 
that simply use constraints to modify the similarity measure or the dataset on the basis of 
the constraints, which run classic density-based clustering algorithm over them afterwards, 
such as SSDPC or fssDBSCAN.

7.13  Online CC

Online clustering methods perform clustering over data which varies over time. This is 
called a data stream. In classic online clustering, new data instances arrive (in the form of 
chunks or single instances) over time and the goal of the clustering algorithm is to produce 
a partition of the current set of instances, usually taking into account information obtained 
from past instances. In online constrained clustering, not only new instances are provided 
to the method over time, but also constraints and, in some cases, only constraints. Methods 
performing Online CC (OCC) are gathered in Table 29.

The CME algorithm is an online wrapper for the COP-K-Means algorithms. It gradually 
forgets past constraints, lowering their effect on the current partition as new data from the 
data stream arrive. TDCK-Means is built on the basis of classic K-Means and also uses 
a decay term to handle online constraints. It addresses the temporal nature of the data by 
adapting the Euclidean distance to take into account both the distance in the multidimen-
sional space and in the temporal space. A penalty term is then added to include constraints, 
which is more severe for instances closer in time and whose magnitude decays over time. 
CS2GS also uses constraint weight decay to perform online CC and is based on SOM. The 
architecture of the neural network used by CS2GS features two layers. The between-layer 
weights and the number of nodes of the first layer are adapted to dynamically correct the 
violation of constraints. Using the metrics included in these layers as a reference, the viola-
tion of constraints is quantified as network’s error. Weights are modified over time based 
on the error to obtain the new weights. The weight update procedure tries to satisfy the 
currently violated constraints while keeping the new weights close to the old ones to avoid 
breaking the old constraints.

O-LCVQE and C-RPCL are both online competitive learners. Competitive learning algo-
rithms are characterized by competition among k neurons, which compete to learn instances. 
This is known as the winner-take-all (WTA) approach. Competitive learning can be seen as 

Table 24  Feature table for KCC methods
SA Acronym ID Penalty ML CL Hybrid Year Refs.
20.60 SSKK 23 × Soft Soft – 2005 Kulis et al. (2005, 2009)
6.24 ASSKK 27 × Soft Soft – 2006 Yan and Domeniconi (2006)
9.90 BoostCluster 40 × Soft Soft – 2007 Liu et al. (2007)
15.70 CCSKL 89 × Soft Soft Non Graph-based 2009 Li and Liu (2009)
2.37 SFFA 125 × Soft Soft – 2012 Almeida et al. (2012)
6.97 TRAGEK 141 × Soft Soft – 2012 Chen et al. (2012)
6.97 ENPAKL 142 × Soft Soft – 2012 Chen et al. (2012)
4.15 ssFS 291 ✓ Soft Soft – 2012 Huang et al. (2012)
5.82 SSKSRM 157 × Hard Hard – 2013 Tang and Miyamoto (2013)
5.82 SSSeKRM 158 × Hard Hard – 2013 Tang and Miyamoto (2013)
12.08 SKML 194 × Soft Soft – 2014 Baghshah et al. (2014)
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performing cluster in the input space, viewing the neurons as centroids and using the Euclid-
ean distance as the competition score. The O-LCVQE is a WTA approach that can only deal 
with CL constraints by defining the score as in LCVQE. Therefore the winner centroid is 
computed with regards to the objective function of LCVQE modified to consider only CL 
constraints. Similarly, the RPCL algorithm Xu et al. (1993) can be modified to include only 
CL constraints within the WTA, resulting in C-RPCL. The intuition behind this modified 
algorithm is that, if a CL constraint gets violated by assigning the instance to a given cen-
troid, C-RPCL searches for the nearest rival which does not cause any constraint violations. 
This nearest rival becomes the winner, and the previous winner prototype is moved away 
from that instance.

C-DenStream is based on the density-based clustering DenStream, which is the online 
version of DBSCAN. DenStream performs density-based clustering. it uses the micro-clus-
ter density, which is based on weighting areas of instances in a neighborhood as a result of 
an exponential decay function over time. C-DenStream includes constraints into the Den-
Stream clustering process by translating instance-level constraints into micro-cluster-level 
constraints using the micro-cluster membership of each instance in each timestamp. Semi-
Stream builds an initial partition using MPCK-Means and updates it as new chunks of data 
arrive. The update process consist of performing clustering assigning pairs of constrained 
instances to clusters, minimizing the cost of said assignment. The SCSC algorithm is the 
only online cc algorithm that keeps the dataset constant over time and consider the time 
dimension only over the constraint set. It consists of two main components, an offline pro-
cedure to build a convex hull, and an online procedure to update the clustering results when 
new pairwise constraints are received.

7.14  Others

This section gathers minor CC categories. These categories, shown in Table 30, are con-
sidered to be minor because of the number of methods belonging to them (5 or less), or 
because of the restricted applicability or specificity of said methods. A total of 15 minor CC 
categories are briefly introduced, for a total of 40 methods.

7.14.1  Constrained co-clustering

Co-clustering methods perform clustering on the column and the rows of a given dataset at 
the same time, considering them as closely related different sources of information. OSS-
NMF extends the classic NMF by introducing constraints and performing clustering by 
solving a constrained optimization problem. This method is specifically proposed to solve 
the document clustering task, and does so by performing co-clustering in words and docu-
ments simultaneously, and considering both word-level and document-level constraints. 
RJFM is based on the meta-algorithm called Bregman Co-clustering, which can optimize 
a large class of objective functions belonging to the Bregman divergences. Its principle 
is simple: it alternatively refines row and column clusters, while optimizing an objective 
function that takes both partitions into account. It includes constraints in both columns and 
rows clustering the same way: it never performs rows or columns assignation breaking CL 
constraints, and always assigns full cliques of ML constraints. SS-NMF learns a new metric 
by applying simultaneously distance metric learning and modality selection. The new met-
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ric is used to derive distance matrices over which clustering is finally performed. SS-FCC 
formulates the CC problem as an optimization problem with an objective function built 
on the basis of the competitive agglomeration cost with fuzzy terms and constraint-based 
penalties. It introduces cooperation into the co-clustering process by including two fuzzy 
memberships, one of them related to columns and other related to rows, which are expected 
to be highly correlated. The amount of cooperation is delivered by the degree of aggrega-
tion, which should be maximized among clusters to accomplish the clustering task.

7.14.2  Alternative clustering based on constraints

Constrains can have multiple uses, other than serving as hints for the clustering process. In 
alternative clustering, constraints are used to produce different partitions of a single data-
sets. Alternative clustering methods are not strictly CC methods, as they do not use con-
straints generated from a side source of information (an oracle), but from the current state 
of a partition in an iterative clustering process. The COALA takes a partition of a dataset as 
input, and aims to find a different high-quality partition using constraints. In order to make 
the obtained partition different from the one provided, CL constraints are created between 
the instances assigned to the same cluster in the original partition. COALA applies agglom-
erative hierarchical clustering considering two possible merges in each step, one involves 
the two closest instances and the other involves the two closest instances that do not violate 
a CL constraint. Which merge is performed depends on a parameter controlling the trade-off 
between quality and dissimilarity (with respect to the base partition) of the new partition. 
COALAcat is the categorical version of COALA. Contrary to COALA, ADFT does not take 
a partition of a dataset as input. The overall ADFT method can be summarized in five steps. 
In the first step, a classic clustering method like K-Means is applied to partition the dataset. 
The second step characterizes this partition by means of ML and CL constraints and obtains 
a new distance metric based on them (using the CSI method). In the third step, this distance 
metric is taken as basis to compute an alternative distance measure, by obtaining singular 
values decomposition of the matrix that defines the metric is obtained, and by computing 
the Moore-Penrose pseudo-inverse of the stretcher matrix. This effectively flips the stretch-
ing and compressing dimensions. After that, the metric matrix is recomposed, multiplying 
its decomposition. In the fourth step, the newly learned metric is applied on the dataset to 
transform it, and in the fifth step, the classic clustering algorithm run to obtain the original 
partition is re-run to obtain a new (and different) one.

7.14.3  CC based on clustering trees

Methods which belong to this category perform clustering by using decision trees. ClusILC 
uses the Top-Down Induction (TDI) approach to build the clustering tree. While most TDI 
approaches are based on heuristics local to the node that is being built, ClusILC employs a 
global heuristic which measures the quality of the entire tree and which takes all instances 
of the dataset into account. ClusILC’s heuristic measures the average variance in the leafs of 
the tree (normalized by the overall dataset variance) and the proportion of overall violated 
constraints. ClusILC greedily searches for a tree that minimizes this heuristic using an itera-
tive process that refines the current tree in every iteration by replacing one of its leaves with 
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a subtree consisting of a new test node and two new leaves. This subtree is selected among 
a set of candidates generated procedurally based on the heuristic described above.

7.14.4  Maximum margin CC

Maximum Margin Clustering (MMC) uses the maximum margin principle adopted in the 
supervised learning paradigm. It tries to find the hyperplanes that partition the data into 
different clusters with the largest margins between them. CMMC includes constraints into 
MMC by adding concave-convex restrictions to the original MMC optimization problem. 
These restrictions behave as penalties for constraint violation. PMMC introduces a set of 
loss functions, featuring a strong penalty to partitions violating constraints while operat-
ing under the maximum margin principle at the same time. In order to do so, the classical 
definition of score used in MMC to determine cluster membership is modified to include 
high penalties for assignations violating constraints. Both CMMC and PMMC use the con-
strained concave-convex procedure (proposed in Zeng and Cheung (2011)) to solve the 
non-convex optimization problem they set to address the CC problem. TwoClaCMMC is 
proposed to overcome some shortcomings of the CMMC algorithm, although it is limited 
to two-class problems. It modifies the MMC objetive function with a penalty term which 
accounts for constraints violations. TwoClaCMMC differs from CMMC in the formulation 
of the penalty term. In TwoClaCMMC, the position of the hyperplane with respect to the 
instances involved in a violated constraint is taken into account, weighting the cost of violat-
ing such constraints with respect to said position.

7.14.5  Feature selection

Clustering can be used to perform feature selection over high-dimensionality datasets. 
YLYM is a clustering method designed to perform feature selection making use of a con-
straint set. It is composed of three steps. The first two steps consist of the classic expectation 
and maximization steps from an EM optimization scheme, in which feature saliencies are 
computed in a completely unsupervised way. The third step is called the tuning step (T-step), 
which refines saliencies to minimize the feature-wise constraint violation measure, which 
is computed based on the Jensen-Shannon divergence. The three steps (expectation, maxi-
mization and tuning) are performed iteratively until they reach convergence. The proposed 
method outputs a partition of the dataset and the saliency of every feature.

7.14.6  CC through MapReduce

The MapReduce paradigm is used to address problems in the context of Big Data. The 
MapReduce paradigm consists of dividing the computational load associated with process-
ing a dataset among multiple processing nodes, in order to decrease the time required to 
obtain results. MapReduce is based on two operations: (1) The Map operation processes 
inputs in the form of key-value pairs and generates intermediate key/value pairs received by 
the Reduce operation (2) The Reduce operation processes all intermediate values associated 
with the same intermediate key generated by Map. PCKMMR constitutes the first MapRe-
duce approach to CC. It applies the MapReduce approach on the COP-K-Means algorithm. 
In order to do so, authors propose a Map function which calculates the distance of each 
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instance to each centroid and assigns it to the one that minimizes this measure and does not 
violate any constraint. To avoid interdependence between mappers, the constraints are gen-
erated locally to each mapper in each call. The map function returns the centroid/instance 
pair. The Reduce operation takes as input all instances associated to a centroid and updates 
the value for that centroid by computing the average of those instances.

7.14.7  SAT-based CC

SAT-based CC approaches formulate the CC problems in terms of logical clauses in con-
junctive normal form. They apply general SAT solvers to find a solution, which can find 
solutions for any problems formulated as a satisfiability problem. This approaches to CC 
problem can include hard constraints in a very natural way, as well as they usually can 
handle many types of the constraints described in Sect. 2. ISL is limited to clauses of 2 lals. 
Several types of problems within the CC framework can be expressed in the form of sets of 
formulas in closed normal form (CNF), implying that they can be approached with ISL and 
therefore solved optimally. It is worth noting that ISL is limited to two-class problems (k=2), 
although it can find a solution to these problems in polynomial times (if such solutions 
exists). SGID performs agglomerative hierarchical clustering given a dataset and a set of 
constraints formulated in terms of logical clauses in its Horn’s normal form. In order to pro-
duce a dendrogram, the clauses modeling its properties must also be given to SGID, which 
allows them to vary in the features of the dendrogram it produces. In JPBMS the declarative 
modeling principle of constrained programming is used to define a CC problem taking into 
account the constraint set, the description of the clusters and the clustering process itself. 
Traditionally, clustering algorithms proceed by iteratively refining queries until a satisfac-
tory solution is found. JPBMS includes the stepwise refinement process in a natural way to 
focus on more interesting clustering solutions. JBMJ performs CC under the correlational 
clustering paradigm, where a labeled weighted undirected graph is given to perform cluster-
ing. The objective function of correlation clustering clusters the nodes of the graph in a way 
that minimizes the number of positive edges between different clusters and negative edges 
within clusters. JBMF formulates this problems in terms of clause satisfiability and applies 
MaxSAT to obtain an optimal solution. It is able to include several types of constraints by 
modifying the graph structure and applying specific SAT-translation procedure for some of 
them. Particularly, instance-level constraints are included by just setting the weight of the 
edges which connect ML related instances to ∞ and CL related instances to −∞, there is no 
need to generate specific clauses.

7.14.8  CC through constraint programming

The CC problem can be addressed from the constraint programming (CP) point of view 
when the classic requirements of a clustering problem formulated as restrictions for a CP 
are extended with the restrictions regarding ML and CL constraints. TCK does this exactly: 
it models the classic clustering problem requirements, the constraints, and the clustering 
optimization criteria, including the within-cluster sums of squares (WCSS), as constraints 
to be solved by a general constraint programming solver. 3CP extends TCK in the sense 
that it is more general and it does not need the number of clusters to be specified, only the 
boundaries of the interval it lies in. Additionally, 3CP is capable of optimizing more than 
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one clustering criteria at the same time, finding the minimal set of nondominated Pareto 
solutions. TKC(17) also extends TCK, differing from it in two key aspects. Firstly, It does 
not need the number of clusters to be specified, only bounds need to be given (as in 3CP). 
Secondly, three optimization criteria are modeled as CP constraints in TKC(17): minimiz-
ing the maximal diameter, maximizing the split between clusters, and minimizing WCSS. 
Besides, CMSSCCP optimizes the WCSS, but it does so via a global optimization con-
straint. A lower bound for this criterion is computed using dynamic programming, and a 
filtering algorithm is proposed to filter objective variables as well as decision variables. As 
usual, instance-level constraints are modeled in terms of constraint programming, along 
with the classic clustering problem requirements. JPBMS (also in Sect. 7.14.7) uses the 
declarative modeling principles of CP to define the CC problem as a SAT problem, which 
can be solved with a general SAT solver. BBMSC formulates the CC problem in terms of 
an integer programming problem, rather than in terms of a constraint programming problem 
(which can be considered as a subtype of the former). It employs the same procedures as in 
constraint programming, incorporating ML and CL constraints via a weighted penalty term 
added to the base classic clustering restrictions, alongside with a regularization term to favor 
smoothness.

7.14.9  CC through column generation

In Column Generation (CG), the minimum sum-of-squares (MSS) problem for clustering 
is solved optimally. This is done by formulating the problem in terms of an integer linear 
programming problem. In it, a boolean matrix encoding all possible partitions in its col-
umns is explored to find an optimal solution with respect to a cost function (the MSS in this 
case) that is applied to the boolean matrix by columns. In practice, the boolean matrix is 
too large to be computed, therefore it is incrementally built when searching for the optimal 
solution. The column generation approach derives a master problem from a reduced set of 
restrictions and iterates between two steps: solving the master problem and adding one or 
multiple candidate columns to the boolean matrix. A column is a candidate to be included in 
the restricted master problem if its addition improves the objective function. If no such col-
umn can be found, one is certain that the optimal solution of the restricted master problem 
is also the optimal solution of the full master problem. CCG includes constraints into this 
framework by modifying the MSS formulation. This way a new restriction which enforces 
all constraints to be satisfied is added to is classic form. Effectively, this is translated into 
the clustering process by removing all partitions violating any amount of constraints from 
the boolean matrix. This way, they are discarded from candidate solutions. The CG+PR+LS 
solves CC similarly to CCG, however it includes two extra steps: path-relinking algorithms 
are used to intensify and diversify the search in a group of solutions, and a LS procedure is 
used to locally improve the final solution.

7.14.10  Information-maximization CC

Information-maximization clustering techniques address the lack of objective model selec-
tion and parameter optimization strategies from which most other clustering techniques 
suffer. In it, a probabilistic classifier is learned so that some information measure between 
instances and clusters assignments is maximized. 3SMIC includes constraints into the infor-
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mation-maximization clustering algorithm SMIC. SMIC tries to learn the class-posterior 
probability in an unsupervised manner so that the mutual information between instances 
and their class labels (in the final partition) are maximized. Constraints are included into 
SMIC by modifying the SMI approximator, so that the inner product of the probabilities of 
constrained instances which belong to the same cluster is maximized in the case of ML and 
minimized in the case of CL. Furthermore 3SMIC includes a procedure to apply the transi-
tive property of ML efficiently.

7.14.11  CC through heterogeneous information networks

Heterogeneous Information Networks (HINs) are graphs which model real world entities 
and their relationships with objects and links, where objects can be of different types and 
whose links represent different kinds of relationships. HINs in which objects are described 
by attributes (features) are called attributed HIN or AHIN abbreviated. The challenge in 
AHINs is to perform clustering based not only on attribute similarity, but also based on link 
similarity. The former can be measured with a conventional distance measure, while the lat-
ter is measured with graph-oriented distance measures, such as shortest-path length and ran-
dom-walk-based, although meta-path are commonly used as well. A meta-path is a sequence 
of node types that expresses a relation between two objects in an AHIN. SCAN includes 
constraints in AHIN by means of a penalty term in its similarity function. It computes the 
similarity of every node pair based on their attribute similarity and the connectedness of the 
nodes network. The former is obtained by an attribute similarity measure which considers 
coupling relationship among attributes, while the latter is derived based on the meta-paths 
connecting the object pair. This similarity is then penalized proportionally to the number of 
violated constraints. SCHAIN includes constraints in AHINs by first composing a similarity 
matrix that measures the similarity of every object pair based on the attribute similarity and 
the network connectedness. SCHAIN assigns a weight to each object attribute and meta-
path in composing the similarity matrix. To take constraints into account, SCHAIN uses a 
penalty function which involves the generated weights and cluster memberships. It employs 
an iterative, staggered 2-step learning process to determine the optimal weights and cluster 
assignment as output.

7.14.12  Incremental CC

In incremental CC, a fixed set of instances and a variable constraint set are provided to 
perform clustering. Modifications over the constraint sets are given to incremental CC algo-
rithms over time. These modifications include the addition and removal of constraints. The 
goal of Incremental CC is to efficiently update a the current partition, without running the 
base clustering algorithm used to generate the initial partition. EICC is the only proposal 
belonging to this category. This method takes as input a single constraint at a time, and 
depending on the properties of the constraint, it will attempt to greedily optimize a given 
(not specified) objective function. If the constraint does not result in a significant improve-
ment in the objective function, it is passed over and a new one is chosen (by the user). This 
algorithm only works when a set of preconditions are met, otherwise it will not produce a 
partition of the dataset, therefore it cannot be used to address a general constrained cluster-
ing problem.
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7.14.13  CC through affinity propagation

In Affinity Propagation (AP) a binary grid factor-graph is used to perform clustering and to 
determine the most representative instances, which are called exemplars and can be com-
pared with the notion of centroid. In order to do so, a number of hidden variables equal 
to the number of pairwise dissimilarities is defined. Afterwards, an iterative procedure is 
performed over the hidden variables, updating their value on the basis of their neighbor-
hood variables and hyperparameters. The final value of the hidden variables determines the 
exemplar instances and the membership of the rest of instances with respect to the exem-
plars. SSAP includes constraints in AP by introducing a fictitious meta-points for every 
chunklet in the transitive closure and for every CL instance which is not part of a chunklet. 
The meta-points allow explicitly enforcing ML constraints and CL constraints, while they 
also propagate them.

7.14.14  Spatial CC

Spatial clustering is a variant of classical clustering in which instances are not points, but 
polygons. Classic clustering methods do not work well when applied to spatial clustering 
because they represent the polygons as points which summarize their features; which are 
not sufficiently representative of the polygons to obtain a good result. To overcome this 
problem, the CPSC algorithm is proposed, a spatial clustering algorithm based on the A* 
algorithm which is able to consider both instance-level constraints (ML and CL) and cluster-
level constraints. In order to include the constraints into the clustering process, the heuristic 
function used by the A* algorithm is designed based on them. CPSC starts by selecting k 
seeds from the data set (polygons), which will be the initial clusters and will grow through 
the iterative process. The seeds must be selected in such a way that each of them violates 
all ML constraints with respect to other seeds, thus ensuring that they will not be grouped 
in the same cluster. In addition to this, the seeds must satisfy all CL constraints between 
them. The best k seeds are selected among those that meet these conditions. After that, the 
A* algorithm starts. The seeds are considered as the initial state, and the target clusters as 
the goal state. Each cluster is increased by adding polygons to its initial state one by one 
until it reaches its goal state. At each iteration, the best cluster (with respect to the heuristic) 
to be augmented and the best polygon to be augmented are selected. This is done to ensure 
that all clusters grow in parallel and not sequentially, which would affect compactness. The 
process continues until all polygons have been assigned to a cluster or until a deadlock state 
is reached, which can occur when two clusters compete for the same polygon and in which 
case there may be polygons which are not assigned to any cluster in the final partition. To 
overcome this problem, two other algorithms are proposed: CPSC*, which allows the user 
to relax the constraints to ensure that all polygons are assigned to a cluster, ensuring conver-
gence, and CPSC*-PS (polygon split), which also allows polygons to be split when strictly 
necessary.

7.14.15  Probabilistic CC

In probabilistic clustering a probabilistic model is used to describe relationships between 
instances and their cluster memberships. Constraints are included into this framework by 

1 3

157  Page 82 of 127



Semi-supervised constrained clustering: an in-depth overview, ranked…

also describing them in terms of probabilities. RHWL is an active CC method which uses 
a basic probabilistic CC procedure as the clustering algorithm. It takes advantage of the 
probabilities computed by this procedure to later use them to decide the pair of instances 
to query to the oracle. DCPR uses an objective function maximizing the likelihood of the 
observed constraint labels composed of two terms: (1) the first is the conditional entropy of 
the empirical cluster label distribution, which is maximized when the cluster labels are uni-
formly distributed (the clusters are balanced). (2) the second term is the conditional entropy 
of instance cluster labels for the unlabeled instances, which is minimized when the formed 
clusters have large separation margin and high confidence for the cluster memberships of 
unconstrained instances. A variational EM optimization scheme is used to optimized the 
proposed objective function.

7.15  Constrained distance transformation

Distance transformation methods usually take a standard distance measure as their basis 
(like as the Euclidean distance) and parameterize it. By modifying this parameters, the dis-
tance measure is transformed for it to be adapted to the data and the constraints. Generally, 
the goal of these methods is to learn a new distance metric bringing ML instances together 
and setting CL instances apart. Constrained Distance Transformation (CDT) methods are 
presented in Table 31.

Methods such as CSI and Xiang’s learn the weights of a matrix by parameterizing a fam-
ily of Mahalanobis distances. RCA also learns a Mahalanobis metric. In order to do so it 
changes the feature space used for data representation by assigning high weights to relevant 
dimensions and low weights to irrelevant dimensions by means of a global linear transfor-
mation. The relevant dimensions are estimated using chunklets. ERCA extends RCA to 
include CL. It does so by computing a matrix that optimizes the between-class scatter and 
combining it with the matrix optimizing the within-class scatter. DCA is another extension 
over RCA to include CL. It does so by looking for a linear transformation which results in 
an optimal distance metric by maximizing the variance between chunklets and minimizing 
the variance between instances in the same chunklet. KDCA uses the kernel trick to learn a 
nonlinear metric distance under the same principles of DCA. MSSB is a modification over 
RCA that uses a data-dependent regularizer term to avoid the drawbacks that weighting 
discrimination brings to RCA. From all methods using Mahalanobis distances parameter-
ization, the ITML and A-ITML-K-Means approaches are the only ones using Information 
Theoretic Metric Learning as its base framework. ITML learns a constrained distance met-
ric by learning a positive-definite matrix that parameterizes a Mahalanobis distance. This 
matrix is regularized to be as close as possible to a given Mahalanobis distance function, 
parameterized by another auxiliary matrix. The distance between these two matrices can 
be quantified via an information-theoretic approach, so it can be computed as the relative 
entropy between their corresponding multivariate Gaussians. Instance-level constraints are 
included as linear constraints to the optimization problem, which results in a particular 
case of the Bregman divergence. Therefore, it can be optimized by the Bregman’s method. 
A-ITML-K-Means is an active clustering with constraints setup for the ITML approach that 
uses K-means as its clustering algorithm.

It uses a reduced set of selected constraints to perform ITML and applies classic cluster-
ing (K-Means) with the newly learned metric in an active clustering setup. ITML learns a 
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Mahalanobis distance metric under a given set of constraints and instances by minimiz-
ing the LogDet divergence between the original distance matrix and an objective distance 
matrix that in built on the basis of constraints.

HMRF-K-Means approaches the CC problem from a hybrid probabilistic framework 
based on Hidden Markov Random Fields (HMRF), which is developed to find an EM-
optimizable objective function derived from the posterior energy, which is defined by the 
HMRF. This objective function combines an adaptive distance measure, such as the Breg-
man divergence or directional similarity measures, and a constraint-violation penalty term. 
The later is controlled by a scaling function that assign more relevance to ML constraints 
relating distant instances and CL constraints relating close instances. Comraf uses a com-
binatorial MRF (an MRF in which at least one node is a combinatorial random variable). 
The Comraf model can be applied to classic clustering by searching for cliques in the Com-
raf graph and using the mutual information as a potential function. This graph is built on 
the basis of the interactions between the combinatorial random variables. Comraf can be 
extended to constrained clustering by incorporating weighted constraints as a penalty term 
in the objective function that Comraf optimizes.

Other methods such as MPCK-Means iteratively compute cluster-local weights for every 
feature, effectively creating a new distance metric for every cluster, which can be applied 
and updated during the clustering process in an EM scheme. LLMA also performs metric 
learning through locally linear transformations, achieving global consistency via interac-
tions between adjacent local neighborhoods.

SMR builds the graph Laplacian matrix based on pairwise similarities. This matrix is 
then used to regularize a non-parametric kernel learning procedure in which the learned 
kernel matrix is forced to be consistent with both pairwise similarities and the constraint 
sets by minimizing the regularizer that is based on the Laplacian graph. MSBSBS is similar 
to SMR. However it uses the Karush-Kuhn-Tucker conditions to learn the non-parametric 
kernel. MSBSBS(10) is an improvement over MSBSBS which combines both the con-
straint set and the topological structure of the data to learn a non-linear metric. CDJPBY 
uses a weighted sum to combine multiple kernels. It includes an optimization criterion that 
allows it to automatically estimate the optimal parameter of the composite Gaussian kernels 
directly from the data and the constraints.

RDF transforms the metric learning problem into a binary class classification problem 
and employs random forests as the underlying representation. Constraints are included by 
replacing the original distance function with a feature map function which transforms each 
constrained instance, changing their location to reflect the information contained in the con-
straint set. The transformed data is used as training data for a random forest that evaluates 
each instance pair. Each tree from the random forest independently classifies the pair as 
similar or dissimilar, based on the leaf node at which the instance-pair arrives. SSMMHF 
uses a random forest-based strategy as well. It first builds a model of the data by computing 
a forest of semi-random cluster hierarchies. Each tree is generated applying a semi-ran-
domized binary semi-supervised maximum-margin clustering (MCC) algorithm iteratively. 
This way, each tree encodes a particular model of the full semantic structure of the data, so 
the full structure of the tree can be considered as a weak metric. A final metric model can 
be produced by merging the output of the forest described above. Constraints are included 
by modifying the MMC procedure, producing Semi-Supervised MMC. This results in a 
method that seeks to simultaneously maximize the cluster assignment margin of each point 

1 3

157  Page 86 of 127



Semi-supervised constrained clustering: an in-depth overview, ranked…

(as in unsupervised MMC) and an additional set of margin terms reflecting the satisfaction 
of each pairwise constraint.

SCKMM firstly estimates the optimal value for the parameter of a Gaussian kernel by 
ascending gradient and obtains an initial partition using PCBKM, which is a modification 
of the classic K-Means algorithm to include constraints. After this, a distance measure is 
obtained using the assignments of the last partition, which is used by PCBKM to produce a 
new partition. SCKMM iterates between steps two and three until it converges.

3SHACC includes a metric learning step in 2SHACC. In first place, it determines the 
relevance of every constraint in a completely unsupervised manner. Said relevances are 
used as constraint weights by the Weighted-Learning from Side Information (WLSI) DML 
method, which is a weighted version of CSI.

7.16  Distance matrix modification

In Distance Matrix Modification (DMM) methods, the CC problem is approached from the 
DML point of view. Nevertheless these methods work directly with the distance matrix. 
Their goal is to modify the entries of the distance matrix for it to reflect the information 
contained in the constraint set, once again resulting in ML instances being brought closer 
together and CL instances being set apart. These methods do not provide neither a new dis-
tance metric nor a new data space, although these two can be obtained from said distance 
matrix with classic DML techniques.

7.16.1  Constraint propagation

In constraint propagation methods, entries in the distance matrix which correspond to con-
strained instances are usually first modified. Then, those changes are propagated to the rest 
of the matrix to a variable extent and using different strategies. Table 32 gathers methods 
which use constraint propagation to perform CC.

The most simple approach in constraint propagation consists of simply setting distances 
between ML instances to 0 and to a high value for CL instances in the distance matrix. 
Afterwards, the all-pairs-shortest-path algorithm is run to propagate the changes to the rest 
of entries. Methods such as CCL, 2SHACC and CAF use this approach.

E2CP propagates constraints in the distance matrix by taking each of its columns as the 
initial configuration of a two-class semi-supervised learning problem with respect to the 
instance associated to the column. The positive class contains the examples which should 
appear in the same cluster as the instance associated to the column, and the negative class 
contains the examples that should not. In this way, the constraint propagation problem can 
be decomposed into a number of subproblems equal to the size of the dataset. After that, the 
same process is repeated, this time taking rows instead of columns. MSCP extends E2CP to 
consider multi-source data. It decomposes the problem into a series of two-source constraint 
propagation subproblems, which can be transformed into solving a Sylvester matrix equa-
tion, viewed as a generalization of the Lyapunov matrix equation. SRCP also uses decom-
position to propagate constraints, although it decomposes the problem taking into account 
the full dataset, not only columns or rows. It exploits the symmetric structure of pairwise 
constraints to develop a constraint propagation approach based on symmetric graph regular-
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ization. MMCP propagates constraints in rows and columns separately without decomposi-
tion using multi-graph propagation methods.

LCP propagates the influence of the constraints to the unconstrained instances in the 
dataset proportionally to their similarity with the constrained data. LCP first determines 
the proportion in which constrained instances influence unconstrained instances using a 
previously proposed label propagation procedure. Then, intermediate structures, called 
constrained communities, are defined to include the factional instances that are affected 
by a constrained instance (including itself). These structures are used to find the range of 
influence of each constraints without any parameter estimation. ACC(14) performs con-
straint propagation the same way as LCP, the only difference being that ACC(14) allows 
overlapping between constrained communities. C3 propagates constraints proportionally in 
constrained communities as well, although directly performing clustering on them through 
their indicator matrix.

PCPDAMR uses both the similarity and the dissimilarity (distance) matrix to perform 
constraint propagation. It does so to emphasize the difference between ML and CL con-
straints, which are usually encoded in the same matrix. The constraint propagation is car-
ried out via manifold embedding, in which the inherent manifold structure among the data 
instances is mapped to their similarity/dissimilarity codings. A regularization term to con-
sider adversarial relations between the two matrices is used to enhance the discriminability 
of propagated constraints.

Many methods simply use the E2CP as an intermediate step performed between other 
CC-related operations. For example, RSSCE, CESCP and DCECP are all ensemble cluster-
ing method which use E2CP as the CC method to generate different partitions using the 
random subspace technique. CPSNMF simply performs E2CP and a penalty-based version 
of NMF afterwards.

More exotic approaches can be found in LCPN or Lo-NC. LCPN takes the affinity matrix 
as the covariance matrix of a parameterized Gaussian process with mean 0, effectively con-
necting the spatial locations of constrained instances and propagating a positive or negative 
affinity value (depending on whether it is a ML or CL constraint) in those locations. Lo-NC 
performs a space-level generalization of pairwise constraints by locally propagating the 
information contained in the constraint set.

7.16.2  Matrix completion

Matrix completion techniques, gathered in Table 33, are used to fill gaps in relational matri-
ces. Its key concept is found in how to build the matrix over which matrix completion is 
applied. The reason is that matrix completion algorithm itself does not need to be specifi-
cally designed for CC, but it only need a matrix with gaps to be filled, so low-rank matrices 
are preferred.

In CC, the constraint matrix is usually a low-rank matrix, perfectly suitable for constraint 
propagation. STSC takes advantage of this and proposes the first approach to CC from the 
Self-taught learning paradigm, where side information is generated by the same algorithm 
that will make use of it later without the need of an oracle (or human). STSC can augment 
the set of constraints taking advantage of the low-rank nature of the constraint matrix via 
matrix completion. Matrix completion methods are able to recover low-rank matrices with 
high probability by using only a small number of observed entries. STSC performs self-
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taught constraint augmentation and constrained spectral clustering in an iterative manner. 
Constraint augmentation is performed via matrix completion over a combination of the low-
rank constraint matrix and the affinities in the affinity graph. MCPCP also performs matrix 
completion over the constraint matrix, with each entry in the matrix being a real number 
that represents the relevance of the two corresponding instances. MCPCP aims to learn the 
full relation matrix by using a matrix completion algorithm and derives an indicator matrix 
from it.

Other methods aim to reconstruct and artificially made low-rank similarity matrix. This 
is the case of MCCC, which assigns similarity 1 for any pair of instances in the same cluster 
and 0 otherwise, based on the given constraints and the dataset. It can be proven that this is 
equivalent to finding the best data partition. A convex optimization problem, whose global 
solution can be efficiently obtained, can be used to solve this problem. Please note that the 
aim of MCCC is reconstructing the similarity matrix taking constraints into account, not the 
constraint matrix.

Lastly, LMRPCP performs matrix completion within a transductive learning framework. 
These approaches make the data matrix and the label matrix jointly low-rank and simul-
taneously apply a matrix completion algorithms to them. LMRPCP assumes that the data 
matrix is a clean low-rank matrix, while the constraint matrix is considered to be noisy 
and low-rank. The resulting problem is a matrix completion problem which can be solved 
with an augmented Lagrangian multiplier algorithm. The generated constraints are used to 
adjust pairwise similarities, over which classic spectral clustering is performed to obtain a 
partition.

7.17  Constrained data space transformation

Constrained Data Space Transformation (CDST) techniques (gathered in Table  34) seek 
to transform the space in which the data is embeded so that the new space can include the 
information contained in the constraint set. This usually involves reducing or augmenting 
the number of dimensions of said space. The majority of methods which belong to this cat-
egory seek to reduce the number of dimensions, thus summarizing (and sometimes losing) 
information from the original data space. Other methods augment the number of dimensions 
based on the constraints and without any loss of information, although they produce a larger 
dataset which is usually harder to process by partitional methods.

Most methods in this category perform dimensionality reduction over the original data-
set. Some of them are based on the classic PCA algorithm: RCA, CCC-GLPCA and DP-
GLPCA are some examples of this. RCA is an ML constrained version of the classic PCA 
algorithm. It seeks to identify and down-scale global unwanted variability within the data. 
In order to do so, it changes the feature space used for data representation by assigning 
high weights to relevant dimensions and low weights to irrelevant dimensions by means 
of a global linear transformation. The relevant dimensions are estimated using chunklets. 
CCC-GLPCA includes a regularized term in the objective function of GLPCA (a Graph-
Laplacian variant of PCA) to include constraints. This regularizes the similarity between the 
multiple low-dimensional representations used by GLPCA. DP-GLPCA simply performs 
classic GLPCA over the modified distance matrix to set distances between instances related 
by ML and CL to 0 or 1, respectively. Besides, it includes a dissimilarity regularizer which 
emphasizes CL to expand their influence.
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Other methods use diverse procedures to perform dimensionality reduction taking con-
straints into account. SCREEN includes a step where a constraint-guided feature projection 
method (called SCREENP ROJ ) is used to project the original data in a low-dimensional 
space. RLC-NC seeks a low-dimensional representation of the data through orthogonal fac-
torizations in which the clustering structure defined by the prior knowledge is strengthened. 
GBSSC first obtains the chunklet graph, over which a Laplacian process is applied for the 
graph to reflect CL constraints. The entire resulting graph is then projected onto a lower-
dimensional space. CPSSAP uses the constraint projection methods to produce a faithful 
representation of the constraint set in a lower-dimensional space. The affinity matrix is com-
puted on the basis of the new data space and a classic affinity propagation algorithm is used 
to produce a partition of the dataset. CNP-K-Means seeks to project the original dataset into 
a lower-dimensional space, preserving the information contained in the constraint set. In 
order to do so, it defines a neighborhood for every instance based on a parameterized radius 
value, used to propagate the influence of constraints from constrained instances without 
augmenting the constraint set.

The three variants of MPHS perform dimensionality reduction in a more exotic con-
straint-oriented way. It is inspired by the maximum margin hyperplane of SVM. Intuitively, 
CL constraints can be used to define hyperplanes between pairs of instances. Given two 
instances with related by CL constraint, we can compute its mid-perpendicular hyperplane 
which is perpendicular to the line across the two instances, which is also the maximum 
margin hyperplane. Since there is more than one CL constraint in the constraint set, multiple 
mid-perpendicular hypeprlanes can be obtained. MPHS contains three main steps. Firstly, 
it learns a new data representation using the mid-perpendicular hyperplane corresponding 
to each cannot-link constraint, which can also be regarded as dimensionality reduction. 
Secondly, it learns individual similarity matrix according to the new data representation 

Table 34  Feature table for CDST methods
SA Acronym ID Penalty ML CL Hybrid Year Refs.
15.80 RCA 26 × Soft – Constrained 

Distance
Transformation

2005 Bar-Hillel et al. 
(2005)

17.63 SCREEN 41 × Hard Soft – 2007 Tang et al. (2007)
16.00 PCP 64 × Soft Soft – 2008 Li et al. (2008)
8.22 RLC-NC 81 × Soft Soft – 2009 Yan et al. (2009)
8.29 GBSSC 98 × Hard Soft Graph-based 2010 Yoshida (2010); Yo-

shida and Okatani 
(2010); Yoshida 
(2011, 2014)

17.73 CPSSAP 153 × Soft Soft – 2012 Wang et al. (2012)
10.31 CAF 166 × Soft Soft Constraint 

Propagation
2013 Asafi and Cohen-Or 

(2013)
11.55 MPHS-Linear 172 × Soft Soft – 2013 Gao et al. (2013)
11.55 MPHS-Gauss 173 × Soft Soft – 2013 Gao et al. (2013)
11.55 MPHS-PCP 174 × Soft Soft – 2013 Gao et al. (2013)
6.93 CNP-K-Means 187 × Soft Soft Non 

Graph-based
2014 Wang et al. (2014)

4.43 CCC-GLPCA 248 × Soft Soft – 2018 Jia et al. (2018)
7.74 DP-GLPCA 283 × Soft Soft – 2021 Jia et al. (2020)
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corresponding to each CL. In the end, individual similarity matrices are aggregated into a 
similarity matrix and then perform kernel k-means. Three variants of MPHS are proposed 
in Gao et al. (2013): MPHS-linear (for simple and well-structured data), which is performed 
on original data space, MPHS-Gauss (for complex data) which is performed on Gaussian-
kernel induced feature space, and MPHS-PCP which first learns a data-dependent kernel 
similarity (PCP-kernel Li et al. (2008)) and performs MPHS in PCP-kernel induced feature 
space.

PCP is one of the few methods which projects the original data into a higher-dimensional 
space to include constraints. To do so, it learns a mapping over the data graph and maps 
the data onto a unit hypersphere, where instances related by ML are mapped into the same 
point and instances related by CL are mapped to be orthogonal. This can be achieved using 
the kernel trick via semidefinite programming, and has to be done in a high dimensional 
space, as implementing it in the input space is hard if not unfeasible. Another method which 
projects the original data into higher dimensions is CAF. It augments the initial space with 
additional dimensions derived from CL constraints. The instances are augmented with addi-
tional features, each of which is defined by one of the given CL constraints. ML constraints 
are included by modifying the initial distance matrix so that the distance between instances 
related by ML is the lowest among all pairwise distances (greater than 0) and restoring 
metricity and the triangle inequality afterwards. Pairwise distances between instances in 
the augmented space combines both the distances in the original space (modified to include 
ML) and the distances of instances according to each CL constraint. The distance derivation 
for the new dimension is based on diffusion maps. The actual clustering is then performed 
by any classic clustering technique.

8  Statistical analysis of the taxonomy

This section presents relevant statistics on the ranked taxonomy proposed in Sect. 7. The 
UpSetR package provides the perfect tool to obtain a visualization of the overall taxonomy 
in the form of a statistical summary, presented in Fig. 14. The left histogram represents the 
number of methods which belong to every category, while the top histogram considers all 
hybridizations found between said categories. The categories involved in hybridizations are 
indicated by the central dot matrix. For example, the left histogram shows that a total of 
12 methods belong to the KCC category, and the top histogram shows that 11 of them are 
purely KCC methods, with a single hybrid method, which the central dot matrix indicates 
that belongs to both KCC and LSCC category thanks to (which is consistent with the infor-
mation provided in Table 24).

Figure 14 shows that the ACC category is the most prominent one, while also being the 
one which represents the most hybridizations. The rationale behind this is that all methods 
which belong to the active clustering with constraints category (Table  12) always use a 
CC method from another category as their core CC method. In addition to this, it can be 
observed that the more successful hybridization are found in MMbCC+MbCC, HCC+ACC, 
and LSCC+ACC, with up to five hybrids methods in each combination. Please note that, 
for Constrained DML categories (CDT, CDST and DMM) hybridization never refer to the 
method used to eventually obtain a partition from their outputs, as these method are never 
considered to determine their category memberships. The proportion of methods which 
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belong to the classes of the highest level dichotomy in the taxonomy (constrained partitional 
versus constrained DML) is presented in Fig. 13a, which is introduced next to Fig. 13b, 
depicting the proportion of the types of constraints used by these methods. From these fig-
ures is clear that the vast majority of methods belong to the constrained partitional category 
and that the use of soft constraints is greatly preferred over any other type of constraints. 
The “Others” portion in Fig. 13b gathers methods that consider any combination of con-
straints that are not purely soft nor hard. For example, methods considering only one type of 
constraints, or using hard ML and soft CL are included in said portion.

Fig. 14  Summary of taxonomy categories and hybridizations

 

Fig. 13  Piecharts on the proportions of methods in the highest dichotomy of the taxonomy and on the 
types of constraints
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Another interesting statistic is presented Fig. 15, which shows a histogram for the num-
ber of publications in the CC area sorted by year (please note that only three months of the 
year 2022 are included in this figure). It is clear that this number increases consistently from 
2001 to 2008, when the proficiency of the area becomes inconsistent. Authors firmly believe 
that this is due to the lack of a solid, general reference in the area, which may help new 
researchers get a general understanding on the problems and the points of view proposed 
to tackle them.

A relevant concern within any clustering task is the determination of the number of clus-
ters k. The vast majority of both classic clustering and CC methods simply leaves this step 
out of the clustering process and takes k as an input hyperparameter. However there are 
other alternatives to approach this problem. Table 35 gathers CC methods that do not need 
the number of clusters k to be specified by the user, but they include procedures to deter-
mine it in some circumstances. For example, SSFCA can handle both a specification for 
the number of clusters and the lack of it, as it will try to automatically determine it in such 
case. The BoostCluster method is basically a wrapper which can be applied to any cluster-
ing method in order to include constraints in it, thus handling both cases. Other methods 
ask the user about an interval in which the k lies in, such as CMSSCCP, 3CP and TKC(17). 
Besides, there are methods that can only work with a fixed number of clusters (usually 
k = 2), such as CSP and ISL. The rest of the methods do not accept the number of cluster 
of the output partitions in their inputs, and include procedures to determine it through the 
clustering process.

Fig. 15  Number of proposals per year
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8.1  Statistic analysis of ranked scores

This section tackles the distribution of the final scores, obtained by applying the methodol-
ogy introduced in Sect. 6. Firstly, Fig. 16 gives the values for α1 and α2 for every year, so 
the reader can have a better understanding of how the final scores are obtained. Overall, α1 
and α2 do not show sufficiently significant differences between them for the year of publica-
tion to be decisive, although enough to be used as a discriminating factor on a reasonable 
scale.

Figure 17 gives a visual representation of the detailed scorings for the top 20 best ranked 
methods. As expected, the best score is obtained by the COP-K-Means method, as it features 
a high quality experimental setup (S1, S2 and S3) and it is the single most cited CC method 
ever proposed (S7). This is enough for it to obtain the highest score, even if the paper which 
proposes it lacks of a proper validation procedure (S4 and S5). Please note that the fact 
that COP-K-Means is ranked as the best method ever proposed is evidence of the scoring 
system being resilient with respect to the number of years the method has been available. 
As a result, one of the oldest CC method reaches top 1 in the ranking, and is followed by 
a method which was proposed as recently as in 2021, which is SHADECC . A number of 
baseline method make it to the top 20, such as ERCA, SSKK, MPCK-Means, DCA or CSI. 
The reason behind this is the high influence of the I ′

A term over the final score SA. Other 
methods reach the top 20 by other means, such as a high experimental quality combined 
with proper validation procedures.

Finally, Fig. 18 shows a histogram with the distribution of all final scores presented in 
Sect. 7. It is clear that the majority of methods are scored in [0, 10], fewer methods are in 
the next higher range of values, which is (10, 20], and very few outlier scores are found 
in the range (20, 35]. Please note that the effective output range of the scoring systems is 
[0, 33.33], as no method fully complies with its standards. This shows the suitability of the 
proposed scoring system, as any objective raking procedure should place the majority of 
methods in the low-medium range and few methods in the upper range of the ranking, with 
those methods being the more remarkable ones for their quality and the robustness of their 
conclusions.

9  Conclusions, criticisms and future research guidelines

This study presented a systematical review on the Constrained Clustering (CC) research 
domain. Firstly, a general introduction to the Semi-Supervised Learning (SSL) paradigm 
is given, after which the specific area of semi-supervised clustering is discussed in detail. 
The discussed methods within this area are capable of including background knowledge 
(or incomplete information) about the dataset onto the clustering process. To the best of 
the authors’ knowledge, this study provides the first ever overview and taxonomization of 
the types of background knowledge (in Sect. 2) that can be included as constraints in semi-
supervised clustering. Afterwards, we motivate why out of all types of background knowl-
edge, the instance-level pairwise Must-Link (ML) and Cannot-Link (CL) constraints, are 
the most successful and prominent types of constraints. Semi-supervised clustering methods 
that use ML and CL constraints are known as Constrained Clustering (CC). The CC problem 
is formalized and presented in later sections, and illustrated by giving examples of sev-
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eral practical fields of applications. Afterwards, advanced CC concepts and structures are 
described and formalized, allowing to discuss in more detail the advantages and disadvan-
tages of different approaches. Afterwards, a statistical analysis of the experimental elements 
used in studies which proposes new CC methods has been carried out, revealing the basics 
research in CC area, as well as the baseline methods, benchmark datasets and suitable valid-
ity indices. This overview leads to the proposal of an objective scoring system that captures 
the potential and relevance of each approach, which is used later to assign every method a 
score that summarizes its quality, and to produce a ranking of CC methods. Afterwards, a 
taxonomization of 315 CC methods is conducted, ranking them according to the proposed 
scoring system and categorizing them in two major families: constrained partitional and 
constrained DML. These two families are further divided in more specific categories, whose 
common features and specific methods are described in Sects. 7.1 to 7.17.

The proposed taxonomy can be used to:

	● Decide which type of approach and model is best suited to a new constrained clustering 
problem.

	● Compare newly proposed techniques to those belonging to the same family in this tax-
onomy, so that in can be determined whether the new method represents an improve-
ment over the current state-of-the-art.

	● Identify the proposals which best support their conclusions and propose more robust 
methods, thanks to the scoring system.As any other Computer Science research area, the 
CC area is not free of flaws and criticism. Having reviewed 278 studies (proposing 315 
methods), the authors have identified 5 major problems which affect the vast majority 
of them. These problems can be summarized as follows:

	● The lack of a unified, general reference. There is not an updated, general reference 
unifying the overall CC literature. This affects the foundations of new proposals, as it 
is hard to find the state-of-the-art methods that can be used to compare new techniques 
with. This is illustrated in Fig. 9a, which shows that more than half of the proposed CC 
methods (51.7%) are never used in subsequent studies. The aim of this study is to ad-
dress this deficiency.

	● Low number of application studies. Even if the main purpose of this study is not to 
review and gather literature concerning CC applications, it has been difficult for the au-
thors to find application studies other than the 95 presented in Sect. 3.4. This is specially 
significant, given the high number and diversity found in CC studies which propose 
new methods.

	● The lack of extensive experimental comparisons. From Sect. 5, it is clear that, unfor-
tunately, the CC research area is consistently poor regarding the number of datasets, 

Fig. 16  Values for the weighting parameters α1 and α2 used in every year
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Fig. 17  Detailed scorings for the top 20 ranked methods. Every subscore (S1 to S7) has its own mean-
ing and can be understood individually as follows: the weighted year-normalized number of datasets 
(αYA

1 D′
A), the weighted year-normalized number of methods (αYA

2 MS′
A), the normalized experi-

mental quality (EQ′
A), the normalized number of validity indices (V ′

A), the statistical test usage indi-
cator (TA), the normalized validation procedure quality (V Q′

A), and the normalized influence (I′
A). 

Finally, SA is given in the final score column
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validity indices and competing methods used to support their conclusions. Very few 
methods use more than 10 datasets or 2 validity indices. With respect to the number 
of competing methods, it is shocking that no study has ever considered more than 9 of 
them, given that there are, at least, 315. The authors firmly believe that (open-source) 
code unavailability is responsible for this unsettling fact, as implementation details are 
rarely given in CC studies.

	● Unavailability of specific standardized CC-oriented datasets and constraint sets. One 
of the major flaws of the CC area is the lack of specific datasets, which may be justi-
fied, provided that the low number of application papers. However, this is not the case 
when it comes to the constraint sets. In Sect. 5.4, the constraint generation method used 
in the vast majority of CC studies was presented. It is clear that this procedure is highly 
dependent of random effects, as constraints are randomly allocated. For this reason, it is 
necessary to have access to the specific constraint sets used in a given experimentation 
if it needs to be reproduced. Unfortunately, constraint sets are only rarely published by 
authors.

	● Statistically unsupported experimental conclusions. This is an effect derived from the 
two previous criticisms, as a low number of standardized experiments is not significant 
enough to perform statistical testing procedures or to derive generalized conclusions 
that are broadly applicable. In fact, a very reduced minority of studies support their 
conclusions using statistical testing. This may greatly affect the confidence future re-

Fig. 18  Distribution of all final scores presented in Sect. 7
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searches may have towards the reviewed studies, reducing their usability in both the 
development of new methods and their applications in real-world problems.In respect to 
future research guidelines, new proposals would greatly benefit from avoiding the men-
tioned flaws as much as possible. New studies should perform extensive experimental 
comparisons with state-of-the-art methods. A major goal of this overview is to provide 
easy access to such methods. Similarly, studies would benefit from the use of multiple 
datasets focusing on a wide range of application domains to make conclusions more 
generalisable. To this end, authors should always make their datasets and constraint sets 
public, in order for the result to be reproducible, and preferably also the source code. 
Supporting conclusions with statistical testing is also essential, as this will increase 
confidence in the results.

In the landscape of clustering research, there exists a noticeable gap in literature concerning 
the application of deep learning techniques to constrained clustering problems. Despite the 
rapid advancement of deep learning in various domains of machine learning, its integra-
tion into constrained clustering remains relatively underexplored. The integration of deep 
learning models has the potential to revolutionize constrained clustering by leveraging the 
hierarchical and nonlinear relationships within data, which traditional clustering methods 
may struggle to capture effectively. Encouraging further research in this direction not only 
promises to advance the theoretical foundations of clustering but also holds significant 
practical implications for enhancing the accuracy, scalability, and adaptability of clustering 
algorithms in constrained environments. By bridging this gap, researchers can unlock new 
avenues for innovation and address complex challenges in diverse application domains.

Future research based on this study can extend the scoring system to evaluate not only 
quantitative features regarding the quality of the proposal, but also qualitative features, as 
their novelty or their applicability. This objective would be arduous to achieve with objec-
tive standards in mind, as these features greatly depend on the perception of the researchers. 
Additionally, the constraint equivalences presented in Sect. 2.8 would benefit from formal-
ization. Lastly, the creation of a library of CC baseline algorithms would greatly benefit 
this research area, making it more accessible to new researchers. Thanks to this study, the 
mentioned CC baselines algorithms can be chosen using objective criteria.

Full names for all methods reviewed

This appendix gathers Tables  36, 37, 38, 39, 40, 41, 42 and 43, which list all method 
reviewed in this study, sorted by their identifier, and giving their full names. Methods named 
after the initials of their authors’ names are marked with the word “names”. Methods whose 
name does not refer to neither any acronym nor authors’ initials are marked with a hyphen 
dash (“-”).
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Table 36  Full names for all methods reviews, sorted by ID (Part I)
ID Acronym Full Name
1 COP-COBWEB COnstrained Partitional - COBWEB
2 COP-K-Means COnstrained Partitional - K-Means
3 SCOP-K-Means Soft COnstrained Partitional - K-Means
4 CCL Constrained Complete-Link
5 CSI Clustring with Side Information
6 KKM names
7 TBJSBM names
8 MAA names
9 PCK-Means Pairwise Constrained K-Means
10 FFQS Farthest First Query Selection
11 MPCK-Means Metric Pairwise Constrained K-Means
12 HMRF-K-Means Hidden Markov Random Fields - K-Means
13 DistBoost –
14 Constrained EM Constrained Expectation-Minimization
15 LLMA Locally Linear Metric Adaptation
16 ACCESS Active Constrained Clustering by Examining Spectral eigenvectorS
17 IDSSR names
18 GPK-Means Gaussian Propagated K-Means
19 CVQE Constrained Vector Quantization Error
20 CSC Constrained Spectral Clustering
21 PPC Penalized Probabilistic Clustering
22 PCCA Pairwise Constrained Competitive Agglomeration
23 SSKK Semi-Supervised Kernel K-Means
24 MCGMM Multiple-Component Gaussian Mixture Model
25 SCGMM Single-Component Gaussian Mixture Model
26 RCA Relevant Components Analysis
27 ASSKK Adaptive Semi Supervised Kernel K-Means
28 COALA Constrained Orthogonal Average Link Algorithm
29 COALAcat Constrained Orthogonal Average Link Algorithm (Categorical)
30 MOCK Multi Objective Clustering with automatic K-determination
31 ERCA Extended Relevant Components Analysis
32 DCA Discriminative Component Analysis
33 KDCA Kernel - Discriminative Component Analysis
34 CME names
35 Comraf Combinatorial Markov Random Fields
36 SS-FKCN Semi-Supervised Fuzzy Kohonen Clustering Network
37 SMCE Subspace Metric Cluster Ensemble
38 COP-b-coloring COnstrained Partitional - b-coloring
39 C-DBSCAN Constraint-driven - DBSCAN
40 BoostCluster –
41 SCREEN Semi-supervised Clustering method based on spheRical k-mEans 

via fEature projectioN
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Table 37  Full names for all methods reviews, sorted by ID (Part II)
ID Acronym Full Name
42 PCSK-Means Pairwise Constrained Spherical K-Means
43 RHWL names
44 LCVQE Linear Constrained Vector Quantization Error
45 NMFS Non-negative Matrix Factorization-based Semi-supervised
46 ClusILC Clustering with Instance-Level Constraints
47 DYYHC names
48 SPGP Semi-supervised Pairwise Gaussian Process classifier
49 SSCARD Semi-Supervised Clustering and Aggregating Relational Data
50 ITML Information-Theoretic Metric Learning
51 SMR names
52 S-SCAD Semi-Supervised Clustering and Attribute Discrimination
53 EICC Efficient Incremental Constrained Clustering
54 PAST-Toss Pick A Spanning Tree - Toss
55 CLAC Constrained Locally Adaptive Clustering
56 PT Penta-Training
57 MLC-K-Means Must-Link Constrained - K-Means
58 CDPMM08 Constrained Dirichlet Process Mixture Models 2008
59 AFCC Active Fuzzy Constrained Clustering
60 ACC Adaptive Constrained Clustering
61 LCPN names
62 COP-CGA COnstrained Partitional - Clustering Genetic Algorithm
63 S3-K-Means Semi-Supervised Spectral K-Means
64 PCP Pairwise Constraint Propagation
65 COP-HGA COnstrained Partitional - Hybrid Genetic Algorithm
66 CLWC Constrained Locally Weighted Clustering
67 ADFT Alternative Distance Function Transformation
68 CMMC Constrained Maximum Margin Clustering
69 MMFFQS Min-Max Farthest First Query Selection
70 YLYM names
71 COPGB-K-Means COnstrained Partitional Graph-Based - K-Means
72 PCCK-Means Partial Closure-based Constrained K-Means
73 SS-NMF(08) Semi-Supervised - Non-negative Matrix Factorization
74 Xiang’s –
75 Cop-EAC-SL Constrained partitional Evicende ACcumulation Single Link
76 SCK-Means Soft Constrained K-Means
77 PrTM Probabilistic Topographic Mapping
78 PCsFCM Pairwise Constrained standard Fuzzy c-means
79 PCeFCM Pairwise Constrained entropy Fuzzy c-means
80 C-DenStream Constrained - Density Stream
81 RLC-NC Constrained Normalized Cut
82 Lo-NC Local Normalized Cut
83 MSSB names
84 cut –
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Table 38  Full names for all methods reviews, sorted by ID (Part III)
ID Acronym Full Name
85 SSAP Semi-Supervised Affinity Propagation
86 RSCPC Regularized Spectral Clustering with Pairwise Constraints
87 CCSR Constrained Clustering with Spectral Regularization
88 SCLC Spectral Clustering with Linear Constraints
89 CCSKL Constrained Clustering by Spectral Kernel Learning
90 CMSC Constrained Mean Shift Clustering
91 MCLA Must-link Cannot-link Leader Ant
92 MELA Must-link ϵ-link Leader Ant
93 CELA Cannot-link ϵ-link Leader Ant
94 AHC-CTP Agglomerative Hierarchical Clustering - Clusterwise Tolerance Pairwise
95 E2CP Exhaustive and Efficient Constraint Propagation
96 OSS-NMF Orthogonal Semi-Supervised - Non-negative Matrix tri-Factorization
97 RJFM names
98 GBSSC Graph-Based Semi-Supervised Clustering
99 Samarah –
100 MSBSBS names
101 SCKMM Semi-supervised Clustering Kernel Method based on Metric learning
102 PCBK-Means Pairwise Constrained Based K-Means
103 ISL names
104 ICOP-K-Means Improved COP-K-Means
105 CSP Constrained SPectral clustering
106 ASC(10) Ability to Separate between Clusters
107 MSBSBS(10) names
108 LRML Laplacian Regularized Metric Learning
109 SS-NMF Semi-Supervised Nonnegative Matrix Factorization
110 ASC Active Spectral Clustering
111 S3OM Semi-Supervised Self Organizing Map
112 CCHAMELEON Constrained CHAMELEON
113 CAC1 Constrained Active Clustering 1
114 PCKMMR Parallel COP-K-Means based on MapReduce
115 CLC-K-Means Cannot-Link Constrained - K-Means
116 SDHCC Semi-supervised Divisive Hierarchical Clustering of Categorical data
117 AHCP Agglomerative Hierarchical Clustering with Penalties
118 LRKL Low-Rank Kernel Learning
119 CDJPBY names
120 SRCP Symmetric graph Regularized Constraint Propagation
121 SGID names
122 MMCP Multi-Modal Constraint Propagation
123 PNMF Penalty - Nonnegative Matrix Factorization
124 SCAP Semi-supervised fuzzy Clustering Algorithm with Pairwise constraints
125 SFFA names
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Table 39  Full names for all methods reviews, sorted by ID (Part IV)
ID Acronym Full Name
126 PSC Pareto based multi objective algorithm for Semi-supervised Clustering
127 SemiStream –
128 LCP Local Constraint Propagation
129 SSCsNMF Semi-supervised symmetriC Non-negative Matrix Factorization
130 JPBMS names
131 SSL-EC Semi-Supervised Learning based on Exemplar Constraints
132 CAC Constrained Ant Clustering
133 En-Ant Ensemble Ant
134 SSFCA Semi-Supervised Fuzzy Clustering Algorithm
135 NSDR-NCuts Near Stranger or Distant Relatives - NCuts
136 SNN Similarity Neural Networks
137 Cons-DBSCAN Constrained - DBSCAN
138 COSC Constrained One Spectral Clustering
139 CECM Constrained Evidential C-Means
140 PMMC Pairwise-constrained Maximum Margin Clustering
141 TRAGEK TRAnsductive Graph Embedding Kernel
142 ENPAKL Efficient Non-PArametric Kernel Learning
143 COP-SOM-E COnstrained Partitional - Self Organazing Map - Ensemble
144 IU-Red Iterative Uncertainty Reduction
145 RFD Random Forest Distance
146 SCEV Semi-supervised Clustering Ensemble by Voting
147 sRLe-GDM-FFS semi-supervised Robust Learning of finite Generalized Dirichlet 

Mixture models and Feature Subset Selection
148 LSE Learned Spectral Embedding
149 CPSC Constrained Polygonal Spatial Clustering
150 CPSC* Constrained Polygonal Spatial Clustering*
151 CPSC*-PS Constrained Polygonal Spatial Clustering-Polygon Split
152 SSC-ESE Semi-Supervised Clustering with Enhanced Spectral Embedding
153 CPSSAP Constraint Projections Semi-Supervised Affinity Propagation
154 TKC names
155 SRBR names
156 A-ITML-K-Means Active - Information Theoric Metric Learning - K-Means
157 SSKSRM Semi-Supervised Kernel Switching Regression Models
158 SSSeKRM Semi-Supervised Sequential Kernel Regression Models
159 O-LCVQE Online - Linear Constrained Vector Quantization Error
160 C-RPCL Constrained - Rival Penalyzed Competitive Learning
161 SSsFCMCT Semi-Supervised standard Fuzzy C-Means for data with Clusterwise 

Tolerance by opposite criteria
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Table 40  Full names for all methods reviews, sorted by ID (Part V)
ID Acronym Full Name
162 SSeFCMCT Semi-Supervised entropy Fuzzy C-Means for data with Clusterwise Toler-

ance by opposite criteria
163 SS-FCC Semi-Supervised - Fuzzy Co-Clustering
164 MVSCE Majority Voting Semi-supervised Clustering Ensemble
165 MCCC Matrix Completion based Constraint Clustering
166 CAF Constraints As Features
167 UCP Unified Constraint Propagation
168 SS-CLAMP Semi-Supervised fuzzy C-medoids CLustering Algorithm of relational data 

with Multiple Prototype representation
169 MSCP Multi-Source Constraint Propagation
170 E2CPE Exhaustive and Efficient Constraint Propagation Ensemble
171 TwoClaCMMC Two Classes Constrained Maximum Margin Clustering
172 MPHS-Linear Mid-Perpendicular Hyperplane Similarity - Linear
173 MPHS-Gauss Mid-Perpendicular Hyperplane Similarity - Gaussian
174 MPHS-PCP Mid-Perpendicular Hyperplane Similarity - Pairwise Constraint Propagation
175 CCG Constrained Column Generation
176 PC-HCM-NM Pairwise Constrained - Hard C-Means - Non Metric
177 PC-eFCM-NM Pairwise Constrained - entropy Fuzzy C-Means - Non Metric
178 PC-sFCM-NM Pairwise Constrained - standard Fuzzy C-Means - Non Metric
179 ACC(14) Adaptive Constrained Clustering
180 ALCSSC Active Learning of Constraints for Semi-Supervised Clustering
181 SSCA Semi-supervised Spectral Clustering Algorithm
182 MVCC Multi-View Constrained Clustering
183 FHCSC Flexible Highly Constrained Spectral Clustering
184 SCRAWL Semi-supervised Clustering via RAndom WaLk
185 AC-CF-tree Active Constrained - Clustering Feature - tree
186 SACS Sequential Approach for Constraint Selection
187 CNP-K-Means Constraint Neighborhood Projections - K-Means
188 STSC Self-Taught Spectral Clustering
189 Active-HACC Active - Hierarchical Agglomerative Constrained Clustering
190 SKMS Semi-supervised Kernel Mean Shift
191 PCS PCK-Means with Size constraints
192 CEVCLUS Constrained EVidential CLUStering
193 TDCK-Means Temporal-Driven Constrained K-Means
194 SKML Spectral Kernel Metric Learning
195 SMVC Semi-supervised Multi-View Clustering
196 3SMIC Semi-Supervised Squared-loss Mutual Information Clustering
197 3CP Constrained Clustering by Constraint Programming
198 MCPCP Matrix Completion - Pairwise Constraint Propagation
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Table 41  Full names for all methods reviews, sorted by ID (Part VI)
ID Acronym Full Name
199 CMSSCCP Constrained Minimum Sum of Squares Clustering by Constraint Programming
200 LXDXD names
201 CS2GS Constrained Semi-Supervised Growing SOM
202 CMKIPCM Constrained Multiple Kernels Improved Possibilistic C-Means
203 CCCPYL names
204 LSCP Learning Similarity of Constraint Propagation
205 BBMSC Branch-and-Bound Method for Subspace Clustering
206 SCSC Semi-supervised Clustering with Sequential Constraints
207 HSCE Hybrid Semi-supervised Clustering Ensemble
208 LMRPCP Low-rank Matrix Recovery based Pairwise Constraint Propagation
209 TVClust Two-Views Clustering
210 RDPM Relational Diritchlet Process Means
211 CPSNMF Constrained Propagation for Semi-supervised Nonnegative Matrix Factorization
212 CEAC Constrained Evolutionary Algorithm for Clustering
213 SDenPeak Semi-Supervised Density Peak
214 ISSCE Incremental Semi-Supervised Clustering Ensemble
215 RSSCE Random Subspace based Semi-supervised Clustering Ensemble
216 SSMMHF Semi-Supervised Max-Margin Hierarchy Forest
217 C3 Constrained Community Clustering
218 FAST-GE Fast-Generalized Spectral Clustering
219 NMFCC Non-negative Matrix Factorization based Constrained Clustering
220 SymNMFCC Symmetric Non-negative Matrix Factorization based Constrained Clustering
221 AAA names
222 DCPR –
223 CCLS Constrained Clustering by Local Search
224 SemiDen Semi-supervised Density-based data clustering
225 COBRA COnstraint-Based Repeated Aggregation
226 MVMC Multi-View Matrix Completion
227 URASC Uncertainty Reducing Active Spectral Clustering
228 JBMJ names
229 TKC(17) names
230 SCHAIN Semi-supervised Clustering in Heterogeneous Attributed Information Networks
231 FAST-GE2.0 Fast-Generalized Spectral Clustering 2.0
232 FQH names
233 TI-APJCF Type-I Affinity and Penalty Jointly Constrained Spectral Clustering
234 TII-APJCF Type-II Affinity and Penalty Jointly Constrained Spectral Clustering
235 BRKGA+LS Biased Random Key Genetic Algorithm + Local Search
236 CG+PR+LS Column Generation + Path Relinking + Local Search
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Table 42  Full names for all methods reviews, sorted by ID (Part VII)
ID Acronym Full Name
237 RSEMICE Random subspace based SEMI-supervised Clustering Ensemble framework
238 C4S Constrained Clustering with a Complex Cluster Structure
239 YZWD names
240 COBS COnstraint-Based Selection
241 A-COBS Active - COnstraint-Based Selection
242 CVQE+ Constrained Vector Quantization Error +
243 SSDC Semi-Supervised DenPeak Clustering
244 COBRAS COnstraint-Based Repeated Aggregation and Splitting
245 k-CEVCLUS k - Constrained EVidentialCLUStering
246 AHMRF A - Hidden Markov Random Field
247 FIECE-EM Feasible-Infeasible Evolutionary Create & Eliminate - Expectation Maximization
248 CCC-GLPCA Convex Constrained Clustering - Graph-Laplacian PCA
249 JDG names
250 d-graph –
251 PCPSNMF Pairwise Constraint Propagation-induced Symmetric NMF
252 CESCP Clustering Ensemble based on Selected Constraint Projection
253 DCECP Double-weighting Clustering Ensemble with Constraint Projection
254 CMVNMF Constrained Multi-View NMF
255 BCK-Means Binary Constrained K-Means
256 SSKMP Semi-Supervised K-Medioids Problem
257 SFS3EC Stratified Feature Sampling for Semi-Supervised Ensemble Clustering
258 SemiSync –
259 SCAN Semi-supervised clustering with Coupled attributes in Attributed heterogeneous 

information Networks
260 SDEC Semi-supervised Deep Embedded Clustering
261 MVCSC Multi-View Constrained Spectral Clustering
262 2SHACC 2 -Stages Hybrid Agglomerative Constrained Clustering
263 ARSCE Adaptive Regularized Semi-supervised Clustering Ensemble
264 CCPP Constrained Clustering via Post-Processing
265 DCC Deep Constrained Clustering
266 AMH-L names
267 AMH-NL names
268 S3C2 Semi-Supervised Siamese Classifiers for Clustering
269 PCOG Pairwise Constrained Optimal Graph
270 DILSCC Dual Iterative Local Search - Constrained Clustering
271 NLPPC New Label Propagation with Pairwise Constraints
272 SSDPC Semi-Supervised Density Peak Clustering
273 PCPDAMR Pairwise Constraint Propagation with Dual Adversarial Manifold Regularization
274 CDC Constrained Deep Clustering
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Table 43  Full names for all methods reviews, sorted by ID (Part VIII)
ID Acronym Full Name
275 CDEC Constrained Deep Embedded Clustering
276 PCSK-Means(21) Pairwise Constrained Sparse K-Means
277 ILMCP Instance Level Multi-modal Constraint Propagation
278 WECR K-Means WEighted Consensus of Random K-Means ensemble
279 fssK-Means fast semi-supervised K-Means
280 fssDBSCAN fast semi-supervised DBSCAN
281 ADPE Active Density Peak Ensemble
282 ADP Active Density Peak
283 DP-GLPCA Dissimilarity Propagation-guided - Graph-Laplacian Principal 

Component Analysis
284 NN-EVCLUS Neural Network-based EVidential CLUSstering
285 SHADECC Succes History-based Adaptive Differential Evolution - Con-

strained Clustering
286 ME-MOEA/DCC Memetic Elitist - Multiobjective Optimization Evolutionary 

Algorithm based on Decomposition - Constrained Clustering
287 3SHACC 3 -Stages Hybrid Agglomerative Constrained Clustering
288 Semi-MultiCons Semi-supervised Multiple Consensus
289 DGPC names
290 KAKB names
291 ssFS semi-supervised subgraph Feature Selection
292 JDFD names
293 WAKL names
294 MICS Most InformativeConStraints
295 SFFD Semi-supervised Fuzzy clustering with Feature Discrimination
296 AAA(18) names
297 RWACS Random Walk Approach to Constraints Selection
298 AAA(19) names
299 ALPCS Active Learning Pairwise Constraint based on Skeletons
300 LCML names
301 AIPC Active Informative Pairwise Constraints algorithm
302 AAVV names
303 FIECE-EM+BFCU FIECE-EM + Best Feasible Classification Uncertainty
304 FIECE-EM+FCU FIECE-EM + Feasible Classification Uncertainty
305 FIECE-EM+DVO FIECE-EM + Distance to Violated Objects
306 FIECE-EM+LUC FIECE-EM + Largest Unlabeled Clusters
307 ASCENT –
308 FastCCP Fast Constrainec Clustering Problem
309 CDPS Constrained DTW-Preserving Shapelets
310 conDetSEC constrained Deep embedding time SEries Clustering
311 PCKM-Mono Pairwise Constrained K-Means - Monotonic
312 CDGSC Clustering with Dynamic Generation of Subordinate Clusters
313 CWLP Clustering with Weak Label Prior
314 lpKm lpK-Means
315 ACDEC Active Constrained Deep Embedded Clustering
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