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Abstract

This thesis explores advancements in all-optical magnetometry using nitrogen-
vacancy centers in diamonds, with a focus on fiber-based sensor systems. We
begin by providing an overview of current sensing and magnetic field sens-
ing technologies, highlighting the need for compact, high-sensitivity solutions.
After introducing the physics of NV centers and discussing various readout
methods, we present an all-optical setup for magnetometry, for which we de-
veloped a compact and low-cost phase-sensitive detection system. This system
achieves a performance comparable to commercial laboratory equipment while
significantly reducing size and costs.

We further investigate the fluorescence lifetime of high-NV-density microdi-
amonds. This offers a non-intensity-based approach for magnetic field sensing,
providing greater immunity to intensity fluctuations and enhancing robust-
ness. Additionally, we analyze the complete frequency response of the system.
By training an artificial neural network on the raw response, we improve the
system’s accuracy, resolving low-field ambiguities and minimizing temperature
sensitivity.

Compared to state-of-the-art NV-based sensors, our all-optical system of-
fers a non-conductive and non-magnetic sensing head, simpler implementa-
tion, and functionality over a high magnetic field range. These advancements
demonstrate the potential for low-cost, portable magnetometry systems suit-
able for practical applications where traditional methods face challenges due
to metallic or microwave components. The integration of fluorescence lifetime
sensing and frequency domain analysis positions this technology as a promising
alternative for future quantum sensing developments.
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Resumen

Esta tesis explora los avances en la magnetometŕıa totalmente óptica, uti-
lizando centros the nitrógeno vacante en diamantes, con un enfoque en sistemas
de sensores basados en fibra óptica. Comenzamos brindando una descripción
general de las tecnoloǵıas actuales de sensores de corriente y sensores de campos
magnéticos, destacando la necesidad de soluciones compactas y de alta sensi-
bilidad. Tras introducir la f́ısica de los centros NV y discutir varios métodos de
lectura, presentamos una configuración totalmente óptica para magnetometŕıa,
para lo que hemos desarrollado un sistema de detección sensible a la fase, com-
pacto y de bajo coste. Este sistema alcanza un rendimiento comparable al de
los equipos comerciales de laboratorio, reduciendo significativamente el tamaño
y los costes.

Además, investigamos más a fondo el tiempo de vida útil de la fluorescen-
cia de los microdiamantes de alta densidad de NV. Esto ofrece un enfoque no
basado en la intensidad para la detección del campo magnético, lo que pro-
porciona una mayor inmunidad a las fluctuaciones de intensidad y mejora la
robustez. Además, analizamos la respuesta de frecuencia completa del sistema.
Mediante el entrenamiento de una red neuronal artificial en la respuesta bruta,
mejoramos la precisión del sistema y resolvemos las ambigüedades de campo
bajo y minimizando la sensibilidad a la temperatura.

En comparación con los sensores basados en NV de última generación,
nuestro sistema totalmente óptico ofrece un cabezal sensor no conductor y
no magnético, una implementación más sencilla y funcionalidad en un am-
plio rango de campo magnético. Estos avances demuestran el potencial de los
sistemas de de bajo coste de magnetometŕıa portátiles adecuados para apli-
caciones prácticas donde los métodos tradicionales enfrentan desaf́ıos debido
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a los componentes metálicos o de microondas. La integración de los sensores
del tiempo de vida de la fluorescencia y el análisis del dominio de frecuencia
posiciona a esta tecnoloǵıa como una alternativa prometedora para futuros
desarrollos de detección cuántica.
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Heusler, S.; Gregor, M. Modular low-cost 3D printed setup for experi-
ments with NV centers in diamond. European Journal of Physics 2023,
44, 035402. https://doi.org/10.1088/1361-6404/acbe7c

• Pogorzelski, J.; Homrighausen, J.; Horsthemke, L.; Stiegekötter, D.; Lind-
loge, L.; Teuber, J.; Gregor, M.; Glösekötter, P. A7.4 - Bias-Tee quan-
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1 Introduction

Nitrogen vacancy (NV) centers in diamond attracted considerable attention
as quantum sensors for magnetic field sensing. Approaches using microwave
(MW) excitation for spin manipulation achieve high sensitivities [20, 21] and
spatial resolutions [22, 23] while operating at room temperature. They are,
however, limited in their application due to the necessity of MW delivery,
which typically requires a galvanic connection, by e.g. a conductive wire or
a resonator in close proximity to the sensing volume. Additionally, the MW
delivery adds complexity and may have adverse effects, like local heating [24]
or the creation of eddy currents [25]. In contrast, all-optical approaches sim-
plify the sensor design as a step towards industrial application. They rely
on the fluorescence change caused by spin mixing for magnetic fields up to
B ≈ 50 mT, achieving sensitivities of 14–50 µT/

√
Hz [26, 12, 27, 28, 29]. Other

all-optical setups utilize the ground-state level-anticrossing, reporting noise
floors of 0.45 nT/

√
Hz, but requiring high precision in angular alignment and

a bias magnetic field [30, 14, 31]. Furthermore, the cross-relaxation features
near zero magnetic field in high-NV-density samples have been investigated
in MW-free setups [32, 33, 34], reporting estimated photon shot-noise-limited
sensitivities of 4.5 nT/

√
Hz [33]. All-optical schemes can be implemented using

fiber optics [27, 35, 36, 32, 37] to construct a non-magnetic and high-insulation
resistance probe which enables their use in harsh environments.

This work is driven by the application of current sensing through the mag-
netic fields which are associated with a current carrying conductor. We specif-
ically concentrate on the all-optical approach to magnetic field sensing, using
ensembles of NV centers in diamonds. The dissertation not only explores un-
precedented improvements in all-optical magnetometers but also introduces

1
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methodologies from which future developments in microwave-based quantum
sensors can benefit. The methodologies introduced are designed to mitigate
the vulnerabilities associated with environmental noise and thermal variations,
challenges that have persistently limited the application scope of magnetic field
sensors. By integrating these advancements, this research paves the way for
more robust and reliable quantum sensors, extending their usability in fields
where precision under varying environmental conditions is crucial.

This chapter gives a brief overview of current sensing, magnetic field sensing
and NV centers and their use in magnetic field sensing, in particular, allowing
the comparison of the sensing technologies in this work to other established
methods.

1.1 Current Sensing

The measurement of current flow is a fundamental requirement across a broad
spectrum of electrical and electronic applications, each of which imposes dis-
tinct performance demands in terms of precision, accuracy, bandwidth, dy-
namic range, isolation, size, and cost. To address these diverse needs, various
current measurement techniques have been developed. In today’s systems, the
increasing demand for digital control and monitoring necessitates the availabil-
ity of current data in digital form, thereby requiring the output signal from
current sensing techniques to be digitized.

Shunt resistors, for example, have been widely utilized in power electronics
due to their low cost, compact form factor, and relative simplicity, while of-
fering reasonable measurement accuracy. However, as the trend toward digital
sensing and control replaces conventional analog systems, driven by the need
for higher system integration, improved efficiency, and more advanced control
strategies, the requirement for digitized current information has grown. The
voltage drop across a shunt resistor, though small, necessitates amplification,
which in turn affects bandwidth, increases the overall size of the device, and
raises costs. Additionally, with power converters achieving higher power densi-
ties, the inherent power losses within shunt resistors have become increasingly
problematic. As a result, engineers in the field of power electronics are actively
seeking alternative current sensing solutions that can offer similar levels of ac-
curacy with reduced power losses, while also providing galvanic isolation and
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an output signal that can be directly interfaced with digital systems.
Current measurement techniques can be broadly classified by the following

physical principles [38]

Ohm’s law of resistance The current density vector J in a conductor of
resistivity σ is given by

J = σ(E + v × B) (1.1)

with the applied electric field E. In a rest frame of the conductor, the
product of conductor velocity v and magnetic flux density B is zero.
When E is a time varying function, we have to account for the reactance
in addition to the conductor’s resistivity. On a macroscopic scale and
assuming a uniform electric field is applied, we can then observe a volt-
age V = ZI, with complex impedance Z and current I. With a known
impedance and measured voltage we can thus determine the current,
which is a simple method of current measurement, applied in many in-
stances, ranging from from minuscule currents arising in photodetection
processes, up to the kA range in power transmission systems.

Different construction methods have been established, including surface
mounted devices, coaxial tubes, squirrel cages and disc types. These
aim to optimize a selection of several parameters, like maximum cur-
rent, bandwidth, temperature dependency, and size [39]. In any case,
the resistive element has to be inserted into the circuit, interfering with
the rest of the circuitry in some way, dissipating power, and potentially
requiring a downstream galvanic isolation.

Induction Current sensors based on Faraday’s law of induction are a notable
example of sensors that inherently provide electrical isolation between the
current to be measured and the output signal. This isolation is achieved
due to the non-contact nature of the measurement process, where the
sensor detects the magnetic field generated by the current without phys-
ically interacting with the conductor itself. Faraday’s law states that a
voltage is induced in a conductor when it experiences a change in the
magnetic flux, making sensors that exploit this phenomenon unable to
detect static (DC) currents. Still, many applications can make use of
induction for current sensing, ranging from power distribution to motor
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drives and renewable energy systems, benefiting from the inherent safety
by galvanic isolation.

One classical implementation is the Rogowski coil. In this setup a helical
coil with no magnetic core is wound around a conductor that carries the
primary current to be measured. A change in the primary current leads
to a varying magnetic flux in the coil and consequently an induced volt-
age. This induced voltage exhibits a direct proportionality to the rate
of change of the primary current, which can be subsequently integrated
to yield a voltage signal proportional to the instantaneous current mag-
nitude. These transducers demonstrate a high degree of linearity and,
owing to the absence of a magnetic core, are not susceptible to magnetic
saturation effects. This characteristic makes them particularly suitable
as cost-effective, high-bandwidth current sensors, especially in clamp-on
applications where non-contact measurement is advantageous. However,
Rogowski coils also have certain inherent limitations. Next to the in-
ability of DC current measurement, the integration process necessary for
signal conditioning can potentially introduce measurement errors, such
as baseline drift, and may impose constraints on the overall system band-
width and response time.

Another notable implementation of the induction principle is the current
transformer. The setup is comparable to that of a Rogowski coil, except
the secondary winding is placed on a core material with high relative
permeability. The transformer steps down the current proportional to
the number of turns of the secondary winding, which is connect to a shunt
resistor instead of an integrator. The voltage over the shunt resistor can
then be easily amplified and further processed.

Magnetic fields Instead of using the induction by a changing magnetic flux,
current sensing can also be based on the direct measurement of the mag-
netic field in the vicinity of a current carrying conductor. The Biot-
Savart law states that at any point P , the magnetic field dB evoked by
an element dl of a wire, carrying a current I is given by

dB = µ0

4π

Idl × r

|r|3
, (1.2)

where r is the the distance vector from the wire element to the point at
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which the magnetic field acts and µ0 ≈ 4π10−7 Tm/A is the permeability
of free space.

Several different techniques for magnetic field sensing have been devised,
which we will present in the following section. Most of these sensors can
be incorporated into a current sensing setup in different ways [40]. First,
the sensor may just be placed above a conductor, which can be formed
in a way to increase the flux density, e.g. by a U-shape [41]. Such a
simple setup allows easy integration into an application [42]. Next, the
current carrying conductor may be passed through a core material with
high relative permeability. The magnetic field sensor is then placed in a
gap in the core material. The core effectively acts as a flux concentrator,
increasing the flux density for a given current and additionally shielding
the setup from external interferences [19]. This concept can lastly be
extended by a secondary winding on the core. A feedback-loop then
controls the current in the secondary winding, keeping the flux density
at the sensing element at a constant value, typically at zero-field, making
the controller output the measurement value.

Faraday Effect The Faraday Effect describes the phenomenon where the po-
larization plane of linearly polarized light is rotated when the light prop-
agates through a medium exposed to a magnetic field.

A material that alters the state of polarization is referred to as bire-
fringent. Birefringent media come in different types: circular birefrin-
gence, in which the polarization of linearly polarized light is affected,
while circularly polarized light remains unchanged; and linear birefrin-
gence, where the reverse occurs, i.e. linear polarization is unaffected,
but circular polarization is modified. Faraday discovered that circular
birefringence could be induced in a material by applying a magnetic field
parallel to the direction of light propagation. In cases where the intrin-
sic circular birefringence of a medium is negligible, the rotation of the
polarization plane of linearly polarized light becomes proportional to the
integral of the applied magnetic field, B/µ, along the propagation path.
This relationship is characterized by a proportionality constant known
as the Verdet constant V , a material-specific parameter that defines the
strength of the Faraday Effect.
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Linearly polarized light can be understood as the superposition of two
orthogonal circularly polarized light waves: a right-hand circularly po-
larized (RHCP) wave and a left-hand circularly polarized (LHCP) wave.
When the Faraday Effect occurs, the velocities of these two components
are altered. Specifically, the velocity of RHCP waves decreases if the
magnetic field is aligned with the propagation direction of the light,
while LHCP waves experience an increase in velocity. Conversely, when
the magnetic field is applied in the opposite direction, the RHCP wave
velocity increases, and the LHCP wave velocity decreases. This differ-
ential velocity causes a phase difference between the RHCP and LHCP
components of the light. As a result, the superposition of the two cir-
cularly polarized waves leads to a rotation of the polarization plane of
the original linearly polarized light. The magnitude of this rotation is
directly influenced by the strength of the magnetic field and the length
of the path through the birefringent medium.

Practical implementations of this effect use optical fibers, wound N times
around the conductor, carrying the current I to be measured. They
launch linearly polarized light into the fiber, which is then rotated by
θ = V NI. The light exiting the fiber is then passed through a polarizing
beam splitter, set to 45◦. The ratio of the intensities of the two beams
is then used to determine θ and thereby B. More complex schemes have
been devised, using sending and receiving channels on both ends of the
fiber to increase stability and linearity.

Such fiber optic current sensors achieve excellent isolation and can ac-
curately measure in the kA to MA range [38]. They are however costly
and require bulky infrastructure.

Magnetic field sensing is often favored for current sensing applications due
to its simplicity and the inherent advantage of galvanic isolation, which allows
for accurate measurement of electrical currents without direct contact with the
current-carrying conductor. This isolation reduces the risk of electrical shock
and interference, enhancing both safety and signal integrity in the measurement
process. Additionally, magnetic field sensors are non-invasive, minimizing the
impact on the system being monitored, and are capable of measuring both
AC and DC currents. In the following, we will explore various magnetic field
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sensing techniques in more detail, examining their principles, advantages, and
specific use cases.

1.2 Magnetic Field Sensing

A large variety of magnetic field sensing techniques has been developed in the
past. Here, want to give a brief overview of these techniques and point out the
strengths and weaknesses. We will shortly introduce each sensing technology
and summarize some figures of merit (FoM) in Table 1.1.

Hall effect sensors were first described in 1880 by Edwin Hall [43] and have
since become one of the most prominent magnetic field sensor technolo-
gies. The Hall effect arises from the magnetic Lorentz force, which de-
flects moving charge carriers when exposed to a magnetic field, leading to
a transverse voltage, directly proportional to the magnetic flux density
B.

In a solid metal or semiconductor, subjected to a magnetic field B, the
magnetic Lorentz force acting on a single charge carrier can be described
by

F = q(E + v × B) , (1.3)

with the charge of the carrier q. The electric force qE is zero in this
consideration. The instantaneous drift velocity of the moving carrier v

is given by
v = I

ncqwt
, (1.4)

where w, t are the width and thickness of the conductor with carrier
density nc, and the current I in the conductor. The Hall voltage can
then be approximated as

VH = BI

ncqt
= BI

RH

t
, (1.5)

where the material is characterized by the Hall resistance RH.

Hall sensors benefit from the sophisticated CMOS technology, allowing
the cheap integration in mass production. They can work at high mag-
netic field ranges, however come with a low sensitivity, compared to the
following technologies.
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Anisotropic magnetoresistance (AMR) was discovered by W. Thomson
in 1857 [44]. He described a material’s change in resistivity when the
orientation between a current through the material, usually a permalloy,
and its magnetization is varied. The resistivity R in that case can be
described by

R = R∥ − ∆R cos2 θ , (1.6)

∆R = R∥ − R⊥ , (1.7)

where R∥ is the resistivity when the current flow is parallel to the magne-
tization M , i.e. θ = 0. R⊥ then corresponds to an orientation between
current flow and M of θ = 90◦. The change in R can then be used to
determine the magnetization which is a function of the external magnetic
field. Commonly the flow of current is rotated by 45◦ with respect to
the magnetization [45], using a metalization on the permalloy, commonly
referred to as barber pole structure. The effect is a linearization of the
sensor response and an increased sensor sensitivity [46].

AMR sensors can be manufactured on a large scale in integrated circuits,
making them robust and easily mass producible, while being more sen-
sitive than e.g. Hall sensors. They however suffer from non-linearity at
the end of their comparatively low full range on the order of 1 mT.

Giant Magnetoresistance (GMR) and tunneling magnetoresistance
(TMR) are related by their operation relying on magnetoresistance
properties arising in stacks of magnetic materials.

GMR sensors are part of the family of spintronic devices, since they use
the spin dependent scattering of electrons in a metal layer, sandwiched
between two magnetic layers. When the magnetization of both layers is
aligned, electrons with one spin polarization experience low scattering
as they pass through the structure. This low scattering results in lower
resistance. When the magnetizations are not parallel, electrons of both
spin polarizations (up and down) experience increasing scattering, lead-
ing to higher resistance in the structure. Therefore, one layer is usually
pinned into a magnetization through a a large coercivity, and the other
is allowed to be magnetized by an external magnetic field.
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TMR sensors have a similar structure. An insulating layer between two
ferromagnetic layers can be passed by electrons through the tunneling
effect. The probability of this tunneling depends on the spin orientation
of the electrons relative to the magnetization direction of the layers. The
TMR effect is then observed as a change in resistance depending on the
relative magnetization of the two ferromagnetic layers.

Both technologies can be integrated well in CMOS processes and feature
good sensitivities. They are limited to fields up to 1-10 mT above which
they saturate. GMR and TMR are both also prone to 1/f noise, a noise
component which rises with decreasing frequencies.

Optically Pumped Magnetometers (OPM) use alkali atoms, such as ru-
bidium or cesium, which are spin-polarized by resonant light. When these
atoms are placed in a magnetic field, their electron spins begin to precess,
which affects the amount of light transmitted through the atomic vapor.
As a result, changes in the transmitted light can be detected, allowing
for the measurement of magnetic fields.

OPMs offer a high sensitivity, compared to the previous sensor types,
enabling them to detect extremely weak magnetic fields down to the
femto-Tesla range, and making them ideal for applications like magne-
toencephalography and geomagnetic field measurements. They however
have limited dynamic range, often requiring magnetic shielding in prac-
tice. This adds complexity and cost to their use, since even slight varia-
tions in external magnetic fields can interfere with their operation. OPMs
can be miniaturized into small, portable devices [47]. In addition, OPMs
do not require cryogenics like other high-sensitivity system, making them
suitable for mobile applications, and environments where space is lim-
ited, such as compact medical devices. Though, their use still requires
precise laser systems and optical components to polarize and detect spin
states. Calibration and tuning can be technically demanding, which may
limit their applicability in some settings.

Magnetoelectric (ME) sensors rely on the coupling between polarization
P and magnetization M , i.e., the control of P by applying a magnetic
field (direct ME effect) or the manipulation of M through an electric
field (converse ME effect). The direct ME effect is of great interest in
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multiferroic materials, which exhibit both ferroelectric and ferromagnetic
properties. These materials are extensively studied for applications like
magnetic sensors due to their ability to couple electric and magnetic
responses.

In addition to using multiferroic materials, magnetoelectric sensors can
operate on the strain, induced by magnetostriction. In this approach,
a piezoelectric material, such as Lead Zirconate Titanate, is strongly
coupled to a soft magnetic material. When a voltage is applied to the
material, it generates mechanical strain, which can modify the direction
or amplitude of the magnetization in the magnetic material. Conversely,
if a magnetic field is applied to the magnetic material, it undergoes mag-
netostriction, creating a strain in the piezoelectric material that induces
a voltage.

This coupling enables a direct conversion between magnetic fields and
electrical signals, making such sensors appealing, since they require no
external voltage supply. They are limited by their dynamic response,
with bandwidths of usually up to 1 kHz, though.

Coils or induction coil sensors are some of the oldest and well-known sensor
types. They rely on Faraday’s induction law, describing a conductor
loop’s output voltage

V = −n
δΦ
δt

= −nA
δB

δt
, (1.8)

where Φ is the magnetic flux through a coil with n windings of area
A, assuming A is time-invariant. Since a change in flux is necessary to
induce a voltage, coil sensors can only detect AC magnetic fields. They
still find wide application, since they are easy to construct and offer
low noise. A coil sensors intrinsic noise is given by the thermal noise
of the windings parasitic resistance, which can be comparatively low. In
addition, the sensitivity is directly proportional to the frequency, making
coil sensors highly sensitive at high frequencies.

For the detection in low frequency ranges, a ferromagnetic core is placed
inside the coil, acting as a flux concentrator. This sensor is usually
referred to as search coil. The output voltage is then increased by the
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cores relative permeability µr, which can be on the order of 105. The
effective relative permeability is however significantly lower, due to the
demagnetizing field effect [48].

Fluxgates consist of a soft magnetic material core surrounded by a primary
excitation coil, which generates an alternating magnetic field in the kHz
range to periodically saturate the core. In the absence of an external
magnetic field, the core’s magnetic response is symmetrical, producing
no net voltage in the secondary sensing coil. However, when an external
magnetic field is present, the core’s response becomes asymmetrical, re-
sulting in a detectable signal at twice the frequency of the applied current
in the excitation coil.

Unlike traditional coils, fluxgates are sensitive to static (DC) magnetic
fields, allowing them to detect weak fields ranging from picoteslas to
nanoteslas. They can be designed in various sizes, from micrometer to
centimeter scales, depending on the application. Additionally, fluxgates
exhibit a flat frequency response up to several kilohertz, and their low
1/f noise characteristic make them ideal for low-noise applications.

The primary applications of fluxgates include earth’s magnetic field mea-
surements, navigation systems, and laboratory instrumentation for preci-
sion magnetic field detection. They are however limited by their magnetic
bandwidth, usually in the kHz range.

Superconducting quantum interferences devices (SQUIDs) are
extremely sensitive magnetometers. They make use of two properties of
superconductivity, the quantization of magnetic flux and the tunneling
of Cooper pairs through a weak link known as a Josephson junction. A
Josephson junction is formed when two superconducting materials are
separated by a very thin insulating barrier.

A SQUID consists of a superconducting loop with one Josephson junc-
tion in a RF-SQUID, or two Josephson junctions in a DC-SQUID. In
a DC-SQUID, current is split between two paths around a loop, each
containing a Josephson junction. These paths interfere with each other,
and the amount of interference depends on the magnetic flux through the
loop. When a magnetic field is applied, the output voltage of the SQUID
exhibits a modulation with a period corresponding to one flux quantum
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B range Bandwidth Size Sensitivity
Hall 10 T DC - 1 MHz 1 µm-1 mm 1 µT/

√
Hz

AMR 1 mT DC - 10 MHz 1 µm-1 mm 10 nT/
√

Hz
GMR / TMR 10 mT DC - 1 GHz 1 µm-1 mm 100 pT/

√
Hz

OPM 1 µT DC - 1 GHz 1 mm-10 mm 10 fT/
√

Hz
Magnetoelectric 1 mT DC - 1 kHz 100 µm-10 mm 1 nT/

√
Hz

Coil 10 T AC 100 µm-1 m 1 fT/
√

Hz
Search coil 1 µT AC 100 µm-1 m
Fluxgate 100 µT DC - 5 kHz 100 µm-50 mm 5 nT/

√
Hz

SQUID 10 µT DC - 100 kHz 100 µm-10 mm 10 fT/
√

Hz
NV Center > 4 T DC - 1 GHz 1 mm-100 mm 10 nT/

√
Hz

Table 1.1: Comparison of magnetic field sensing technologies. Data are based
on [15, 16, 17, 18, 19]. The sensitivities are typical values and can be surpassed
by certain implementations in research.

Φ0 = 2.08 × 10−15 Wb. This allows the sensor to realize sensitivities on
the order of 10 fT/

√
Hz. SQUIDs also have drawbacks, most significantly

the necessity of cryogenic cooling.

We will present the physics and different modes of operation of NV centers
for magnetic field sensing in the following section. The data in Table 1.1 on
sensors that utilize NV centers are based on [49, 50, 51, 52]. For all sensing
technologies in Table 1.1, specific implementations may trade off between the
given characteristics. For instance, a specific Hall sensor that achieves a sen-
sitivity of 1 µT/

√
Hz may not simultaneously deliver a magnetic field range of

10 T.

1.3 Nitrogen-Vacancy Centers in Diamond

Diamond is an extraordinary material, renowned for its exceptional hardness
and high thermal conductivity [53]. It is optically transparent and can con-
tain hundreds of different point defect centers, known as color centers, which
are optically active and were identified by their photon emission behavior via
optical spectroscopy [54, 55]. Among these, the negatively charged nitrogen-
vacancy center (NV) is one of the most extensively studied, being active in the
visible spectrum [56, 57]. Its unique spin properties enable it to function as
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Figure 1.1: (a) Diamond lattice with a single NV center in one of four possible
orientations in the lattice. A green arrow symbolizes a magnetic field B of
arbitrary direction. (b) Energy level structure of the NV center. Green arrows
symbolize non-resonant, spin-conserving excitations into the phonon sideband
and red arrows show spin-conserving relaxations. Dashed arrows symbolize
non-radiative transitions.

a solid-state artificial atom. NV centers have attracted significant interest for
their potential applications in quantum information [58], magnetic field sens-
ing, nanoscale nuclear magnetic resonance (NMR) spectroscopy [59, 60, 61],
biosensing and marking [62, 63, 64], and thermometry [65].

The NV center is a stable color defect consisting of a substitutional nitrogen
atom and an adjacent vacancy in the diamond crystal lattice, as illustrated in
Figure 1.1a. In the tetrahedral arrangement of the lattice points in the crystal,
with a bonding angle of 109.5◦, the sp3 hybridized orbitals of the nitrogen atom
and the three neighboring carbon atoms dangling in the vacancy form a C3v

symmetry. The bonding line between the nitrogen atom and the vacancy acts
as the rotation axis of the color center, maintaining rotation invariance for the
three carbon atoms around 120◦. We refer to this line as the NV axis. Due to
the rotation invariance, the NV center can adopt four equivalent orientations
along the ⟨111⟩ crystallographic axes: [111], [111], [111], and [111].

The NV center can exist in two charge states. The neutral charge state
NV0 has five unpaired electrons, four from the neighboring carbon atoms and
one from the nitrogen atom. For the negatively charged NV− center, electron
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Figure 1.2: Absorption and emission spectra of the NV center. The absorption
spectrum is adapted from [13]. The emission spectrum is acquired from NV-
rich microdiamonds in glue, attached to an optical fiber.

spin resonance measurements have shown that it has an electron paramagnetic
ground state with an electron spin angular momentum of S=1 [66]. It is
therefore assumed to have six electrons, with two of them being unpaired.
Both NV− and NV0 are optically active and can be distinguished by their Zero
Phonon Lines (ZPLs) at 637 nm (1.945 eV) and 575 nm (2.156 eV), respectively
and their related vibronic phonon side band with photon emission at lower
energies [67, 68]. Since this work is mostly concerned with the NV− center, we
commonly refer to it by only NV center.

In Figure 1.2, we show an emission spectrum acquired from NV-rich micro-
diamonds in glue, attached to an optical fiber, at standard ambient conditions.
We observe the ZPLs of both charge states since both may be present in NV rich
diamonds. Additionally, under sufficiently high excitation powers, NV− cen-
ters can be photo-ionized to NV0 [69]. We also show the absorption spectrum
(adapted from [13]), which is partially overlapping the emission spectrum.

In Figure 1.1b, we show the energy level structure of the NV center, con-
sisting of a spin triplet in the ground state 3A2, a spin triplet in the excited
state 3E, and additionally, two intermediate singlets states 1A1 and 1E. Due to
the NV center’s electron spin (S=1), three electron spin sublevels exist. They
are denoted by the spin quantum numbers mS = 0 and mS = ±1. In the
ground state, the degeneracy of the sublevels is lifted by spin-spin interaction
of the two electrons at a zero-field splitting (ZFS) with Dgs = 2.87 GHz [70].
A ZFS is also observed for the excited state with a value of Des = 1.42 GHz
[71]. The mS = ±1 sublevels are degenerate at zero external magnetic field
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and no internal strain. Off-resonant green excitation brings the system to the
excited triplet state by a usually spin conservative transition. When starting
from the mS = 0 sublevel, the system is excited to the mS = 0 sublevel of
the excited state, and decays back to the ground state, emitting red fluores-
cence. When promoted from the ground state to the excited state mS = ±1
sublevels, there is a higher probability for a non-radiative decay via an inter-
system crossing (ISC) through the singlet states. The mS = 0 and mS = ±1
sublevels are associated with different radiative lifetimes. For single NV cen-
ters in bulk diamonds values in the range of 12 ns and 8 ns, respectively, are
commonly reported [72, 73, 74, 75, 76]. They can be explained by the differing
non-radiative ISC rates to the intermediate singlet states [56, 72, 74, 77]. This
decay does not emit visible fluorescence, and is thereby commonly referred to
as dark state. The transition via the dark state has a high probability to end
in the mS = 0 triplet groundstate, enabling the spin polarization of the NV
center into the mS = 0 ground state by optical pumping [56, 78]. The dark
state is associated with an optical transition in the infrared (IR) at a ZPL of
1042 nm, which is about four orders of magnitude weaker than that of the vis-
ible emission [79, 80]. The singlet states are associated with lifetimes of < 1 ns
for 1A1 and on the order of 300 ns for 1E [81, 74, 82]. The different lifetimes
of the two decay paths lead to a difference in fluorescence intensity of up to
30% in single NV centers [79, 83, 82]. This value is usually lower in ensembles
[84, 85, 12].

In quantum mechanics, the Hamiltonian is a fundamental operator that
represents the total energy of a system, including both kinetic and potential
energy. When applying a magnetic field B, the ground state spin Hamiltonian
of the NV center reads [22, 12]

Hgs = hDgsS
2
∥ + gµBB · S = H∥

gs︸︷︷︸
hDgsS2

∥+gµBB∥S∥

+ H⊥
gs︸︷︷︸

gµB(BxSx+By+Sy)

(1.9)

with Planck’s constant h, the Bohr magneton µB, and the electron g-factor g ≈
2. Here, B∥ is parallel to the NV axis and we neglect hyperfine interactions with
nuclear spins, strain-induced splitting, and electric interaction. The excited
state is also a spin triplet, and the Hamiltonian Hes is given by Equation
1.9, only exchanging Dgs for Des. The magnetic field dependent ground and
excited states of the NV center and the transition rates of all states can then
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Figure 1.3: Fluorescence intensity as a function of applied magnetic field for
high-NV-density bulk diamonds. The trace Staacke is a representative mea-
surement for B being unaligned to all NV-axes [12]. The example Zheng shows
a well aligned case, revealing the ESLAC and GSLAC [14].

be calculated [22]. By summing over all light emitting transitions at the steady
state population, the magnetic field dependent fluorescence intensity can be
simulated [12]. We do not repeat these simulations here, but qualitatively
explain the results. At the application of a magnetic field, the transitions
between the ground and excited state cease to be strictly spin conserving.
Although optical pumping polarizes most of the spin population in an NV
ensemble to the mS = 0 ground state, this spin mixing allows the transition of
increasing amounts of the population at rising magnetic fields to the excited
mS = ±1 states [86, 87, 32, 88]. These show a higher probability to transition
via the dark state, decreasing the overall fluorescence intensity. This is the
basic principle of all-optical magnetic field sensing. After initial calibration,
the fluorescence intensity can be used to deduce the applied magnetic field. An
example for such a magnetic field dependent fluorescence intensity is shown in
Figure 1.3. Sensitivities in the range of down to 14 µT/

√
Hz have been reported

previously for laboratory setups that make use of this effect [12, 28, 29]. These
are valid for the region of highest gradient, which in the given example is the
range of 10 mT < B < 30 mT.

In a low transverse field regime, the fluorescence intensity exhibits sharp
declines at B∥ ≈ 51 mT and B∥ ≈ 102 mT, corresponding to spin mixing
induced by a level anti-crossing within the excited state (ESLAC) and ground
state (GSLAC), respectively [30, 14, 31, 89]. These setups achieve noise floors
of down to 0.45 nT/

√
Hz, but require high precision in angular alignment and
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a stable and well aligned bias magnetic field of either 51 or 102 mT. We
show an example measurement in Figure 1.3. The difference in sensitivity in
these and the following methods generally result from the higher magnetic-field
dependent change in fluorescence intensity, given that noise sources, e.g. by
the photodetection process, are equal.

The Zeeman interaction term gµBB · S shows the mS = ±1 spin states are
sensitive to external magnetic fields, resulting in a split of the energy levels for
an increasing magnetic field. This is the basis for optically detected magnetic
resonance (ODMR). We show this behavior in the energy level structure in
Figure 1.1b. The resonant frequencies are then given by

ν± = Dgs ±
√

E2 + (γB∥)2 , (1.10)

where γ = gµB/h ≈ 28 GHz T−1 denotes the linear change in the splitting due
to the magnetic field for E ≪ γB∥. Here, we include the off-axial ZFS param-
eter E, which depends on the strain condition of the used diamond sample.
It already lifts the degeneracy of the mS = ±1 states at zero-field. In such a
simplified linear model for small magnetic fields, only the magnetic field com-
ponent B∥ along the orientation of the NV center axis affects the splitting. A
more complex model can be applied when non-axial magnetic field components
may not be neglected. Commonly an additional dimensionless correction fac-
tor is then introduced [90, 91]. A simple way of detecting these resonances is
the technique of continuous-wave optically detected magnetic resonance (CW-
ODMR). Under continuous optical excitation, an oscillating microwave (MW)
field is applied and its frequency is tuned in a specific frequency range. When
the MW field matches the frequency of the spin transition between mS = 0
and mS = 1 or −1, spins can flip, and consequently a reduction in fluorescence
intensity can be observed [92, 78].

The structure of the diamond lattice allows, in principle, four different ori-
entations of the NV-axis. In a diamond sample with more than one NV center,
the occurrence of the four directions is randomly distributed. For such an en-
semble the external magnetic field B is projected onto each of the axes NVi

with i ∈ {1, 2, 3, 4} and a maximum of eight resonances can be observed. In a
magnetometry application with a bulk diamond such a measurement may then
be fitted by a sum of Gaussian functions to determine the center frequencies
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νi [8, 93]. These can in turn be employed for determination of the vector mag-
netic field [91]. This scheme may also account for the temperature of diamonds,
hosting the NV centers. At room temperature, the zero-field splitting D dis-
plays a temperature dependence of dD

dT
= −74.2 kHz/K [94]. This effectively

shifts the complete ODMR spectrum, enabling the simultaneous detection of
temperature and magnetic fields [95, 96]. Current state-of-the-art NV-based
sensors, utilizing MW, realize sensitivities, reaching 0.9 pT/

√
Hz for NV en-

sembles [97] and 170 pT/
√

Hz for single NV centers [51]. While for single NV
centers a lack of ensemble averaging results in worse sensitivities their appeal
lie in high spatial resolutions on the nanometer scale.

Another MW-free method has been reported which utilizes the cross-relax-
ation features near zero magnetic field in high-NV-density samples [33, 34].
Consider a bulk diamond in which NV centers in all four possible orientations
are present. When a transverse bias field is applied, so that in two of the four
directions the projection of the magnetic field onto the NV-axes is non-zero,
transition energies of the respective NVs are split by Zeeman interaction. With
an additional magnetic field Bz, applied in parallel to one NV-axis, several
crossings of transition energies occur with rising Bz. At these crossings, dips
in fluorescence intensity can be observed. These are attributed to dipolar
interaction between differently oriented NVs providing depolarization channels
[98]. For this method a photon shot-noise-limited sensitivity of 4.5 nT/

√
Hz

has been estimated [33].
Beyond the presented MW-free methods and CW-ODMR, more sophisti-

cated methods of magnetometry have been developed. These include coherent
control e.g. via pulsed ODMR, lock-in detection and tracking of single reso-
nances, or dynamic decoupling [78, 99]. Since this works focuses on all-optical
detection, we do not explain such methods here.



2 Fluorescence Intensity Based
Sensing

In this chapter, we focus on the all-optical addressing and readout of NV cen-
ters for magnetic field sensing. Therefore, we first present and analyze the
optical and electrical components of an optical interrogator, which include
optical excitation, photodetection, and noise suppression by lock-in amplifica-
tion. Building upon this, a compact and low-cost approach to the evaluation
circuitry is developed and analyzed. Lastly, we will examine the temperature
dependent behavior of our sensing material.

2.1 Optical and Electrical Setup

2.1.1 Optical Setup

The excitation and fluorescence readout of NV centers requires an optical
setup. In Figure 2.1, we show the schematic of such a setup, meant for the
readout of fiber-coupled sensors. While we may use variations of this setup in
later parts of this work, the principle will stay the same. A laser diode’s beam is
collimated to a beam diameter of 2.1 mm and coupled through a short dichroic
mirror (DMSP567R, Thorlabs) and an achromatic collimator for multimode
fibers (F950SMA-A, Thorlabs, f1 = 9.9 mm) to an optical fiber. The dichroic
mirror (DCM) has a cut-off wavelength of 567 nm, allowing the transmission
of the excitation light, commonly in the range of 520 nm to 532 nm. At the
same time, returning fluorescence from the same optical fiber is reflected from
the DCM. A reflectance of the DCM below the cut-off wavelength of a few per-

19
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cent necessitates a long-pass filter (FELH0600, Thorlabs, cut-on wavelength
600 nm), featuring an optical density (OD) of 6 below cut-on. The fluorescence
beam is focused onto the active detector area of a photodiode (PD) (S5973,
Hamamatsu Photonics K.K.) using a plano-convex lens (LA1951-AB, Thor-
labs, f2 = 25.4 mm). The magnification of the beam from the optical fiber’s
end facet is given by f2/f1 = 2.56, leading to a coverage of the photodiode’s
detector area of 5%. This enables a robustness against positional inaccuracies
by drift or thermal influence without impact on the incident power to the PD.

Figure 2.1: Schematic of the optical setup used for the excitation and fluores-
cence readout of fiber-coupled, NV-based sensor heads. The lower left panel
shows a photo of the sensor head of an optical fiber-based sensor which is used
in this work.

2.1.2 Sensing Material

Fiber sensors can be composed of a single bulk diamond or a collection of
microdiamonds which are attached to the end facets of optical fibers by an
optical grade adhesive. In Figure 2.2, we show fluorescence intensities as a
function of magnetic fields at varying optical excitation powers for both con-
figurations. We commonly refer to them as calibration curves. The curves are
normalized to the intensity at zero magnetic field. For Figure 2.2a, a high-
pressure, high-temperature (HPHT) bulk diamond was attached to an optical
fiber and the magnetic field was aligned to one of the NV axes (θ < 5◦). We
find an initial increase of the fluorescence with rising magnetic fields up to
≈ 6 mT, after which it declines towards a saturation for high magnetic fields.
The decline can be explained by spin mixing (see Section 1.3). For the initial
increase, dipolar coupling between neighboring NV centers leading to mixing
of spin states was proposed as an explanation [29, 100, 32]. Additional dips in
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fluorescence around 51 mT and 102 mT can be explained by the ESLAC and
GSLAC, respectively. For a better alignment between B and one NV axis, we
would expect sharper, more well defined features [30, 32]. For the misaligned
case, these features are no longer visible. We also find a positive correlation of
the magnetic contrast on the optical excitation power. These observations are
in line with previous results, which also revealed a saturation behavior of the
magnetic contrast towards higher excitation powers [12].

We define the contrast C of a measurement, specifically of calibration
curves, as

C = 1 − min F (B)
F (B = 0) (2.1)

with the fluorescence intensity F as a function of the magnetic field B.

Figure 2.2: Fluorescence intensities as a function of magnetic field, at varying
optical excitation powers, normalized to the intensity at B = 0. (a) Bulk
diamond, attached to an optical fiber. (b) Micro diamonds in glue, attached
to an optical fiber.

While the use of narrow-band features like the GSLAC or ESLAC has been
demonstrated for MW-free magnetometry [30], in this work we rather aim for
a high magnetic bandwidth and isotropic sensor. Therefore, a fiber sensor was
manufactured by Quantum Technologies GmbH in collaboration with the Leib-
niz Institute of Surface Engineering. The end facet of the fiber is coated with
NV-rich diamond powder in glue, with crystal sizes in the range of one microm-
eter. This is significantly smaller than the diameter of the 125 µm fiber’s end
facet. This allows the simultaneous addressing of a high number of individual
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diamonds and consequently, a statistical averaging over all spatial directions.
We show similar measurements for this fiber sensor in Figure 2.2b. Again, we
observe an initial rise and subsequent decline of fluorescence intensity at rising
magnetic fields, but without any additional features. The intensity decline
saturates at ≈ 50 mT.

A picture of the sensor head is shown in the lower left panel of Figure 2.1.
The optical fiber with the diamond covered end facet is positioned inside a
protective ferrule of 1.3 mm diameter and held in place with optical grade ad-
hesive. This constitutes a small, high-insulation resistance, and non-magnetic
probe with many potential use cases in magnetic field sensing. These may
include current sensing in electric vehicles and high-voltage power grids, com-
mutation of electric motors, or sensing in aqueous solutions, like electrolytes
of metal-air batteries.

2.1.3 Optical Excitation

In this work we off-resonantly excite NV centers in diamonds, using green
semiconductor lasers at typically λE = 520 nm. We also refer to them as laser
diodes, since they operate like a diode with the current flow in the forward di-
rection of a p-n junction. When charge carriers are introduced into the region
defined by the junction, recombination radiation occurs. If the current injec-
tion is sufficiently strong, a population inversion can be established, leading to
stimulated emission. The difference in refractive index between the semicon-
ductor material and the surrounding air allows the surface of the semiconductor
material to have enough reflectivity to function as a resonator cavity. Laser
diodes offer high optical power densities and can be coupled well to optical
fibers due to their highly directional emission. Additionally, laser diodes are
low-cost, compared to other laser systems, compact, and compatible to stan-
dard electronics. A low-cost contender would be light emitting diodes (LEDs).
LEDs however not only come at typical lower power densities, but also emit
incoherent light from a larger emitting area, following Lambert’s law. When a
LED is directly coupled to an optical fiber of identical diameter, the coupling
efficiency is given by

η = Pfiber

PLED
= NA2 (2.2)
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with the fiber’s numerical aperture NA = sin α and acceptance angle α [101].
For the 125 µm core fiber with NA = 0.22, we would get a coupling efficiency of
4.84%. Usually, LEDs come in higher diameters, further reducing the coupling
efficiency. It is noteworthy, that this result can not be improved by any optical
system [101]. This is the main driver for the choice of laser diodes in this
work. In addition, LEDs emit at a broader wavelength spectrum, overlapping
the emission spectrum of NV centers, requiring an additional short-pass filter
for the excitation light [6]. However, laser diodes also come with drawbacks
like higher intensity noise.

Optical sources exhibit relative intensity noise (RIN), which is defined as
the mean squared spectral density of laser intensity fluctuations, relative to
the average DC optical intensity [102, 103]. It can be written as

RIN (ω) = ∆Pn(ω)
⟨Po⟩2 (2.3)

with the power spectral density ∆Pn as a function of frequency ω and the
average optical intensity ⟨Po⟩. At the output of a photodetector, illuminated
by such a source, we then observe intensity fluctuations, given by

∆Pn = 2qiph + i2
phRIN (ω) (2.4)

with the elementary charge q and the average photocurrent iph. The first term
is shot noise, which is the result of the discontinuous nature of electrons and
photons, and the second term is the additional laser RIN.

In Figure 2.3, we show the higher frequency noise spectrum at equal DC
indications of a TIA, which we compare for a green light emitting diode and a
laser diode. If the measurement was purely shot noise limited, we would expect
a noise spectrum close to the dashed indicated line. Light emitting diodes are
thermal Gaussian sources with short coherence times, giving rise to nearly
pure shot noise at the detector [103]. On the other hand, laser diodes exhibit
RIN, due to e.g. near threshold operation or optical feedback. Reflections
can lead to instabilities, mode hopping, and excessive intensity noise, all of
which contribute to an increase in RIN [102]. We will later find fluorescence
measurements to be shot noise limited, indicating the laser diode’s intensity
noise does not transfer to the fluorescence at these higher frequencies.

Additionally, the long term behavior of the laser’s output power is of im-
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Figure 2.3: Comparison of noise spectral density from TIA (12 kΩ, f−3dB =
50 MHz) at same output DC levels of ≈ 1 V for different light sources. The
black line shows the expected shot noise density at the given DC level.

portance, because of its impact on the DC accuracy and drift behavior in a
measurement setup. In a simple experiment we monitored the mean optical
power of a collimated 520 nm laser diode (PLT5 520B, ams-OSRAM AG) by a
power meter (PM120D, Thorlabs) in two different laser driver configurations.
In the first configuration, shown in Figure 2.4a, a constant voltage is applied
to the gate of a metal–oxide–semiconductor field-effect transistor (MOSFET)
in saturation, limiting the current through the laser diode. A switching tran-
sistor in series is used to pulse the laser at 100 kHz, which is a typical mode of
operation in later sections. The functionality is implemented by an integrated
circuit (IC) specific to this application (iC-HKB, iC-Haus GmbH), where the
current limiting gate voltage is supplied by a reference voltage IC (REF3030,
Texas Instruments). We compare this circuit to one, implementing a control
loop for the emitted optical power, using the laser integrated photodiode. The
photodiode monitors the rear facet output beam of the laser diode, generating
a photocurrent, developing a voltage across a shunt resistance RS. The con-
trol loop and the switch is implemented by a dedicated IC (iC-NZN, iC-Haus
GmbH).

We captured the mean optical power during 63 h for both setups, shown in
Figures 2.4b,e. The time domain representation already shows a non-stationary
mean in the time series. Additionally, in the current controlled laser intensity,
we find a daily seasonality which correlates with the ambient temperature (not
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Figure 2.4: Comparison of current controlled laser driver and optical feedback
laser driver. (a) Simplified schematic of the current controlled laser driver. A
constant voltage is applied to an internal MOSFET in saturation, limiting the
current through the laser diode. (b) Time trace of optical output power in 7 h
and (c) the respective Allan deviation of the current controlled laser driver.
(d) Simplified schematic of the optical feedback laser driver. The photodiode
integrated into the laser diode housing is used in a control loop to stabilize
the mean optical output power of the laser. (e) Time trace of optical output
power in 65 h and (f) the respective Allan deviation of the current controlled
laser driver.
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shown). More insight can be gained by the Allan deviation of both records,
which we show in Figures 2.4c,f. In both cases, we find a plateau at low inte-
gration times, since the power meter’s sampling frequency of fS = 3 Hz is low
compared to the time scale of drift in the system that lead to a bias instability.
We find no negative slope then, which would result from averaging of white
noise. In the range of τ = 10 s to 100 s an additional drift component leads to
a slope, proportional to 0.9τ , in both scenarios. In the feedback configuration,
we find an approximately three times lower bias instability. While from this
data the feedback implementation seems favorable, it introduces added com-
plexity, since back-reflections from the optical system may not only interfere
with the laser itself, but also the monitor photodiode and thereby the control
loop. In the following chapters we employ the current controlled laser driver
for its simplicity. One may of course build upon these findings and integrate
a stabilized laser driver. Next to the presented solution, we suggest balanced
photodetection to reduce the impact of laser intensity noise on the measure-
ment [104].

Not all drift components in the laser excitation can be eliminated by op-
tical feedback. These originate e.g. in the temperature change of the laser
diode, accompanied by a shift in the emitted wavelength. These again lead
to a different ratio of transmission to reflection of the dichroic mirror. Also
the absorption of NV centers is wavelength-dependent (see Figure 1.2). An-
other source of drift is given by the reference voltages that are part of the
laser drivers, each contributing their own drift components. Furthermore, the
monitor photodiode’s sensitivity is temperature dependent, which disturbs the
control loop.

Allan deviation is a statistical tool, commonly used to evaluate the devia-
tion of measurement data grouped in intervals with observation period τ .
Unlike the standard deviation, Allan deviation systematically examines
data sets with respect to the averaging time τ providing valuable insight
into the noise characteristics of the system and the low-frequency drift
behavior of the sensor. The Allan variance is calculated by [105]

σ2
A(τ) = 1

2⟨(ȳn+1 − ȳn)2⟩, (2.5)
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where ȳn+1 and ȳn are mean values of samples from adjacent intervals.
Here, ⟨·⟩ denotes the expectation value, which we approximate in our
measurement by the average of all n available intervals [106]. Just as
with standard deviation and variance, the Allan deviation is defined as
the square root of the Allan variance.

The figure above shows the different slopes in an Allan deviation plot.
At high frequencies, where white noise dominates, rising integration in-
tervals lead to a reduction in the deviation with a slope of -1. Towards
higher integration times other effects like quantization noise, drift or ran-
dom walk each contribute their own noise with characteristic slope. The
plateau at the lowest deviation is commonly referred to as bias instability.

2.1.4 Photodetection

The most basic limit to the sensitivity of an optical measurement is set by the
shot noise of the signal photons. Once other noise sources have been reduced
below this level, further SNR improvements can come only from increasing the
signal strength or narrowing the bandwidth [107].

Shot noise arises from the discrete nature of light and electric charge. The
concept was first introduced by Schottky in 1918 [108]. Incident photons
and emitted charge carriers, at an average rate proportional to the diode
current id, are statistically independent, leading to a fluctuation in the
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current around id, which is given by

in,shot =
√

⟨(id(t) − ⟨id⟩)2⟩ = q

∆t

√
⟨(n(t) − ⟨n⟩)2⟩ , (2.6)

with id(t) = qn(t)
∆t

and ⟨id⟩ = q⟨n⟩
∆t

with the elementary charge q, inte-
gration time ∆t and the number of emitted charge carriers n. ⟨·⟩ de-
notes the infinite time average. The fluctuation is described by a Poisson
distribution, where the variance is equal to the mean value σ2 = ⟨n⟩.
For high number of counts n, which we are usually dealing with, the
probability density function approaches that of a normal distribution
N (µ = ⟨n⟩, σ2 = ⟨n⟩), yielding a root-mean-square (RMS) value of
⟨(n(t) − ⟨n⟩)2⟩ = 2⟨n⟩. Substituting into Equation 2.6 gives us

in,shot = q

∆t

√
2⟨n⟩ =

√
2qid

∆t
=
√

2qidB, (2.7)

where the bandwidth is given by B = 1
∆t

. This is the commonly known
equation for the determination of shot noise.

Detector choice

A photodetector is necessary to capture the fluorescence of the NV diamonds
and enable the further electronic processing. The photoluminescence of the
NV− center has a spectrum in the range of 600 to 850 nm. When choosing a
solid state detector, a Si-based detector is preferential because it has the highest
quantum efficiency at these wavelengths among the common semiconductor
materials [109]. Solid state detectors like phototransistors or light dependent
resistors are unsatisfactory for use in measurement applications with regard to
bandwidth, linearity, and temperature dependence [101]. This leaves us with
photodiodes, which, operated in photoconductive mode, feature a high linearity
and a fast response. In comparison to other detectors like photomultiplier
tubes, photodiodes are rugged and easy to integrate, operate at a low bias
voltages, and feature a high mean time to failure.

In photodiodes, incident photons give rise to charge carrier pairs due to the
internal photoelectric effect, if the photoelectric threshold condition hν ≥ E

is met. Here, ν is the frequency of the electromagnetic wave, h is the Planck
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constant, and E is the energy which is needed to excite electrons from the
valence band to the conduction band. The threshold wavelength λs for this
effect to occur can be determined from

hc

E
= 1.2398 µm eV

E
(2.8)

with c = νλ and the speed of light c. For the bandgap of silicon, we find
a threshold of λs ≈ 1117 nm at 300 K. For the photodetection process, an
electric field is further required, leading to a drift of charge carriers, enabling
their collection at ohmic contacts. In photodiodes, the electric field is built-in
by the depletion layer between p- and n-doped regions of the semiconductor.

Figure 2.5: Spectral sensitivity σSi of the example Si-PD (S5971, Hamamatsu)
in comparison to different quantum efficiencies and the typical emission spec-
trum of NV centers at room temperature.

A photodiode’s spectral sensitivity is the ratio of photocurrent id per inci-
dent radiant power P

σSi = id

P
= ηqλ

hc
(2.9)

where a quantum efficiency η of 100% means, every incident photon gives
rise to one electron hole pair. Modern photodiodes offer low reflection losses
through anti-reflection coatings. Furthermore, they have been constructed in
a way that most of the incident photons are absorbed within the depletion
layer, among others by introducing an intrinsic undoped layer between the p
and n regions. They are referred to as PIN diodes. These devices offer high
quantum efficiencies, usually η > 80% at the wavelengths of interest, which we
show for an example device (S5971, Hamamatsu) in Figure 2.5. The spectral
sensitivity as a function of wavelength shows the photocurrent rises linearly



30 CHAPTER 2. FLUORESCENCE INTENSITY BASED SENSING

with the wavelength. This behavior stems from the fact that lower wavelength
photons are associated with higher energy and thereby less current per radiant
power can be generated.

PIN photodiodes may be chosen in contrast to other photodiode types, like
avalanche photodiodes (APDs) or other detectors with internal gain, when the
amount of incident photons per time is expected to be high enough to yield a
higher signal-to-noise ratio (SNR). The dominant noise sources in solid state
detectors are shot noise from the signal current id and the dark current idark

as well as thermal noise from the load resistance RL. The SNR for an APD as
a function of the diode current is then given by

SNRAPD = i2
dM2

2q(id + idark)BM2F + 4kT B
RL

(2.10)

with bandwidth B, Boltzmann’s constant k, and temperature T [101]. M is
the internal amplification in APDs which is usually in the range of 20–200.
It is accompanied by an excess noise factor F which describes the additional
noise generated by the multiplication process, leading to above full shot noise
contribution. The internal amplification of APDs eases requirements on the
read-out electronics with regard to the load resistance RL, which makes APDs
favorable at low incident light powers and high bandwidth requirements. How-
ever, the amplification and excess noise is not present in simple photodiodes.
The SNR for photodiodes is then given by equation 2.10 with M = F = 0.
Consequently, at higher light powers the SNR rises above the one of APDs.
We plot an example for the SNRs achievable with similar APDs and PDs as a
function of incident light power in Figure 2.6.

APDs need additional circuitry to generate a high-voltage bias, usually
around Vbias ≈ 100 V. Furthermore, the APD gain is a function of temperature.
To use an APD over a wide temperature range, some kind of temperature
compensation has to be implemented. This circumstance further supports the
use of simple photodiodes in a cost-effective solution.

Photodiode datasheets of reputable manufacturers offer a range of specifi-
cations, of which we describe some in the following:

Spectral response is the photosensitivity as a function of the wavelength.
We have shown this before in Figure 2.5 and compared it to the theo-
retical maximum values. We operate photodiodes with reverse bias in
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Figure 2.6: Comparison of SNR per unity bandwidth of photodiode and
avalanche photodiode as a function of incident light power (λ = 800 nm).
Same device characteristics for APD and PD have been assumed (idark = 1 nA,
T = 298 K, RL = 100 kΩ, for the APD M = 100 and F = 4).

the third quadrant of the diode’s I-V curve. This enables the spectral
response to be highly linear for many decades of optical power.

Frequency response of the photodiode is usually that of a low-pass behav-
ior. The cut-off frequency depends on the external circuitry. The highest
bandwidths can be realized with a low load resistance RL. The cut-off
frequency is then generally given by

fc = 1
2π
√

CpCjRlRs
, (2.11)

with the junction capacitance Cj, the parasitic capacitance Cp of all ex-
ternal leads and traces, and the shunt resistance Rs of the undepleted
semiconductor. To maximize this extrinsic cut-off frequency, Rs and Cj

can be reduced by reducing the detector area. Additionally, a reverse
voltage can be applied to increase the depletion region, and thereby re-
ducing Cj which is part of the terminal capacitance.

Terminal capacitance is the overall capacitance, measured at the leads of
the device. It reduces by increasing the reverse voltage. The absolute
maximum ratings set a limit, however.

Detector area next to other geometry parameters is important in the me-
chanical design of an opto-electrical system. Larger detector areas ease
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the requirements on positional accuracy and stability, but competes with
the terminal capacitance.

Noise Equivalent Power (NEP) is the minimum detectable power per square
root bandwidth for a given detector [110]. It is a measure of the weakest
optical signal that can be detected, below which shot noise from dark
current and thermal noise of resistive components dominate over the
signal power. We typically operate the photodiode in bright field, well
above the NEP. Thereby, in our application this specification is of low
importance.

Dark current is a function of reverse voltage and temperature, and con-
tributes shot noise. For the same reasons as the NEP, we can usually
neglect the dark current in the system design.

Temperature dependent photosensitivity as a function of wavelength has
to be considered at varying ambient temperatures. Photodiodes typically
show a positive temperature coefficient of the generated photocurrent,
which is low for shorter wavelengths (< 0.1 %/K at 800 nm) and rises
with increasing wavelengths.

Transimpedance amplifier

To convert a photodiode’s output current to a usable voltage, the easiest
method would be to feed the current into a resistor R. While this is straight
forward, it severely limits the usable bandwidth. A voltage develops across
the diode’s capacitance Cd = Cp||Cj and we get a low-pass behavior with a
pole at s = − 1

RCd
. To achieve a higher bandwidth, we can decrease the diode’s

capacitance by choosing a smaller diode and applying a reverse bias voltage.
This only works up to a point where optical alignment, mechanical stability
and the ability to focus the fluorescence set boundaries. The other approach
consists in decreasing the load resistance RL which comes with a degradation
of the SNR at a certain point, as we will see later. These considerations lead us
to the transimpedance amplifier (TIA), allowing us to convert the photodiode
current to a voltage while reducing the voltage swing across Cd. The following
analysis of the TIA is based on [111] and [107].

In Figure 2.7 we show the schematic of a simple TIA, which we model in
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Figure 2.7: Schematic of a simple TIA. The feedback resistor Rf sets the DC
gain. We use the negative bias −VS to reduce the diode’s capacitance. The
capacitance Ci includes all parasitic capacitances from PD, traces and OP
input stage.

the following. The open loop voltage gain of an inverting amplifier is given by

u0

ui
= −AVol(s) = −A0

ω0

s + ω0
(2.12)

with the DC open loop gain A0, input and output voltages ui, uo, and cut off
frequency of the dominant pole ω0. The sum of currents at the inverting input
of the TIA is

ii = ui

Zi(s) + ui − uo

Zf(s) = ui
1

sCi

+ ui − uo
1

1
Rf

+sCf

. (2.13)

Here Ci includes all capacitances at the input of the operational amplifier
(OP), contributed by the OP’s input Cin, the diode’s junction, and all parasitic
capacitances. Replacing ui according to Equation 2.12 and reordering results
in the transimpedance transfer function

ZT(s) = uo

ii

= A0ω0Rf

s2Rf(Ci + Cf) + s(1 + ω0RfCf(1 + A0) + ω0RfCi) + ω0(1 + A0)

= AVol(s) Zf

1 + AVol(s) + sCiZf
.

(2.14)
We plot ZT in Figure 2.8 for an example configuration which is a common
configuration in later parts of this work. It consists of an Analog Devices
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ADA4627 OP (fT = 19 MHz, Cin = 8 pF) and a Hamamatsu S5971 photodiode
(Cd = 3 pF at −VS = 10 V) with Zf = 200 kΩ||1 pF. We further assume the
diode current to equal id = 1 µA, which is on the same order of magnitude as all
photocurrents that this work deals with. The transimpedance transfer function
ZT shows a second-order low-pass characteristic with a corner frequency at
f−3dB = 1318 kHz. When the bias voltage VS can not be further reduced, to
lower Ci, we can only raise the corner frequency by lowering Rf . There is
a tradeoff with the thermal noise of Rf , though, as we will see later. When
dealing with large capacitances, e.g. by large area PDs or cables between TIA
and PD, additional circuitry can help to reduce the voltage swing across Ci

and retain a high bandwidth [107].

Figure 2.8: Transfer functions of transimpedance ZT, open AVol and closed
loop voltage AVcl gains, and feedback of the system AVL. Here the OP
is an ADA4627 and the PD is a Hamamatsu S5971 photodiode with Zf =
200 kΩ||1 pF.

To assess the stability of the system we approach the circuit from a control
systems perspective and take a look at the system’s closed loop voltage gain
AVcl(s). It is given by

AVcl(s) = AVol(s)
1 + AVol(s)Hfb(s) . (2.15)

Hfb(s) denotes the feedback network’s transfer function. It is given by the volt-
age divider, formed by Zf and Ci. The system is stable when AVL = AVolHfb
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has less than 180◦ phase shift when it crosses unity-gain. The difference of
the phase of AVL to 180◦ is called phase margin. We aim to retain a phase
margin of around 45◦ to prevent instability while not limiting the bandwidth.
In the time domain this behavior leads to a step response with a slight over-
shoot. Therefore we usually need to add a zero in the transfer function. We
can achieve this by using a feedback capacitor Cf in parallel to Rf which we
approximate to

Cf = 1
2πRf

√
fTfRC

(2.16)

with the transition frequency fT of the operational amplifier and the corner
frequency of the network of the feedback resistor and the input capacitance
fRC = 1/(2πRfCi). We plot the magnitude and the phase margin of AVL for
the given example in Figure 2.9.

Figure 2.9: Transfer functions of open and closed loop gain. Here Cf = 1 pF for
the input capacitance of Ci = 13 pF. The phase margin is 52◦. The secondary
y-axis shows the phase margin of AVL.

The SNR in this approach is fundamentally limited by the shot noise of
the current from the photodiode. For a mean diode current id, the shot noise
density normalized to

√
B is given by in,shot =

√
2qid. A model for the noise

analysis that includes in,shot and all following sources is shown in Figure 2.10.
We calculate the optimum SNR by

20 log10

(
id

in,shot

)
= 20 log10

(√
id

2q

)
. (2.17)
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Figure 2.10: Schematic of noise sources in a simple TIA. in,th is the thermal
noise of Rf . It arises in series to the resistor, but for noise analysis purposes
can be modeled in parallel to the others, because of the low-impedance output
of the OP.

The feedback resistor has a thermal noise density en,th =
√

4kTRf with Boltz-
mann’s constant k and temperature T . It contributes to the input current
noise density with

in,th = en,th

Rf
=
√

4kT

Rf
. (2.18)

Setting the shot noise and the thermal noise of Rf equal results in

in,th = in,shot

⇐⇒
√

4kT

Rf
=
√

2qid

⇐⇒ idRf = 2kT

q
≈ 51 mV

(2.19)

at T = 298 K. This means the output voltage and thereby Rf at a given id

should be higher than 51 mV to not be limited by thermal noise. We usually
aim for 0.2 to 1 V. However, the tradeoff for a higher Rf is the reduction
in bandwidth. In the given example, Rf has been chosen strategically to not
degrade the SNR through thermal noise by more than 0.5 dB at uo = 0.2 V.

Thermal noise, or Johnson-Nyquist noise arises in any resistance R by
spontaneous voltage or current fluctuations according to

en,th =
√

4kTBR (2.20)
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in a Thévenin equivalent circuit (noise voltage in series to ideal resistor)
and

in,th = en,th

R
=
√

4kTB

R
(2.21)

in the Norton equivalent circuit (noise current in parallel to ideal resistor)
with Boltzmann’s constant k and temperature T in a bandwidth B [112,
113]. Thermal noise is white, i.e. has a constant spectral density, for the
frequencies of our interest.

The last noise source in parallel to the input signal is the amplifier input
current noise in,amp, which we add to the other current noise sources. The am-
plifiers input voltage noise en,amp is special in that it is placed across the input
capacitance and therefore contributes a current in,e = sCien,amp. This current
density rises linearly with the frequency and is only limited by the overall gain
of the system. In many implementations this leads to a noise peaking near
the transimpedance’s corner frequency f−3dB. We plot all noise sources, in-
cluding the resulting overall noise for the given example configuration and for
id = 1 µA in Figure 2.11.1 We see in,e rising with f and dominating above
f−3dB. Implementing a consecutive low-pass filter is generally recommended to
mitigate the effects of noise peaking. In the pass-band shot noise dominates,
down to low frequencies, when 1/f noise components of the OP rise above the
shot noise level. This is one of the reasons for using lock-in amplification (see
the following Section 2.2).

All these considerations lead to criteria for the selection of the OP. First, we
want to stay shot noise-limited, i.e. the OP’s input-referred voltage and current
noise densities should be well below the thermal noise of Rf . At low diode
currents, which we are dealing with here, this usually limits the choice to field-
effect-transistor (FET) based OPs. Their inputs typically feature high input
impedances, which in consequence have low input currents. Since input current
noise originates from shot noise of the input current, this noise contribution is
usually lower in FET-based OPs.2 Additionally, en,amp should be low enough,
so in,e = sCien,amp does not rise above shot noise within the desired bandwidth.
1 All noise sources here are uncorrelated and thereby add in a root-mean-square sense.
2 Beware of high GBW FET-based OPs, like the OPA858, in high bandwidth applications.
The transistors parasitic capacitances to drain, source, and substrate reduce the impedance
towards higher frequencies. in rises above that of comparable bipolar OPs in the range of
10–100 MHz.
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Figure 2.11: Noise at the output of the transimpedance amplifier. The OP
is an ADA4627 and the PD is a Hamamatsu S5971 with Zf = 200 kΩ||1 pF,
operated at id = 1 µA.

In Figure 2.12, we show the output noise spectral density of an imple-
mentation of the TIA we analyzed so far. We compare the simulation to a
measurement for the dark case and a photocurrent at which shot noise domi-
nates. We find a good agreement of the simulation to the data. A rising noise
floor towards lower frequencies in the case with illumination can be attributed
to the current source, used to drive the LED, we used for illumination. We can
use these two measurements to estimate the bandwidth of the transimpedance
ZT. The power spectral density at illumination e2

n is given by

e2
n = e2

0 + 2qidZ2
T, (2.22)

with the spectral density in dark e2
0. The second term is the additional shot

noise, which is spectrally white and can thereby be used to estimate the
transimpedance at high frequencies.3 We denote the estimation of the tran-
simpedance from the measurements by Z̃T, which we determine by a fit to the
data, after calculating Equation 2.22. Z̃T is shown in the lower panel of Figure
2.12, where we find a 3 dB corner frequency of 500 kHz.

In the example in Figure 2.11, 1/f noise of the input current dominates at
3 Other methods, like a test adapter which feeds a test current into the TIA’s summing
junction have to compensate for parasitic capacitances [114]. This makes the measurement
potentially unreliable at high frequencies. A high DC accuracy is, however, easier to achieve.
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Figure 2.12: Comparison of TIA output noise spectral densities at u0 = 0 V
and u0 = 1.23 V.

frequencies below 1 Hz. Other electronic components in the signal chain may
also introduce their own 1/f noise or show drift behavior through variation in
temperature, supply voltage, and by ageing. In the following section we will
introduce a concept to counteract the influence of these noise components.

2.2 Lock-In Amplifiers

We have seen in the previous chapter that the noise components of an opti-
cal detector usually include 1/f components. These components include drift
and instabilities on long time-scales. In fact, all electrical components in the
excitation and detection signal processing may be prone to 1/f noise. As they
are usually uncorrelated, these contributions add up in quadrature and may
seriously degrade the SNR of the measurement. A solution to this is the use
of homodyne detection with lock-in amplifiers (LIA). The concept is simple:
Shift the measurement from DC to a frequency band which lies in the white
noise region. Being able to freely choose the frequency range has the added
benefit of being able to avoid technical noise sources that may be present any-
way, like the mains frequency at 50 or 60 Hz, switch mode power supplies, or
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mobile communication systems. In Figure 2.13 we show a qualitative noise
spectrum where the lock-in frequency at which the experiment is excited is
chosen to lie within the white noise region. The transmission window, which
we explain later, avoids any narrow-band distortions. It is obvious that the
lock-in frequency can be chosen freely within the white noise region without
impact on the SNR, except for any additional interferences.

Figure 2.13: Qualitative noise spectrum. The lock-in or excitation frequency
of the experiment is chosen to lie within the white noise region and avoid
distortions.

Another possible solution is the use of chopper- or auto-zero-amplifiers.
They are built upon the same principles as lock-in amplifiers and thereby come
with their own set of limitations, like lower bandwidth than comparable OPs.
This also means they are prone to intermodulation products and harmonic
components at the output. Also, drift in optical alignment and gain of electrical
components can not be avoided by these fixed-function integrated circuits.

2.2.1 Theory of Operation

In Figure 2.14 we show the general concept of a dual-phase LIA. In this case an
internal oscillator drives the internal mixers as well as the externally connected
experiment. Usually, the internal oscillator has to be locked-in to an external
oscillator, e.g. via the measurement signal itself and a phase-locked loop (PLL).
This gives the LIA its name. In the experiments we are concerned with here,
this is not necessary. We are only interested in the LIAs ability to shift the
measurement away from baseband.

In general a LIA features two phase-sensitive detectors (PSDs), each com-
posed of a mixer and a low-pass filter. They are driven by the reference signal,
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Figure 2.14: Schematic of a dual-phase LIA. The internal oscillator drives the
mixers, as well as the connected experiment. Mixer and low-pass filter in series
constitute a phase-sensitive detector. Two PSDs, where one is driven by the
reference, shifted by 90◦, allow the vector representation of the input signal as
in-phase x and quadrature y.

shifted by either 0◦ or 90◦. This is equal to homodyne detection, demodulat-
ing the signal in a bandwidth, set by the low-pass filter, around the reference
frequency ωr = 2πfr. The resulting signals are denoted as in-phase x(t) and
quadrature y(t), given by

x(t) = ⟨u(t) cos(ωrt)⟩

y(t) = ⟨u(t) sin(ωrt)⟩
(2.23)

with the input signal u(t), which is the experiments output. Here ⟨·⟩ denotes
the averaging by the low-pass filter. With u(t) = a cos(ωrt + ϕ) and a and ϕ

being functions of the experiment we can write

x = ⟨a cos(ωrt + ϕ) cos(ωrt)⟩

= ⟨a

2
(
cos(ϕ) + cos(2ωrt + ϕ)

)
⟩

= ⟨a

2 cos(ϕ)⟩.

(2.24)

The low-pass filter effectively removes the component at twice the reference
frequency fr. This is usually the case, because we choose the bandwidth of
the low-pass filter lower than fr. Analogous we can write y = ⟨a

2 sin(−ϕ)⟩.
More importantly, the low-pass filter sets the bandwidth of the measurement
itself. There is always the tradeoff between bandwidth and noise, and we can
tune the filter to the requirements of the measurement. This is a special case,
where the experiment’s output is a time-invariant scaled and shifted copy of
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the reference signal. More generally a(t) and ϕ(t) are functions of time, making
u(t) a potentially wider bandwidth signal. The phase-sensitive detection then
acts like a transmission window, i.e. a band-pass filter with high Q-factor,
around the reference frequency fr. We show this in Figure 2.13 as an equivalent
band-pass filter about fr. Mixing with orthogonal functions also enables us to
represent the input signal as a vector l(t) = x(t) + jy(t) = r(t)ejϕ(t) with

r =
√

x2 + y2, ϕ = tan−1
(

y

x

)
. (2.25)

The inverse tangent is usually implemented by the two-argument arctangent,
which maps to the value range ϕ ∈] − π, +π].

In the frequency domain, this process of mixing and subsequent low-pass
filtering can be written as

L(f) = F{u(t) cos(2πfrt)}Hlpf(j2πf)

= U(f) ∗ 1
2
(
δ(f − fr) + δ(f + fr)

)
Hlpf(j2πf)

(2.26)

where ∗ denotes the convolution and Hlpf(jω) is the transfer function of the low-
pass filter.4 Again, the low-pass filter not only suppresses the higher frequency
component, but also acts like a transmission window, centered around fr. For
the simple example of u(t) = a cos(2πfrt + ϕ), the result is

L(f) = F{cos(2πfrt)a cos(2πfrt + ϕ)}Hlpf(j2πf)

= aF{cos(2πfrt)} ∗ F{cos(2πfrt + ϕ)}Hlpf(j2πf)

= a

4
(
δ(f − 2fr)︸ ︷︷ ︸

=0 by Hlpf

+2δ(f) + δ(f + 2fr)︸ ︷︷ ︸
=0 by Hlpf

)
ejϕHlpf(j2πf)

= a

2δ(f)ejϕ ,

(2.27)

assuming Hlpf(0) = 1, which evaluated at f = 0 gives

L(f) = a

2 cos(ϕ) + j
a

2 sin(ϕ) . (2.28)

We find the same in-phase and quadrature representation for the single cosine
wave input signal as in the time domain approach. In real world applications,
where a(t) and ϕ(t) are functions of time, the base band signal is bandwidth
4 We define the Fourier transform F{·} as F{x} =

∫∞
−∞ x(t)e−j2πft dt, where f is the

frequency and t is the time.
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limited by Hlpf(j2πf). In our application, a magnetic field causes a change in
fluorescence intensity, resulting in an amplitude modulation of the reference
signal. The measurement quantity a(t) is directly proportional to the value of
the calibration curve (see Figure 2.2) which is a function of the magnetic field.
We will find a use of ϕ(t) in a later chapter.

For Hlpf(j2πf), we commonly use a cascade of n equal first-order low-pass
filters

Hlpf(jω) =
(

1
1 + jωτ

)n

, (2.29)

where the time constant τ relates to the cut-off frequency by fc = 1
2πτ

. Each
order introduces a 20 dB per decade roll-off above fc, approaching a brick-wall
filter behavior with rising n. Care has to be taken when the phase shift is of
importance, because each order introduces an additional −90◦ towards high
frequencies. When the phase is used as a measurement quantity, the absolute
value might need to be corrected for the shift arg

(
Hlpf(jω)

)
. If the signal was

used as a part of a control loop, higher orders can introduce instability in the
feedback loop and necessitate a slower feedback response, meaning a lower fc.
In the time domain we may be interested in the settling time of the filter, which
directly relates to it’s order and phase shift. A system’s settling time is the
time elapsed from an instantaneous step input to the time at which the output
has settled to within a specified error band around the steady-state condition.
It can be calculated, using the step response g(t) of the system. For a cascade
of n first order filters, we start with the impulse response, given by the inverse
Laplace-transform L−1{·} of the transfer function

h(t) = L−1
{(

ωc

(ωc + s)

)n}
= (ωct)n−1

(n − 1)! ωce
−ωctu(t), (2.30)

with the Heaviside step function u(t) and the corner frequency ωc = 2πfc [115].
The step response is given by the integration of h(t) with respect to time

g(t) =
∫ t

−∞
h(τ)dτ =

(
1 − e−ωct

n−1∑
k=0

(ωct)k

k!

)
u(t) . (2.31)

Knowing the step response of such a filter approaches it’s steady-state output
asymptotically, we can use the step response to compute the settling times to
within certain percentages of the final value. We show some example values
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Order Settling times Bandwidths

n 50% 90% 99% 99.9% f−3 dB ENBW ENBW
f−3 dB

1 0.69 2.30 4.61 6.91 0.159 0.248 1.56
2 1.68 3.89 6.64 9.23 0.102 0.125 1.22
3 2.67 5.32 8.41 11.23 0.081 0.094 1.16
4 3.67 6.68 10.05 13.06 0.069 0.078 1.13
5 4.67 7.99 11.60 14.79 0.061 0.068 1.12
6 5.67 9.27 13.11 16.45 0.056 0.062 1.11
7 6.67 10.53 14.57 18.06 0.051 0.056 1.10
8 7.67 11.77 16.00 19.63 0.048 0.052 1.10
9 8.67 12.99 17.40 21.16 0.045 0.049 1.09
10 9.67 14.21 18.78 22.66 0.043 0.046 1.09

Table 2.1: Settling times and bandwidths as function of filter order. We show
values for a cascade of first order low-pass filters, which may differ from those
of a single nth order filter. Settling times are given in multiples of the fil-
ter’s time constant τ . Bandwidths are multiples of 2πfc, except for the ratio
ENBW /f−3 dB.

for different filter orders in Table 2.1. Higher filter orders are associated with
larger settling times, which is a natural consequence of the attenuation of
higher frequency signal content and has to be accounted for when aiming for
accurate measurements.

Another important application for lock-in techniques is spectrally resolved
noise measurement [116]. For accurate results, we have to be aware of the
low-pass filter’s noise transmission behavior, which is characterized by the
equivalent noise bandwidth (ENBW ). From a given frequency response H(jω),
we can determine the ENBW , which is the bandwidth of an ideal brick-wall
filter that transmits the same white noise power by [117]

ENBW = 1
2π

∫ ∞

0

∣∣∣ H(jω)
max H(jω)

∣∣∣2 dω . (2.32)

In Table 2.1, we show the corresponding equivalent noise bandwidths and
their relation to the filter bandwidths f−3 dB. We find the noise transmission
behavior approaches that of the brick-wall filter with rising order, since the
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ratio of ENBW /f−3 dB approaches 1.5

More complex filter topologies are possible, for which comparable consid-
erations apply. We may be interested in a steeper roll-off and use a Chebyshev
or elliptic filter, in tradeoff for higher passband or stopband ripple. In all
cases the bandwidth has to be chosen high enough to transmit the desired
signal content, with acceptable phase shift and settling time, while limiting
the transmitted noise power.

2.2.2 Noise and Sensitivity

An important figure of merit for any magnetic field sensor is the sensitivity

s = δBmin
√

τ , (2.33)

which describes the minimum magnetic field strength δBmin which can still be
resolved in a measurement time τ , resulting in an output SNR of 1. Usually,
s is a function of signal frequency, when the signal response or noise sources
are not constant in the frequency domain, meaning they are not white noise
components. Additionally, in our case of all-optical magnetometry with NV
centers, s depends on the absolute magnetic field, since the sensitivity is di-
rectly proportional to the derivative of the calibration curve (see Figure 2.2).

Shot noise sets a lower bound to the achievable sensitivities in the presented
setup. It arises in optical devices due to fluctuations in the number of photons
detected per time because they occur independently of each other. In the
following we will determine the resulting shot noise limited sensitivity (SNLS)
for all-optical setups. Shot noise is white, showing a spectral density of S(f) =
2q|id|, so we will only focus on the absolute magnetic field dependency. In later
measurements, we will also investigate frequency dependency. To determine
the impact of shot noise on intensity- or phase-based all-optical systems, first,
the influence of noise on amplitude and phase in general has to be determined.
The following considerations are based on [119, 120, 121]. We include the
phase as a measurement quantity for reasons that will become clear in a later
chapter.

5 The same considerations apply to window functions (tapers), which are applied for estima-
tion of a signal’s power spectral density. Calculating the density from the power spectrum
needs to account for the window’s ENBW. See [118] for more details.
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A lock-in amplifier output signal can be considered to be

l(t) = x(t) + jy(t) = r(t)ejϕ(t) (2.34)

with in-phase x(t) and quadrature y(t) components or amplitude r(t) and
phase ϕ(t). For each component, the mean and standard deviation are given
by µ and σ, subscripted by the component name. The output is considered to
be the response of a homodyne detector to a sinusoidal signal with additional
noise. It can be assumed that the noise components of in-phase and quadrature
are

1. Gaussian random processes with zero-mean, normal distributions,

2. statistically independent, and

3. contain identical energy, i.e. σx = σy = σ.

with the parameter µ =
√

µ2
x + µ2

y, the amplitude is then described by the
Rician distribution

f(r) = r

σ2 e− r2+µ2

2σ2 I0

(
rµ

σ2

)
, r ≥ 0 (2.35)

with the modified Bessel function of the first kind with order zero I0. The
phase distribution is given by

f(ϕ) = e− µ2

2σ2

2π

1 + µ

σ

√
π

2 erfcx
(

−µ

σ

√
2 cos(ϕ − θ)

), −π ≤ ϕ ≤ π

(2.36)
with θ = tan−1(µy/µx) and the scaled complementary error function erfcx.
While for the amplitude distribution the mean µr and standard deviation σr

are well defined, there are no closed-form formulas for the phase distribution.
Hence, in this work, they are obtained computationally by µϕ =

∫∞
−∞ ϕf(ϕ)dϕ

and σ2
ϕ =

∫∞
−∞ ϕ2f(ϕ)dϕ − µ2

ϕ. When numerically evaluating Equation 2.36 the
nature of the erfcx function necessitates an arbitrary-precision floating-point
arithmetic library, like mpmath [122].

In the given application, the photodiode’s output current irms is rectangular
with a DC offset iDC = irms/

√
2 and an AC component iAC = irms/

√
2. We

define µ as the mean of the lock-in DC indication, so µ = iAC, if the PSD
responds to the whole AC component. This may occur when the input signal
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is demodulated by another waveform than a single harmonic sine wave, which
is true for the square wave PSD in a later section. Later, we will also see
applications in which the signal is composed of a DC offset iDC and sine wave
AC component of amplitude iAC, resulting in a root-mean-square current irms =√

i2
DC + i2

AC
2 . In that case, we would get a mean of µ = iAC/

√
2. In general, the

shot noise density is then given by isn =
√

2qirms with the elementary charge
q. With σ = isn, the shot noise limited sensitivity for the magnitude can then
be defined as

sr,snl =
∣∣∣∣δr(B)

δB
iAC

∣∣∣∣−1
σr (2.37)

in units of T/
√

Hz. Here r(B) = |Hr(s = jω, B)| is the calibration curve, which
is the change in magnitude relative to the case of B = 0 at a fixed excitation
frequency ω = 2πf . Similarly the SNLS for the phase as a measurement
quantity is given by

sϕ,snl =
∣∣∣∣δϕ(B)

δB

∣∣∣∣−1
σϕ (2.38)

with ϕ(B) = ̸ Hr(s = jω, B). Please note that in the last steps σr and σϕ are
spectral densities instead of RMS values. The argument stays valid because
the shot noise is white, i.e. constant over frequency.

Figure 2.15: (a) Shot noise limited sensitivity sr,snl, using the vector length
component of a LIA r, as a function of the magnetic field (irms = 1 µA). The
inset shows the relative fluorescence intensity in the same magnetic field range.
(b) Shot noise limited sensitivity sr,snl with the linear fit from the inset in (a)
as a function of the photocurrent.

In Figure 2.15a, we show the shot noise limited sensitivity, when using the
fluorescence intensity as measurement quantity. We chose irms = 1 µA for this
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example. From Equation 2.37, we know the sensitivity is directly proportional
to the derivative of the calibration curve, that is shown in the figure’s inset.
We often use the linear fit to the calibration curve in the range of 10 to 20 mT,
where a low sensitivity, coupled with a high magnetic bandwidth is given. Note
that a lower sensitivity means the measurement is less noisy, which is of course
preferred. For this case, the dashed line in Figure 2.15a indicates the resulting
sensitivity of 0.215 µT/

√
Hz. We show the same value in the dot in Figure

2.15b, where we sweep the photodiode current and plot the resulting SNLS.
We neglect the change in magnetic contrast with varying optical excitation
powers, necessary for varying photocurrents. A 10-fold decrease in sr,snl needs
a 100-fold increase in photodiode current, which conforms to the consideration
that the SNR improves with

√
N when getting N more photons per time.

2.3 Square Wave Phase-Sensitive Detection

While commercial solutions for lock-in amplification are widely available, they
usually come as laboratory test and measurement equipment. For many appli-
cations a less cost prohibitive and easier to integrate solution is required. This
motivates the following section, in which we develop an evaluation circuitry
that is tailored towards the application of all-optical NV-based magnetometry.
In this section, we focus on the evaluation electronics, where the laser driver
input and the TIA output form the all-electric interface.

The major simplification of our circuitry compared to commercial LIAs
is the use of a single phase phase sensitive detector (PSD), combined with a
square wave excitation and synchronous-rectification. A single phase is suffi-
cient, because we expect no change of the phase difference between excitation
and fluorescence emission. As becomes evident in a later chapter this holds true
only for low reference frequencies, meaning fr ≪ 1 MHz, which we base our de-
sign on. We are only interested in the magnetic field dependent change of the
fluorescence intensity. With a single phase PSD, we have to adjust the phase
offset ϕr to bring the signal u(t) and reference ref(t) in phase at the multiplier
and thereby the DC indication of the PSD to a maximum. This compensates
for the signal runtime in the connected experiment. The PSD output will then
follow signal amplitude variations, given that the PSD’s low-pass filter has a
high enough bandwidth to transmit these variations.
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Square wave excitation and synchronous-rectification allow for a simpler
implementation, compared to a single harmonic frequency. In this case the
multiplication process can be done by a simple phase-reversal switch, followed
by a difference amplifier. We have to be aware of the additional transmission
windows at odd harmonics. The reference signal

ref(t) =


1 if 0 < t < Tr

2

−1 if − Tr
2 < t < 0

(2.39)

with period Tr can be described by the fourier series

ref(t) =
∞∑

n=1,3,5,...

4
πn

sin(nωrt) (2.40)

with ωr = 2πfr = 2π/Tr. The PSD then effectively demodulates the signal
components at the odd harmonics, scaled by the inverse of the harmonic order.
Assuming that the input signal has only signal content at ωr and has otherwise
additive white Gaussian noise, we get only additional noise contributions from
the odd harmonic transmission windows. The noise contributions from these
windows are uncorrelated and thereby add as the sum of powers, increasing
the RMS noise by

√
1 + 1

32 + 1
52 + . . . =

√
π2

8 [123]. For this case of white noise
and no additive disturbances in the transmission windows, the noise effectively
increases by ≈ 11%, decreasing the SNR by 0.91 dB. In our case, the TIA’s
output signal may also contain higher order signal components next to the
fundamental frequency when the TIA’s bandwidth is able to pass them. The
higher order harmonics add coherently, making this SNR penalty a worst case
scenario.

2.3.1 First Implementation

In contrast to the common approach of digitizing the response signal and post
processing it digitally, a pure analog implementation is presented. This decision
is driven by a lower cost, a smaller footprint and a lower power consumption
compared to a system with a Field Programmable Gate Array or Digital Signal
Processor, found in recent commercial implementations.

We set a few requirements, this implementation has to comply with. A
usable bandwidth for the detection of magnetic field changes around 10 kHz is
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required. This bandwidth originates in the application of current sensing in
electric vehicles (EV). For a precise estimation of the battery’s state of charge,
high-frequency ripple in an EVs power electronics has to be captured [124].
Furthermore, we want to be able to change the reference frequency at which
the measurement is done in the range of 25 to 500 kHz. We want to position
a 20 kHz wide window in this frequency range, which enables us not only to
avoid 1/f noise, but also other noise sources. These might vary in bandwidth
and intensity, depending on the application. For example, current sensing in
an automotive application might have to deal with the switching frequency of
the power electronics and its harmonics, which can vary between models and
manufacturers. With the ability to change the reference frequency in the given
range, there is enough flexibility to react to the environment of the application.

Circuit decription

In Figure 2.16a, we show the schematic of the first generation square wave PSD.
A STM32G031 microcontroller unit (MCU) controls the externally connected
laser driver via pulse width modulation (PWM), using a first timer peripheral
Timer 1. The timer’s frequency can be varied within the required bandwidth
and the duty cycle is usually set to 50%. A second timer peripheral Timer 2
runs at the same frequency and a variable phase offset to Timer 1, driving the
synchronous rectifier. They are also referred to as excitation and demodulation
timers. The phase offset enables us to compensate any delays introduced by
the electrical and optical components to maximize the output of the phase
sensitive detector (PSD). The timers run at a base clock frequency of 128 MHz
which leads to a resolution in the time difference of 7.8125 ns. At the maximum
reference frequency fr = 500 kHz we use here, this leads to effectively 8 bits
of resolution in phase. In our setups we usually deal with delays of around
τ = 100 ns to 300 ns between the excitation and the received fluorescence
signal. We measure the delays between the respective rising edges. The exact
delay values depend on the configuration of the electronics and the length of
the optical fiber.

The synchronous-rectifier (SR) consists of an ADA4000 operational ampli-
fier in a difference amplifier configuration. It switches between gains GPSD = 1
and GPSD = −1 using monolithic analog single-pole/double-throw (SPDT)
switches (DG419, Analog Devices), which are driven by opposite polarity sig-



2.3. SQUARE WAVE PHASE-SENSITIVE DETECTION 51

nals (see Figure 2.16b). The PSD is made of the SR and a following 4th-order
Butterworth low-pass filter. The input signal from the experiment is high-pass
filtered, to remove the DC offset and increase the out-of-phase-rejection at
lower frequencies. All filters and the SR are implemented using the same quad
operational amplifier. The signal is then fed to the PSD and digitized by a 12-
bit analog-to-digital converter (ADC) at a sampling rate of up to fS = 144 kHz
including 8 times oversampling. The ADC adds not cost since it is an inte-
grated peripheral of the MCU. Data is streamed to a personal computer via a
CP2102N USB to UART bridge.

Out-of-phase-rejection characterizes the ability of a phase-sensitive de-
tector to deliver accurate results at the presence of signals, outside the
transmission window. While asynchronous signal content is not demodu-
lated and thereby rejected, it can lead to non-linearity, e.g. by distortion
and clipping in the input stage [123].

To utilize the ADC’s full scale range (FSR), we need to introduce gain at
some point. We do this as early as possible in a stage between the TIA and
our circuitry, commonly in a cable driver OP. This minimizes the impact of
the following stages on the SNR. When aiming for a 3 V DC signal at the
ADC, leaving some head room to the FSR of 3.3 V, and knowing that the SR
produces the average rectified value (ARV), the input before the high-pass has
to be at Ui = 6 Vpp. This assumes the signals to be rectangular, i.e. a duty
cycle of 50%. This signal’s RMS voltage is then Ui√

2 = 4.24 Vrms. We aim to not
degrade the performance by choosing a feedback resistance in the TIA of Rf ,
that leads to a dominant thermal noise. We have shown before, that to be shot-
noise-limited we want an RMS output voltage of at least Uout = idRf = 0.2 V.
So, we implement a gain of G = 20 at the TIA output. If this amplification
was not given, the gain could be optionally implemented in the high-pass filter.

Characterization

First, we take a look at the individual building blocks of the circuit. At the
input we use a second order Butterworth high-pass filter (hpf), composed of
one OP in a Sallen-Key topology. We set the cut-off frequency to f−3dB =
16 kHz. This conforms to the set requirements because we need to be able
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Figure 2.16: (a) Schematic of a first generation square wave PSD. (b) Detailed
schematic of the synchronous-rectifier implementation.

to pass the lower sideband around the reference frequency fr at the lowest
value of fr. Towards higher frequencies the bandwidth is limited by the OP
with its Gain Bandwidth Product GBP = 5 MHz. The Bode-plot of this
configuration is shown in Figure 2.17a. In Figure 2.17b, we show the output-
referred intrinsic noise of this filter as well as an exemplary noise density from
a TIA, as we analyzed it in 2.1.4, multiplied with the gain of this stage. The
TIA is the dominant noise contributor in the frequency range of 0.5 kHz to
30 MHz. Alternatively, we could configure this stage as a band-pass filter.
This would be advisable when the TIA showed significant noise peaking at its
upper frequency end or if there were other high frequency noise sources, which
should be attenuated.

When we want to estimate the range of photocurrents id, for which the TIA
stays the dominant factor, we have to take a few assumptions. First we aim to
be shot-noise-limited, i.e. the only noise contribution we need to worry about
is the shot noise in,shot =

√
2qid. We also saw that we need to add a gain of

G ≈ 20 for our example, to ensure minimal noise contribution of the following
stages and utilize the ADC’s FSR. The gain is accounted for, but expected to
be implemented at the TIA buffer in front of the high-pass filter. We also aim
to use the TIA in a frequency range, low enough, so that the transimpedance is
given by the feedback resistance. The output voltage noise of the TIA, which
is the input noise of the high-pass, can then be written as en,TIA =

√
2qidRfG.

We set it equal to the output noise of the high-pass en,hpf to find the point at
which the SNR is down by 3 dB. We can then write

id = 2q
(UoutG)2

e2
n,hpf

, (2.41)

which is approximately 5.3 mA for our case at frequencies up to 100 kHz. Above
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100 kHz, the permissible photocurrent rises to 20 mA, because the noise contri-
bution of the hpf goes down. For any photocurrent higher than this we could
not make use of the higher SNR in the TIA signal, because the high-pass filter
would be the limiting factor. The additional gain in the TIA also helps to
increase these values. At G = 1 and consequential Uout = 0.2 V, the currents
would be 13.3 µA and 50 µA, respectively.

Figure 2.17: (a) Gain and phase of the high-pass filter at the input of the
PSD. (b) Noise of a TIA in a typical scenario and additional noise from the
hpf. (c) Gain and phase of the low-pass filter, following the SR. (d) Individual
noise components of the SR, lpf, and signal. The first Nyquist zone at the
chosen sampling frequency of fS = 144 kHz is indicated by a dashed line.

For the SR itself, we can evaluate the static condition at G = 1 or G = −1.
In this case each of the 10 kΩ resistors contribute thermal noise of

√
4kTR =

12.9 nV/
√

Hz at T = 300 K, in addition to the input voltage noise of the OP,
summing up to 41 nV/

√
Hz. The contribution by the input current noise den-

sity of this JFET input OP is negligible in this case. With the same reasoning
as for the high-pass filter, this noise does not contribute significantly in our
application. The value of 10 kΩ for the resistors in the difference amplifier
is a tradeoff between the input impedance of the SR and the noise contribu-
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tion. With 10 kΩ we do not significantly increase the noise above the OPs
contribution. The input impedance is not critical because it is driven by a
low-impedance source. From this stage on, we need to worry about additional
1/f noise, because the measurement is shifted back to base band. They orig-
inate in the PSD, the low-pass filter (see Figure 2.17d), as well as the ADC
and the accompanying reference voltage.6

Lastly, the low-pass filter is composed of two OPs in a 4th-order Sallen-
Key topology. A simple Butterworth configuration is chosen for its monotonic
amplitude response in both passband and stopband, with corner frequency of
f−3dB = 14.6 kHz. The corresponding Bode-plot is shown Figure 2.17c. We
can see the expected −80 dB/decade, which attenuates signals above the first
Nyquist-zone of the ADC (> fS/2) more than 30 dB. The resulting noise
spectrum at the low-pass filter output is shown in Figure 2.17d. The out-
put spectrum contains contributions from the low-pass OPs, the SR, and the
demodulated noise. We call this demodulated noise the base level. It is the
sum of the noise in the harmonic windows, scaled by the respective ampli-
tudes, which results in our example almost exclusively from the first har-
monic window. The noise up to the frequency of 100 MHz then integrates
to eRMS =

√∫ 100 MHz
1 Hz e2

n(f)df = 338 µV. The noise in the first Nyquist-zone
integrates to 309 µV, showing the low-pass filter’s attenuation is sufficient to
avoid aliasing of noise.

With the RMS noise at the input, the noise-free code resolution of the
ADC can be calculated. Therefore, the noise at the input to the ADC can be
assumed as normal distributed. In a normal distribution 99.9% of the values
lie within 3.3 times the standard deviation and the peak-to-peak value follows
as epp = 6.6eRMS = 2.23 mV. The noise-free resolution NFR is then the base-
2 logarithm of FSR/epp, resulting in 10.5 bits in our case. Equivalently, the
effective resolution can be calculated as the base-2 logarithm of FSR/erms =
NFR + 2.7 bits = 13.2 bits. This shows, the MCU’s 12 bit ADC does not,
in principle, pose a limit to a noise-free resolution measurement. Ideally, the
ADC would not limit the effective resolution either, which is not given here.

6 It may be tempting to use Auto-Zero or Chopper Amplifiers at this stage for their ability
to effectively cancel 1/f noise and drift. They rely on the same principle as lock-in amplifiers.
Therefore they employ switching electronics, though. This may lead to interference with the
high-frequency components of the PSD’s output and higher noise in the output signal of the
low-pass filter. In our application we found this to be true for a OPA4187 in the LPF.
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Figure 2.18: (a) Comparison of the simulated noise spectrum from the high-
pass filter in comparison to the measured spectrum. The input signal by the
optical interrogator with a fiber sensor had a peak-peak amplitude of Ui =
6 Vpp. We used a Hann window at a resolution bandwidth of 7.153 Hz. (b)
Linear spectral density of the PSD in comparison to a commercial LIA output
at equal reference frequencies and low-pass filter configurations (fr = 500 kHz
and 4th-order, f−3dB = 14.6 kHz LPF).

In Figure 2.18a, we again show the simulation of the signal entering the
PSD and compare it to a measurement at the given operating point. In the
simulation we used a DC signal, while in the measurement we create the actual
case of a rectangular excitation of the experiment. In both cases the RMS
output current from the photodiode in the TIA was equal, leading to the same
shot noise and thereby good agreement of the noise floors. The spectrum
contains narrow-band noise components next to the actual signal, which are
caused by components in the circuit, like the MCU and the ADC, but also
originate from the environment. Only those which are within the bandwidth
of the low-pass filter around multiples of fr will be transmitted to the output.
We show the resulting output spectrum in Figure 2.18b. The narrow-band
components only appear at frequencies above the cut-off frequency of the LPF.
The output spectrum agrees well to the simulation, except for an increased
noise floor towards lower frequencies. From the simulations we expect no
significant contributions to the output 1/f noise above ≈ 0.1 Hz. We also
compare our circuit to a commercial LIA, operated at the same configuration,
which shows the same low frequency noise. At this point we suspect the signal
chain from the laser driver to the TIA to be the driving low-frequency noise
source.

Now, we test the actual functionality of the PSD, which is the response to
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an input signal at the reference frequency and varying phase shift θ with a pro-
portional DC indication. We therefore use a sine wave at a reference frequency
fr = 500 kHz given by the timer in the MCU, sweep θ, and record the DC indi-
cation. We implement this measurement by using a separate commercial LIA,
which locks-in to the laser driver output of our circuit. It allows us to feed a
sine wave of same frequency and varying θ to the evaluation circuit’s input. In
Figure 2.19a, we show the DC indication y(θ) for three different input voltages.
With this measurement we effectively trace the convolution of the rectangular
reference waveform with the input signal. It is no surprise that we get a cos(θ)
waveform, because we use a sine wave at the input. When the input signal is
in-phase (θ = 0), we get a maximum DC indication. In an ideal PSD we would
expect the DC indication value to equal the average rectified value (ARV) of
the sine wave, which is 2

π
x̂ with the amplitude x̂. The measurements show

7% to 10% lower values. The DG419 switches feature a Break-Before-Make
action with an interval of typically tD = 13 ns. This accounts for at least 1.3%
drop in DC indication at the chosen fr. The remainder can be explained by
the inaccuracies in the amplification of the involved stages.

The circuit has a symmetric power supply, enabling the PSD to deliver
the expected negative output at a phase mismatch between 90◦ and 180◦. In
the actual application, care should be taken to avoid this point of operation
and stay within the permissible limits of the ADC. Additionally in practice,
higher harmonics will be part of the input signal, so the convolution would
approach a triangular waveform. As a consequence, the change in the out-
put voltage from a change in the phase alignment would be δy/δθ ≈ − 4

π2 x̂.
With the aforementioned resolution in phase we can then expect to maximize
the DC indication within δy ≈ 1.6 mV of the theoretical maximum. In our
measurement in Figure 2.19a, the output is less sensitive to phase deviations
with δy/δθ ≈ 0 for small δθ because of the cosine waveform. In an application
that suppresses higher harmonics to achieve this behavior, we would trade this
insensitivity to phase deviations off for a lower SNR, as previously described.

Next, we test the linearity of the PSD’s output with respect to the input
amplitude. We recorded the DC indication, resulting from an in-phase sine
wave input signal with a varying amplitude in the range of 0 V to 2 V. Figure
2.19b shows the difference of the measurement to a linear fit to the data.
The range of 3 mV non-linearity corresponds to 0.15% of the full range. This
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Figure 2.19: (a) Phase response of the PSD to a sine wave of same frequency
as the excitation signal and varying phase difference θ. (b) Deviation from
a least-squares fit to the DC output voltage as function the amplitude of an
in-phase input sine wave. The response of the PSD to a sine wave of same
frequency as the excitation signal and varying amplitude x was recorded. A
linear regression yields the relation yfit = 0.598x − 0.014 V. (c) Frequency
response y(f) of PSD to an out-of-phase input sine wave.

value is not critical with respect to the application, because the dependency of
the fluorescence intensity to magnetic fields is non-linear. A post-processing
system would have to account for this non-linearity anyway.

To assess the frequency response of the PSD, we keep the reference signal
at a constant frequency fr = 500 kHz and sweep an independent input sine
wave in the range of 0 to 5 MHz. We expect the PSD’s output to be composed
of sine waves at frequencies of fr,n + ft and |fr,n − ft| with the harmonics of
the reference signal fr,n, n ∈ [1, 3, 5, . . . ] and the frequency of the input test
signal ft. Consequently, the PSD’s output RMS voltage is recorded with a
voltmeter in AC mode, depicted in Figure 2.19c. We observe a response at
the respective harmonics fr,n, scaled by their amplitudes 1, 1

3 , 1
5 , . . . . They can

be described by a convolution of δ-pulses at the harmonics with the frequency
response of the PSD’s low-pass filter. We show the transmission window in
detail for n = 1 in the inset in Figure 2.19c. The PSD also responds to signals
at even harmonics with up to −28 dB, relative to the output voltage at fr.
We attribute this behavior to jitter in the reference signal, which is different
from the one in the input test signal. Jitter leads to deviations of the square
wave duty cycle from 50%. In this case the Fourier series coefficients at even
harmonics do not vanish anymore. In a later application we expect the response
at these even harmonics to be lower, because we use the same timing source
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for the excitation of the experiment and the PSD.
While the presented circuit accomplishes the set task of phase-sensitive de-

tection, several points of improvement have been identified. First, the ADC
and the reference voltage source integrated to the microcontroller lack a char-
acterization by the manufacturer. For example, it is not known at this point
to what extend 1/f noise of the reference voltage deteriorates long-term mea-
surements. Also, a higher resolution was necessary to reach the effective reso-
lution, set by the shot-noise-limited sensitivity. Next, the two analog switches
inevitably introduce voltage spikes at their outputs in switching moments due
to charge injection. While the low-pass filter attenuates these components,
they may still have an effect on the measurement by stray coupling and in-
termodulation products. The two separate switches may not be well matched
in their charge-injection either, leading to a DC shift at the low-pass filter’s
output. Lastly, we used the USB supplied voltage, which is not well defined in
it’s noise properties, possibly adding interferences.

2.3.2 Second Implementation

In a second implementation we want to address some of the previously found
shortcomings of the PSD circuit. Therefore, we only highlight the circuitry
changes. Also, we will not show all the previous measurements again, but
focus on the performance in the actual application. The hardware design and
firmware for the MCU in this revision was developed in cooperation with duotec
GmbH, especially Jens Raacke.

New Circuit

The previous implementation was powered from the USB 5 V rail. It delivered
the bus voltage itself and a −5 V rail from a charge pump to the components.
While this is a simple and cost-effective solution, it may subject the compo-
nents to high amounts of ripple and noise on the bus rail. Also, there is a
new requirement of the ability to power the circuit from a 12 V supply, tar-
geting the application in an automotive environment. A new supply was thus
implemented, delivering ±5 V needed for operation of the circuitry through a
synchronous step-down converter, based on the Texas Instruments LMR50410.
The converter’s output is followed by ultralow-noise positive/negative linear
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regulators (TPS7A30/TPS7A49, Texas Instruments). We found the output
spectral noise densities to match the expectations from the data sheet with
4 µV/

√
Hz at 1 Hz and lower than 0.1 µV/

√
Hz above 1 kHz.

The effective resolution was previously found to be limited by the MCU
integrated ADC. For this revision, we switch to a dedicated 24-Bit Delta-Sigma
ADC (MCP3562, Microchip), which can achieve an effective resolution of at
least ER = 15.7 bits at a sampling rate of 153.6 kHz. Usually, we are dealing
with lower necessary bandwidths, allowing us to increase the oversampling
ratio (OSR) and thereby increasing the effective resolution. The use of a
dedicated ADC then results in a higher dynamic range for shot noise limited
measurements. At ER = 15.7 bits, the amplification following the TIA in our
previous example could be reduced 5 fold, before being limited by the ADC.

The SPDT switches have been replaced by a phase reversal switch (MAX4526,
Maxim Integrated). The phase reversal switch offers a low absolute charge in-
jection (10 pC), with well matched charge injection (2 pC match), lower tran-
sition time (max. tTRANS = 100 ns), and well matched on-resistances (8 Ω).

The high-pass filter and the SR are now built from dedicated OPs (THS4031,
Texas Instruments), surpassing the performance of the previous OPs in their
place. The low-pass filter, following the SR, has been extended to an 8th or-
der Butterworth configuration, utilizing a quad OP (TLV9154IPWR, Texas
Instruments) at a cut-off frequency of f−3dB = 10 kHz. This achieves a higher
rejection of aliasing, realizing an attenuation of 67 dB at 75 kHz.

Characterization

For the following measurements, the evaluation circuit is connected to the same
optical interrogator with an NV fiber sensor, which we used in the previous
sections. First, we will find the best point of operation with regard to the phase
offset of the excitation and the demodulation timers. Therefore, we sweep the
phase offset tdelay between the timers in a range of 10 ns to 500 ns and record the
mean value µy of 1024 ADC samples. In Figure 2.20a, we show the result for
different reference frequencies fr in the range of 50 kHz to 500 kHz. We observe
a maximum in µy at tdelay = 200 ns for lower reference frequencies, shifting
to tdelay = 250 ns with rising fr. We attribute this behavior to frequency-
dependent phase shifts in the signal processing chain, especially by the input
high-pass filter. The rectangular excitation waveform is distorted, because
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Figure 2.20: Influence of timer delays and reference frequency while con-
nected to the presented NV-fiber based setup. (a) Mean values µy of 1024
samples (fs = 15.625 kHz) as a function of time delay between excitation and
demodulation timers tdelay and varying reference frequencies fr. (b) Mean
values µy and ratio of mean to standard deviation µy/σy from 8192 samples
(fs = 15.625 kHz) as a function of the reference frequency fr.

the fundamental frequency and the higher harmonics are subjected to different
amounts of phase shift. This changes tdelay, which maximizes the DC indication
from a synchronous rectifier. At frequencies below it’s pass-band, a high-
pass filter introduces a positive phase shift, meaning a negative phase delay.
When the fundamental frequency of the rectangular waveform falls within this
range, it’s phase is shifted so that a smaller phase shift compensation of the
SR is necessary to maximize the DC indication for the complete fluorescence
waveform.

Next, we sweep the reference frequency fr in the range of 20 to 500 kHz,
with tdelay fixed to 200 ns, recording blocks of 8192 ADC samples at a sampling
rate of fs = 15.625 kHz. In Figure 2.20b, we show the mean µy and the ratio of
mean to standard deviation µy/σy for each block as a function of fr. Initially,
µy rises sharply up to around fr = 120 kHz, after which it gradually declines.
We attribute this shape to the combination of two effects. Firstly, the incline
with rising fr can be explained by the input high pass filter. It is configured to
have a f−3dB = 25 kHz corner frequency, meaning the attenuation drops below
1% above 130 kHz. Secondly, the TIA’s bandwidth of 0.5 MHz attenuates
higher harmonics of the input signal, lowering the DC indication with rising
fr. While at fr = 100 kHz up to the 5th harmonic is within the passband, this
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gradually decreases to only the fundamental frequency within the range of fr

in Figure 2.20b. This results in a decrease by 1/3, which is in good agreement
to the observation.

The ratio of mean to standard deviation µy/σy shows a qualitatively equal
waveform, indicating that in a controlled laboratory environment the complete
range of fr can be utilized without a SNR penalty, except for the lower DC indi-
cation towards higher fr. In a different environment, this measurement might
show frequencies with higher variance due to interference, e.g. by switching
power electronics in an automotive current sensing application. In that case
we were able to position fr in a potentially lower noise region, which we can
choose from the whole specified range of fr.

Now, we investigate the dynamic behavior of the complete system using an
AC magnetic field, which we sweep in the frequency range of 10 Hz to 100 kHz.
Therefore, the sensor head is placed in an electromagnet (see Appendix A.1)
and a bias magnetic field of ≈ 20 mT is applied by a permanent magnet.
An AC current of constant amplitude is then applied using a four quadrant
voltage controlled current source (TOE7621, Töllner), leading to an AC mag-
netic field of 1.17 mT at low frequencies. First, we measure the magnetic field
amplitude as a function of the frequency with a reference Hall-effect sensor
(A1366LKTTN-10-T, Allegro, B = 120 kHz). The magnitude of the trans-
fer function normalized to the value at low frequencies ŷ = y/y(f = 10 Hz)
is shown in Figure 2.21. We find a 3 dB corner frequency for the complete
measurement system of 13 kHz. This is just enough to test the here presented
configuration of the evaluation circuitry with a target bandwidth of 10 kHz.

Next, we replace the Hall sensor with the NV fiber sensor head and record
the transfer function, also shown in Figure 2.21. The system is set to fr =
120 kHz and tdelay = 200 ns. We find a good agreement to the reference sen-
sor up to 1 kHz. At further increasing frequencies the amplitude declines,
leading to a 3 dB corner frequency of 5 kHz and an attenuation of 7 dB at
10 kHz. Above 10 kHz the amplitude declines as expected, following the ref-
erence transfer function, which is limited by the test setup. We attribute the
lower bandwidth to the evaluation circuitry, especially the low-pass filter. The
theoretical bandwidth limit, set by the intrinsic parameters of NV centers, is
expected to be higher. The lowest transition rates are found for the intersys-
tem crossing from the dark to the ground state of 0.4 to 3.3 MHz, reported
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Figure 2.21: Magnitude of transfer functions, normalized to y(f = 10 Hz) =
1.17 mT for the reference Hall effect sensor and the NV fiber sensor. A bias
of 20 mT was applied in both cases. The shaded areas show the standard
deviation.

for single NV centers and ensembles [125, 81, 22, 126]. Further studies are
necessary to find the bandwidth limitation of the all-optical readout of NV
centers. In comparison, other broadband DC sensing methods, using pulsed
or continuous wave ODMR, are typically limited to bandwidths of 10 kHz in
CW operation and up to 100 kHz otherwise [99, 20].

Lastly, we want to find the sensitivity and minimum detectable magnetic
field of the sensor system as a function of the frequency. Therefore the noise
spectral density is employed, which is estimated by Welch’s method [127].
We have shown spectral densities before, but introduce the method for their
determination now formally here.

Welch’s method computes a modified periodogram for each segment and
averages these estimates to produce the power spectral density (PSD)
estimate. Given that the process is wide-sense stationary and Welch’s
method utilizes PSD estimates from different segments of the time series,
the modified periodograms are approximately uncorrelated estimates of
the true PSD, and averaging them reduces variability.
Segments of a recorded time series y are multiplied by a window function
w(n), such as a Hann window [128]. The mth window is given by

ym(n) = y(n + mR)w(n), n = 0, 1, . . . , M − 1, m = 0, 1, . . . , K − 1,

(2.42)
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with the length of segment and window M , the number of segments K,
and the segment hop size R. Segments may be overlapping, increasing
the number of periodograms available for averaging. The squared discrete
Fourier-transform of each segment is then computed by [129]

Pym,M
(ωk) =

∣∣∣∣∣DFTN,k(ym)
∣∣∣∣∣
2

=
∣∣∣∣∣

N−1∑
n=0

ym(n)e−j2πnk/N

∣∣∣∣∣
2

. (2.43)

Next, the result has to be scaled appropriately. The power spectrum
(PS) can be determined by correcting for the squared sum of the window
function

P P S
ym,M

(ωk) =
Pym,M

(ωk)
S2

1
, (2.44)

with
S1 =

M−1∑
n=1

w(n). (2.45)

The PS is used when the power or amplitude of a narrow band signal is
to be estimated. Alternatively, the power spectral density (PSD) may be
determined, which is usually employed for estimation of the noise floor.
This requires scaling Pym,M

(ωk)

P P SD
ym,M

(ωk) =
Pym,M

(ωk)
fSS2

, (2.46)

with
S2 =

M−1∑
n=1

w2(n) (2.47)

and the sampling frequency fS. For a given window function we can
define the ENBW, like we did for low-pass filters before, by

ENBW = fS
S2

S2
1

, (2.48)

which relates the PS to the PSD by

P P SD
ym,M

(ωk) =
P P S

ym,M
(ωk)

ENBW . (2.49)

Since the width of the window in the frequency domain results in the



64 CHAPTER 2. FLUORESCENCE INTENSITY BASED SENSING

collection of noise from adjacent windows in the PS, the normalization
to the ENBW has to be applied, correcting for this phenomenon.
The final estimate of the PS is then the average of all periodograms

Sy(ωk) = 1
K

K−1∑
m=0

P P S
ym,M

(ωk) (2.50)

and analogous for the PSD. Since we are dealing with real-valued signals,
their spectrum is conjugate symmetric. Hence, we commonly use the
single sided spectrum

S+
y (ωk) =


2Sy(ωk) if ωk > 0

0 if ωk < 0
(2.51)

Window functions are applied to remove discontinuities that result from
the segmentation, leading to spurious ringing artifacts in the time do-
main, which translate to spectral leakage in the frequency domain. For
the RMS value estimation of narrow band signals in the PS, we com-
monly apply flattop windows, delivering higher accuracy. When estimat-
ing noise spectral densities, narrow band windows like Hann are preferred
for their higher side-lobe suppression.

For these measurements we used an aged fiber sensor with lower total flu-
orescence output at same optical excitation power than before, delivering a
photocurrent of id = 0.2 µA. In conjunction with the common setup, we used
up to this point, that contains a TIA with Rfb = 200 kΩ and G = 20, the
measurements are not shot-noise-limited and we expect a deviation from the
SNLS through thermal noise by 3.7 dB. Following the calculations from Sec-
tion 2.2.2, the SNLS is at ssnl = 0.634 µT/

√
Hz. At a 3.7 dB lower SNR, we

expect the measurement to yield a sensitivity of s ≈ 1 µT/
√

Hz. We show the
noise spectral density in Figure 2.22a for two recordings at different lengths and
sampling rates.7 We observe a white noise region at signal frequencies above
250 Hz up to the corner frequency of the low-pass filter at Sy ≈ 1 µT/

√
Hz, in

good agreement with the expectation. Towards higher frequencies, signal and
7 This division is only done to lower the memory and computational requirements during
evaluation. For a wide sense stationary process, which we assume here, both recordings
approximate the actual statistics well.
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Figure 2.22: Noise characteristics of second phase sensitive detector imple-
mentation with microdiamonds attached to an optical fiber (see Figure 2.2b)
(a) Noise spectral density at zero bias field, computed by Welch’s method
with a Hann window. Data were recorded at fs = 1953.125 Hz in 15 min (blue
trace, window length 28.11 s) and at fs = 125 kHz in 15 s (orange trace, win-
dow length 0.47 s). A linear fit to the calibration curve, shown in the inset,
was used to generate a second y-axis with the magnetic field values. (b) Allan
deviation of the same data as in (a) with the same color correspondence. A
second y-axis with magnetic field values uses the same fit to the calibration
curve from the inset.

noise components are equally attenuated. As a consequence the measurement
is not representative of the actual sensitivity at higher frequencies. At lower
frequencies, we observe additional 1/f noise.

The minimum detectable magnetic field and the sensitivity can alterna-
tively be determined as a function of the integration time using the Allan
deviation. We show the Allan deviation for the previous data sets in Fig-
ure 2.22b. With increasing averaging time, σ(τ) initially decreases, up to
τ ≈ 10 ms, reaching a plateau of 10 µT. This behavior is to be expected from a
white noise region at the corresponding signal frequencies. At higher averaging
times, we observe a plateau, where 1/f noise introduces additional noise power.
From τ ≈ 60 s upwards, the deviation increases again, hinting to an additional
instability. For completeness, we also measured the circuit in a direct feedback
configuration, shown in Appendix A.3. Since the trigger output is further bi-
narized by the laser driver input, any interferers or drift are of low importance
in an application.
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Example Application: Power Grid

One of the possible applications of this system is the measurement of currents
in the power grid. For demonstration we conceived a simple setup in which we
place the optical fiber sensor directly next to an insulated conductor of type
H07Z-K with a cross section of 2.5 mm2, shown schematically in Figure 2.23a.
A permanent magnet is placed in vicinity of the fiber head, applying an offset
magnetic field of Bb ≈ 15 mT, and thereby biasing the system to a state of
high sensitivity. We apply a 50 Hz line frequency AC current of Im = 0.707 A
to the conductor, expecting a resulting magnetic field at the center of the fiber
sensor head of

Bm = µ0

2π

Im

r
= 58.9 µT, (2.52)

where r = (dw + df)/2 = 2.4 mm is the distance between centers of the con-
ductor and the fiber sensor head, and µ0 is the magnetic permeability of free
space. The variables dw and df are the diameters of the wire and the fiber tip,
respectively. The equation follows the application of the Biot-Savart law to a
thin straight wire.

Figure 2.23: (a) Schematic of the current sensing setup. The optical fiber is
placed parallel to the current carrying conductor. A bias field of Bb ≈ 15 mT is
applied. (b) Linear spectrum of the signal by Welch’s method (flattop window,
window length 1 s) at an ADC sampling rate of fs = 1953.125 Hz. A linear
fit to the calibration curve, shown in the inset, was used to generate a second
y-axis with magnetic field values.

In Figure 2.23b, we show the linear spectrum of the example power grid
measurement with 1 s windows at a fs/2 ≈ 1 kHz bandwidth. The peak at
the line frequency has a value of 60.14 µT, which is in good agreement to the
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expectation. We attribute the error of 2.1% to an inaccuracy of the positioning
of the sensing volume to the conductor, as well as a local deviation of δy/δB

from the linear fit to the range of 10 mT to 30 mT, which we used for the
calculations. We estimate the SNR for long term measurements in this setup
by

SNRA = 20 log10

(
Bm

σ(τ)

)
= 14.4 dB, (2.53)

using the Allan deviation σ(τ = 20 ms) = 11.5 µT. These considerations can
apply to wires of different cross sectional areas, allowing for higher maximum
currents. We show the resulting maximum SNRA for example values in Table
2.2, accounting for the respective diameters dw. The current carrying capacity
rises more quickly than the wire’s diameter with increasing cross sectional area,
which results in a rising signal Bm and SNR.

Cross section
(mm2)

max. current
(A)

max. Bm
(mT)

max. SNRA
(dB)

2.5 20 1.67 43.22
10.0 50 1.65 43.15
35.0 115 2.71 47.43
120.0 250 3.76 50.29
300.0 460 4.80 52.42

Table 2.2: Cross section and resulting maximum SNR at the given current
through a H07RN-F wire. Maximum currents are taken from DIN VDE 0298
Part 4 for an ambient temperature of 35 °C, a max. wire temperature of 70 °C,
and operation in a closed cabinet. Wires are a assumed to be spaced apart by
at least their diameter.

While this setup is simple and effective, it could be enhanced by a magnetic
flux concentrator to increase the flux density at the sensing volume and shield
from stray fields, thereby improving the sensitivity. Of course, such a setup
could also be extended by a secondary winding on the magnetic core to realize
a control loop that keeps the flux density at the sensing head at a point of
maximum sensitivity. These technologies are commonly found for other se-
tups, like Hall-effect sensors, and have also been proposed for NV center-based
sensors, although using MW for ODMR [130, 131].
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2.3.3 Comparison to DC

In this section, we want to show the advantage over a base band measurement
in the given application. With a commercial LIA connected to the experiment
we used up to this point, we operate the system either pulsed at a reference
frequency of fr = 120 kHz and demodulate the fundamental frequency, or
operate the system in base band. In both cases the low-pass filter is set to
f−3dB = 10 kHz and the mean optical excitation power was equal. We use a
commercial LIA (MFLI, Zurich Instruments) for its ability to support both
operating modes and good comparability of the measurements. We recorded
data and analyze them, like we did before, with the power spectral density and
the Allan deviation, shown in Figure 2.24.

In the spectrum in Figure 2.24a, we find a shift of the 1/f noise corner
frequency from 100 Hz up to 1 kHz and a consequential rise of the noise floor
by 7 dB at lower frequencies when operating the system at base band instead
of AC. This shows, that components which are part of the AC signal chain
in lock-in operation, notably the photodetector and the following amplifier,
contribute 1/f noise. Their noise adds to the signal in base band operation,
lowering the SNR. We can also observe this effect in the Allan deviation plot,
showing a higher plateau and a drift component in the range of τ = 3 s to
30 s. However, we see that not all low frequency noise components can be
avoided. These originate at all electrical components, involved outside the AC
signal chain. Next to the low-pass filter and ADC, including reference voltage
in the reception path, we mostly attribute it to optical power fluctuations in
the excitation light. We found lower frequency noise and drift in the laser
diode’s optical power, which we detail in Appendix A.2. When pulsing or
otherwise AC modulating the intensity, lower frequency noise is mixed with
the AC waveform resulting in an amplitude modulation (AM) of the carrier.
Such AM directly reflects in the demodulated fluorescence signal. We did not
investigate the long term gain and phase stability of components in the AC
signal chain, which might also have an effect on the measurement.

At higher frequencies the noise spectral densities are nearly equal, which
is to be expected when the dominant noise sources in this region are shot
noise and thermal noise from the photodetector, which are spectrally white
above the 1/f corner frequency up to the bandwidth limits of the TIA. Care
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Figure 2.24: Comparison of noise characteristics between lock-in amplifier
(blue trace) and base band (green trace) evaluation, while connected to an
NV-sensor experiment. (a) Noise spectral density at zero bias field by Welch’s
method (Hann window). Data were recorded at fs = 224.8 Hz in 30 min
(lighter traces, window length 56.25 s) and fs = 115.131 kHz in 10 s (darker
traces, window length 0.31 s). (b) Allan deviation of the same data as in (a)
with the same color correspondence.

has to be taken when choosing a reference frequency for LIA operation. We
purposefully chose a point of operation in Figure 2.24, where two narrow band
interferences fall into the transmission bandwidth. This may be avoided with
correct placement of fr in the spectrum. Larger required bandwidths make this
task more difficult, especially in noisy environments like for example electric
vehicles.

These measurements additionally allow us to compare a commercial labora-
tory solution to the presented circuit in the same application (compare Figure
2.22). We find nearly identical power spectral densities up to the low-pass fil-
ters bandwidth, showing the evaluation circuit is not limiting the performance
in the given point of operation. Additional small bandwidth interferers in our
circuit can be observed, which do not originate in the connected experiment,
but in the evaluation circuit itself.

2.3.4 Conclusion

In this section we developed an evaluation circuitry for all-optical NV-based
sensing, using phase-sensitive detection by square wave synchronous rectifica-
tion in the analog domain. This implementation allows the shift of the mea-
surement away from base band to a frequency up to 500 kHz, which enables
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Figure 2.25: Picture of the second PSD evaluation circuit, containing the
power supply, the analog phase-sensitive detection, the digitization and the
data transmission. A metal cap can be installed above the analog section to
suppress electromagnetic interference.

us to avoid application specific interferers and reduces the impact of 1/f noise
on the output signal to some extend. The setup allows the capture of mag-
netic fields at a 5 kHz bandwidth with a shot-noise-limited sensitivity down
to s ≈ 1 µT/

√
Hz. In the given point of operation, our implementation has

similar performance, compared to a commercial laboratory lock-in amplifier.
We show a picture of the second implementation in Figure 2.25. The small
size and low cost of less than 90€ in small quantities paves the way for indus-
trial application of all-optical NV-based magnetic field and current sensing.
The system may be combined with a compact and portable duplex module,
containing a laser diode, a photodiode, a dichroic mirror, and a fiber port,
making the system easily integrable. Alternatively, other sensor designs, like
LED-based sensors may benefit from this circuitry [132, 6]. The square wave
PSD approach may also be used with duty cycles lower than 50%, e.g. in
boxcar averager operation, improving the SNR in pulsed experiments [7].

2.4 Temperature Effects

Thermal dependency is an important factor in the prospective application of
all-optical magnetic field sensing with NV centers. In this section we take a
look at previous studies and compare them to our own findings.
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2.4.1 Background

Thermometry with NV centers is a topic of active research. One common
way of temperature sensing is the detection of the shift of the zero-field split-
ting (ZFS) in an ODMR experiment. The ZFS frequency at approximately
D = 2.87 GHz is temperature dependent because of the thermal lattice expan-
sion and temperature dependence of the electron–phonon interaction [133, 65].
Values of dD

dT
on the order of −74.2 kHz/K are commonly reported [94]. How-

ever, the exact values vary from one sample to another and with the tem-
perature range [134, 135, 136]. Sensitivities down to 2.3 mK/

√
Hz for bulk

diamond sensors with sensors sizes in the range of 1 mm to 3 mm have been
demonstrated [135]. Alternatively nanodiamonds (ND) with sizes of approx-
imately 100 nm have been employed, realizing high spatial resolutions. Their
sensitivities are on the order of 1 K/

√
Hz, however [135, 137].

All-optical approaches for NV-based thermometry are also feasible and usu-
ally based on the change of the spectral shape [138, 139]. They rely on the
observation of shift in wavelength of intensity of the zero-phonon line (ZPL).
Also, the ratio of the ZPL to the entire spectrum, i.e. the Debye–Waller fac-
tor has been used [140]. This ratiometric approach is a robust solution for
temperature measurements because the overall fluorescence intensity can be
affected by many other factors. Sensitivities of 0.3 K/

√
Hz were reported for

this approach using NDs [138].

A rise in temperature is accompanied by an overall reduction of the fluo-
rescence intensity [141, 135, 142]. In time-resolved fluorescence spectroscopy a
reduction of the fluorescence lifetime with rising temperature has been shown
[141, 143]. Increasing temperatures can enhance non-radiative decay channels,
effectively decreasing the excited-state lifetime. This is associated with a drop
in quantum efficiency, leading to a reduced steady-state intensity. Toyli et al.
studied the spin and orbital dynamics of single NV centers in diamond between
room temperature and 700 K, finding a temperature-invariant mS = 0 excited-
state up to ≈ 550 K and a temperature dependence at higher temperatures,
which are well described by the Mott-Seitz formula for nonradiative relax-
ation via multiphonon emission [144]. Plakhotnik and Gruber on the other
hand investigated an ensemble of NDs, finding a temperature-dependence of
the excited-state lifetime in the range of 300 K to 700 K [141]. Bommidi and
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Pickel also found a decrease of the average lifetime for single NDs in the range
300 K to 500 K. The behavior however did not fit well to the Mott-Seitz model
and was therefore described by a linear relationship [143].

In all-optical, as well as MW-based measurements, NV centers show tem-
perature dependent effects, which have to be considered during a magnetom-
etry application. NV centers may also be used for temperature sensing, even
simultaneously to magnetic field sensing [145]. We show example values from
literature for the just discussed temperature dependent measurands in Table
2.3.

Ref. Samples dD
dT

(kHz/K) dIfl.

dT
(%/K) dτ

dT
(ns/K)

[94] Bulk −74.2

[141] NDs −0.2 τshort : −0.0067,
τlong : −0.0486

[135] NDs −65.4 ± 5.5 −3.9 ± 0.7

[143] NDs on sili-
con and glass

τavg. : −0.04
(silicon),
τavg. : −0.059
(glass)

[134] Bulk −100
(at 500 K)

−0.2

[142] NDs −0.58(NV−)
−0.46(NV0)

Table 2.3: Reported temperature dependencies of the ZFS D, the overall
fluorescence intensity Ifl., and the fluorescence lifetime τ .

In the following, we will use the sensor design from the previous sections,
subject it to temperature variations, and compare it to expectations from lit-
erature.

2.4.2 Measurement Setup

For temperature dependent fluorescence intensity measurements, we use the
optical and electrical setup, previously described in Section 2.1. We set an
average optical excitation power of 5 mW, measured before coupling into the
fiber and pulse the laser at 100 kHz and 50 % duty cycle. The returning flu-
orescence is detected by a TIA (Hamamatsu S5971, 200 kΩ) and passed to a
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LIA (MFLI, Zurich Instruments), demodulating the fundamental oscillation
using a 3rd order, 11 Hz low-pass filter. The fiber tip was placed into a climate
chamber (MK115, Binder) and the ambient temperature was simultaneously
tracked using a PT100 sensor. We set the oven to cycle between 0 °C and
100 °C with each up- or down-ramp taking 1 hour and 10 minute wait times in
between. No magnetic fields were applied during this measurement.

In a second step, the experiment is extended by a varying magnetic field to
investigate the simultaneous temperature and magnetic field dependence. We
placed the sensor tip in the center of a Fanselau electromagnet (see Appendix
A.1) and monitored the magnetic field by a Hall effect-based sensor (TL493D,
Infineon Technologies AG). The fiber sensor was replaced by a dry fiber, in
which the end facet is placed directly next to the microdiamonds in a glass
cuvette without applying any glue. We set the climate chamber to a temper-
ature sweep from 0 °C to 100 °C and simultaneously swept the magnetic field
from 0 mT to 80 mT, repeating every eight minutes.

2.4.3 Results and Discussion

During the first 40 hours to 60 hours of exposing the fiber tip to temperature
cycles, we observed a changing behavior. The fluorescence at first showed
a positive temperature coefficient in the lower temperature range of 0 °C to
20 °C and an otherwise approximately constant intensity. This characteristic
shifted towards a negative temperature coefficient over the whole temperature
range, which after approximately 60 hours stayed consistent. In Figure 2.26a,
we show the first ten hours of a longer run, illustrating the profile of the
temperature cycles and the fluorescence intensity in the same time span. A
more practical visualization is shown in Figure 2.26b, where the fluorescence
intensity is plotted against the temperature and the time is encoded by color.
We determine a mean slope of dIfl./dT = −0.091 %/K (±−0.011 %/K) during
43 temperature ramps. In the literature, a range of dIfl./dT = −3.9 %/K
to −0.2 %/K has been reported for different samples and temperature ranges
(see Table 2.3). Our findings are in a similar range, where the difference may
be explained by differences in the sample itself, specifically the size of the
diamonds and the NV concentration, and the addressing via the optical fiber,
which is, in part, also subjected to the temperature variations.

In addition to the temperature dependency, the fluorescence intensity showed
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Figure 2.26: (a) Ten hours of temperature cycling, showing the fluorescence
intensity and the temperature during four full temperature cycles in the range
of T = 0 ◦C − 100 ◦C. The fluorescence intensity has been normalized to the
value at t = 0. (b) Fluorescence intensity as a function of the temperature T .
The first ten hours correspond to the data in (a).

an overall decreasing trend. After an initial 2 %/hour of intensity reduc-
tion, this value reduced to 0.3 %/hour after 200 hours of temperature cy-
cling without reaching a saturation. We hypothesize the decreasing trend
to originate from a degradation of the optical adhesive, with which the mi-
crodiamonds are attached to the fiber’s end facet. To test this hypothe-
sis, we replaced the fiber with a dry fiber, without the application of glue.
We repeated the measurements8 with the dry fiber, finding a mean slope of
dIfl./dT = −0.105 %/K (± − 0.005 %/K) during 18 temperature ramps. The
fluorescence intensity showed good repeatability during the temperature cy-
cles, with the variation at a fixed temperature T = 3 ◦C spanning a range
of 0.7%. This drift can be well explained by the drift inherent to all compo-
nents involved in the excitation and detection process during the experiment’s
duration of 21 hours. The lack of a non-reversible effect indicates the optical
adhesive to be the main influence in the previously found long-term decline.

Lastly, we want to find the influence of temperature variation on the fiber
sensor’s magnetic field sensing ability by repeatedly acquiring the calibration
curve during a temperature sweep. In Figure 2.27a, we show the calibration
curves for a temperature range of 2 °C to 94 °C, normalized to the intensity
8 The measurements were conducted at Quantum Technologies GmbH, using a continu-
ous-wave setup at 2.33 mW optical excitation power. For the temperature studies, we ex-
pect no significant difference in results to the previous setup with pulsed excitation at low
reference frequencies and lock-in amplification.
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Figure 2.27: (a) Calibration curves in a temperature range of 2 °C to 94 °C
from a 14 hours temperature sweep. (b) Magnetic contrast C as a function of
temperature T . The linear fit has a slope of −0.013 65 %/K.

at T = 2.0 ◦C and zero field. We find a qualitatively similar calibration curve
for all temperatures, with the exception of a varying offset, which can be
explained by the previously found temperature induced fluorescence intensity
reduction. These measurements however show that magnetic fields can be
sensed, even at elevated temperatures. We applied equal current steps to
the electromagnet during each magnetic field sweep, from which we expect
equal magnetic fields. The variation of magnetic fields in Figure 2.27a can
be explained by the temperature dependent behavior of the Hall-based sensor.
From the calibration curves we can determine the respective contrasts, shown
in Figure 2.27b. The contrast C ≈ 14% at T = 2.0 ◦C shows a temperature
induced reduction by 1.25% in the shown temperature range.

While this temperature dependent behavior has to be accounted for in an
application, we have shown the ability of magnetic field sensing over a wide
temperature range, with only a small reduction in contrast and thereby small
impact on sensitivity. If the temperature can be measured additionally in an
application, the repeatable behavior would even allow to determine and apply
a correction factor. Temperature correction is a common practice in other
magnetic field sensor technologies like Hall sensors [146, 147].





3 Fluorescence Lifetime Based
Sensing

Fluorescence intensity-based designs are subject to challenges like movement
in the optical fiber or laser power fluctuations. Furthermore, in the previous
chapter, we found drift components in the measurements, which can not be
avoided by lock-in amplification and likely result from the intensity noise of
the laser excitation. These fluctuations would be misinterpreted as magnetic
field changes. In this chapter we investigate the use of the fluorescence lifetime
as a non-intensity quantity for magnetic field sensing. In the literature the
fluorescence lifetime was reported to show a relative change, similar to the
fluorescence intensity, upon application of a magnetic field [148, 22]. We aim
to utilize the fluorescence lifetime as a measurement quantity that is insensitive
to the aforementioned fluctuations.

In this chapter, a sample composed of an ensemble of microdiamonds is
characterized in a time-correlated single-photon counting (TCSPC) setup with
regard to the magnetic field-dependent fluorescence lifetime. Therefore, first
the concept of TCSPC is introduced, the specific setup for our case is described,
and the findings are presented. Afterward, a setup is proposed in which the
material is fixed to the tip of an optical fiber, where the same fiber is used
for excitation and fluorescence collection. The magnitude and the phase of
the fluorescence upon excitation with a varying frequency in the range up to
100 MHz is recorded and its dependence on magnetic fields is analyzed. Build-
ing upon the findings, the phase at one specific excitation frequency is used for
magnetic field sensing and analyzed, concerning its immunity to disturbances
and noise characteristics.

77
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Lastly, we employ machine learning methods to utilize the information
contained in the frequency domain data. We will address the ambiguity in
the fluorescence intensity at low magnetic fields, as well as the temperature
dependence we previously found.

3.1 Time-Correlated Single-Photon Counting

For the time-resolved measurement of the decay dynamics of fluorophores,
time-correlated single-photon counting is a common tool in several branches
of science. In the following sections we describe its principles and apply it to
the material, used in this work.

3.1.1 TCSPC Theory

Consider the simplified model of a fluorophore with only one excited state and
one ground state. Upon optical transition to the excited state, the fluorophore
relaxes back to the ground state. This process is associated with an emissive
rate Γ and a non-radiative decay knr. Here, all non-radiative processes have
been combined to one rate constant knr. Both depopulate the excited state
and we can define the quantum yield [149]

q = Γ
Γ + knr

, (3.1)

that is the number of emitted photons per previously absorbed photons. The
lifetime of the excited state is the average time the fluorophore stays in the
excited state, given by

τ = 1
Γ + knr

. (3.2)

In the concept of TCSPC, an infinitely short pulse of light excites the fluo-
rophores, which results in an initial population n0 to be transferred to the
excited state. The excited state population then decays according to

δn(t)
δt

= (Γ + knr)n(t) , (3.3)

where n(t) is the time-dependent number of fluorophores, in our case NV cen-
ters, in the excited state. The individual fluorophores emit randomly through-
out the decay. The solution to Equation 3.3 is an exponentially decaying
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population. Since the fluorescence intensity is proportional to the excited
state population, an experiment would observe the fluorescence intensity de-
cay, given by

F (t) = F0e
− t

τ . (3.4)

F0 is the initial intensity, which depends on the fluorophore concentration
and several instrumental parameters, like excitation intensity or detection effi-
ciency. In a more complex scenario, the decay may follow a multi-exponential
function with different lifetimes and respective amplitudes. For NV centers
in microdiamonds we can expect a multi-exponential decay, since the spin-
sublevels of the excited state are associated with different lifetimes [72, 74, 77].
Additionally, short decay time components may be caused by surface or bulk
impurities [150, 151] and we expect contributions from the neutral charge state
NV0, which differs in its lifetime from NV− [151, 152, 153].

TCSPC is unique, in that it does not record the whole time trace from
a single excitation. Rather, conditions are adjusted, that only one in many
excitation pulses leads to a photon detection event (PDE) on a single photon
detector, which observes the fluorescence. The time between excitation and
PDE is measured for each detection event and stored in a histogram. The
excitation is repeatedly done by a short pulse laser, with times between the
repetitions much higher than the decay time of the fluorophore. Under these
conditions, the histogram represents the waveform of the decay [149].

Some instrumental parameters need to be set for a TCSPC measurement:

Repetition rate A re-excitation of the sample before the decay of the flu-
orescence should be avoided. The repetition interval Tr between two
excitations is usually chosen in the range of 10 to 20 times the observed
lifetime. At an expected lifetime on the order of τ = 12 ns, a repetition
rate 1

Tr
= 8 MHz is reasonable.

Detector count rate The count rate at the detector observing the fluores-
cence is chosen so that, on average, one in 100 excitation pulses results in
a PDE at the detector. Higher detection rates can lead to biasing towards
the detection of photons arriving at shorter times, a phenomenon known
as pulse pile-up. Consequently, we aim for a count rate of 1

100Tr
= 80 kHz

at the detector in our application.

Timing resolution In practice the excitation light source does not emit an
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infinitely short pulse of light. In the application, a short pulse diode laser
with pulse lengths of full width at half maximum (FWHM) in the range
of 30 ps to 200 ps is employed. For a Gaussian pulse, the RMS error
eexc is then approximated by the FWHM divided by 2.36.1 Additional
timing errors are introduced by jitter of the photodetector edet and the
time tagging module ett. These errors add up to

etot =
√

e2
exc + e2

det + e2
tt . (3.5)

We can compare the expected timing error to the actual error through
the instrument response function (IRF), which depends on the shape of
the excitation pulse and how the pulse is detected by the instrument. We
usually capture the IRF by directly observing scattered excitation light.

The timing resolution is determined by the time quantization step width,
i.e. the bin width in the histogram. It is chosen smaller than the analog
error distribution, usually 1/10 of etot, to prevent additional errors. In
the setup we present later, the expected error equals etot = 95 ps. This
error is determined using the values taken from the datasheets of the
individual instruments. Thus, we choose a bin width of 10 ps. From etot,
we expect a FWHM of the IRF of 218 ps.

Capture time The process of excitation and detection is repeated many
times, commonly until greater than 103 counts have been collected in the
histogram’s peak channel. Depending on the bin width and the detector
count rate, capturing a full histogram may take many seconds. Since the
count rate is limited by the lifetime τ , the duration for capturing a full
histogram can not be improved by faster detection electronics.

The acquired histogram contains the time differences between excitation
and fluorescence photon detection events. It is further processed by subtracting
the background count rate and subsequently fitting a model function to the
data via a non-linear least-squares fitting (NLLS). We fit single- (k = 1) or
multi-exponential (k > 1) functions

Ik
fit(t) =

k∑
i=1

ak,i e−t/τk,i (3.6)

1 For a Gaussian waveform, the FWHM relates to the standard deviation σ by
FWHM = 2

√
2 ln 2 ≈ 2.36σ.
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to extract the lifetimes τk,i and their respective amplitudes ak,i. The intention
of NLLS fitting is to test whether a certain model is consistent with the data
and to find the parameters of the model that are most likely to be correct. We
aim to find the least-complex model that describes the data well. To judge the
fit, we first examine the residuals, i.e. the difference between data and model.
In the absence of systematic errors, the residuals are randomly distributed
around zero and the model is likely to be correct. Additionally, we determine
the goodness-of-fit parameter χ2, given by the squared residuals, scaled by the
variance for each observation

χ2 =
m∑

n=1

1
σ2

m

(
Ik

fit(tn) − F (tn)
)2

(3.7)

=
m∑

n=1

(
Ik

fit(tn) − F (tn)
)2

F (tn) (3.8)

with m bins in the histogram [149]. The standard deviation σm for each bin
is found through the Poisson statistics of the photon detection process as the
square root of the number of photons recorded in the bin. χ2 scales with the
number of observations, which makes comparisons inconvenient. Therefore, we
use the reduced χ2

R, which is given by

χ2
R = χ2

m − p
, (3.9)

with the number of data points m and the number of free parameters p. Good
fits are then given for χ2

R close to unity.

3.1.2 TCSPC Setup

Here, we describe the optical and electrical setup for the time-based measure-
ment of fluorescence lifetimes. A schematic of the TCSPC setup is shown in
Figure 3.1a. A picosecond diode laser (BDS-SM-515, Becker & Hickl GmbH)
is used to excite a sample via a dichroic mirror (DMLP550R, Thorlabs) and a
microscope objective lens (CFI Plan Apo Lambda 60XC, Nikon). The beam
is widened to ≈ 5.3 mm (ACN127-030-A and LA1708-AB, Thorlabs) and fo-
cused by the objective to a beam spot size of 0.42 µm. The fluorescence is
collected through the same objective and passed through the dichroic mirror
and a 550 nm long-pass filter (FEL0550, Thorlabs). It is focused (LA1433-AB,
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Figure 3.1: (a) Schematic of the optical setup used for lifetime measurements.
(b) Photograph of the ensemble of microdiamonds in a glass cuvette. The lower
panel shows a close-up that reveals individual crystals. A red hue appears due
to contrast enhancement.

Thorlabs) onto the end facet of a multimode fiber, connected to an avalanche
photodiode (APD) detector module (ID100, ID Quantique SA). Since we use
no spatial filtering, a larger volume than the beam spot size is effectively ex-
cited and contributes to the collected fluorescence. The laser is triggered by a
function generator (AFG3252, Tektronix Inc.), and histograms are acquired by
a time-tagging module (Time Tagger 20, Swabian Instruments GmbH). A sam-
ple is mounted in front of an electromagnet connected to a laboratory power
supply. A Hall effect-based sensor (TL493D, Infineon Technologies AG) next
to the sample is used to measure the applied magnetic field. We measure the
IRF by placing a cover slip in the sample location and acquiring the histogram
without the long-pass filter in the beam path via reflection of the excitation
light. The sample, shown in Figure 3.1b, is a powder composed of µm-sized di-
amonds with a high concentration of NV centers, which for the measurements
was contained in a glass cuvette. For this material, we expect an isotropic
response to magnetic fields, which has already been demonstrated for the use
of fluorescence intensity [12].

The recorded fluorescence histograms are background-corrected by the aver-
age count in the first 20 ns and fit using a single- (k = 1) or double-exponential
(k = 2) function by Equation 3.6 using NLLS analysis, implemented by LM-
FIT [154]. Normalized amplitudes of the multi-exponential components are
denoted by âk,i = ak,i/

∑k
j=1 ak,j.
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3.1.3 Results and Discussion

We captured histograms of the microdiamond powder sample, which are now
further analyzed. In Figure 3.2a, a single histogram at zero magnetic field
is shown. The histogram can be fit well using a double-exponential function
resulting in χ2

R = 1.081 with â2,1 = 0.675, τ2,1 = 6.13 ns, â2,2 = 0.325, and
τ2,2 = 14.54 ns. A single exponential function would give a worse fit, with the
residuals showing a systematic error instead of a normal distribution around
zero. Next, the magnetic field was varied. We recorded the magnetic field-
dependent fluorescence histograms, shown in Figure 3.2b, and analyzed them
using either single- or bi-exponential fits, as shown in Figure 3.2c. We still
see an overall better agreement of the data to a bi-exponential fit and B-field-
dependent changes in the decay times, which correlate with the fluorescence
intensity. The resolution of two decay time components is challenging if the
decay times are of the same order of magnitude [149]. While the data support
the acceptance of two decay components, the values of ak,i and τk,i are not well
determined. To increase the quality of the fit for the application of magnetic
field sensing, the fit parameters â2,1 = 0.65 and â2,1 = 0.35 are fixed. However,
similar fits could also be obtained by a positive shift of â2,1 towards higher
magnetic fields and a constant short decay time τ2,1, as well as intermediate
values. To characterize the influence of B on a measurement quantity x, we
define the magnetic contrast of the quantity as 1 − x(B)/x(B = 0) with the
saturation value x(B) towards high magnetic fields and its value at B = 0.
The reduction in fluorescence count rate shows a magnetic contrast of 13.9%
while the larger decay time displays a contrast of 15.2%.

The use of single-exponential fits can be found in the literature, where
fluorescence lifetimes of 10.0 ns–12.9 ns for ensembles of NV centers [155, 156,
81, 148] and a range of 10 ns–30 ns for single centers [157, 144, 158, 153] are
reported. However, even in single NV centers, the existence of a bi-exponential
decay has been shown and is attributed to spin sub-levels of the excited-state
3E with different lifetimes due to differing non-radiative decay rates to the
intermediate singlet states [72, 74, 77]. Lifetimes of the sub-levels of 6.3 ns–
9.0 ns for mS = ±1 and 12.0 ns–17.8 ns for mS = 0 have been found [72, 73, 74,
75, 76]. When an off-NV-axis magnetic field is present, a mixing of spin states
arises [159]. This magnetic coupling leads to a lifetime of mixed states showing
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Figure 3.2: (a) Single- histogram of a sample composed of NV-rich diamond
powder, captured at B = 0 (Bin width 10 ps, 15 s capture time, 8 MHz
repetition rate, 240 µW average power, APD count rate 81 kHz). The average
count in the first 20 ns of 5.7 counts has been subtracted. The lower panel
shows the residuals of a double-exponential fit (a2,1 = 848, τ2,1 = 6.13 ns, a2,2 =
408, τ2,2 = 14.54 ns, χ2

R = 1.0812). For the fit, we use a time span of 40 ns,
following the maximum. The IRF was captured at the same count rate at the
APD (FWHM = 0.2 ns). (b) Histograms of the sample at varying magnetic
flux densities B, shown in the time range used for the fit. A logarithmic color
scale is chosen. (c) Single and double-exponential fits for the data in (b) with
fixed â2,1 = 1 − â2,2 = 0.65. The three panels show the extracted lifetimes, the
count rate at the APD, and χ2

R for the respective fits as functions of B.
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an intermediate value, which has been observed for ensembles of NV centers
in bulk diamond [148]. The reduction of the larger decay time by magnetic
fields may be explained similarly in our measurements. In nanodiamonds, a
short decay time component is usually attributed to surface or bulk impurities
and the larger decay time component to the fluorescence of NV centers [150,
151, 160, 161]. Such effects may also explain the observation of a short-lived
component in our measurement. Control or even tuning of these parameters
can be achieved by radiation treatment, annealing, and surface termination
[151]. Additionally, the crystal size has an influence on the observed lifetimes
[161, 162] and we expect fluorescence contributions from the neutral charge
state NV0, which differs in its lifetime from NV− [151, 152, 153]. Although
further investigation is needed, the sample used in this work shows a magnetic
field-dependent behavior that can be utilized in a sensing application.

τ2,2 (ns) C (%) τ2,1 (ns)
B = 0 B = 70 mT B = 0 B = 70 mT

Sample
this work 14.1 11.90 15.60 6.01 6.13
15um-Hi 12.04 10.5 12.79 6.1 5.91
150um-Hi 8.96 8.39 6.36 4.26 3.85

Bulk 8.12 3.36
DNV-B1 0 16.23

Table 3.1: Magnetic field dependent changes in bi-exponential fits to fluores-
cence decays for three different samples. We include the magnetic contrast C
for the larger time component. Additionally, the zero field fluorescence life-
times for two bulk samples were measured.

We measured the magnetic field dependent fluorescence lifetime of further
high NV-density microdiamond samples, namely 15um-Hi and 150um-Hi by
Adámas Nanotechnologies, Inc. with mean sizes of 15 µm and 150 µm, respec-
tively. The samples are specified to have NV concentrations of 3 ppm, measured
by electron paramagnetic resonance. The results are shown in Appendix A.4.
In both samples the fluorescence intensity decreases with increasing magnetic
field, which is to be expected. The measurements can again be fit well with
bi-exponential functions, showing a behavior which is qualitatively equal to
the measurements in Figure 3.2. We summarize the fit parameters in Table
3.1, finding a decreasing larger time component τ2,2 and a decline in magnetic
contrast with increasing crystal size. For comparison, we also acquired TCSPC
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histograms of bulk diamonds at zero magnetic field. The sample denoted by
Bulk is a 2 mm HPHT diamond with similar high NV concentration as the
microdiamonds we used up to this point. Like the previous samples, the Bulk
histograms can be fit well by a bi-exponential function. The correlation of
decreasing lifetime with increasing crystal size is in line with previous samples.
For the last sample, a CVD diamond with a typical 0.3 ppm NV-concentration
(DNV-B1, Element Six (UK) Ltd.), the histograms can be fit well by a single-
exponential function with a significantly higher lifetime than previous samples.

3.2 Frequency Domain Lifetime Measurements

While TCSPC measurements deliver complete histograms, their implemen-
tation is technically demanding. Additionally, the acquisition is slow when
considering the application of magnetic field sensing. A setup based on the
frequency domain measurement is proposed to make use of the change in the
excited-state fluorescence lifetime of NV centers for magnetometry. The fluo-
rescence response can be understood as a convolution of the excitation signal
with the decay dynamics, acting as a low-pass filter. Instead of monitoring the
time-domain decay from a short excitation pulse, we employ a harmonic oscil-
lation with a variable frequency. With an increasing frequency, the low-pass
characteristic will lead to a reduction of the fluorescence amplitude, commonly
referred to as demodulation. This is accompanied by a phase shift of the flu-
orescence signal from 0◦ to 90◦ [149]. In our setup, we intensity modulate
the excitation light, sweep the frequency of the modulation up to 100 MHz,
and record the system response in both amplitude and phase. This frequency
response not only contains the effects of the NV diamond powder, but ad-
ditionally the effects of all electronic and optical components involved in the
excitation and recording of the fluorescence. Examples for such effects are
a frequency-dependent excitation power or the transition time of the signal
through the system, leading to a frequency-dependent phase shift. Therefore,
we record a reference frequency response at B = 0, which is used to calibrate
subsequent measurements. The resulting measurements then directly reflect
the change in the fluorescence decay dynamics at the application of a magnetic
field.
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3.2.1 Frequency Domain Concept

In Figure 3.3, we show the concept of frequency domain lifetime measurements
with the example of a single lifetime component of τ = 12 ns. The excitation
is continuously modulated in its intensity at a specific modulation frequency,
shown in the time domain representation in the left panel. The emission follows
the excitation at a reduced amplitude, due to the demodulation, given by

m = B/A

b/a
, (3.10)

with the intensity offsets a, A and amplitudes b, B. The emission is also shifted
in phase with regard to the excitation. With increasing frequency, the low-pass
behavior of the decay dynamics results in a phase ϕ of up to 90◦, shown in
Figure 3.3b.

Figure 3.3: Concept of the frequency domain lifetime measurement. (a) Time
domain representation of the excitation and the emission at one excitation
frequency. (b) Frequency domain plot of the demodulation |H(jω)| and the
phase ϕ = ̸ H(jω). The orange dots indicate the magnitude and phase of the
emission in the example in (a).

Different lifetimes now change the frequency-dependent modulation and
phase relationship. While a single lifetime component τ can be determined
from either magnitude or phase at a single frequency [149], one can also mea-
sure the response at numerous frequencies and use NLLS fitting of the fre-
quency response. This process becomes mandatory for a multi-exponential
decay. From the transfer function in the Laplace domain of Equation 3.6,
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given by

H(s) =
k∑

n=1
Hn(s) =

k∑
n=1

anτk,n

1 + sτk,n

(3.11)

with s = σ + jω, we can determine magnitude and phase of the frequency
response H(jω):

|H(jω)| =
k∑

n=1
|Hn(jω)| =

k∑
n=1

anτk,n√
1 + (ωτk,n)2

, (3.12)

̸ H(jω) = 1
|H(jω)|

k∑
n=1

−|Hn(jω)| arctan(ωτk,n) . (3.13)

Frequency domain setups typically have to correct for the instrument re-
sponse function, introduced by the electrical and optical components, such as
a non-constant modulation of the excitation light with frequency variation, or
the lengths of cables and optical paths, introducing phase shifts. They there-
fore record a reference frequency response to which further measurements can
be compared, typically by alternatively observing the sample and scattered
light. Response data in the form of those in Figure 3.3b can then be obtained
by correction of measurements with the reference response, enabling a fit of
equations 3.12 and 3.13. Since in our application we are only interested in
the effect of magnetic fields on the sensing material, we do not aim to recover
the different lifetime components from the measurements. Rather, we record a
reference response at zero-field, which we then compare further measurements
to, simplifying the application of the frequency domain concept.

3.2.2 Frequency Domain Setup

The optical setup for the described measurement method is comparable to
the time-domain setup. The main difference lies in the need for a continuous
excitation with a varying frequency intensity modulation and a continuous
fluorescence detection. The specific optical and electrical setup we use here
is depicted in Figure 3.4a. A 520 nm laser diode (PLT5 520B, ams-OSRAM
AG) is driven by a constant current source based on a laser driver integrated
circuit (NZN, iC-Haus GmbH). Additionally, it is modulated by an AC-coupled
radio frequency (RF) amplifier (35 dB, 1–700 MHz, 3.2 W) at an input power of
−9 dBm. The collimated excitation light propagates through a dichroic beam
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Figure 3.4: (a) Schematic of the optical and electrical setup used for frequency
domain measurements. (b) Excitation light modulation PAC/PDC measured
via reflections with the long-pass filter removed and the phase difference ϕB

between the excitation and the reception signal.

splitter (DMPS567R, Thorlabs) and is coupled to a 105 µm core diameter fiber.
The end facet of the fiber is coated with NV-rich diamond powder in glue, with
crystal sizes much smaller than the facet diameter.

The material is comparable in NV density to the material used in [12].
The fiber sensor was manufactured by Quantum Technologies GmbH in col-
laboration with the Leibniz Institute of Surface Engineering. The fluorescence
is collected through the same fiber, passing through a long-pass filter and
focused (FELH600 & LA1951-AB, Thorlabs) onto a Si-photodiode (S5973,
Hamamatsu Photonics K.K.). The photodiode is part of a transimpedance
amplifier based on an OPA847 operational amplifier (300 MHz, 1.2 kΩ). Its
output is passed through a low-noise RF amplifier (20 dB, 0.1–2000 MHz) to a
PicoVNA 106 vector network analyzer (VNA) (Pico Technology) or a HF2LI
lock-in amplifier (Zurich Instruments AG), which also drives the laser diode
modulation. An electromagnet, connected to a PC-controlled power supply, is
being monitored by a Hall effect sensor and enables the application of magnetic
flux densities from 0 mT to 120 mT.

The modulation of the excitation light can be described by an offset PDC

and an amplitude of the AC component PAC. To assess the modulation, we
measured these via reflection of the pump beam after removing the long-pass
filter at the DC-coupled TIA output. Their ratio PAC/PDC is depicted in Fig-
ure 3.4b. It shows a high pass characteristic and an overall non-constant ratio
originating from the RF amplifier for the laser modulation. The laser diode
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Figure 3.5: (a) Schematic of the electrical setup for disturbance measurements
with a LCLV. A first LIA channel monitors magnitude and phase at a reference
frequency fmod = 13 MHz. A second LIA channel demodulates either R or Φ
from the first channel at the disturbance frequency. (b) Qualitative drive
signal for the LCLV in the upper panel, which is amplitude modulated by the
disturbance signal, shown in the lower panel.

output power was measured before the dichroic mirror, and varied between 33
and 37 mW, depending on the modulation frequency. The use of a VNA, in
particular, requires the calibration of the scattering parameter S21, i.e. the
magnitude and phase relationship of the signals of ports one and two. There-
fore, isolation and through was calibrated by either blocking the fluorescence
path or passing it unrestricted to the photodetector, ensuring no magnetic field
was applied to the sensor head. Thus, the VNA automatically corrects for the
reference frequency response.

Later, we use the LIA at a fixed excitation frequency and observe the
magnitude and phase, while adding an artificial disturbance in the excitation
light intensity. We investigate the impact of excitation intensity changes on
the two measurement quantities, which can be caused e.g. by bending of the
optical fiber, laser intensity drift, or instabilities in the optical path. The
artificial intensity modulation is implemented through a Liquid Crystal Light
Valve (LCLV) by Liquid Crystal Technologies Inc., placed in the beam path of
the collimated laser. In Figure 3.5a, we show the schematic of the respective
electrical setup. The first LIA channel monitors magnitude and phase at a
reference frequency fmod = 13 MHz. A second LIA channel demodulates either
the magnitude R or the phase Φ from the first channel at the disturbance
frequency fdist. We apply a 100 Hz mean-free rectangular waveform to drive
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the LCLV, employing a function generator (AFG3252, Tektronix Inc.). The
disturbance modulation is then used to amplitude modulate this LCLV drive
signal, continuously changing the transmission of the LCLV, which we show
in the lower panel of Figure 3.5b. The transmission modulation response of
the shutter drops off at 1 Hz, which is the reason why we sweep fdist only in a
range of 0.1 to 10 Hz. This is sufficient to investigate the disturbance behavior
of the two measurement quantities.

3.2.3 Results and Discussion

Figures 3.6a,b show the magnitude and the phase of the fluorescence signal
as a function of modulation frequency and the applied magnetic field relative
to B = 0. They were acquired acquired with the VNA. The horizontal and
vertical lines correspond to the other measurements shown in the figure. On
the left edge at near zero frequency, we see a relative magnetic contrast of
16% in magnitude, which has already been observed and used for all-optical
magnetometry [12, 4]. These observations shows this approach to be a gener-
alized form of intensity-based read-out, used in Chapter 2. The magnetic field
dependent intensity modulation can thus be attributed to the change in the
lifetime components. At higher modulation frequencies, this behavior changes
significantly. The magnitude for all B > 0 declines, and a response of the
phase to magnetic fields emerges. The phase displays a maximum in the mag-
netic contrast of 5.8◦ at 13 MHz. Towards higher modulation frequencies, both
quantities decrease in magnetic contrast, and the magnitude rises above one
at an inflection point around 30 MHz. At this frequency, the magnitude is
nearly independent of the magnetic field (see pink trace in Figure 3.6e) while
the phase still shows a magnetic contrast of 3.6◦. This could potentially be
used to calibrate the optical path. At lower optical excitation powers, we ob-
serve a similar behavior with the difference of a lower signal-to-noise ratio and
a decrease in magnetic contrast of both measurement quantities. Many fiber
sensors were produced and show good reproducibility in fluorescence intensity
and response to static magnetic fields, but lifetime measurements were only
performed for one fiber. We also expect lifetime measurement results to be
similar for different fiber sensors.

We operate the system at optical excitation powers for which we expect no
saturation behavior [163, 164]. In this linear regime, the fluorescence can be
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Figure 3.6: Measurements of the complex transfer function Hr = |Hr|ej ̸ Hr .
The left and right columns show the magnitude |Hr| and phase ̸ Hr, respec-
tively. Hr is the transfer function H(jω, B), relative to H(jω, B = 0). (a–d)
were obtained directly by sweeping the modulation frequency using a VNA,
which was calibrated at B = 0. For (e,f), a LIA at the respective modulation
frequencies was used to capture magnitude and phase. The data were subse-
quently normalized to the value at B = 0.
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understood as a convolution of the excitation signal with the decay dynamics,
acting as linear time-invariant (LTI) system, specifically a low-pass filter. Con-
sidering single- and bi-exponential fluorescence decays, their respective transfer
functions H(s) can be written as

H(s) = a2,1

s + 1
τ2,1

+ a2,2

s + 1
τ2,2

(3.14)

by the Laplace-transform of Equation (3.6), where for a single-exponential
approach a2,2 = 0. To model the measurements in Figure 3.6, the normalization
to H(s; B = 0) is considered, resulting in Hr(s) = H(s;B)

H(s;B=0) . The magnitude
|Hr(jω)| and the phase ̸ Hr(jω) can then be obtained from this Hr(s). To
reproduce the inflection point around 30 MHz and a magnitude greater one
at high modulation frequencies, at least a bi-exponential approach is needed.
This necessity becomes apparent when considering

Hr(s) =
1 + ∆a

a1,1

s(τ1,1 + ∆τ) + 1 + ∆τ
τ1,1

s(τ1,1 + ∆τ) + 1 (3.15)

for a single-exponential approach, with

τ1,1(B) = τ1,1(B = 0) + ∆τ(B) ,

a1,1(B) = a1,1(B = 0) + ∆a(B) ,
(3.16)

and ∆τ , ∆a being functions of B. |Hr(s = jω)| can then only be strictly
greater or less than one for ∆τ > 0 or ∆τ < 0, respectively. Therefore, a single-
exponential approach is insufficient to model this behavior. The data can,
however, be fit by Hr(s) with constant factors â2,1 = 1 − â2,2 = 0.65 resulting
in ∆τ2,1 = −2.52 ns and ∆τ2,2 = 0.19 ns at B > 100 mT. These findings agree
well with the fits to the time-domain histograms from Figure 3.2. Analogous
to the time domain fits, similar fitting transfer functions could be obtained
from a constant τ2,2 and a shift in âk,i, or intermediate values. The exact
dynamics do not need to be deduced from these measurements, as the behavior,
especially the reduction in the larger decay time, allows the utilization in a
sensing application. This may be done by capturing the complete frequency
response to calculate the applied magnetic field. Alternatively, we record the
magnitude and the phase at one excitation frequency with a LIA, yielding a
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higher acquisition speed.

The key advantage of using the phase instead of the magnitude lies in its
immunity to disturbances that affect the intensity of the signal. These distur-
bances include laser intensity noise and thermal drifts in the optical alignment,
as well as motion in the fiber, causing fluctuations in the excitation and the
returning fluorescence. We use a LIA to monitor and compare the magnitude
and the phase. Hence, we set the excitation frequency to f = 13 MHz, where
the phase shows the maximum contrast. Now, we test the disturbance immu-
nity. We add a small modulation of the laser intensity in a frequency range
up to 10 Hz. This translates to an excitation intensity modulation, which can
be expected in an application through attenuation by, e.g. bending of the
fiber. This artificial disturbance is achieved by a LCLV placed between the
adjustment mirrors and the dichroic beam splitter, which can be continuously
modulated in its transmission. Figure 3.7a shows magnitude |Hr| and phase
̸ Hr in a time range of 20 s. The additional disturbance modulation with fre-
quency fdist = 1 Hz is switched on at t = 5 s, which leads to an excitation
intensity of 8.88 mW fluctuating with ±0.17%. Additionally, at t = 12 s, a
magnetic field of > 100 mT was applied for an easy comparison of both mea-
surement quantities to their magnetic contrast. A lower impact on ̸ Hr relative
to its contrast is obvious.

To measure these errors in a wider frequency range and at a higher pre-
cision, the LIA’s 13 MHz demodulator outputs R or ϕ were fed back into a
second demodulator, running at fdist and therefore measuring the root-mean-
square (RMS) value of the disturbance modulation components. We set the
first demodulator low-pass filter to 1 kHz, making sure the additional distur-
bance component passes to the second one without attenuation. Additionally,
a bias magnetic field corresponding to half of the magnetic contrast was ap-
plied to bring the system to a point of operation that is realistic during an
application. We then swept fdist in a frequency range of 0.1 Hz to 10 Hz and
recorded the second demodulator output. This second output is a measure
for the low-frequency disturbances in magnitude or phase, which we denote by
ϵR or ϵϕ, respectively. They are shown in Figure 3.7b. For lower frequencies
ϵR ≈ 1.1×10−3, which is 2.3% of the magnetic contrast of |Hr|. In comparison
ϵϕ ≈ 0.35 × 10−3 degree, a disturbance of only 0.02%, relative to the magnetic
contrast of ̸ Hr. Above fdist = 1 Hz, the LCLV drops off in its modulation
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Figure 3.7: (a) Measurement quantities |Hr| and ̸ Hr at f = 13 MHz (4th
order, 3.89 Hz low-pass demodulator). The excitation disturbance modulation
with frequency fdist = 1 Hz was switched on at t = 5 s. For comparison to the
magnetic contrasts of both quantities, a magnetic field of > 100 mT has been
applied at t = 12 s. (b) Root-mean-square values of the AC components of
the magnitude and the phase at the disturbance frequency fdist in a range of
0.1–10 Hz. Here, a bias magnetic field corresponding to half of the magnetic
contrast was applied.

amplitude, leading to a reduction in ϵR and a higher error in the measurement
of ϵϕ. This is caused by the slow response of the LCLV, and we expect the
immunity to persist at higher frequency disturbances.

The sensitivity achievable by both approaches, i.e. the magnitude or the
phase as a measurement quantity, was further investigated. Therefore, a bias
magnetic field of B = 20 mT was applied, and data were recorded with the LIA
set to f = 13 MHz and subsequently converted to magnetic field values using
linear fits to |Hr(B)| and ̸ Hr(B), depicted in the insets of Figure 3.8. The
respective noise spectral densities shown in Figures 3.8a,c reveal a white noise
region above 1 Hz with sensitivities of sr = 35 µT/

√
Hz and sϕ = 20 µT/

√
Hz.

The excitation light source was operated at 11.5 mW. In this case, the fluores-
cence signal leads to a photodiode current with DC component iDC = 0.213 µA
and amplitude of the AC component of iAC = 0.171 µA at f = 13 MHz. This
results in shot-noise-limited sensitivities (SNLS) of sr,snl = 1.13 µT/

√
Hz and

sϕ,snl = 0.95 µT/
√

Hz. See Section 2.2.2 for the derivation of the SNLS in
LIA-based setups. The difference in the achieved sensitivities is largely based
on the TIA’s output noise spectral density, being limited by the feedback resis-
tor’s thermal noise of 4.4 nV/

√
Hz and the operational amplifier’s input current
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noise contributing 3.24 nV/
√

Hz. These dominate the shot noise, contribut-
ing only 0.336 nV/

√
Hz at the given photocurrent. The same measurement at

f = 3 MHz leads to sensitivities of sr = 12 µT/
√

Hz and sϕ = 43 µT/
√

Hz,
which are caused by different magnetic contrasts at this frequency (see Fig-
ure A.8 in the appendix). Additional 1/f components dominate the spectrum
below 1 Hz in both approaches. These are attributed largely to the excitation
and detection electronics.

For the data from the two approaches, using magnitude and phase as mea-
surement quantities, we show the respective Allan deviations in Figures 3.8b,d.
In both cases, an increasing averaging time τ initially leads to a reduction in
standard deviation up to τ ≈ 1 s, which we expect from white noise at the
corresponding frequencies in the noise spectral densities. Since the magnitude
data shows a higher 1/f noise corner frequency, the minimum in the Allan de-
viation occurs at a lower averaging time, compared to the phase data. Also,
this bias instability is lower than for the phase data at σϕ,Allan = 11.5 µT, com-
pared to the magnitude data at σr,Allan = 41 µT. Even at 3 MHz excitation,
the magnitude still shows a higher bias instability with σr,Allan = 22.4 µT at
τ = 0.26 s. In the whole range of investigated averaging times, the phase-based
approach shows a lower standard deviation, compared to the magnitude.

Lastly, we investigate the combination of magnitude- and phase-data to a
single measurement quantity. We therefore use inverse-variance weighting of
the estimated magnetic fields Br and Bϕ from magnitude- and phase-approach,
respectively. A combined estimate of the magnetic field is given by

Bivw =
Br/σ2

r + Bϕ/σ2
ϕ

1/σ2
r + 1/σ2

ϕ

=
(
Br/σ2

r + Bϕ/σ2
ϕ

)
σivw , (3.17)

which has the lowest variance among all weighted averages of magnitude- and
phase-derived magnetic fields [165]. The variance of the resulting quantity is
then given by σivw = 1/σ2

r + 1/σ2
ϕ. For weighting, we used the Allan deviations

at τ = 1 × 10−1 s which correspond to white noise regions in the spectral
densities, i.e. σ2

r = 6492 µT2 and σ2
ϕ = 2309 µT2. For the given data, the

spectral density and Allan deviation are shown in Figures 3.8e,f. In the white
noise frequency range we can achieve a sensitivity of 15.7 µT/

√
Hz which is

lower than in magnitude- or phase-approach alone. Towards lower frequencies,
i.e. longer integration times however, both measurement quantities can no
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Figure 3.8: Noise spectral densities based on magnitude Sr (a) and phase Sϕ

(c). The excitation frequency was set to f = 13 MHz, and a bias field of B =
20 mT was applied. Data were recorded by the LIA with the low-pass filter set
to fourth order at corner frequencies of 88 kHz, 200 Hz and 2 Hz, corresponding
to the green, blue and orange traces. They have been subsequently converted
to magnetic field values using the linear fits drawn in the respective insets and
converted to spectral densities by Welch’s method (Hann windows of lengths
0.31 s, 9.38 s, 85.31 s). Allan deviations of magnitude (b) and phase (d) from
the data in (a) and (b). Spectral density (e) and Allan deviation (f) of inverse-
variance weighted average of magnitude and phase data from (a) and (c).
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longer be assumed to be unbiased estimators of the underlying true magnetic
field. Therefore, we find a higher bias instability and higher random walk in
Bivw than in the phase data alone. Thus at higher observation times, in this
case τ > 1 s, the use of a weighted average of both measurement quantities is
not recommended.

3.3 Resolving the Ambiguity

In NV rich diamonds, we observe a dip in the fluorescence intensity at zero
magnetic field [32]. Current research relates this dip to dipolar coupling be-
tween neighboring NV centers, leading to a mixing of spin states [29, 100].
The same feature can also be observed when using the phase as a measure-
ment quantity [1]. This leads to an ambiguity, i.e. a non-injective function, for
magnetic fields below ≈ 8 mT. We plot the fluorescence intensity as a function
of magnetic fields in the left panel of Figure 3.9, qualitatively, showing this
behavior.

The measurement of the phase or the intensity at a fixed excitation fre-
quency can be realized with a lock-in amplifier, yielding a high acquisition
speed and a potentially simpler implementation, compared to using a whole
frequency sweep. The complete response of the magnitude and the phase in
a frequency range of 1–100 MHz on the other hand holds more information.
In this section we utilize the complete response to resolve the ambiguity in
all-optical magnetic field sensing. First we prove this ability of resolving the
ambiguity by fitting the data with a model function and use the fit parameters
for regression. Afterwards, we explore the use of neural networks with the raw
spectra as inputs, omitting the fitting process, which is less computationally
expensive. These two approaches are shown schematically in Figure 3.9.

In principle, the use of a bias field greater than 3 mT is also possible to over-
come this ambiguity problem. However, we would lose the ability of isotropic
sensing, which is an important feature for the implementation in a measure-
ment application [12]. Additionally, a bias field, e.g. by a permanent magnet in
the fiber head, would drop the properties of a non-magnetic and non-conductive
sensor head. This would restrict the universal applicability of the sensor head.
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Figure 3.9: Schematic of the machine learning approach. A dataset of labeled
spectra at different magnetic fields up to 15 mT is captured and processed
in two ways. The spectra consist of the magnitude and the phase of the
fluorescence from a frequency sweep of the optical excitation up to 100 MHz.
The spectra are processed by either fitting a model function with two degrees of
freedom and a subsequent simple regression neural network or a more complex
neural network which is trained on the raw spectra.

3.3.1 Measurement Setup

Here we use the setup shown in Figure 3.4a, except for a different laser driver.
Instead of an AC-coupled, sinusoidal current modulation, we use a square
wave excitation. The modulation is implemented by a comparator (LTC6752,
Analog Devices Inc.), digitizing the incoming sinusoidal signal from the VNA
and controlling a laser switch integrated circuit (iC-HKB, iC-Haus GmbH).
The VNA is sensitive only to the fundamental frequency, making the results
comparable to previous studies. We not only simplify the setup with this step,
but also make it more immune to distortions and reduce dependency of the
modulation PAC/PDC on the frequency (previously shown in Figure 3.4b).

Fit-based Regression

For the following section we accept that the fluorescence decay can be described
by a bi-exponential function. The respective transfer function can then be
written as the sum of two first-order low-pass filters

H(s) = a1

s + 1
τ1

+ a2

s + 1
τ2

(3.18)

with s = σ + jω, following the Laplace-transform of the sum of two exponen-
tial functions. Compared to Equation 3.14 we just dropped the index, which
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indicated a bi-exponential fit. The VNA corrects for the system response
H(s; B = 0). This system response results from all electrical and optical com-
ponents necessary for the measurement, as well as the low-pass characteristic
of the fluorescence itself. The resulting measurement can be described by the
ratio Hr(s) = H(s; B)/H(s; B = 0).

We fit the recordings of the system response at different B-fields with Hr(s),
using non-linear least squares fitting. Therefore we write the independent
components as their values at B = 0 and additional B-field dependent terms
∆a1, ∆a2, ∆τ1, and ∆τ2. To increase the quality of the fit for the application
of magnetic field sensing, the fit parameters a1 = 0.65 and a2 = 0.35 are fixed,
i.e. ∆a1 = ∆a2 = 0. These values stem from the previously described TCSPC
measurements. Additionally, the decay times at zero field τ1,B=0 and τ2,B=0

were constrained to be the same for all data sets. The fitting process was done
in two steps. First we recorded a set of 30 measurements at different magnetic
fields up to 80 mT to fit τ1,B=0 and τ2,B=0. This small set was chosen due to
the large necessary computation time. It is still sufficient to reliably estimate
τ1,B=0 and τ2,B=0. In the second step, we collected 1000 system responses up to
15 mT with a distribution favoring low magnetic fields and in a random order.
All data sets were fit individually with the previously found parameters for
τ1,B=0 and τ2,B=0 set constant, yielding ∆τ1(B) and ∆τ2(B). In Figure 3.10 we
show a subset of measured frequency responses at different B-fields with their
corresponding fits.

Figure 3.10: Subset of the measured frequency responses with the magnitude
|Hr| (a) and the phase ̸ Hr (b) at different B-fields, and the corresponding fits
of Hr with the constants τ1,B=0 = 6.04 ns and τ2,B=0 = 11.89 ns.



3.3. RESOLVING THE AMBIGUITY 101

To determine the B field via regression from ∆τ1 and ∆τ2, obtained by
the fit, we use a small fully connected neural network (FCNN). The network
consists of two nodes in the input layer, one hidden layer and one output
layer with a single node and a linear activation function. The hidden layer is
composed of a variable number of neurons with rectified linear unit (ReLU)
activation functions. Using a grid search, we determine an optimum for the
number of neurons in the hidden layer up to a maximum of 60 nodes. We split
the observations by ratios of 55%, 15%, and 30% into training-, validation-
and test-sets, respectively. During the hyperparameter study, the network’s
performance is validated on the validation set. The best network is later trained
on the combination of training- and validation-set, and the performance is
assessed on the test-set.

A FCNN is the simplest form of an artificial neural network (ANN),
which consists of multiple interconnected layers of varying number of
nodes. Each node is inspired by the behavior of biological neurons. The
preactivation zi of a node is given by the sum of incoming signals xj

where each signal is weighted by wij and biased by bi [166]

zi = bi +
nin∑
j=1

wijxj for i = 1, . . . , nout , (3.19)

with the number of inputs of the layer nin and number of outputs of the
layer nout. The preactivation is passed through an activation function ϕ,
yielding the output, i.e. if the neuron fires or not, given by

hi = ϕ(zi) . (3.20)

The first layer takes the observations as input data and has consequently
the same dimensionality as the input data. The output is passed to a
variable number of interconnected hidden layers and lastly to an output
layer. The output layer yields the classification or regression of a number
of labels, given the weights have been adjusted accordingly. In this work,
we only deal with supervised learning, meaning we have training data sets
with labelled observations. A simple example configuration of a FCNN
is shown in the figure beneath.
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While the number of input and output nodes are determined by the di-
mensionality of the observations and labels, many parameters like number
and sizes of hidden layers and the respective activation functions are so
called hyperparameters.
For many years, researchers encountered significant challenges in devel-
oping an effective method to train the weights of ANNs. However, in
1986, David Rumelhart, Geoffrey Hinton, and Ronald Williams published
a pioneering paper introducing the backpropagation algorithm [167], a
method that remains foundational in neural network training today. The
algorithm can be understood as an efficient implementation of Gradi-
ent Descent, enabling automatic computation of gradients. Through a
two-pass process—one forward pass and one backward pass—the back-
propagation algorithm calculates the gradient of the network’s error with
respect to each model parameter. This allows for precise adjustments to
each connection weight and bias term, facilitating error minimization.
With these computed gradients, a standard Gradient Descent step is ap-
plied, and this iterative process continues until the network converges to
an optimal solution.

Regression on Raw Spectra

For the practical application in magnetometry, NLLS fitting may require too
many resources. Therefore, we explore neural networks for the regression on
the raw system response measurements as the input and compare their perfor-
mance to the fit-based method. Additionally, we focus on the use of FCNNs,
which in previous studies have shown a good performance in similar problems
[9]. We have further shown the ability of such networks to perform inference
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in edge-machine learning based setups, enabling the integration of the solution
in a practical application [9].

Here, we use a FCNN with three hidden layers, using ReLU activation func-
tions, and vary their sizes to find the network with the lowest complexity which
still shows an acceptable performance. Observations are labeled by the mag-
netic field B and consist of the concatenations of the magnitude |Hr| and the
phase ̸ Hr, which were measured at 401 different frequencies. Consequently,
the input layer consists of 802 nodes. For the regression, the output layer has
a single node with a linear activation function, like before in the fit-based re-
gression. Again, we split the observations by ratios of 55%, 15%, and 30% into
training-, validation- and test-sets, respectively. The observations are scaled
per feature to lie within the interval [0,1] by fitting a MinMaxScaler to the
training data and applying the scaler to all data. We use TensorFlow for the
implementation and training of the networks [168].

3.3.2 Results and Discussion

Fit-based Regression

In the two-step fitting process, we first found the zero-field components τ1,B=0 =
6.04 ns and τ2,B=0 = 11.89 ns from 30 measurements up to 80 mT. In the sec-
ond step, we determined ∆τ1 and ∆τ2 as functions of the magnetic field for all
datasets, which we show in Figure 3.11a. These fits are in good agreement to
the TCSPC data, except for τ2,B=0 which shows an approximately 2 ns lower
value. This difference may be explained by the different optical excitation
power, which may also lead to a different temperature of the sensing material,
as well as the differing environments, i.e. air or optical adhesive.

The value ∆τ2 shows a high responsivity to magnetic fields but displays the
same ambiguity that can be observed in the fluorescence intensity. The mono-
tonically increasing component ∆τ1, however, aids in resolving this ambiguity.
We use these two components as inputs to a simple previously described FCNN
to test this hypothesis. In Figure 3.11b, we show the root-mean-square (RMS)
error on the validation-set as a function of the number of nodes in the single
hidden layer nh. The RMS error declines to a value of around ϵrms = 0.4 mT
at 45 nodes and shows no improvement at a higher node count. Consequently,
the FCNN was finally trained with nh = 45 on the combined training- and



104 CHAPTER 3. FLUORESCENCE LIFETIME BASED SENSING

Figure 3.11: (a) Magnetic field dependent changes in the lifetimes from fits to
the frequency responses at τ1,B=0 = 6.04 ns and τ2,B=0 = 11.89 ns. (b) Root-
mean-square error of predictions of the simple FCNN on the validation set as
a function of the number of hidden nodes nh. (c) Overlay of the predictions
of the FCNN (nh = 45) on the test set in comparison to the optimum linear
relationship. (d) Differences of the predictions in (c) to the linear function. (e)
Mean average error on the training and test set during training of the FCNN.

validation-set. We chose the mean average error (MAE) as the loss function
L(·) on the training- and test-sets, shown in Figure 3.11e. During the training
process we observed no significant improvement above 800 epochs and the test
loss closely followed the training loss, showing no signs of over-fitting. Deeper
networks showed no improvements in the performance in this task, except for
a quicker convergence of the loss function during the training.

In Figures 3.11c,d, we show the predictions of the FCNN as a function
of the real magnetic field values on a validation set and the differences from
the optimum linear relationship, respectively. Below 2 mT and above 4 mT,
the predictions are in good agreement with the real values, within an error of
±0.2 mT. In the range of 2–4 mT, the error rises up to ±2.5 mT. We attribute
this behavior to the low change in both fit parameters (∆τ1, ∆τ2) compared
to their local variance in this magnetic field range. We observed no outliers,
showing that the measurement of the magnetic fields below and above ≈ 3 mT
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can be distinguished.

Regression on Raw Spectra

A future implementation of a sensing application might utilize a resource con-
strained environment like an embedded device. On such an a device the com-
putational requirements for a NLLS fitting are likely unpractical. Therefore,
we also pursued an alternative approach using a FCNN, where the input con-
sists of the raw system response measurements, i.e. the concatenation of |Hr|
and ̸ Hr. A grid search was done to find an optimum for the number of nodes
in each of the three hidden layers. The number of nodes were varied in the
ranges of nh,1 ∈ [50, 200], nh,2 ∈ [20, 60], and nh,3 ∈ [5, 25], where nh,x is the
number of nodes in layer x. In Figures 3.12a,b, we show the predictions of
the FCNN as a function of the real magnetic field values on a validation-set.
Therefore, the number of nodes were set to nh,1 = 75, nh,2 = 50, and nh,3 = 20,
where the loss showed a minimum. The network is again able to resolve the
ambiguity around 3 mT. It performs slightly better than the fit-based ap-
proach with maximum deviations from the real magnetic field of ±1.2 mT and
an RMS error on the test set of ϵrms = 0.27 mT. During training, the MAE on
the test set converges quickly and we see signs of over-fitting from 30 epochs
onward (cf. Figure 3.12c).

Figure 3.12: (a) Overlay of the predictions of the FCNN (nh,1 = 75, nh,2 = 50,
nh,3 = 20) on the test-set in comparison to the optimum linear relationship. (b)
Differences of predictions in (a) to the linear function in which the prediction
equals the label. (c) Mean average error on the training- and the test-set
during the training of the FCNN.

On a workstation PC, we found an about 170 times faster execution of
this approach compared to the fit-based regression. This improvement does
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not account for the previous training, which can be done in advance in an
application.

Feature Selection

Until now, we used raw spectra consisting of measurements at 401 discrete
frequencies. The question arises if we can get the same results, or at least
retain the ability to resolve the ambiguity, using fewer frequencies. At a rea-
sonably low number of discrete frequencies, a lock-in amplifier approach with
multiple simultaneous channels becomes feasible. The optical excitation could
be implemented by the combination of the discrete frequencies by the setup
we used in Section 3.2.2, i.e. the modulation of a CW-driven laser by an AC
coupled signal. Alternatively, we previously employed a setup with square
wave excitation. In this setup the excitation and fluorescence signals consist
of the fundamental and additional odd harmonics which could be evaluated
simultaneously.

We will now explore if such a set of excitation frequencies exists, how the
associated error behaves, and if we can even implement it with the constrains
set by a square wave excitation. Therefore, we first apply a feature ranking
with recursive feature elimination (RFE) to the analysis, based on raw spectra
as inputs [169]. The goal of the RFE is the selection of features by recursively
considering progressively smaller sets of features. In our case the features are
the distinct frequencies at which the measurement of magnitude and phase are
carried out. First, the model f̂ is trained on the initial set of features. Next,
the features are ranked by their importance and the least important ones are
pruned from the feature matrix X. The procedure is recursively repeated until
a minimum number of features is reached. This produces a feature subset
ranking of nested subsets X1 ⊂ X2 ⊂ . . . X.

To obtain feature importances (FIs) we employ the permutation feature
importance algorithm [170, 171]. It is based on the permutation of one fea-
ture in X, to estimate that feature’s importance. The permutation breaks
the association of the feature and the true outcome y. The ratio of the new
prediction error and the original error is then a measure for the importance of
that feature. We summarize the algorithm here:

1. Estimate the original model error eorig = L(y, f̂(X)).
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2. For each feature j:

• Generate the permutation feature matrix Xp where Xp = X, except
for feature j which is randomly permutated.

• Estimate the new model error eperm = L(y, f̂(Xp)).

• Determine the feature importance by FIj = eperm/eorig.

3. Sort the features by their FI.

We applied this procedure to the previously shown data and FCNN struc-
ture. In Figure 3.13, we show the RMS error on the test set as a function of
the number of features. We start at 198 features, which contain all frequencies
from the previous sets below 50 MHz and the number of features is reduced by
the RFE one by one. We can see a constant error down to about 75 features.
Below this point, the error gradually increases and peaks at 2.15 mT. This indi-
cates that the waveform, i.e. magnitude and phase data over a larger frequency
range is necessary to predict magnetic fields and to resolve the ambiguity.

Figure 3.13: RMS error on the test-set as a function of the number of features.
Starting at 198 features, which includes all frequencies below 50 MHz, the
number of features is reduced by RFE one by one. We show the remaining
frequencies at four and ten features in order of the descending FI.

Conclusion

The overall precision of the presented approaches is lower than in all-optical
methods based on the measurement of the fluorescence magnitude or the phase
at a single excitation frequency. This holds true especially in the measurement
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range of 2 mT–4 mT. However, we are able to resolve the ambiguity in these
setups for magnetic fields below 8 mT. Also, we have to be cautious, when
comparing these results to previously shown lock-in amplifier based measure-
ments. The frequency-domain measurements were carried out in a random
order over a time span of tens of minutes. We have seen earlier, that 1/f-noise
and drift dominate in this time range.

A setup combining both approaches would be possible, where the electron-
ics switches between a VNA and a lock-in amplifier mode, depending on the
applied magnetic field. Thereby existing setups could benefit from the pre-
sented work to construct a sensor system with a high magnetic bandwidth,
starting at zero field.

3.4 Temperature-Insensitive Measurement

In Section 2.4, we found that a rise in the temperature is accompanied by an
overall reduction of the fluorescence intensity [141, 135], and in time-resolved
fluorescence spectroscopy a reduction of the fluorescence lifetime with a rising
temperature has been shown [141, 143]. In an experiment, which only observes
the intensity or phase at a fixed excitation frequency, this behavior leads to a
temperature-dependent measurement quantity.

In this section, we investigate a sample of NV rich diamond powder in a
frequency domain fluorescence lifetime measurement at varying temperatures
and magnetic fields. We use the frequency domain approach to obtain more
information about the sample with the aim to extract the magnetic field inde-
pendent, or at least less sensitive, to temperature fluctuations.

3.4.1 Measurement Setup

The setup for these measurements is similar to the previous ones. We extended
it by a climate chamber to enable the variation of the ambient temperature.
In Figure 3.14, we show the optical and electrical setup for frequency domain
measurements. A collimated 520 nm laser diode (PLT5 520B, ams-OSRAM) is
driven by a laser switch (iC-HKB, iC-Haus GmbH) at a mean optical output
power of 12 mW. The input stage of the laser driver is based on a comparator,
responsible for switching the laser on or off during the positive and negative
half waves of the input signal. The excitation light is passed through a dichroic
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Figure 3.14: Schematic of the optical and electrical setup for the frequency
domain measurements. The fiber tip with NV-rich diamond powder is placed
in an electromagnet, which is monitored by a Hall effect sensor and a PT100
temperature probe.

mirror (DMPS567R, Thorlabs) and coupled to a 105 µm core diameter fiber.
Another difference to previous setups is given by the NV diamond sample. The
end facet of the fiber is placed next to high NV-density micro diamonds in a
glass cuvette. The amount of micro diamonds is large enough to completely
cover the fiber’s end facet. We use no glue here, to avoid additional effects, like
a drift of the intensity with temperature cycles. The fluorescence of the NV
diamonds is collected via the same fiber, passed through a long-pass filter and
focused (FELH600 & LA1951-AB, Thorlabs) on a photodiode. The photocur-
rent is amplified by a transimpedance amplifier (12 kΩ, 75 MHz bandwidth)
and passed to the Vector Network Analyzer. The VNA sweeps the frequency
of the output signal at port one, which is connected to the laser driver, in a
range of 1–100 MHz and records the response in the magnitude and the phase
at port two. In each sweep, the VNA records this response at 401 distinct
frequencies with a bandwidth of 1 kHz. We record the average of five sweeps
for one observation.

An electromagnet, monitored by a Hall effect sensor, is used to apply mag-
netic fields up to 80 mT. The design is an improved version of the Helmholtz
coil and was originally developed by Fanselau et al. [172]. The detailed char-
acterization is given in Appendix A.1. The electromagnet, containing the
sample, is placed in a climate chamber. We additionally monitor the ambient
temperature inside the coil with a PT100 temperature probe.

In Figure 3.15, we show example measurements of the magnitude |Hr| and
the phase ̸ Hr at different temperatures and magnetic fields. Like before, we
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Figure 3.15: Measurements of the magnitude |Hr| and the phase ̸ Hr, as func-
tions of the excitation frequency f at different temperatures T and magnetic
fields B.

observe a high magnetic contrast of the magnitude at low frequencies, as well
as a high magnetic contrast of the phase around 13 MHz. Under constant
magnetic fields and increasing temperatures the magnitude decreases in the
whole range of the excitation frequencies. Additionally, the phase increases
with rising temperatures at low frequencies.

In previous experiments we only varied the magnetic fields and were able
to fit Equation 3.18 to the measurements. With the additional variation of
the temperature, we can no longer satisfactorily apply these fits. We therefore
employ machine learning algorithms for the regression of these two variables.
We aim to investigate if temperature independent magnetometry can be im-
plemented with the frequency domain approach.

Temperature Dependence

At first, we swept the climate chamber’s set temperature between 0 ◦C to
100 ◦C at zero magnetic field, with each ramp taking one hour. We added dwell
times at the extremes of 10 minutes. During 18 sweeps, taking 22 hours, we
recorded 18373 frequency responses. We use a neural network for the regression
of the temperature from the measurements. Therefore, we implemented a fully
connected neural network with three hidden layers of sizes 95, 65, and 35 nodes,
using ReLU activation functions, and an output layer with a single node and a
linear activation function. Observations are labeled by the temperature T and
consist of the combination of the magnitude |Hr| and the phase ̸ Hr at 401
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different frequencies. Consequently, the input layer consists of 802 nodes. We
split the observations by ratios of 55%, 15%, and 30% into training-, validation-
and test-sets, respectively. The observations are scaled per feature to lie within
the interval [0,1] by fitting a MinMaxScaler to the training data and applying
it to all data. We use TensorFlow for the implementation and the training of
the networks [168].

Temperature and Magnetic Field Dependence

Next, we swept the climate chamber’s temperature from 0 °C to 96 °C in 8hours,
back to 0 °C in 4hours and lastly to 96 °C in 1.5hours. During this time, we
continuously swept the magnetic field from 0 mT to 30 mT in 25 steps and
further to 80 mT in 15 additional steps. We reduced the number of discrete
magnetic field steps at higher values to limit the additional heating by the
electromagnet to 20 K above the ambient temperature. During 16 hours, we
recorded 6494 frequency responses. For the combined regression of temper-
ature and magnetic field from the measurements, we use a FCNN with the
same architecture, as in the previous case. The only change lies in the output
layer which now has two nodes with linear activation functions. We further
used the same splits between training-, validation- and test-sets, and applied
a MinMaxScaler. The observations are now labeled by T and B.

3.4.2 Results and Discussion

Temperature Dependence

In the first experiment the frequency responses were acquired at varying tem-
peratures and zero magnetic field. A FCNN was trained in 800 epochs, after
which the validation loss showed no significant improvement. The loss func-
tions, plotted in Figure 3.16c, show no signs of overfitting. In Figure 3.16a,
we show the predictions of the FCNN on the test-set. We find a mean de-
viation from the linear relation of 0.29 °C and a standard deviation in ∆T of
1.24 °C. These results were consistent over multiple training runs with differ-
ent randomly chosen subsets for training and test. We observed no significant
outliers, with 99% of the values of ∆T lying within ±3.8 ◦C, showing the tem-
perature can be estimated at zero magnetic field.
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Figure 3.16: (a) Overlay of the predictions of the FCNN on the test set in
comparison to the optimum linear relationship. (b) Differences of predictions
in (a) to the linear relation. (c) Mean squared error on the training- and
validation-sets during the training of the FCNN.

Temperature and Magnetic Field Dependence

In the second experiment the measurements were acquired at slowly varying
temperatures, while sweeping the applied magnetic field in discrete steps up
to 76 mT. The Hall effect magnetic field probe showed a temperature de-
pendence of approximately −620 ppm/K, leading to a low accuracy at high
temperatures. To obtain more accurate magnetic field labels, the currents at
the discrete steps were used. Therefore, we recorded the magnetic field in the
electromagnet at T = 25 ◦C with the Hall sensor as a function of the current
in the electromagnet. A linear fit was then used to calculate magnetic field
labels from the actual currents in the electromagnet.

The same network structure as before, except for two output nodes with
linear activation functions, was used to simultaneously predict magnetic fields
and temperatures from the observations. We observed no overfitting in over
600 epochs, after which the validation loss stopped to improve. In Figures
3.17a,b, we show the predictions of the temperatures and the differences to a
linear relationship, respectively. In comparison to the previous study, we find
a higher variance with outliers up to ±22 ◦C from the real values. We observe
a mean deviation from the linear relation of −0.15 °C and a standard deviation
in ∆T of 3.63 °C. Additionally, the colors indicate the magnetic fields which
are associated with the observations. This color coding allows us to visualize
potential clusters of magnetic fields, which might lead to observations with
higher error in the predictions. However, we see no such clusters.
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Figure 3.17: Combined regression of the temperature and the magnetic field.
(a) Predictions of the temperature on the test-set in comparison to the opti-
mum linear relationship. The colors show the respective magnetic field of the
observation. (b) Differences of the predictions in (a) to the linear relation. (c)
Predictions of magnetic fields on the test-set in comparison to the optimum
linear relationship. The colors show the respective temperature of the obser-
vation. (d) Differences of predictions in (c) to the linear relation. (e) Mean
squared error on the training- and validation-sets during the training of the
FCNN.
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Figures 3.17c,d show the same predictions with respect to the magnetic
fields. We find a mean deviation from a linear behavior of −0.13 mT at a
standard deviation of 0.79 mT. Additionally, 99% of the values of ∆B lie
within ±3.27 mT, showing the ability to predict magnetic fields, insensitive
to varying sample temperatures. A higher variance at high magnetic fields is
observed. This may be a consequence of the lower number of observations at
these fields. Colors are used to show the temperatures, associated with the
predictions and their underlying observations. We see no correlation of the
error with certain temperature ranges.

Figure 3.18: Fluorescence intensity at an excitation frequency of f = 1 MHz
as a function of the magnetic field and the temperature. The linear fit was
applied to the data at 25 °C in the range of 10 mT to 20 mT.

For an implementation that only observes the fluorescence intensity, we
can estimate the error, which is introduced by varying temperatures. In Figure
3.18, we show the fluorescence intensity |Hr| at the lowest excitation frequency
of f = 1 MHz as a function of the magnetic field in the tested temperature
range. We apply a linear fit to the data at 25 °C in the range of 10 mT to
20 mT. The fit is then used to calculate the magnetic fields from the data at
nominally 15.5 mT. The resulting magnetic field values then span a range of
9 mT and show a standard deviation of 2.73 mT. The observation of the phase
at a fixed excitation frequency would lead to similar values. In contrast, in our
solution, the predicted magnetic field at nominally 15.5 mT spans a range of
370 µT for the recorded temperature range and shows a standard deviation of
only 120 µT.
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Conclusion

In this section, we investigated the combined temperature and magnetic field
dependent behavior of high NV-density microdiamonds in an all-optical fre-
quency domain based setup, utilizing the change in the fluorescence lifetime.
At zero magnetic field, we have shown the ability to predict temperatures in
the range of 0 ◦C to 100 ◦C, with a standard deviation of 1.24 ◦C. Furthermore,
we have shown the ability to predict applied magnetic fields, while varying the
ambient temperature, with a lower impact of temperature variations, com-
pared to the sole observation of the fluorescence intensity at a single excitation
frequency. With the recent development of low-cost VNAs [173, 174], this
work shows a step towards temperature-insensitive industrial application of
all-optical NV-based magnetometry.

3.5 Frequency Domain Modelling

In Section 3.3, we used fits to the frequency domain data as a way to extract
features for a subsequent regression task. We, however, did not examine the
quality of the fits. From the previous section, we have data at different ambient
temperatures available, which do not include any possible effects of the optical
adhesive like in previous measurements. In addition, the measurements offer
a higher SNR since a larger fluorescence intensity could be collected in this
setup. We will now examine fits of the model function, which is based on a
bi-exponential decay in the time domain, to the new data. Our goal is to find
a LTI model as a function of the magnetic field and the temperature for the
sensing material under investigation and for a certain optical excitation power.
This model would allow the integration into larger system simulations for the
optimization of readout techniques.

3.5.1 Constant Temperature

Like before, we fit the ratio of transfer functions Hr(s) = H(s; B)/H(s; B = 0),
where

H(s; B) = a1

s + 1
τ1

+ a2

s + 1
τ2

= a1

s + 1
τ1,B=0+∆τ1

+ a2

s + 1
τ2,B=0+∆τ2

.
(3.21)
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The fitting algorithm minimizes

χ2
R = χ2

m − p
, (3.22)

with the number of data points m = 802 and the number of free parameters
p, where

χ2 =
m∑

n=1

(
Ĥmeas − Ĥr

σm

)2

, (3.23)

i.e. the squared sum of residuals scaled by their standard deviation. Ĥmeas

denotes the measured frequency response. We define the symbols in Equation
3.23 as the concatenations of magnitude and phase measurements at the 401
discrete frequencies fn, i.e.

Ĥmeas = |Hmeas|(fn)⌢ ̸ Hmeas(fn) ,

Ĥr = |Hr|(j2πfn)⌢ ̸ Hr(j2πfn) ,

σm = σR(j2πfn)⌢σϕ(j2πfn) .

(3.24)

The standard deviations in magnitude and phase were estimated from a se-
quence of 135 measurements at nearly constant ambient temperature T =
0.3 ◦C and zero-field. The standard deviations are shown in Appendix A.6. We
employ the Levenberg–Marquardt algorithm, implemented by LMFIT [154].

We use the data acquired in Section 3.4 from a sweep of the magnetic field
B at a constant temperature and follow a two-step approach for the NLLS
fitting. First, we set ∆a1 = 1 − ∆a2 = 0.65, and allow τ1,B=0, τ2,B=0, ∆τ1, ∆τ2

to be varied. We fit all 33 frequency responses simultaneously to find sensible
values for τ1,B=0 and τ2,B=0, where we set them equal for all responses. In a
second step, we use these zero-field lifetimes and only allow ∆τ1 and ∆τ2 to
be varied.

In a magnetic field sweep at a constant temperature T = 0.7 ◦C, we
found the best agreement of the model to the data at zero-field lifetimes
τ1,B=0 = 4.73 ns and τ2,B=0 = 11.56 ns. In Figure 3.19a, we show the sub-
sequent individual fit values and the corresponding goodness-of-fit χ2

R. We
find a χ2

R ≫ 1, increasing up to 650 at larger B. This indicates the simple
bi-exponential behavior with fixed amplitudes to not adequately reflect the
observations. We show four example fits and the corresponding measurements
in Figures 3.19b,c. The residuals show systematic errors in both, the magni-
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Figure 3.19: (a) Magnetic field dependent changes in the lifetimes from fits
to the frequency responses at T = 0.7 ◦C, with τ1,B=0 = 4.73 ns and τ2,B=0 =
11.56 ns. (b) The magnitude and (c) the phase for four example measurements
and the corresponding fits. The bottom panels show the respective residuals.
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tude and the phase. The discrepancy between the model and the data can be
largely attributed to an increasing fluorescence intensity with rising magnetic
fields at excitation frequencies f ≫ 30 MHz. While we have shown in Section
3.2.3, that with a bi-exponential decay model we can achieve |Hr| > 1, such a
model still necessitates the magnitude to approach 1 for large f .

In comparison to the TCSPC data, we find ≈ 20% lower zero-field values
of both lifetime components, and a higher magnetic contrast of the longer-
lived component τ2. The comparison is shown in Table 3.2. Besides the vastly
different acquisition methods, these differences in lifetimes may be explained by
the different optical excitation powers and the differing ambient temperatures
[175].

τ2 (ns) C (%) τ1 (ns)
B = 0 B = 70 mT B = 0 B = 70 mT

Method
TCSPC 14.1 11.90 15.6 6.01 6.13
F-Domain 11.57 7.13 38.4 4.73 5.21

Table 3.2: Magnetic field dependent changes in bi-exponential fits to TCSPC
and frequency domain data.

Higher DoF Fit

When we lift the association to time-domain fits in which we found a good
fit for bi-exponential behavior with fixed amplitudes, we become free in our
choice of model. With more free parameters, i.e. more degrees of freedom
(DoF), we can naturally find a better fit to the data. In our pursuit to find
a LTI model which allows the integration into system simulations, the aim
is to still use a simple model with as few independent variables as possible.
Additionally, the variables shall be smooth functions of the magnetic field, so
they in turn can be well approximated by simple continuous functions like
polynomials of low order. Therefore, we start with the previously used model
Hr(s) = H(s; B)/H(s; B = 0), but additionally allow a1 = a1,B=0 + ∆a1(B)
and a2 = a2,B=0 + ∆a2(B) to be varied. The constraint ∆a1 = 1 − ∆a2 still
holds true. In the two-step approach, the zero-field components were first
found for a global fit to all frequency responses at varying magnetic fields and
a constant ambient temperature. Then single fits to the measured transfer
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A µ σ γ c
∆a1 −3.51 × 10−4 −4.75 × 10−3 2.19 × 10−2 5.42 1.07 × 10−2

∆a2 3.51 × 10−4 −4.75 × 10−3 2.19 × 10−2 5.42 −1.07 × 10−2

∆τ1 −9.48 × 10−13 −8.15 × 10−3 2.80 × 10−2 4.30 2.19 × 10−11

∆τ2 4.11 × 10−10 −1.77 × 10−2 3.40 × 10−2 3.06 −8.03 × 10−9

Table 3.3: Parameters of skewed Gaussian models per Equation 3.25, describ-
ing the fit parameters. B is in units of Tesla, resulting ∆a{1,2} are unit-less
and resulting ∆τ{1,2} are in units of seconds. Note that since ∆a2 = 1 − ∆a2,
the first two rows are redundant.

functions were used to find the magnetic field dependent changes in the four
free parameters that minimize χ2

R.
The global fit yielded a1,B=0 = 0.9831, a2,B=0 = 0.01685, τ1,B=0 = 0.7522 ns,

and τ2,B=0 = 13.31 ns. These parameters differ from previous fits by a larger
relative amplitude, and a significantly lower short-lived component τ1,B=0. We
show the same example transfer functions with respective fits in Figures 3.20b,c
as used in Figure 3.19. Systematic errors in the residuals are now mostly
limited to the magnitude at low excitation frequencies. Consequently, χ2

R can
now be kept below 13 for all measurements, shown in Figure 3.20a. The
magnetic field dependent fit variables contain no outliers and can in turn be fit
well by smooth functions. We fit these values with skewed Gaussian models,
inspired by a skewed normal distribution

f(B; (A, µ, σ, γ, c)) = A

σ
√

2π
e[−(B−µ)2/2σ2]

(
1 + erf

[γ(B − µ)
σ

√
2

])
+ c (3.25)

which are functions for the magnetic field B with the five parameters amplitude
(A), center (µ), sigma (σ), gamma (γ), and offset (c). We show the fits as
continuous lines in the same figure. The benefit of these single peaked functions
is their saturation behavior, which is expected at magnetic field values above
which we took measurements for. Polynomials, for instance, would not be well
behaved in that regard outside the range of investigated magnetic fields. The
respective fit parameters are given in Table 3.3.

Model Validation

We could hypothesize that this more complex model also reflects the actual
decay dynamics well. This conclusion is not valid, since up to this point
we fit models to Hr(B), which are measurements normalized to a zero-field
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Figure 3.20: (a) Magnetic field dependent changes in lifetimes and respective
amplitudes from fits to frequency responses at T = 0.7 ◦C with a1,B=0 = 0.9831,
a2,B=0 = 0.01685, τ1,B=0 = 0.7522 ns, and τ2,B=0 = 13.31 ns. The values are in
turn fit by single peaked functions of B. (b) The magnitude and (c) the phase
for four example measurements and corresponding fits. The bottom panels
show the respective residuals.
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response. Therefore, we devised a simple experiment in which we use the same
measurement setup as before and do not calibrate the VNA with the zero-field
response, but a fiber which is connected to a short-lifetime reference material.
In this instance a red dyed plastic part is used, delivering roughly the same
fluorescence intensity as a fiber with NV diamond powder. The response of
such a short-lifetime reference has a nearly constant magnitude and close to 0◦

phase shift with regard to the excitation at frequencies up to 100 MHz. When
the short-lifetime reference fiber is then exchanged for the NV diamond fiber,
the VNA measurement reflects the actual low-pass behavior of the fluorescence.
In Figure 3.21, we show the magnitude measurements for a zero-field and a high
magnetic field of B > 100 mT from this setup in red. We fit the simpler model
with constant amplitudes a1 = 1−a2 = 0.65 (const. a) as well as the new model
with varying amplitudes and zero-field values of a1,B=0 = 1 − a2,B=0 = 0.9831
(var. a) to the measurements. The simpler model more closely matches the
measurements. While for the more complex model, Hr can be reproduced
well, these simulated values of the corresponding magnitude show that it can
be rejected for explaining the actual fluorescence decay dynamics. The phase
is not shown since a difference in the two fibers’ lengths leads to a frequency-
dependent phase shift, which would have to be corrected for. This is of course
possible, but not necessary to show the discrepancy between the more complex
model and the measurements.

Figure 3.21: Magnitudes of the frequency responses. Comparison of the mea-
surement of the NV diamond fluorescence to bi-exponential decay models with
fixed amplitudes (const. a) and higher DoF (var. a).
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In practice, the choice of model depends on the use case. If the absolute
frequency response is required, the simple model with fixed amplitudes (Fig-
ure 3.19) is in good agreement to the TCSPC data and more closely reflects
the response measurements, which were calibrated with a red dye reference.
A complete system simulation would additionally have to account for the fre-
quency responses of all other instruments. In comparison, the more complex
model with magnetic field dependent changes in amplitude and lifetime is able
to more reliably reproduce the actual decay dynamics.

In a last step, a model that accurately reflects the decay dynamics–and
the magnetic field dependent behavior–can be obtained by combining the two
models to

H(jω; B) = Hconst.a(jω; B = 0)Hr,var.a(jω; B)

=
( 0.65

s + 1
4.73 ns

+ 0.35
s + 1

11.57 ns

) 0.9831+∆a1(B)
s+ 1

0.7522 ns+∆τ1(B)
+ 0.01685+∆a2(B)

s+ 1
13.31 ns+∆τ2(B)

0.9831
s+ 1

0.7522 ns
+ 0.01685

s+ 1
13.31 ns

(3.26)
with the simple model Hconst.a and the varying amplitudes model Hr,var.a, re-
spectively. The magnetic field components are determined via Equation 3.25
and Table 3.3.

To model the measurements in a setup, the instrument response would have
to be determined and accounted for. This response includes the responsed of
e.g. the TIA, the laser driver, and the optical path lengths. The absolute
intensity is also influenced by the optical excitation power and the coupling
efficiency to the fluorescent material. Furthermore, this model from Equation
3.26 is valid for one specific optical excitation power. Since the fluorescence
intensity shows an increasing contrast with rising excitation power and a sat-
uration behavior, we expect a similar behavior for the complete frequency
response [12]. Lastly, the model can be applied to data taken at other tem-
peratures, and the results will be qualitatively similar. The values given in
Equation 3.26 are however valid for the measurements at T = 0.7 ◦C. We ex-
pect decreasing magnetic contrasts of the magnitude and the phase with rising
temperatures, which were observed before in the intensity based measurements
in Section 2.4.
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3.5.2 Varying Temperature

Next, we additionally varied the temperature in addition to the magnetic field.
We swept the ambient temperature from 0 °C to 96 °C in 8hours, and back to
0 °C in 4hours. During this time, we continuously swept the magnetic field
with the profile presented in the previous section (compare Figure 3.19a). See
Section 3.4.1 for details on the measurement setup.

The magnitude showed a long-term drift and an additional non-linear tem-
perature dependency in this test. We show this behavior with the mean magni-
tude as a function of the temperature at B = 0 in Figure A.10 in the appendix.
To be able to still include the magnitude information in our analysis, we define
the mean-free magnitude

|H̃r|(fm) = |Hr|(fm) − 1
401

401∑
n=1

|Hr|(fn) (3.27)

with the discrete frequencies fm at which the VNA recorded the magnitude and
the phase. Assuming the drift acts independently of the excitation frequency,
a comparability between the measurements of varying magnetic fields and tem-
peratures is thereby reobtained. The phase showed no such fluctuations. In
Figure 3.22, we show the modified magnitude and the phase at zero-field. We
find a decline in the fluorescence intensity at low frequencies with an increasing
temperature. This observation is in agreement with the findings in Section 2.4,
where we only observed the DC fluorescence intensity. Comparable to the mag-
netic field variation, the temperature induced intensity reduction has a lower
contrast towards higher excitation frequencies. By the nature of the modified
magnitude we can however not deduce if the intensity rises above unity at
higher frequencies, like it did with B variation. The phase initially decreased
with increasing temperatures at higher frequencies and showed a positive tem-
perature coefficient with a maximum around f = 13 MHz. Since we show
data from both an increasing and a decreasing temperature ramp in the same
graphs, we can show the observed effects to be reversible. A remaining drift
component in both magnitude and phase explains the faint horizontal lines in
the graphs. In the appendix, the same measurements for two magnetic field
values B = 11.9 mT (see Figure A.11) and B = 71.19 mT (see Figure A.12)
are included. We find qualitatively equal temperature-induced deviations from
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Figure 3.22: Modified relative magnitude (a) and phase (b) responses as
a function of temperature at B = 0. The top panels show examples, from
the whole set of 100 responses, plotted in the bottom panels. The modified
relative magnitude does not allow any conclusions about the absolute intensity,
but only comparison between different ambient temperatures.

the frequency responses we expect for the respective magnetic fields.
From these observations we may hypothesize that temperature and mag-

netic field act independently of each other on the frequency domain measure-
ment, i.e. they can be represented by the linear combination of

Hr(jω; (B, T )) = H ′
r(jω; B) + H ′′

r (jω; T ) , (3.28)

where H ′
r and H ′′

r are different models for the transfer functions as functions
of either the magnetic field or the temperature, respectively. H ′

r would then
have to equal the previously found B-dependent model. This behavior would
greatly simplify the design of a LTI model suited for system simulations. To
test this hypothesis, we start with the whole data set of the frequency response
measurements at varying B and T . The calibration of the VNA, which sets
the reference, was done at B0 = 0 mT and T0 = 0.7 ◦C. The data set contains
Hr(fm; (B0, T )) as well as Hr(fm; (B, T0)), which are the measurements at these
reference conditions, with the other parameter being varied. Inserting them
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for H ′
r and H ′′

r in Equation 3.28 and rearranging results in

∆Hr = Hr(fm; (B0, T )) + Hr(fm; (B, T0)) − Hr(fm; (B, T )) = 0 , (3.29)

where Hr is composed of the actual magnitude and phase measurements, addi-
tionally accounting for the drift in the magnitude via the modified magnitude

Hr =
(
|H̃r| + 1

)
ej ̸ Hr . (3.30)

To check the equality to zero for the measurement-based ∆Hr, we use the
mean absolute difference (MAD)2. If the hypothesis held true, the magnitude
and the phase of ∆Hr would show mean-free distributions and the MAD would
be close to zero for all B and T . To find comparison values of the MAD for
the rejection of the hypothesis, we use Hr,0 = Hr(fm; (B0, T0)), for which we
determine

MAD(|H̃r,0|) = 0.00034

MAD(̸ Hr,0) = 0.013 46◦ .
(3.31)

Figures 3.23a,b show the MADs of the magnitude and the phase of ∆Hr.
For both quantities, the MADs are almost equal to the comparison values for
low B or low T . However, at rising B and T we find for the magnitude two
distinct regions which rise above MAD(|H̃r,0|) around

1. T > 60 ◦C and at

2. B > 40 mT and 15 ◦C > T > 40 ◦C.

The first region can also be found in the MAD plot of the phase. In these
regions we find significant deviations in ∆Hr, from which we can conclude
that the hypothesis has to be rejected. This means for the modelling of the
transfer function that dependencies on B and T can not be separated.

Lastly, we apply the fit with varying lifetimes and varying amplitudes
Hr,var.a to all frequency responses from a rising and a subsequent declining tem-
perature ramp, during which the magnetic field was constantly swept. We use
the same parameters for H(s; (B0, T0)) as before and let ∆τ{1,2}, ∆a1 = −∆a2

be varied. Of course, the objective function that returns the residuals for
the fit procedure respects the modified magnitude by computing the residu-
als on the mean-free magnitude. The resulting fit parameters are shown in
2 MAD(X) = 1

n

∑m
n=1 |xn − x̄|
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Figure 3.23: MAD of (a) |∆Hr| and (b) ̸ ∆Hr as functions of the magnetic
field and the temperature. The contour lines show five times the respective
MAD of Hr,0.

Figures 3.24a,b,c with the respective goodness-of-fit in Figure 3.24d. The fit
parameters for low temperatures agree well with the parameters of the pre-
vious section. Towards higher frequencies, an interlacing of different value
ranges for the parameters can be observed. This interlacing stems from the
data that were acquired at rising and falling temperatures. Even though we
use the modified magnitude, remaining drift components in both magnitude
and phase lead to these deviations between frequency responses and associated
fits at similar temperatures. The goodness-of-fit χ2

R shows the same interlac-
ing with low and high values, where the high values support the rejection of
the model function for explaining the observations. The rising χ2

R stems from
the model function not accounting for these drift components. From the data
we can not conclude, even for the initially rising temperature ramp, when the
drift becomes too large for the fit to still deliver trustworthy values. To model
and then account for this drift, we would need more closely spaced measure-
ments at the calibration conditions T0 and B0. Even if they were present, the
resulting higher degree of freedom for the fit would then deliver less reliable
results.

We can conclude for the modelling of the frequency responses at varying
magnetic fields B and temperatures T with a LTI function that the presently
available data is not appropriate. Future work would have to identify the drift
sources and eliminate them or vary T and B on time scales that allow drift
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Figure 3.24: Magnetic field and temperature dependent changes in the
lifetimes (a,b) and the respective amplitudes (c) from fits to frequency re-
sponses with a1,B=0 = 0.9831, a2,B=0 = 0.01685, τ1,B=0 = 0.7522 ns, and
τ2,B=0 = 13.31 ns. (d) Goodness-of-fit χ2

R for the fits.

components to be neglected. These observations match those of the previous
chapter, where we acquired the magnitude and the phase with a LIA and found
drift components in the Allan deviation on time scales longer than several
seconds. However, this shows the strength of the approach from Section 3.4,
where we used a FCNN trained on the raw spectra to infer the magnetic fields.

3.6 Square Wave PSD Revisited

With the knowledge we gained in this chapter about the decay characteristics
in the time and frequency domain, it is worth revisiting the previous consid-
erations about lock-in amplification with square wave excitation. Specifically,
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we can find the DC indication of a single-phase phase square wave sensitive de-
tector as a function of the reference frequency, assuming we are not bandwidth
limited by the excitation and detection electronics. This computation of the
DC indication allows us to determine an upper bound for sensible reference
frequencies fref . For a single harmonic detection scheme, which is usually im-
plemented with commercial lock-in amplifiers, the choice of fref can be directly
determined from our previous studies, shown in Figure 3.6. When a square
wave PSD also demodulates the odd harmonics, we have to account for the
attenuation and phase shift at the respective frequencies.

In general we can write the time domain output of a lock-in amplifier as

l(t) =
(
(ref(t) ∗ g(t))︸ ︷︷ ︸

fluorescence signal

· ref(t)
)

∗ hlpf(t)︸ ︷︷ ︸
PSD

, (3.32)

where g(t) = hNV∗hirf is the combined response of the NV decay characteristics
and the instrument response function. For our considerations, we set hirf =
δ(t), since we only want to find the limitations imposed intrinsically by the
diamond sensing material. This intrinsic response hNV is approximated by the
bi-exponential decay as per Equation 3.6. Further, ref(t) is the square wave
excitation and the demodulation signal, for which we showed the Fourier series
in Equation 2.40. The respective Fourier transform is given by a sum of scaled
and shifted Dirac functions

REF(f) = F{ref(t)}(f) =
∞∑

n=1,3,5,...

[
4

πn

1
2j

(
δ(f −nfref)−δ(f +nfref)

)]
. (3.33)

For the frequency domain representation of l(t) we can then find

L(f) =
((

REF(f)HNV(j2πf)
)

∗ REF(f)
)

Hlpf(j2πf)

=
∞∑

n=1,3,5,...

[(
j2
πn

)2(
δ(f + 2nfref) − 2δ(f) + δ(f − 2nfref)

)
|Hn|ejϕn

]
Hlpf(j2πf)

(3.34)
where |Hn| = |HNV(j2πnfref)| and ϕn = ̸ HNV(j2πnfref). Furthermore, we
already made use of the properties of Hlpf(j2πf), effectively eliminating all
products of δ(f + mfref) and δ(f + nfref) with m ̸= n. For the same reason,
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the components at f ± 2nfref can be canceled, leading to

L(f) = 8
π2

∞∑
n=1,3,5,...

[
1
n2 δ(f)|Hn|

(
cos ϕn + j sin ϕn︸ ︷︷ ︸

=0

)]
, (3.35)

where in our case of a single-phase PSD, the j sin ϕn component does not
exist. We show the resulting DC indication of L(f) for varying fref in Figure
3.25, finding a −3 dB corner at 6.86 MHz. This simulation assumes HNV to
be the sum of two first-order low-pass filters, as per Equation 3.11, with a1 =
0.65, τ1 = 6.1 ns, a2 = 0.35, and τ2 = 14.5 ns.

Figure 3.25: DC indication of a square wave PSD as a function of the refer-
ence frequency (blue trace), corrected for the phase shift of the fundamental
frequency (orange trace), and |Hn| (green trace). All L(f) are normalized to
HNV(0).

In the application of a single-phase approach, we first calibrate the phase
offset between excitation and detected fluorescence to maximize the DC indi-
cation. This calibration effectively cancels ϕ1 at the fundamental frequency.
In this case, we can replace cos ϕn in Equation 3.35 by cos(ϕn − nϕ1). We also
plot the resulting PSD output, denoted by nϕ1 adjusted, finding an extension of
the −3 dB corner to 9.26 MHz. From this, we find a sensible maximum value
of fref ≪ 1.6 MHz, where the DC indication is down by no more than 5%.
For comparison, we also show the magnitude |Hn|, which would govern the
response in a usual lock-in amplifier setup with a dual-phase demodulation of
a single harmonic. This is just the magnitude of the frequency response from
the const. a model, shown previously in Figure 3.21.

Lastly, the magnetic contrast is a function of the excitation frequency, as
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we saw in previous sections. We can determine the DC indication of the single-
phase square wave PSD L(f ; B) at a given magnetic field B. The model for the
magnetic changes in magnitude and phase from Equation 3.25 is used for this
task. In Figure 3.26, we show the resulting contrast C = 1−L(f ; B)/L(f ; B =
0) for B = 75 mT. We again differentiate between demodulation with a con-
stant phase and a phase-adjustment to the fundamental components, labelled
as nϕ1 adjusted in the figure. In both cases, we find a decreasing contrast
towards higher frequencies and a negative value above a threshold frequency,
since the fluorescence intensity rises above that of zero-field at sufficiently high
modulation frequencies (see Figures 3.6c,e). dependency of the contrast on the
excitation frequency leads to a second criterion for the choice of fref . If we do
not want to loose more than e.g. 0.5% magnetic contrast, fref has to be kept
below 1 MHz.

Figure 3.26: Magnetic contrast of the DC indication for B = 75 mT using the
var. a model. The orange trace accounts for the phase at the fundamental
frequency of HNV(fref).



4 Conclusions and Outlook

In the first chapter, we gave an introduction to current sensing and magnetic
field sensing, especially quantum sensing with NV centers in diamonds. We
described the physics of the NV center and common readout-methods, distin-
guishing between MW-based and MW-free, or even all-optical methods.

In Chapter 2, we showed and analyzed a setup for all-optical magnetome-
try with NV centers, with a focus on fiber-based sensors. After detailing the
building blocks of such a system, we introduced the concept of phase-sensitive
detection for the purpose of noise reduction. We built upon this concept in
two revisions of an application specific evaluation circuitry. The circuit was
analyzed in detail and the ability to capture magnetic fields at a 5 kHz band-
width with a shot-noise limited sensitivity down to s ≈ 1 µT/

√
Hz was shown.

We found this setup’s performance to be comparable to that of a commercial
laboratory instrument at a significantly lower price point. Further, tempera-
ture dependent behavior of the fiber sensor was investigated, where a negative
temperature coefficient of the fluorescence intensity was found, which is in
good agreement to the literature. The dynamic response of the developed sys-
tem was tested in the range up to several kHz. While in the applications we
considered this performance suffices, future work may investigate the dynamic
response of the NV fluorescence to magnetic field changes in isolation. The
results could be incorporated into a LTI system description. In general, we
can not assume the fluorescence to follow the magnetic field instantaneously.

In Chapter 3, the fluorescence lifetime of a high-NV-density microdiamond
powder has been investigated, showing a bi-exponential behavior with a mag-
netic contrast of the larger decay time of 15.2%. The lifetime constitutes a
non-intensity-based quantity for magnetic field sensing, which is used in a MW-

131



132 CHAPTER 4. CONCLUSIONS AND OUTLOOK

free fiber-based setup. The bi-exponential function is interpreted as a sum of
two first-order low-pass filters, which change their gain and corner frequencies
upon application of a magnetic field. This is accompanied by a change in the
phase, which shows a maximum in the magnetic contrast of 5.8◦ at 13 MHz.
We employ a LIA at this modulation frequency and use the phase as a non-
intensity quantity for magnetic field sensing. A 100-times-higher immunity
to intensity fluctuations was realized because we avoid the misinterpretation
of changes in fluorescence intensity as changing magnetic fields. In the cur-
rent state, the system shows similar realized sensitivities and expected SNLS
for the magnitude and phase approaches. The construction of the TIA leaves
room for improvement upon narrowing the required bandwidth to a small band
around 13 MHz to realize a sensitivity closer to the SNLS, which we estimate to
sϕ,snl = 950 nT/

√
Hz at an excitation power of 11.5 mW. In shot noise limited

measurements, the signal-to-noise ratio scales with the square root of the de-
tected photons per time. However, we are limited in significant increases of the
excitation power and, therefore, the fluorescence intensity by heat introduced
into the fiber head. Dry fibers, which we used in later parts of this work, may
not pose this limitation, but are not practical in an application. Future work
may focus on sensor construction techniques which avoid adhesives, e.g. by
embedding the diamond particles in glass [176]. Next to the shot noise, the
achievable sensitivity in our setup is primarily determined by the gradients
of the measurement quantities δ|Hr|/δB and δ ̸ Hr/δB, which increase with
the excitation power. We expect a saturation towards higher optical pumping
powers, which has been observed for the magnitude before [12].

Current state-of-the-art NV-based sensors realize impressive sensitivities,
reaching 0.9 pT/

√
Hz for NV ensembles [97] and 170 pT/

√
Hz for single NV

centers [51]. They are based on optically detected magnetic resonance, re-
quiring MW excitation. MW-free setups also achieve high sensitivities at
0.45 nT/

√
Hz–6 nT/

√
Hz, using the GSLAC [30, 14, 31], or estimated s ≈

10 nT/
√

Hz, utilizing the zero-field features [33]. Both are based on narrow-
band features, requiring stable bias magnetic fields with accurate alignment.
All of these setups need bulky and costly infrastructure bound to a laboratory
environment. Our setup, in contrast, can potentially be realized in a more
compact and less costly manner. It also shows a consistent sensitivity in a
higher magnetic field range of approximately 10 mT–40 mT, making it more
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universally applicable. These findings establish the basis for the application of
fluorescence lifetime in all-optical, low-noise, and robust magnetometry.

We used the complete frequency response, which holds more information
than either the magnitude or the phase at a single frequency alone, to resolve
the ambiguity at low magnetic fields and achieve a low impact of temperature
variations in a magnetometry application. Therefore, two evaluation methods
of the frequency response were compared. First we fit a model function, based
on the assumption of a bi-exponential decay in the time domain, which in
the frequency domain is the sum of two first order low-pass filters. The fit
parameters were then used in a regression algorithm to predict magnetic field
values, allowing us to resolve the ambiguity. When additionally varying the
temperature of the diamond material, this simple LTI model could not be fit
well anymore. To capture the complexity in the data, we trained an artificial
neural network on the raw response vector. This method not only allowed
us to still resolve the low-field ambiguity, but the system could also predict
magnetic field values insensitive to temperature variations.

Lastly, the fits of the model functions were examined in more detail, deliv-
ering a LTI model that reflects the actual frequency response and its magnetic
field dependence well. This model would allow the integration into larger
system simulations for the choice and optimization of readout techniques. Ad-
ditionally, the temperature dependence was examined. The available data,
however, do not allow the determination of reliable parameters. Future work
may identify and eliminate drift and 1/f noise components in the read-out pro-
cess. Eliminating these noise components is not only important for any sensing
application, but would also allow capturing of reliable frequency domain data
at varying temperatures with the aim of fitting a LTI model.

For the acquisition of the frequency response, other read-out methods are
conceivable. These may rely e.g. on the excitation with broadband noise and
the correlation between input and output signals of the system. In any case,
the integration of the all-optical frequency domain approach holds promise
for advancing magnetic field sensing capabilities, particularly in applications
where conventional methods are limited by a galvanic connection, metallic
components in the sensing volume, or the interaction with MW radiation.

In summary, this thesis showed advancements in all-optical magnetometry
using NV centers in diamonds, with a focus on fiber-based sensor systems. We



134 CHAPTER 4. CONCLUSIONS AND OUTLOOK

explored fluorescence intensity- and fluorescence lifetime-based systems, inves-
tigating sensitivity and temperature dependencies. We showed that lifetime-
based measurements can yield higher immunity to disturbances and deliver
more information, allowing to resolve the low-field ambiguity and reduce tem-
perature influences. The implications of this research are profound, extending
well beyond the realm of all-optical sensing. The novel techniques developed
to reduce interference and enhance temperature stability are readily adaptable
to microwave-based quantum sensors, offering a pathway to overcome long-
standing barriers in this technology. This work not only enriches the existing
body of knowledge but also serves as a cornerstone for future advancements in
quantum sensing technologies, potentially transforming industries that depend
on high fidelity measurements in environmentally sensitive settings.



5 Conclusión

En el primer caṕıtulo, presentamos una introducción a la detección de corri-
entes y campos magnéticos, especialmente a la detección cuántica con centros
NV en diamantes. Describimos la f́ısica del centro NV y los métodos de lec-
tura habituales, distinguiendo entre los basados en MW y los libres de MW, o
incluso los métodos totalmente ópticos.

En el caṕıtulo 2, mostramos y analizamos una configuración para la mag-
netometŕıa totalmente óptica con centros NV, centrándonos en los sensores
basados en fibra. Después de detallar los bloques de construcción de un sis-
tema de este tipo, introdujimos el concepto de detección sensible a la fase con
el fin de reducir el ruido.Nos basamos en este concepto en dos revisiones de
un circuito de evaluación espećıfico de la aplicación. El circuito se analizó en
detalle y se demostró la capacidad de capturar campos magnéticos en un ancho
de banda de 5 kHz con una sensibilidad limitada al ruido de disparo de hasta
s ≈ 1 µT/

√
Hz. El rendimiento de esta configuración es comparable al de un

instrumento comercial de laboratorio a un precio significativamente inferior.
Además, se investigó el comportamiento del sensor de fibra en función de la
temperatura, y se observó un coeficiente negativo de la intensidad de fluo-
rescencia en función de la temperatura, lo que concuerda con la bibliograf́ıa.
Aunque en las aplicaciones que hemos considerado este rendimiento es sufi-
ciente, en futuros trabajos se podŕıa investigar la respuesta dinámica de la
fluorescencia NV a los cambios de campo magnético de forma aislada. En
general, no podemos suponer que la fluorescencia siga al campo magnético de
forma instantánea.

En el caṕıtulo 3, se ha investigado el tiempo de vida de la fluorescencia
de un polvo de microdiamante de alta densidad NV, mostrando un compor-
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tamiento biexponencial con un contraste magnético del tiempo de decaimiento
mayor del 15,2%. El tiempo de vida constituye una cantidad no basada en
la intensidad para la detección de campos magnéticos, que se utiliza en una
configuración basada en fibra libre de MW. La función biexponencial se inter-
preta como una suma de dos filtros de paso bajo de primer orden, que cambian
su ganancia y sus frecuencias de esquina al aplicar un campo magnético, lo
que va acompañado de un cambio en la fase, que muestra un máximo en el
contraste magnético de 5.8◦ a 13 MHz. Empleamos un LIA en esta frecuencia
de modulación y utilizamos la fase como una cantidad de no-intensidad para la
detección del campo magnético. Se obtuvo una inmunidad 100 veces mayor a
las fluctuaciones de intensidad porque evitamos la interpretación errónea de los
cambios en la intensidad de fluorescencia como campos magnéticos cambiantes.
En el estado actual, el sistema muestra sensibilidades realizadas similares y
SNLS esperados para las aproximaciones de magnitud y fase. La construcción
del TIA deja margen de mejora al estrechar el ancho de banda requerido a
una pequeña banda alrededor de 13 MHz para obtener una sensibilidad más
cercana al SNLS, que estimamos en sϕ,snl = 950 nT/

√
Hz con una potencia

de excitación de 11.5 mW. Sin embargo, estamos limitados en los aumentos
significativos de la potencia de excitación y, por lo tanto, la intensidad de flu-
orescencia por el calor introducido en el cabezal de la fibra. Las fibras secas,
que utilizamos en partes posteriores de este trabajo, pueden no plantear esta
limitación, pero no son prácticas en una aplicación.El trabajo futuro puede
centrarse en técnicas de construcción de sensores que eviten adhesivos, por
ejemplo, mediante la incrustación de las part́ıculas de diamante en vidrio [176].
Junto con el ruido de disparo, la sensibilidad alcanzable en nuestra configu-
ración viene determinada principalmente por los gradientes de las magnitudes
de medida δ|Hr|/δB y δ ̸ Hr/δB, que aumentan con la potencia de excitación.
Esperamos una saturación hacia potencias de bombeo óptico mayores, lo que
se ha observado para la magnitud antes [12].

Los sensores actuales basados en NV presentan sensibilidades impresion-
antes, que alcanzan los 0.9 pT/

√
Hz para conjuntos de NV [97] y los 170 pT/

√
Hz

para centros de NV individuales [51]. Se basan en la resonancia magnética de-
tectada ópticamente, que requiere excitación MW. Las configuraciones sin MW
también alcanzan altas sensibilidades a 0.45 nT/

√
Hz–6 nT/

√
Hz, utilizando el

GSLAC [30, 14, 31], o estimado s ≈ 10 nT/
√

Hz, utilizando las caracteŕısticas
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de campo cero [33]. Ambas se basan en caracteŕısticas de banda estrecha, que
requieren campos magnéticos de polarización estables con una alineación pre-
cisa. Todas estas configuraciones necesitan una infraestructura voluminosa y
costosa ligada a un entorno de laboratorio. Nuestra configuración, en cambio,
puede realizarse potencialmente de una manera más compacta y menos cos-
tosa, y también muestra una sensibilidad consistente en un rango de campo
magnético más alto, de aproximadamente 10 mT–40 mT, lo que la hace más
universalmente aplicable. Estos resultados sientan las bases para la aplicación
de la magnetometŕıa de la vida útil de la fluorescencia en todas las ópticas, de
bajo ruido y robusta.

Utilizamos la respuesta en frecuencia completa, que contiene más infor-
mación que la magnitud o la fase en una sola frecuencia, para resolver la
ambigüedad en campos magnéticos bajos y lograr un bajo impacto de las varia-
ciones de temperatura en una aplicación de magnetometŕıa. Por lo tanto, se
compararon dos métodos de evaluación de la respuesta en frecuencia. Primero
ajustamos una función modelo, basada en la suposición de un decaimiento
bi-exponencial en el dominio del tiempo, que en el dominio de la frecuencia
es la suma de dos filtros de paso bajo de primer orden. A continuación, los
parámetros ajustados se utilizaron en un algoritmo de regresión para predecir
los valores del campo magnético, lo que nos permitió resolver la ambigüedad.
Al variar adicionalmente la temperatura del material de diamante, este mod-
elo LTI simple ya no se pod́ıa ajustar bien. Para captar la complejidad de
los datos, entrenamos una red neuronal artificial con el vector de respuesta en
bruto. Este método no sólo nos permitió resolver la ambigüedad del campo
bajo, sino que el sistema también pudo predecir valores de campo magnético
insensibles a las variaciones de temperatura.

Por último, se examinaron con más detalle los ajustes de las funciones del
modelo, obteniéndose un modelo LTI que refleja bien la respuesta en frecuencia
real y su dependencia del campo magnético. Este modelo permitiŕıa la inte-
gración en simulaciones de sistemas más amplios para la elección y optimización
de técnicas de lectura. Además, se examinó la dependencia de la temperatura.
Sin embargo, los datos disponibles no permiten determinar parámetros fiables.
El trabajo futuro podŕıa identificar y eliminar los componentes de deriva y
ruido 1/f en el proceso de lectura. La eliminación de estos componentes de
ruido no sólo es importante para cualquier aplicación de detección, sino que
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también permitiŕıa la captura de datos fiables en el dominio de la frecuencia a
temperaturas variables con el objetivo de ajustar un modelo LTI.

Para la adquisición de la respuesta en frecuencia, son concebibles otros
métodos de lectura. Éstos pueden basarse, por ejemplo, en la excitación con
ruido de banda ancha y en la correlación entre las señales de entrada y salida
del sistema. En cualquier caso, la integración del enfoque del dominio de la
frecuencia totalmente óptico es prometedora para el avance de las capacidades
de detección del campo magnético, especialmente en aplicaciones en las que
los métodos convencionales están limitados por una conexión galvánica, com-
ponentes metálicos en el volumen de detección o la interacción con la radiación
MW.

En resumen, esta tesis ha mostrado avances en la magnetometŕıa total-
mente óptica utilizando centros NV en diamantes, con especial atención a los
sistemas de sensores basados en fibras. Exploramos sistemas basados en la
intensidad de fluorescencia y en la vida útil de la fluorescencia, investigando
la sensibilidad y las dependencias de la temperatura. Demostramos que las
mediciones basadas en la vida útil pueden ofrecer una mayor inmunidad a
las perturbaciones y proporcionar más información, lo que permite resolver la
ambigüedad de campo bajo y reducir las influencias de la temperatura. Las
implicaciones de esta investigación son profundas y van mucho más allá del
ámbito de la detección totalmente óptica. Las novedosas técnicas desarrolladas
para reducir las interferencias y mejorar la estabilidad térmica son fácilmente
adaptables a los sensores cuánticos basados en microondas, lo que ofrece una
v́ıa para superar los antiguos obstáculos de esta tecnoloǵıa. Este trabajo no
sólo enriquece el acervo de conocimientos existente, sino que también sirve de
piedra angular para futuros avances en las tecnoloǵıas de detección cuántica,
transformando potencialmente las industrias que dependen de mediciones de
alta fidelidad en entornos sensibles desde el punto de vista medioambiental.



A Supplementary Information

A.1 Electromagnet

For controlled application of magnetic fields, like required in the acquisition
of calibration curves, we use a lab-built electromagnet. The design is based
on Fanselau et al. [172] and was built by Timo Staudinger. It was chosen for
its high homogenity and high absolute magnetic field. The high homogenity is
desirable for the relaxed requirements on positional accuracy and the ability
to place multiple sensors, like a reference Hall-based sensor, in the respective
volume.

The schematic of the Fanselau coil geometry is shown in Figure A.1. We
chose the parameters per Table A.1. The radius of the first coil R1 dictates all
other geometric parameters and was chosen just large enough to accommodate
all expected types of fiber sensor heads. The coils were wound on a core, made
of Acrylonitrile butadiene styrene (ABS). Such an insulating core allows us to
apply AC magnetic currents, without the creation of eddy currents in the base
material.

Parameter Value

Radius of first coil R1 = 3 cm

Distance from center to first coil z1 = 0.29759R1

Distance from center to second coil z2 = 0.90673R1

Radius of second coil R2 = 0.76324R1

Table A.1: Geometry parameters of electromagnet.
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Figure A.1: Schematic of the Fanselau coil geometry.

Figure A.2: (a) Ratio of magnetic flux density B per coil current I as a function
of position x, z in the plane central in the bore of the electromagnet (I = 7 A).
(b) Zenith angle Θ as a function of position x, z.

To evaluate the design, a measurement was carried out, using a Hall effect-
based sensor (TL493D, Infineon Technologies AG), mounted to a x, y, z−stage.
First, a sweep of the coil current I with the sensor placed centrally in the
electromagnet showed a linear relationship with B/I = 3 mT/A. Next, we
measured the vector magnetic field in the plane central in the bore of the
electromagnet, which we show in Figure A.2a. We find a homogeneous region
(B/I deviates < 0.7% from the maximum) of ±20 mm within the bounds in z

set by the Hall-sensor. In Figure A.2a, we show the zenith angle, defined by

Θ = arccos
(

|Bx|
|B|

)
, (A.1)

effectively showing the deviation of the direction of B from the x-axis. We
find a standard deviation in Θ of 0.3◦ within x = ±20 mm.
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A.2 Laser Intensity Fluctuation

In this section we want to find the degree to which laser intensity fluctuations
are the cause for noise or drift in the fluorescence signal in a pulsed LIA
experiment. We therefore extend the experiment from Section 2.1 by a second
TIA which monitors the laser intensity via the reflection at the dichroic mirror.
We record data from both detectors for laser intensity monitoring l(t) and
fluorescence f(t) using a LIA (fr = 80 kHz), and normalize the individual
recordings to their RMS value. We compute the coherency spectrum for its
ability to show the extent to which two signals are linearly related to one
another. The coherency spectrum between two signals l(t) and f(t) is defined
as

Clf (f) = |Slf |√
Sll(f)Sff (f)

, (A.2)

where Slf is the cross-spectral density and Sll and Sff are the (auto) power
spectral densities of l(t) and f(t) using Welch’s method [177].

Figure A.3: (a) Noise spectral densities of recordings from laser and fluores-
cence monitor photodetectors, and their cross spectral density. (b) Coherence
between laser and fluorescence signals.

We show the spectral densities and the resulting coherency spectrum in
Figure A.3. For low frequencies < 10 Hz, Clf is near 0.8. This shows the laser
intensity has a high impact on the fluorescence, even when used in a lock-
in amplifier setup. At higher frequencies, other noise components, notably
thermal and shot noise from the photodetectors add non-coherently, reducing
Clf .
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A.3 More Noise Measurements

Figure A.4 shows the noise characteristics, analogous to previous measure-
ments in Section 2.3. The fiber sensor was exchanged to the bulk diamond
tipped fiber. We find a higher bias instability and a significantly higher drift
component, dominating from integration times of 1 s upwards. Since all other
optical and electrical components have otherwise remained unchanged, the
higher Allan deviation at high integration times can be attributed to the bulk
fiber sensor.

Figure A.4: Noise characteristics of second phase sensitive detector imple-
mentation with bulk diamond attached to optical fiber (see Figure 2.2a). (a)
Noise spectral density at zero bias field by Welch’s method (Hann window).
Data were recorded at fs = 1953.125 Hz in 15 min (blue trace, window length
28.11 s) and fs = 125 kHz in 15 s (orange trace, window length 0.47 s). A linear
fit to the calibration curve, shown in the inset, was used to generate a second
y-axis with magnetic field values. (b) Allan deviation of the same data as in
(a) with the same color correspondence. A second y-axis with magnetic field
values uses the same fit to the calibration curve from the inset.

We measured the noise characteristics of the second phase sensitive de-
tector implementation in a direct feedback configuration, which we show in
Figure A.5. The spectral density shows numerous narrow bandwidth interfer-
ers. These were not present in previous measurements in the complete setup,
indicating their origin in the trigger output. Since the trigger output is further
binarized by the laser driver input, any interferers or drift in noise spectrum
and Allan deviation are of low importance in an application.
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Figure A.5: Noise characteristics of second phase sensitive detector implemen-
tation in direct feedback configuration. (a) Noise spectral density by Welch’s
method (Hann window). Data were recorded at fs = 1953.125 Hz in 15 min
(green trace, window length 28.11 s) and fs = 125 kHz in 15 s (red trace, win-
dow length 0.47 s). (b) Allan deviation of the same data as in (a) with the
same color correspondence.

A.4 Magnetic Field Dependent Fluorescence
Lifetime

To compare our material to other diamonds with high NV-density, we investi-
gated the magnetic field dependent fluorescence lifetimes of samples by Adámas
Nanotechnologies, Inc. with the same TCSPC setup, which we described in
Chapter 3. We show them in Figures A.6 and A.7.
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Figure A.6: TCSPC measurements of 15um-Hi by Adámas Nanotechnologies,
Inc. in a glass cuvette. The diamonds are specified to have mean sizes of
15 µm and a NV concentration of 3 ppm. (a) Single histogram, captured at
B = 0 (Bin width 10 ps, 20 s capture time, 8 MHz repetition rate, 37 µW
average power, APD count rate 83 kHz). The average count in the first 20 ns
of 7.03 counts has been subtracted. The lower panel shows the residuals of a
double-exponential fit (a2,1 = 1280, τ2,1 = 6.14 ns, a2,2 = 504, τ2,2 = 12.9 ns,
χ2

R = 1.1835). For the fit, we use a time span of 40 ns, following the maximum.
The IRF was captured at the same count rate at the APD (FWHM = 0.2 ns).
(b) Histograms of the sample at varying magnetic flux densities B, shown in
the time range used for the fit. A logarithmic color scale is chosen. (c) Single-
and double-exponential fits for the data in (b) with fixed â2,1 = 1− â2,2 = 0.65.
The three panels show the extracted lifetimes, the count rate at the APD, and
χ2

R for the respective fits as functions of B.
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Figure A.7: TCSPC measurements of 150um-Hi by Adámas Nanotechnolo-
gies, Inc. in a glass cuvette. The diamonds are specified to have mean sizes
of 150 µm and a NV concentration of 3 ppm. (a) Single histogram, captured
at B = 0 (Bin width 10 ps, 20 s capture time, 8 MHz repetition rate, 116 µW
average power, APD count rate 104 kHz). The average count in the first 20 ns
of 10.34 counts has been subtracted. The lower panel shows the residuals of a
double-exponential fit (a2,1 = 1404, τ2,1 = 4.90 ns, a2,2 = 1052, τ2,2 = 10.3 ns,
χ2

R = 1.1164). For the fit, we use a time span of 40 ns, following the maximum.
The IRF was captured at the same count rate at the APD (FWHM = 0.2 ns).
(b) Histograms of the sample at varying magnetic flux densities B, shown in
the time range used for the fit. A logarithmic color scale is chosen. (c) Single-
and double-exponential fits for the data in (b) with fixed â2,1 = 1− â2,2 = 0.65.
The three panels show the extracted lifetimes, the count rate at the APD, and
χ2

R for the respective fits as functions of B.



146 APPENDIX A. SUPPLEMENTARY INFORMATION

A.5 Magnitude and Phase in LIA Setup



A.5. MAGNITUDE AND PHASE IN LIA SETUP 147

Figure A.8: Noise spectral densities based on magnitude Sr (a) and phase
Sϕ (c). The excitation frequency was set to f = 3 MHz, and a bias field of
B = 20 mT was applied. The optical excitation was set to Popt = 11.57 mW.
Data were recorded by the LIA with the low-pass filter set to fourth order at
corner frequencies of 88 kHz, 200 Hz and 2 Hz, corresponding to the green,
blue and orange traces. They have been subsequently converted to magnetic
field values using the linear fits drawn in the respective insets and converted to
spectral densities by Welch’s method (Hann windows of lengths 0.31 s, 9.38 s,
85.31 s). Allan deviations of magnitude (b) and phase (d) from the data in
(a) and (b). Spectral density (e) and Allan deviation (f) of inverse-variance
weighted average of magnitude and phase data from (a) and (c).
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A.6 Frequency Domain Fits

Figure A.9: The standard deviations in (a) magnitude and (b) phase, es-
timated from a sequence of 135 measurements at nearly constant ambient
temperature T = 0.3 ◦C and zero-field.

Figure A.10: Mean relative magnitude 1
401

∑401
n=1 |Hr|(j2πfn) as a function of

temperature at B = 0. We swept the ambient temperature from 0 °C to 96 °C
in 8 h, back to 0 °C in 4 h and lastly to 96 °C in 1.5 h.
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Figure A.11: Modified relative magnitude (a) and phase (b) responses as a
function of temperature at B = 11.96 mT. The top panels show examples, from
the whole set of 100 responses, plotted in the bottom panels. The modified
relative magnitude does not allow any conclusions about the absolute intensity,
but only comparison between different ambient temperatures.
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Figure A.12: Modified relative magnitude (a) and phase (b) responses as a
function of temperature at B = 71.19 mT. The top panels show examples, from
the whole set of 100 responses, plotted in the bottom panels. The modified
relative magnitude does not allow any conclusions about the absolute intensity,
but only comparison between different ambient temperatures.
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Figure A.13: Modified relative magnitude (a) and (c), and phase (b) and
(d) at reference conditions T0 = 0.7 ◦C with B being varied (top row) and
B0 = 0 mT with T being varied (bottom row).
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