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Abstract: Understanding the determinants of housing price movements is an ongoing
subject of debate. Estimating these determinants becomes a valuable tool for predicting
price trends and mitigating the risks of market volatility. This article presents a systematic
review analyzing studies that compare various machine learning (ML) tools with hedonic
regression, aiming to assess whether real estate price predictions based on mathematical
techniques and artificial intelligence enhance the accuracy of hedonic price models used
for valuing residential properties. ML models (neural networks, decision trees, random
forests, among others) provide high predictive capacity and greater explanatory power due
to the better fit of their statistical measures. However, hedonic regression models, while
less precise, are more robust, as they can identify the housing attributes that most influence
price levels. These attributes include the property’s location, its internal features, and the
distance from the property to city centers.
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1. Introduction
Real estate assets serve a dual purpose: they are an essential consumer good, and their

acquisition represents the most significant investment in the portfolios of most households.
Therefore, a thorough understanding of housing price predictability is essential for making
informed investment decisions and ensuring the efficient allocation of assets.

Predicting housing prices is crucial not only for households and other market partici-
pants but also for policy design, economic research, and the broader economy, given the
macroeconomic significance of residential price trends [1]. Sustained increases in housing
prices pose a serious problem in virtually all countries, as they make it difficult for many
citizens to access housing.

However, predicting housing prices is complex due to the significant challenges in
measuring all the intrinsic and extrinsic characteristics that form part of a property [2].
Among the different variables/factors that influence housing prices are, on the one hand,
the internal variables or micro factors, which refer to the structural characteristics of
the property itself. These include specific features of the property, such as size, number
of rooms, or type of construction, as well as specific characteristics of the building and
common areas that are part of it (elevator, natural gas installations, swimming pool, or
park, among others). On the other hand, there are external variables or macro factors
that encompass all types of location and neighborhood attributes of the property, among
which accessibility and distance to essential services, the economic and social conditions of
the district where it is located, or the particularities of urbanization of the surroundings,
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such as sidewalks, lighting, etc., stand out [3]. Finally, and no less important, are the
regional factors, which refer to the exact location where the property is located, including
transportation conditions, public support facilities, commercial prosperity, etc., as well as
the socio-economic characteristics associated with the geographic location, although the
latter are difficult to quantify [4].

There are two general approaches to evaluating prices in the real estate market. The
first is the traditional method, where the value of a property is estimated through the
appraisal or opinion of a trained and experienced expert in the field. This method employs
comparison, cost, accounting, development, and capitalization methods, among others,
which inevitably retain a high degree of subjectivity [5].

The second approach involves advanced prediction models, such as the hedonic
price model (HPM), machine learning models, case-based reasoning, and spatial analysis
methods.

Among advanced price prediction models, hedonic price models (HPMs) stand out.
HPMs have been more widely adopted by academics and professionals for property
valuation in various real estate markets worldwide. These models measure the contribution
of property attributes as well as other external factors that could influence the value of a
property [6].

However, over time, and with the continuous improvement of technologies and
mathematical and statistical procedures, new advanced property valuation methods have
been developed, offering results that are closer to reality. The use of artificial intelligence
enables the creation of fully objective prediction models, such as artificial neural network
models, random forest models, or support vector machines, among others [7].

In recent decades, advancements in technology and statistical procedures have enabled
the acquisition and storage of larger volumes of data. Big data applications are attracting
growing interest among urban researchers. Notable developments include advances in
data engineering and the use of machine learning techniques for applications across nearly
all economic sectors. Machine learning is a branch of artificial intelligence, emerged with
the aim of addressing the issue of subjectivity when determining housing prices [8]. It is
one of the most widely used methods for predicting housing price models, through which
computers identify patterns in data without being explicitly programmed for that task [9].
This methodology imitates human reasoning, and due to its problem-solving capabilities,
the models it encompasses are efficient alternatives for housing price prediction, as they can
identify non-linear relationships among relevant data. The development of these models
can significantly aid in forecasting future housing prices and in establishing real estate
policies [10,11].

The use of this tool, which does not rely on socioeconomic behavior models, raises
doubts about its effectiveness in providing better predictions than traditional methodolo-
gies [12].

Despite growing concerns about the use of new prediction models in the real estate
sector, there are no systematic studies identifying whether these pricing measurement
methodologies are actively used in the real estate sector. Nor is there a review of which
models are most widely used, which provide the most accurate results in predicting housing
prices, in which countries these studies are conducted, or which of them are carried out
with real data and for experimental purposes. Furthermore, despite the increasing use of
machine learning models for housing price prediction, there are no studies that compare
several predictive models for real estate in a specific geographic area.

The general aim of this paper is to address this gap in the literature, along with a
series of specific objectives: First, a systematic review is conducted to understand the
different advanced models used for housing price prediction and to determine in which
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countries these models are most frequently used, what methods experts employ, and which
models provide the most significant results when predicting real estate prices. Second,
the paper seeks to compare several advanced prediction models and their consideration
of the different internal and external characteristics that influence the establishment of
a property’s value. Finally, the paper aims to present the results of comparing different
methods applied to real cases in the housing market across different international regions
for housing suppliers and institutional entities when formulating their economic policies.

The structure of the article is as follows: the next section provides an overview of
the literature on advanced real estate valuation and prediction models, followed by a
description of the methodology employed for the systematic review of the identified
articles. Lastly, an analysis and discussion of the results are presented.

2. Advanced Housing Price Prediction Methods: A Classification
This section presents a classification of different advanced approaches for real estate

price valuation: HPMs, neural networks, spatial analysis, etc.
Hedonic pricing models (HPMs) date back to 1939 when Andrew Court succeeded

in estimating an index for the automotive market using this model [13]. Technically, the
theory behind HPMs originates from Lancaster’s renowned consumer theory and Rosen’s
theoretical model [14]. Rosen stood out for being the first to apply HPMs within standard
economic theory, incorporating properties considered heterogeneous in nature. Over the
past decades, this model has been widely used in housing market research due to the high
heterogeneity of housing characteristics [15].

HPMs aim to establish, through implicit price equations, the value of a property based
on its attributes including structural attributes (quality, age, and size of the building),
location attributes (proximity to transportation links, employment centers, and services),
and neighborhood attributes (crime levels and socioeconomic profile) [15]. This approach
explains its relevance in real estate market studies by considering housing as a hetero-
geneous good composed of various features. The hedonic methodology is considered a
viable way to study the real estate market, allowing for the estimation of the values of
each housing attribute that buyers and sellers consider during the transaction process—an
aspect that can be highly useful to stakeholders [16].

Artificial intelligence (AI) and its mathematical models have also been applied to new
housing price valuation and prediction models. Machine learning, a branch of AI, has been
under development since the 1950s. In 1980, a breakthrough occurred with the Hopfield
model, the first neural network created by John Hopfield, whose neurons were all input
and output, fully connected to each other in both directions [17].

In the 1980s, Hinton and Sejnowski developed machines that combined Hopfield
neural networks with the simulated annealing algorithm, resulting in a two-layer fully
connected neural network [18]. Around 1995, Vapnik and Cortés achieved one of machine
learning’s most significant advancements: Support Vector Machines (SVM). These ma-
chines map input vectors non-linearly into a high-dimensional feature space, enabling the
construction of a linear decision boundary and yielding accurate results [19].

At the beginning of the 21st century, Breiman (2001) introduced another machine learning
method, Random Forest, which combines several decision trees. Each tree is created from a
random subset of features, with nodes generated using randomly selected characteristics [20].

Machine learning models have advanced further, exploring new directions. Com-
bining multiple models has led to new methodologies widely used by researchers across
various fields, including housing price prediction. In these models, computers identify
patterns in data without being explicitly programmed for the task, mimicking human
reasoning [9]. The most commonly used models include linear and logistic regression,
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decision trees, Random Forest, Bayesian networks, AdaBoost, Support Vector Machines,
XGBoost, K-Nearest Neighbors, and Artificial Neural Networks [21].

In Figure 1, a classification of the different advanced approaches for valuing real estate
prices is presented: HPM, neural networks, spatial analysis, and so on.
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Figure 1. Most commonly used advanced prediction models (source: own elaboration).

Advanced valuation methods in the real estate sector are classified into four categories:
hedonic price models (regression models that estimate the value of each characteristic of
a property), machine learning models (based on mathematical techniques and artificial
intelligence), spatial analysis models (which focus on estimating the characteristics of a
specific area), and multi-criteria theory models (which estimate all types of intangible
property characteristics).

Machine learning is classified into three types of learning: supervised learning, which
consists of predictive models and forms the basis of the analysis in this review (neural net-
works, decision trees, XGBoost, etc.); unsupervised learning, which focuses on analyzing and
predicting descriptive models; and reinforcement learning, which aims to maximize findings.

Thanks to their problem-solving capabilities, the models that make up these methods
are efficient alternatives for housing price prediction, as they can identify non-linear
relationships between relevant data. The development of these models helps predict future
housing prices and establish real estate policies [10].

3. Methodology for the Systematic Review of Housing Price
Estimation Models

A systematic review integrates various studies that analyze the same question, consid-
ering these studies in an observational manner to assess the trajectory of the analysis on
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the topic being reviewed. The main objective of a systematic review is to gather the highest
number of original studies on the topic being analyzed, in order to provide a high level of
scientific evidence [22].

Once the relevant studies for the research are located, they are analyzed comprehen-
sively to compare them and identify their most important aspects [23]. Systematic reviews
provide a fusion of information on a specific topic, which is essential for future research on
the same subject and can offer answers to questions that could not be obtained through
independent studies. Thus, systematic reviews are highly useful to researchers when
addressing the situation of a topic they wish to study and analyze [24,25].

Systematic reviews are often conducted with the help of the PRISMA Statement. It is
essentially a guide to assist authors in conducting this type of study [26].

This study used a systematic review to examine the number of existing articles that
present practical cases of various advanced prediction models, specifically in the real estate
sector, in a comparative manner, seeking to identify which of these models offers the best
results for predicting housing prices (see Figure 2).

Urban Sci. 2025, 9, x FOR PEER REVIEW 5 of 18 
 

3. Methodology for the Systematic Review of Housing Price Estimation 
Models 

A systematic review integrates various studies that analyze the same question, 
considering these studies in an observational manner to assess the trajectory of the analysis on 
the topic being reviewed. The main objective of a systematic review is to gather the highest 
number of original studies on the topic being analyzed, in order to provide a high level of 
scientific evidence [22]. 

Once the relevant studies for the research are located, they are analyzed comprehensively 
to compare them and identify their most important aspects [23]. Systematic reviews provide 
a fusion of information on a specific topic, which is essential for future research on the same 
subject and can offer answers to questions that could not be obtained through independent 
studies. Thus, systematic reviews are highly useful to researchers when addressing the 
situation of a topic they wish to study and analyze [24,25]. 

Systematic reviews are often conducted with the help of the PRISMA Statement. It is 
essentially a guide to assist authors in conducting this type of study [26]. 

This study used a systematic review to examine the number of existing articles that 
present practical cases of various advanced prediction models, specifically in the real estate 
sector, in a comparative manner, seeking to identify which of these models offers the best 
results for predicting housing prices (see Figure 2). 

 

Figure 2. Flowchart of the article selection process for systematic review—PRISMA (source: own 
elaboration). 
Figure 2. Flowchart of the article selection process for systematic review—PRISMA (source: own
elaboration).

The articles used for this review were retrieved electronically from the Scopus, Google
Scholar, and Web of Science platforms in May 2024; more specifically, the search was
conducted in Scopus from 1 May to 10 May, in Google Scholar from 10 May to 20 May, and
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in Web of Science from 20 May to 30 May. These three platforms are important databases
for retrieving studies, as they hold a wide range of documents categorized across different
scientific fields.

Several combinations of keywords in English were entered into these three databases
to locate as many studies on the topic as possible for analysis in the review. The terms used,
among others, for the search were “housing price prediction”; “housing price models”;
“machine learning”; “housing prices”; “supervised learning”, “hedonic prices models”,
“artificial neural networks”, “support vector machine”, and “random forest”.

3.1. Search Criteria

The exploration of the literature on the topic of interest was carried out longitudinally
over time, searching for studies that have been published since the early 21st century,
including preprints. The search was conducted so that the keywords in the documents
would appear in the title, abstract, or in the keywords of the articles. Similarly, only
documents in English or Spanish were selected. Only articles were chosen, excluding book
chapters, technical reports, dissertations, editorials, opinions, and conference proceedings.

3.2. Eligibility Criteria

The articles included in the review meet the following requirements:

• They conduct housing price prediction studies using more than one advanced predic-
tive model.

• They have been published in the 21st century, i.e., from the year 2000 to 2024, to track
advancements in the use of these techniques over time.

• They use empirical data, meaning the models have been applied practically and are
not just explained theoretically.

• They provide a comparison between these models.
• The data used must be obtained from reliable sources, whether public organizations or

companies dedicated to the real estate sector, to provide empirical housing price data.

Articles that use data obtained through the “web scraping” technique are excluded, as
this method provides potential sale price data rather than the actual transaction value of
the property.

4. Study Selection and Results
The search for documents on housing price prediction models yielded a total of 516

studies. After conducting the necessary screening, excluding duplicate articles and those
that did not meet the inclusion criteria, a total of 23 articles were selected for inclusion
in this systematic review. The selection of articles has been supervised by two reviewers
throughout the procedure, including a third reviewer in the final phase to resolve any
disagreements that the first two might have.

Figure 2 shows the process of selecting the articles included in this review and high-
lights those that were excluded. After removing non-article studies and duplicate articles,
further exclusions were made for various reasons. First, 212 articles were eliminated for
lacking essential requirements for the analysis, such as failure to identify the source of the
data or the year in which the study was conducted, among others. The remaining records
were then subjected to eligibility criteria, resulting in the exclusion of 43 articles for being
conducted using the “Web Scraping” technique; 52 articles were excluded because they
focused on prediction models for fields other than real estate, such as mobile telephony or
tourism, among others; 21 articles were excluded for not comparing two or more prediction
models; and finally, 28 articles were removed for presenting only the theoretical part of the
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models without conducting an experimental analysis. In this way, the 23 articles included
in this systematic review were obtained.

4.1. General Characteristics of the Included Studies

Table 1 outlines the main characteristics of the articles included in this systematic
review. In terms of the number of authors, it is notable that 31% of the selected articles
were co-authored by three authors, and 26% by four authors. Despite the challenges
involved in conducting predictive price analysis for housing—due to the complexity of
obtaining, tabulating, and adapting data, as well as executing predictive models in com-
puter applications—it is worth highlighting that 22% of the articles were written by a single
author. A smaller percentage, 17%, had two co-authors, and only one article was authored
by six people, representing 4% of the total articles included in the review.

Table 1. Characteristics of the articles selected for the review.

Number of Articles Included 23

Authors
1 author 5
2 authors 4
3 authors 7
4 authors 6
5 authors 0
6 authors 1

Country
Kosovo 1
South Korea 2
Australia 2
Poland 1
USA 3
Taiwan 4
United Kingdom 1
Turkey 2
China 2
Slovenia 1
Thailand 2
Spain 2

Year from publication
From 2000 to 2010 1
From 2011 to 2020 8
From 2021 to 2024 14

Type of study
Cross-sectional 8
Longitudinal 15

Data Sample Analysis Period
From 1 month to 5 years 17
From 6 years onwards 6

Sample Size
From 0 to 5000 9
From 5000 to 10,000 3
From 10,000 onwards 11
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Table 1. Cont.

Number of Articles Included 23

Number of models compared in the study
Two models 7
Three models 7
Four models 4
Five models 2
Seven models 1
Eight models 1
Eleven models 1

Source: own elaboration.

Most empirical applications have been carried out in Asia, comprising 43% (10 studies),
with Taiwan being the country that has published the most research on advanced housing
price prediction models. A total of 26% of the articles were from European countries,
13% from America, specifically the United States, and 9% from both Australia and Turkey
(Middle East), which are the geographical regions with the fewest articles. As observed,
the Asian continent is a pioneer in this type of methodology in the housing market due
to its significant technological advancements and the ease of obtaining macro data from
official organizations [27].

The study design was predominantly longitudinal (15 out of 23 articles), while only
eight were cross-sectional. Regarding the time periods of the data used in the analysis, 74%
of the articles collected data over periods ranging from one month to five years, while 26%
focused on longer periods, starting from six years onward.

Concerning the comparative study analysis between advanced prediction models,
seven articles compared the results of using two models, seven others compared three
models, four articles examined four models, and two articles compared five models. Ad-
ditionally, two articles compared seven and eight models, respectively, while one article
compared up to eleven advanced prediction models.

Finally, it is worth noting that most of the publications were made from 2020 onwards,
with 61% of the articles published during this period. This could be attributed to advance-
ments in technologies and mathematical techniques in recent years, which have led to
a surge in comparative studies of price prediction models, aiming to better understand
how both internal and external variables influence housing price fluctuations. Only one
article from the early 2000s was included in this systematic review, with the rest published
between 2011 and 2020.

4.2. Advanced Housing Price Prediction Models

In the previous section, it is noted that a large number of comparative models have
been used in the various articles, with some including up to seven or eight prediction
models. In fact, one study compares up to eleven models, primarily due to the number of
observations involved in the analysis of each method. On the other hand, many articles
compare only two or three models.

In total, twenty-three different prediction models have been used to carry out varia-
tions in housing prices based on both internal and external characteristics, including, in
some studies, variables related to the neighborhood, location, availability of surrounding
services, and environmental characteristics. Technological advancements have enabled the
use of applications that enhance the prediction of these models, given the large number
of observations they include, allowing for research that is highly useful for entrepreneurs,
investors, and financial institutions interested in understanding fluctuations in real es-
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tate prices based on specific characteristics. In fact, many of these are variations and
combinations of the most widely used models, as shown in Table 1.

Figure 3 illustrates the types of models used in the studies of this review, as well as
how often these models appeared in the various articles. The most frequently used model,
appearing in fourteen different articles, is the Random Forest model. This model consists of
the creation and combination of several decision trees, with the aim of combining the out-
puts of these trees into a single output to address regression or classification problems [28].
In fact, in five of the thirteen articles where it appears, this model was chosen as the one
that provides the most significant results compared to the others, due to statistical results
such as R2 or the absolute error.
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The models that appear most frequently (between five and ten times) in the different
articles are the most commonly used in prediction studies. These include regression models,
decision trees, HPMs, and artificial neural networks.

Next, there are ten models that appear in fewer than five articles, either because they
are less well-known or because their predictions are not as accurate or significant as the
previous ones. These include XGBoost, regression trees, support vector machines, and
Lasso regression, among others. Finally, seven models are the least frequent and least
known in the field of housing price prediction, as they appear in only one article.

4.3. Most Influential Variables in Housing Price Prediction Models

To use advanced housing price prediction models, it is necessary to include not only a
sample of housing transactions but also a significant number of variables (both internal
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and external) related to the properties in order to understand how prices vary based on
these aspects. Figure 4 shows the variables from the articles in the systematic review that
have proven to be the most significant and, therefore, have had the greatest impact on the
process of housing price variation and prediction.
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According to Figure 4, the variables that have proven to be the most significant and
influential on housing prices, and those that make properties more attractive to buyers
according to the models analyzed in the selected articles, are nine. The variable that has
been repeated the most (up to nine times) and, therefore, can be considered the most
influential, is the location of the property, which includes the area/neighborhood in which
it is located, as well as the characteristics of that area.

Next, following the order of importance, there are two variables that have appeared
seven times each: distance to the central commercial district, which includes the distance to
the city center and the services it offers, such as shopping centers, hospitals, educational
institutions, etc.; structural characteristics of the property, which involve factors such as the
size, number of rooms, presence of an elevator, outdoor spaces, and others.

The variable considering distance to transportation infrastructure, i.e., the distance
to train stations, trams, buses, etc., has been one of the most significant, appearing in six
studies. In five of the articles, the neighborhood and its characteristics were considered
one of the most influential variables in the models. This variable includes economic,
ethnic/racial conditions, etc.

Environmental factors of the location, which include green spaces, gas emissions, and
noise levels, among other aspects, in the geographical area where the property is located,
have been significant in four articles. A factor that has been repeatedly mentioned twice as
influential is the distance from the property to major roads. Lastly, with only one incidence,
two variables appear: distance from the property to workplaces and financial policies, with
the latter including the conditions set by banks when applying for a mortgage loan for
property acquisition.

5. Discussion
In order to present all the studies selected for this systematic review, Appendix A

provides a concise, detailed overview of these studies, including authors, the period in
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which the analysis took place, sample sizes, compared prediction models, and a brief
summary/conclusions of the objective of each study.

In the selected articles for this systematic review, the various authors choose those
models whose results provide the best fit for housing price prediction based on the corre-
sponding parameters. They focus on statistical measures that demonstrate this fit, namely
selecting the model that achieves both a higher R2, which measures how well the model
fits the data, as well as the lowest levels of Mean Absolute Error (MAE) and Root Mean
Square Error (RMSE). Integrating both MAE and RMSE into prediction models helps to
better understand the ability of different models to predict prices more accurately [29].

In Figure 5, the different particularities, both positive and negative, of the main ad-
vanced price prediction models in the housing market are presented, such as the hedonic
price models and machine learning models, as discussed throughout this article. These
characteristics are analyzed through a SWOT analysis, commonly used to identify weak-
nesses, threats, strengths, and opportunities. This will help to understand the positive
and negative aspects of the main advanced prediction methods and allow for a thorough
comparison of them.
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In the works of [2,30–36], where all authors focus on the analysis of HPM, they agree
that, when compared to machine learning models, the latter offer better adjustments in
prediction models. According to these authors, this is due to the common occurrence of
multicollinearity in HPM and the generation of indices that this model requires, which
leads to a loss of information when interpreting results. In some cases, HPM can also face
heteroscedasticity problems, though these can be corrected, and the variables may still be
significant. HPM helps quantify both the internal and external characteristics of a property
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through regression techniques; however, this model has limitations, such as the inclusion of
many explanatory variables, which leads to the aforementioned multicollinearity problems,
as well as the inability to find non-linear relationships between different variables [37].

However, these limitations can be corrected through the use of machine learning
algorithms, which are more flexible, do not have specific requirements regarding data
distribution, and can find non-linear relationships. For this reason, many authors use such
methods to resolve the previously mentioned issues of HPM [38]. Thus, it is concluded
that machine learning methods are a good complement to HPM, and by combining both
techniques, the results can achieve a higher degree of fit. In fact, in [12], HPMs are seen as
a solid model for highlighting the characteristics that most influence housing prices, and
these authors aim to address the non-linear relationships in hedonic prices by performing a
robustness test with a machine learning model. Similarly, [39] compare HPMs with spatial
analysis, finding that the latter model is a good complement to hedonic prices, as both
models provide results with a higher level of significance than each model individually.

In summary, in these works, the hedonic methodology is fundamental for understand-
ing the variation in housing prices based on the bundle of characteristics it possesses. If the
characteristics of a property are known and its prices can be estimated, HPM proves to be
very useful and provides an opportunity to estimate the value [40].

Regarding models based on tree algorithms, such as decision trees, random forest, and
gradient-boosted trees, these are the models most frequently selected as the most significant
in the articles of this review. These models offer advantages in terms of performance with
large datasets [41]. In his article, [42] confirms that the decision tree model is the one that
best fits housing price prediction, both in terms of achieving the highest R2 and the lowest
error level. This study suggests that, most of the time, more complex models are given
more consideration, but simpler models should also be observed more closely, as they can
yield very similar results.

The random forest model is the one that best fits price prediction in most articles that
use it, compared to other models. In studies like those of [31,43,44], the random forest
model showed very significant results for housing price prediction and performed better
than the other models, both in training and test data.

However, in the studies of [32,35,36], when comparing random forest with HPM and
finding the former with better results, the authors confirm that random forest adequately
reflects non-linearity and the real complexity of real estate markets and that, therefore, the
random forest model is a good complement to HPM. Similarly, studies like [45] justify that
the best solution is an ensemble classifier model, i.e., the combination of decision tree with
random forest and gradient-boosted tree, as it shows excellent results.

Other studies confirm the good performance of tree-based models, such as those used
to predict the housing price index in the US, where the application of a random forest model
achieved an error margin of only 5% [46]. Or studies showing the effectiveness of random
forest compared to multiple regression models in the housing market in Australia [47].

Regarding neural networks, these stand out in studies comparing them with HPM, as
evidenced in the works of [2,27,30,34]. As mentioned earlier, neural networks provide more
precise results than HPM in predicting housing prices. Moreover, in studies predicting
housing prices in large cities, neural networks have been proven effective for this task, such
as in the case of Taranto, Italy [48]. However, there have also been studies where neural
networks were not effective, such as in the prediction of housing prices in Iran, where the
fuzzy regression model proved more effective than neural networks [49].

The other models chosen by authors as the best models in their studies, such as
XGBoost or LightGBM, were selected for providing better results in parameters and being
more adaptable to the model.
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Similarly, within the housing market and urban planning, artificial neural network
models, random forests, and support vector machines are frequently used in land use
classification aspects and are even employed to simulate land use planning processes [50].

It is important to note that many authors choose the models to develop based on
the type of variables they want to include in the model, considering them significant for
housing price prediction. Most of them use variables related to the external characteristics
of the property, especially the location, such as neighborhood characteristics, environmental
context, or the perception of the area and neighborhood held by potential buyers.

6. Conclusions
Access to housing is closely linked to its affordability, which is determined by the

characteristics and environment of its location. The determination and understanding of
the prices surrounding a property are fundamental aspects when it comes to accessing
housing. This is why this systematic review was conducted, with the goal of gathering
information on the set of internal and external characteristics that contribute to determining
the price of a property.

After conducting the systematic review to understand the extent of studies focused
on price prediction in the real estate sector, it has been found that advanced and machine
learning models are frequently used in this sector. The importance of hedonic regressions
in property valuation is emphasized, as this type of model contributes significantly to
understanding how internal and external variables of a property affect the overall price
and how it varies depending on each of these factors. It is also concluded that combining
hedonic price models (HPM) with machine learning models results in more meaningful
outcomes for property price prediction. Therefore, it is advisable to merge this advanced
method with a machine learning model.

Machine learning-based prediction models, inherent to artificial intelligence (AI),
provide an objective viewpoint and can offer strong results in predicting real estate prices.
The use of these models, particularly considering external variables of properties (such
as proximity to points of interest, neighborhood, environmental context, etc.), can deliver
results that closely reflect real market prices with minimal margin of error. As such,
these techniques can be a useful complement for real estate professionals, as well as for
governments or public institutions in developing economic or housing policies.

The use of predictive algorithms with macro data can analyze variables that were
previously not measured, providing clarity when establishing public policies, although
they must be used with great caution. By combining new technologies with human capital,
research in the real estate market field would be more fluid and yield better results in large
cities. In this way, all market participants could understand the value of each property
attribute and estimate the price fluctuations of each attribute separately, as well as the
overall value of the property. This would help avoid the implementation of prices that
diverge from the market reality, which are set using traditional valuation and prediction
methods, and thus, have a high degree of subjectivity.

By analyzing the various studies on this topic, it has been found that much more
research has been conducted on these prediction models in the real estate sector during the
second decade of the 21st century. This leads to the conclusion that in the coming years,
a wide variety of studies will be carried out with different samples, time periods, and
advanced prediction models in this field. These studies will introduce new ideas and add
data to help make this market more transparent, balanced, and accessible to everyone.
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Appendix A. Description of the Selected Studies

Table A1. Comparative studies of advanced price prediction models.

Authors Compared Prediction Models Summary/Conclusions

Hoxha, 2024 [42]
Analysis period: 2019–2023

Sample size: 1512

Linear Regression, Decision Tree,
K-Nearest Neighbors, and Support

Vector Regression.

The prediction of housing prices in the
city of Prishtina is analyzed through a

dataset that includes housing prices and
their characteristics, by comparing four
machine learning models to extend the
resulting knowledge to other real estate

markets. The model that provides the best
ability to predict prices is the Decision

Tree model, as it achieves the lowest MSE
and the highest R2.

Soltani et al. 2022 [47]
Analysis period: 1984–2016

Sample size: 428,000

Linear Regression, Decision Tree,
Random Forest, and

Gradient-Boosted Tree.

They analyze how housing prices in the
metropolitan area of Adelaide vary based
on the impact of certain characteristics, in

this case, adding a spatial variable. It is
demonstrated that non-linear models

perform better than linear ones, and that
applying a spatio-temporal variable is

effective in machine learning models. The
model with the best performance is the
Gradient Boosted Tree, achieving the

highest R2 and the lowest RMSE
and MAE.

Ligus and Peternek, 2017 [39]
Analysis period: 2012–2014

Sample size: 6318
HPM and spatial analysis.

Understanding the preferences of
homebuyers based on the environmental

characteristics of the properties. By
applying two econometric models, it is

found that geographic characteristics are
significant and cause variation in prices.

The union of both models together
presents more significant results than the

HPM alone.

Chen et al. 2023 [51]
Analysis period: 2014–2017

Sample size: 25,135

Gradient-Boosted Tree, Random
Forest, Elastic Net, Lasso Regression,

and Ridge Regression.

It aims to address the need to include
uncommon variables in housing price

variation, such as the effects and
characteristics of neighborhoods, as well

as the economic and ethnic conditions
within them. As a result, transportation

and the economic and sociodemographic
characteristics of the neighborhood are

significant, but the economic ones stand
out as the most significant.
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Table A1. Cont.

Authors Compared Prediction Models Summary/Conclusions

Lahmiri et al. 2023 [52]
Analysis period: 2012–2013

Sample size: 414

Ensemble Regression Trees, Support
Vector Regression, and
Gaussian Regression.

By applying these three models, it aims to
address the problems of housing price
prediction. Ensemble regression trees

achieve the best results for prediction as
they exhibit the smallest error rate and
low error variability, indicated by the

range of the distribution. This makes them
strong candidates for future predictions

in Taiwan.

Wang, 2023 [2]
Analysis period: 2015–2020

Sample size: 34,447

HPM, Neural Network, Lasso
Regression, Ridge Regression,

Regression Trees, Random Forest,
and Gradient Boosting Machine.

The Google Street View tool is used to
analyze the environmental location factors

in housing prices through a neural
network model. As a result, this model
improves accuracy and provides more

significant results than the others, this is
because it recognizes edges and more

complex shapes in its layers and
highlights important features.

Chen et al. 2022 [31]
Analysis period: 2013–2019

Sample size: 137,132

HPM, Random Forest, and Gradient
Boosting Machine.

Using images of points of interest and
neighborhood characteristics, this study

examines how housing prices vary based
on the image of the property compared to

its intrinsic features. In general, the R2

improves across all models when images
are introduced, but the random forest
model exhibits the smallest error rate,

making it the one that delivers the most
signif-icant results.

Hong et al. 2020 [32]
Analysis period: 2006–2017

Sample size: 16,601
HPM and random forest.

It investigates the Random Forest model
as a predictor of housing prices and
compares it with HPM to assess the

results. Between the two models, Random
Forest proves to be more adaptable to the

reality of the real estate market, as it
achieves a higher R2 and a lower MAPE,
random forest is proposed as an excellent

complement to the HPM.

Chen et al. 2017 [33]
Analysis period: 2007–2010

Sample size: 3.991
HPM and Support Vector Machine.

It uses the Support Vector Machine
method to predict housing prices,

incorporating housing variables in the
hedonic model to verify price variations.

The support vector machine model
demonstrates strong predictive power in

forecasting housing prices with
high accuracy.
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Table A1. Cont.

Authors Compared Prediction Models Summary/Conclusions

Selim, 2009 [34]
Analysis period: 2004

Sample size: 5.741

HPM and Artificial
Neural Networks.

It analyzes the determinants of housing
prices, including location. It compares

both methods and finds that neural
networks are the better alternative for

price prediction as they are more accurate,
although the HPM heteroscedasticity

correction results in most variables being
highly significant.

Ho et al. 2020 [43]
Analysis period: 1996–2004

Sample size: 39,554

Random Forest, Support Vector
Machine, and Gradient

Boosting Machine.

It uses these three models for housing
price evaluation. After applying the
models, random forest and gradient

boosting machine performed better than
support vector machine (higher R2 and
lower error rate). However, the latter is
still considered a very useful algorithm,
providing accurate predictions within a

strict time constraint.

Begum et al. 2022 [44]
Analysis period: 2015–2019

Sample size: 506

Linear regression, decision tree and
random forest.

It analyzes housing price prediction using
three models, both advanced and machine
learning-based. After analyzing the three
models, random forest is the method that
yields the best results, as it has the lowest
error rate and performed well on both the

training and test data.

Yoo et al. 2012 [35]
Analysis period: 2000

Sample size: 4469

HPM, Linear Regression, Random
Forest and Cubist.

Its goal is to use machine learning models
for selecting hedonic variables and for

housing sale price models. Several models
were applied, and random forest resulted
in the best accuracy in terms of modeling,
with the potential to be useful for selecting
important variables for the hedonic price

equation.

Ceh et al. 2018 [36]
Analysis period: 2008–2013

Sample size: 7407
HPM and random forest.

A comparison of both models, including
the structural characteristics of the

property, envi-ronmental information, and
neighborhood characteristics, was

conducted. The best predic-tions were
obtained with the random forest method,

which achieved a higher R2 and a
significantly lower error rate.

Tochaiwat and Pultawee,
2024 [45]

Analysis period:
2011/2014/2017/2021

Sample size: 59

Decision Tree, Random Forest and
Gradient-Boosted Tree.

After using multiple machine learning
techniques to analyze urban development
projects, it is found that combining models

yields better results providing more
accurate and realistic statistics compared
to the individual models on their own.



Urban Sci. 2025, 9, 32 17 of 20

Table A1. Cont.

Authors Compared Prediction Models Summary/Conclusions

Paik et al. 2023 [53]
Analysis period: 2021–2022

Sample size: 58,342

Linear Regression, Decision Tree,
Random Forest, LightGBM, Lasso

Regression, Ridge Regression, Elastic
Net, and XGBoost.

It aims to analyze the impact of metro
stations and social capital on housing

prices. To accomplish this, it compares
eight machine learning methods to

provide more information for determining
housing prices. The LightGBM model has

the smallest relative error between the
actual and predicted values, and also

performed better in terms of absolute error
compared to the other models, making it

the most suitable model for this study.

Rui and Liu, 2019 [54]
Analysis period: 2010–2017

Sample size: 664

Neural Network (Short-Term
Memory), GA (Genetic Algorithm),

and Support Vector Regression.

To understand housing price fluctuations,
a model composed of two methodologies

is proposed as an experiment to test its
effectiveness. The result shows that
combining the neural network with

genetic algorithms successfully predicts
housing prices with a better feature

selection process. However, a limitation is
that if the dataset is small, the

model weakens.

Kou et al. 2021 [55]
Analysis period: 2018
Sample size: 158,888

Neural Networks, XGBoost, and
Support Vector Machine.

The housing price valuation study is
expanded by including regional clusters

such as proxim-ity to workplaces or
shopping centers. XGBoost presents the

highest R2, and furthermore, when
economic clusters are added, they make

the fit more accurate than all the
traditional features.

Taecharungroj, 2021 [56]
Analysis period: 2021
Sample size: 152,512

Random forest and XGBoost.

It aims to analyze the amenities of
neighborhoods and condominium prices

in the city. Both the popularity and
availability of services drive

condominium prices in non-linear ways.
The XGBoost model shows a higher level
of fit (R2), making it perform better than

random forest.

Chou et al. 2022 [27]
Analysis period: 2013–2017

Sample size: 209,402

Artificial Neural Networks, Linear
Regression, Regression Tree, Support
Vector Machine, and Hybrid Model.

Four machine learning models are
developed to predict housing prices.

Additionally, a hybrid model is created for
the same purpose. Neural networks

achieved the best perfor-mance in R2,
RMSE, MAE, and MAPE. However, the

hybrid model, by combining three models,
demonstrates greater precision than each

individual model, as it leverages the
advantages of each.
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Table A1. Cont.

Authors Compared Prediction Models Summary/Conclusions

Iban, 2022 [57]
Analysis period: 2021

Sample size: 1002

Random forest, XGBoost, LightGBM
and Gradient Boosting.

It aims to investigate the determinants
considered in the models when valuing

housing prices through the application of
four machine learning methods. In this

study, the Gradient Boosting model
achieved the highest R2 score. However,
the XGBoost model presented the lowest

MAPE and RMSE values, indicating
better performance.

Núñez-Tabales et al. 2012 [30]
Analysis period: 2006

Sample size: 2888

HPM and Artificial
Neural Networks.

The goal is to obtain the implicit prices of
housing characteristics by comparing the

two models being analyzed. Neural
networks demonstrate greater predictive

power and more satisfactory results due to
a higher degree of fit (R2) and lower
RMSE, MAE, and residual standard

deviation rates.

Rico-Juan and Taltavull,
2021 [12]

Analysis period: 2004–2012
Sample size: 392,412

K-Nearest Neighbors, Decision Tree,
Random Forest, AdaBoost, XGBoost,
CatBoost, Artificial Neural Networks

(Multilayer), Linear Regression,
Ridge Regression, Lasso Regression,

and HPM.

By using HPM and several machine
learning models, the aim is to determine

which of them provides the most
significant results in predicting housing

prices. After analyzing all the models, the
random forest model proves to be the
most suitable for the task, showing a

higher degree of fit and the lowest
error rates.

Source: own elaboration.
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