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88Universidade Federal de Campina Grande, Centro de Ciencias e Tecnologia, Campina Grande, Brazil
89Universität Hamburg, II. Institut für Theoretische Physik, Hamburg, Germany
90Universidade de São Paulo, Instituto de Física, São Paulo, São Paulo, Brazil

91Istituto di Astrofisica Spaziale e Fisica Cosmica di Palermo (INAF), Palermo, Italy
92Pennsylvania State University, University Park, Pennsylvania, USA

93University of Łódź, Faculty of High-Energy Astrophysics,Łódź, Poland
94Universidad de Medellín, Medellín, Colombia

SEARCH FOR PHOTONS ABOVE 1018 eV BY SIMULTANEOUSLY … PHYS. REV. D 110, 062005 (2024)

062005-3



95Universiteit van Amsterdam, Faculty of Science, Amsterdam, The Netherlands
96School of Physics and Astronomy, University of Leeds, Leeds, United Kingdom

(Received 12 June 2024; accepted 6 August 2024; published 25 September 2024)

The Pierre Auger Observatory is the most sensitive instrument to detect photons with energies above
1017 eV. It measures extensive air showers generated by ultrahigh energy cosmic rays using a hybrid
technique that exploits the combination of a fluorescence detector with a ground array of particle detectors.
The signatures of a photon-induced air shower are a larger atmospheric depth of the shower maximum
(Xmax) and a steeper lateral distribution function, along with a lower number of muons with respect to the
bulk of hadron-induced cascades. In this work, a new analysis technique in the energy interval between
1 and 30 EeV (1 EeV ¼ 1018 eV) has been developed by combining the fluorescence detector-based
measurement of Xmax with the specific features of the surface detector signal through a parameter related to
the air shower muon content, derived from the universality of the air shower development. No evidence of a
statistically significant signal due to photon primaries was found using data collected in about 12 years of
operation. Thus, upper bounds to the integral photon flux have been set using a detailed calculation of the
detector exposure, in combination with a data-driven background estimation. The derived 95% confidence
level upper limits are 0.0403, 0.01113, 0.0035, 0.0023, and 0.0021 km−2 sr−1 yr−1 above 1, 2, 3, 5, and
10 EeV, respectively, leading to the most stringent upper limits on the photon flux in the EeV range.
Compared with past results, the upper limits were improved by about 40% for the lowest energy threshold and
by a factor 3 above 3 EeV, where no candidates were found and the expected background is negligible. The
presented limits can be used to probe the assumptions on chemical composition of ultrahigh energy cosmic
rays and allow for the constraint of the mass and lifetime phase space of super-heavy dark matter particles.

DOI: 10.1103/PhysRevD.110.062005

I. INTRODUCTION

Photons with energy higher than 1 EeV ¼ 1018 eV are
expected to be produced by ultrahigh energy cosmic rays
(UHECRs) in interactions with the microwave background
radiation during their propagation to Earth, via the Greisen-
Zatsepin-Kuzmin effect [1,2]. The produced photons may,
in turn, interact with the soft photons of the extragalactic
background light (EBL), resulting in a flux significantly
lower than that of UHECRs by orders of magnitude and
limiting the explored horizon to a few Mpc [3]. Never-
theless implications of the search for EeV photons remain
relevant for both cosmic-ray and fundamental physics.
Unlike charged cosmic rays, which are deflected by the

magnetic fields permeating the Universe, photons point

back to their sources. Therefore, the quest for the origin of
UHECRs benefits from a multimessenger approach, since
direct information about their acceleration sites can be
obtained by searching for the neutral particles (photons and
neutrinos) generated by the interactions of cosmic rays at
the acceleration sites, via the so-called astrophysical beam
dump process [4,5]. Cosmogenic photons can also probe
UHECRs as their flux depends on the characteristics of the
sources, as well as on the nature of the parent nuclei.
Finally, EeV photons might probe new physics, as their
detection would be a smoking gun for dark matter
composed of superheavy particles decaying to photons
or other exotic scenarios [6–8].
Due to the low photon and cosmic-ray fluxes, the photon

search can presently only be done through large ground-
based detectors that exploit the phenomenon of extensive
air showers. The identification of photon primaries relies on
the ability to distinguish the showers generated by photons
from those initiated by the overwhelming background of
protons and heavier nuclei. Since the radiation length in the
atmosphere is more than 2 orders of magnitude smaller than
the mean free path for photo-nuclear interactions in the
ultrahigh energy range, in photon showers the transfer of
energy to the hadron/muon channel is much smaller than in
hadron-induced air showers, resulting in a lower number of
secondary muons. Additionally, as the development of
photon showers is delayed by the typically small multi-
plicity of electromagnetic interactions and even further in
the EeV energy range due to the LPM effect [9], the depth
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of the shower maximum, Xmax, is deeper in the atmosphere
with respect to showers initiated by hadrons.
In this work, a search for photons at energies above

1 EeV using the Auger data is presented. The paper is
structured as follows: Sec. II provides a brief description of
the Pierre Auger Observatory and of its hybrid operating
mode, combining a surface detector array (SD) with a
fluorescence detector (FD). In Sec. III, we will introduce a
new method for calculating a parameter, Fμ, related to the
muonic component of an air shower. The method is based
on air shower universality in combination with the high-
quality reconstruction of hybrid events, simultaneously
observed by the FD and the SD. The analysis is applied
to 12 years of high-quality selected data, as discussed in
Sec. IV. To fully exploit the hybrid approach, Fμ is
combined with the depth of the shower maximum, Xmax,
measured by the fluorescence detector of the Pierre Auger
Observatory in a Fisher discriminant analysis in Sec. V. The
expected background resulting from hadronlike showers is
examined in Sec. VI. The result of the application of the
selection strategy to data is detailed in Sec. VII. In the
absence of any significant signal, we establish upper limits
on the integral photon flux, which are presented in
Sec. VIII, along with their associated systematic uncer-
tainties. Finally, the implications of the derived results are
briefly discussed in Sec. IX.

II. THE PIERRE AUGER OBSERVATORY

The Pierre Auger Observatory [10], located near the
town of Malargüe in the Argentinian Pampa Amarilla, is
the largest cosmic-ray observatory to date, offering an
unprecedented exposure to EeV photons. A key feature of
the Pierre Auger Observatory is its hybrid concept, based
on the combination of measurements provided by a surface
detector array and a fluorescence detector. The surface
detector consists of 1600 water-Cherenkov detector (WCD)
stations arranged on a triangular grid with a spacing of
1500 m, covering a total area of about 3000 km2.
The SD samples the shower density at ground level, i.e.,

the distribution of particles as a function of the distance
from the shower axis, with a duty cycle of 100%. Moreover
the time profiles of the signals recorded with the WCDs
can be used to build observables which are sensitive to the
nature of the primary cosmic ray. The SD is overlooked by
27 fluorescence telescopes, located at four sites at the
border of the array, with field of view of 30° × 30°. The FD
records the longitudinal shower development in the atmos-
phere above the SD, and it can only be operated during
clear, moonless nights, reducing the duty cycle to 15%.
The FD provides a direct observation of the longitudinal
shower profile, which allows for the measurement of the
energy, E, and of the Xmax of a shower. Each fluorescence
telescope hosts a camera of 440 photomultipliers (pixels).
The pattern of triggered pixels in the telescopes along with
their trigger times are used to reconstruct the geometry

of the incoming showers. At this level, the temporal
information provided by even a single station of the SD
can greatly improve the accuracy in determining the shower
direction and its impact point at the ground (hereafter
named as core). Once the geometry is reconstructed, the
energy deposited in the atmosphere by secondary particles
can be derived through the measurement of the fluores-
cence light emitted by nitrogen molecules during the
passage of the shower through the atmosphere. This is
done by making use of the optical properties of the atmo-
sphere provided by several instruments continuously mon-
itoring the volume over the array, as described in [11,12].
The energy of the primary particle is finally derived in a
calorimetric way as the integral of the fit of a modified
Gaisser-Hillas function to the observed longitudinal
profile [13,14], and corrected for the invisible energy
fraction carried by neutrinos and muons by following a
data driven approach [15].

III. SEARCH FOR PHOTONS IN THE CONTEXT
OF AIR SHOWER UNIVERSALITY

In this work, we will perform the photon-identification
using hybrid events, i.e., events detected by the FD in
combination with the SD. The main signature of a photon-
induced air shower is a larger atmospheric depth at the
shower maximum and a lower number of muons than the
bulk of hadron-induced background. In Fig. 1, the distri-
butions of Xmax and the number of muons are shown for
simulated air showers initiated by proton (red), photon

FIG. 1. Xmax and number of muons distributions for simulated
air shower initiated by proton- (red), photon- (blue), iron- (black)
primaries, at 1 EeV (dashed) and 10 EeV (solid). Contour lines
enclose the 90% of the distribution for each primary type. The
CONEX [16] air-shower generator was used for this plot.
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(blue), and iron (black) primaries at 1 and 10 EeV. Photon-
initiated showers are well separated from showers initiated
by hadrons in both cases. The CONEX [16] air-shower
generator was used for this plot.
Although the SD observes showers at a fixed depth, the

specific characteristics of the longitudinal development and
the relative weight of shower particle components are
embedded in the detected signals. To extract this informa-
tion, we developed a new variable, Fμ, related to the
muonic content of the shower, derived in the context of air
shower universality. The general idea behind air shower
universality is that the energy spectrum of the secondary
particles produced during the shower development, as well
as their angular and lateral distributions, depend only on the
energy of the primary and on the stage of the shower
development [17,18]. Thus the average properties of an
EAS can be described by a few macroscopic shower
characteristics. In general, for a given detector, it is possible
to predict the signal produced by secondary particles at the
different stages of the shower development. For the specific
case of the SD detector, the total signal in eachWCD can be
modelled as the superposition of four components: Sμ for
muons, Seγ for e� and γ from high-energy pions, SeγðμÞ for
e� and γ from muon decays, SeγðhadÞ for e� and γ due to
low-energy hadrons. A parametrization of each signal
component for the WCD of the Pierre Auger
Observatory was derived in [19,20]. The relative contribu-
tions of the described four components to the expected
overall signal of a surface detector station are visualized in
Fig. 2 for an exemplary simulated proton of about 30 EeV.
The predicted total signal, Spred, can be expressed as

Spred ¼
X4
i¼1

Si ¼
X4
i¼1

fiðFμÞSi;comp; ð1Þ

where i runs over the four components, Si;comp is the signal
of each component that, according to the universality
model, depends only on the primary total energy E, on
Xmax, and on the geometry of the shower. The dependence
on the mass of the primary particle is factorized and entirely
contained in the terms denoted as fi.
More specifically, the variable Fμ is defined as the ratio

of the signal due to the muonic contribution Sμ, and its
reference value Sμ;ref calculated for a proton-induced shower
in a way that a value of Fμ significantly less than one is
indicative of a large deviation from a hadronic shower.
The proposed method aims at maximizing the benefit of

combining the predictive power of the universality model
with the accuracy in the determination of E, Xmax, and
shower geometry provided by the hybrid reconstruction.
Namely, Si;comp can be directly calculated for each station
involved in a hybrid event using as input the hybrid-
reconstructed E, Xmax, and shower geometry while Fμ can
be derived using the measured signal in a station of the SD,
defined as Srec, by reversing Eq. (1) and then fixing
Spred ¼ Srec as in the following equation:

Fμ ¼
Srec −

P
ið1 − αiÞSi;compP

iαiSi
: ð2Þ

The terms αi account for the correlation between the i-th
component and the muonic component, where the coef-
ficients αμ ¼ αeγðμÞ ¼ 1.

IV. DATASET

This section details the dataset used for the search for UHE
primary photons. The presented analysis is based on selected
hybrid data collected from January 1, 2005 to December 31,
2017. We adopted a blind analysis approach, which consists
in extracting a subsample of the data, corresponding to 5% of
the total and called burnt sample, to define and optimize the
analysis performance and to study the expected background
for this analysis. The hybrid dataset effectively used in the
search for photons, after the subtraction of the burnt sample,
amounts to about 2.8 million events.

A. Hybrid data selection

Several selection criteria are applied to ensure a good
quality and optimal resolution on reconstructed shower
parameters, such as geometry, E, and Xmax. The event
selection is inspired by the strategy adopted for previous
hybrid analyses, both for mass composition measurements
[21] and for photon searches with hybrid events [22–24].
It is carried out through four levels: preselection, geometry,
longitudinal profile, and quality of the atmosphere.

FIG. 2. Conceptual visualization of the surface detector signal
components as a function of time, according to the universality
paradigm [20].
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1. Preselection

The initial dataset consists of all events passing the
conservative trigger requirements implemented in the data
acquisition [10]. Consequently, it still includes events to be
removed for this analysis (e.g., lightning or low-energy
events with a random-coincidence station). Events are
rejected if the reconstruction process failed or if they have
been recorded during time periods with known detection
system issues (e.g., problems with the communications
system or with unstable photomultipliers) or eventually
without good FD or SD working conditions mostly occur-
ring during the construction phase of the observatory.

2. Geometry

To ensure that the probability of a trigger from at least
one SD station is unity above 1 EeV regardless of the
primary particle type, it is required that the station selected
in the hybrid reconstruction is within 1500 m from the
shower axis. The angular track length, defined as the
angular separation between the highest and lowest eleva-
tion FD pixels in the track, has to be larger than 15°. Events
are selected if they land within a maximum distance from
the triggered telescope such that the WCD trigger effi-
ciency remains flat within 5% [23,25] when shifting
the energy scale by its systematic uncertainty, i.e., by
�14% [26]. This distance, derived from simulations in
previous studies, is parametrized in different energy inter-
vals, and is mostly independent of the mass composition
and hadronic models [23,25]. Only events with zenith angle
up to 60° are considered for this analysis. More inclined
events are not included because the absorption of the
electromagnetic components of the air shower in the
atmosphere would be too high and the resultant trigger
efficiency for photons too small in particular at the lowest
energies. As a consequence of these geometrical selection
criteria, a resolution of about 40m in the reconstructed core
position and of 0.5° in the determination of the arrival
direction are reached for events with energy above 1 EeV.

3. Longitudinal profile

The accuracy in the measurement of the longitudinal
profile of a shower affects the resolutions on the recon-
structed energy and depth of the shower maximum, Xmax. A
viewing angle between the shower axis and the telescope
larger than 20° is required for rejecting events pointing
towards the FD which have a large Cherenkov-light
contamination. Biases in the reconstruction of the longi-
tudinal profile are reduced by requiring that the observed
Xmax is in the telescope field of view, and the fraction of
gaps in the profile is smaller than 20% of the total observed
length. Moreover, only events with a relative uncertainty on
the calorimetric energy smaller than 20% are accepted.
These criteria ensure a resolution of the calorimetric energy
at a level of 7% to 8% and a resolution of Xmax below

20 g cm−2, in line with the standard hybrid analyses
conducted at the Pierre Auger Observatory [21,27].

4. Quality of the atmosphere

To exclude reflections or obscuration of fluorescence
light by clouds, it is necessary to operate in a clean
atmosphere, according to the combined information pro-
vided by several monitoring devices installed at the Pierre
Auger Observatory [11,12]. In particular, events are
rejected if either the sky projection provided by the infrared
cloud cameras or the ground-level projection provided by
the GOES (Geostationary Operational Environmental
Satellites) [28] indicates the presence of clouds over the
array. When no data from these monitoring systems are
available, the event is accepted only if during the data
taking the average cloud fraction reported by lidars
operating at the FD sites is below 25%. Finally, time
periods with poor viewing conditions are excluded, requir-
ing that the vertical aerosol optical depth (VAOD), mea-
sured by the central laser facilities, integrated from the
ground to 3 km is smaller than 0.1.

B. Universality and SD data selection

The minimum requirement for accepting a signal from an
SD station participating in a selected hybrid event is
assessed using simulations. The simulated showers have
been produced using CORSIKA [29] version 7.64, with EPOS-

LHC [30] as the model for the description of the hadronic
interactions at the highest energies, and FLUKA [31] at
lower energies. The showers are generated in the energy
and zenith-angle ranges of interest for this analysis, i.e.,
between 1017.5 eV and 1019.5 eV, with angles between 0°
and 65°. The overall simulated data sample consists of about
3 (6) million proton (photon)-initiated events. The simu-
lation and reconstruction pipeline is based on the Off line
software [32] which combines a detailed simulation of the
FD and light propagation through the atmosphere with a
Geant4-based [33] simulation of the SD. The detector
response is reproduced accounting for the time-dependent
configuration of the observatory, that is, considering the
actual status of the FD and SD data acquisition and the
measured conditions of the atmosphere as a function of time,
following the approach described in [25].
As shown in Fig. 3, the selection criteria for accepting

signals in the SD stations are derived by studying the
correlation between the reconstructed and predicted signal,
for simulations and for hybrid data. Between 6 and
800 VEM, the accuracy of the parametrization is better
than 10%. Biases appear below 6 VEM,1 due to trigger
effects, and above 800 VEM because of saturation effects.

1The signals reconstructed in the SD stations are measured in
units of the signal produced by a vertical muon traversing the
detector (VEM).
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Thus, stations are included in the analysis if their signal size
is in the range between 6 and 800 VEM. Hybrid data from
the burnt sample (solid orange line) agree with expectations
at the level of 10% within the selected region.
The performance of the Fμ calculation is studied as a

function of the distance from the shower core by using
proton-initiated showers. In particular, as shown in Fig. 4,
the overall uncertainty in Fμ at distances less that 600 m
(set as lower edge for this analysis) becomes very large and
is dominated by the contribution due to the resolution of the
geometric reconstruction in combination with the steepness
of the air shower lateral distribution close to the axis.
Moreover, above 600 m the overall uncertainty on Fμ

stabilizes within 15% up to the highest distances. The
additional contributions to the overall uncertainty in Fμ

(also shown in Fig. 4) are due, on the one hand, to the
fluctuations of the signal and, on the other hand, to the
reconstruction of the hybrid observables, such as energy
and Xmax. When multiple stations meet the described
selection criteria for a given event, the weighted average
of Fμ is calculated using the inverse of each station’s
uncertainty as the weight.
Table I shows the effect of the selection criteria on the

data. Overall, out of the 2 990 303 events in the full dataset,
68 886 events are selected while in the simulation samples,
the same selection pipeline yields 17 215 proton-initiated
events and 22 237 photon-initiated ones.

V. COMBINING FD AND SD OBSERVABLES:
THE MVA APPROACH

The selection criteria discussed in Sec. IV ensure a good
resolution of the two key variables for photon/hadron
separation, Xmax and Fμ. Their distributions are shown
in panels (a) and (b) of Fig. 5, respectively, for photon
(signal) and proton (background) initiated showers within
the energy range from 1018.0 to 1018.5 eV. These simu-
lations are reweighted assuming a power-law energy
distribution dN=dE ∝ E−Γ with spectral index Γ ¼ 2.7
for protons and Γ ¼ 2.0 for photons, motivated by previous
Auger photon searches [23,34]. Panels (c) and (d) illustrate
the dependence of Xmax and Fμ on energy. Overall, the
discussed variables provide an excellent separation power

FIG. 3. Correlation between reconstructed and predicted signal
for EPOS-LHC proton simulations (blue dots) with energies in the
range of 1017.5 to 1019.5 eV. The region enclosed between the
dashed white lines contains 68% of the distribution. Trigger
effects are visible on the left, and saturation effects on the right,
both extending beyond the region enclosed by the dashed lines.
Hybrid data from the burnt sample are shown on top of
simulations (solid orange line).

FIG. 4. Uncertainty on Fμ, σFμ
, (black solid line) as a function

of the distance to the shower core. The colored lines show the
different contributions: signal (orange, solid), geometry (blue,
solid), energy (magenta, dashed), and Xmax (blue, dotted). The
dashed gray vertical line marks the lower edge of the allowed core
distance for this analysis (600 m).

TABLE I. Hybrid data: event selection criteria, number of
events at different selection levels with the cut efficiency ε,
calculated with respect to the preceding cut. See text for details on
the definition of the selection levels.

N ε (%)

Raw sample 2 990 303
Preselection 1 103 316 36.9
Geometry 393 651 35.7
Profile 198 933 50.5
Atmosphere 133 741 67.2
Universality 68 886 51.5
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between the considered primary species. While the sepa-
ration power for this analysis is comparable to that used
in [23], the Fμ-based criterion provides a selection effi-
ciency that improves with energy, exceeding that used
in [23] above 2.5 EeV and reaching 100% at the highest
energies. Furthermore, Fμ is almost independent of the
primary particle energy, whereas Xmax shows a logarithmic
dependence on the energy.
The performance of the combined observables in terms

of photon/hadron separation is expected to surpass that of
each variable separately, as illustrated in panel (a) of Fig. 6.
The blue (red) contour lines enclose 90%, 50%, and 10% of

the photon (proton) distributions. They have clearly sep-
arated peaks, with minimal overlapping tails. The Fμ and
Xmax parameters do not show any significant degree of
correlation.
To maximize the potential of the hybrid approach, Fμ is

then combined with Xmax within the framework of a
multivariate analysis (MVA). The dependence of the two
variables on the energy is also taken into account as an
additional parameter. In the following, the variable defined
as Eγ ¼ ð1þ 1%ÞEcal will be used as an estimator for the
primary (photon) energy. Ecal is the calorimetric shower
energy reconstructed by the FD and the factor 1% accounts

(a) (b)

(c) (d)

FIG. 5. Distributions of the reconstructed Xmax (a) and Fμ (b) for photon-initiated (blue) and proton-initiated (red) air showers, with
energies ranging between 1018 eV and 1018.5 eV. The evolution of the average Xmax and Fμ with respect to energy are shown in panels
(c) and (d) for protons (red) and photons (blue). The shaded areas enclose 1 standard deviation.
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for the invisible energy contribution due to neutrinos and
high-energy muons penetrating underground [36]. Eγ will
be used as default for simulations and data, independently
of the nature of the primary particle.
More specifically, a Fisher discriminant analysis [37]

was performed, using three input parameters, Fμ, Xmax,
and log10ðEγÞ combined linearly to obtain a Fisher dis-
criminant, f. The event classification is then made in the
transformed f space. The linear discriminant analysis
identifies an axis in the hyperspace of the input variables
such that, when projecting the output classes (signal and
background) along this axis, the separation between the two
classes is maximized, while the dispersion of the simulated
events within each class is minimized. The use of a Fisher
discriminant analysis is an appropriate choice for this case
as it provides a robust event classification for uncorrelated
input observables, which is the case for Fμ and Xmax. In
addition to that, the discriminant can be calculated ana-
lytically for each event. In Fig. 6(b), the distribution of the
Fisher discriminant is shown for simulated photons (blue)
and protons (red), along with data from the burnt sample
(black). The vertical red line indicates the value of the
Fisher discriminant (f ¼ −1.3) above which the back-
ground begins to decrease nearly exponentially, while the
photon selection efficiency is still very close to 100%; the
blue line indicates the median of the photon distribution.
Assuming photons as signal and proton as background,
the background rejection power as a function of signal
efficiency is shown in the inset panel of Fig. 6(b). As an

example, for a signal efficiency of 50% (dashed blue line), a
background rejection at the level of 99.75% is achieved.

VI. BACKGROUND EXPECTATION

For this analysis, the expected amount of background is
calculated from data. Firstly, the distribution of the Fisher
discriminant f has been parameterized above the value
f ¼ −1.3 introduced in Sec. V. The shape of the distribu-
tion has been modeled based on proton simulations,
assuming an exponential function m defined as

mðfjA; BÞ ¼ NðA; BÞe−ðAf2þBfÞ; ð3Þ

where A and B are shape parameters and N is a normali-
zation factor, calculated by requiring that the integral of m
above −1.3 equals the number of events in the burnt sample
in the same range of f. The fit of the Fisher distribution to
the burnt data is shown in Fig. 7 as a red line superimposed
to data points. The 1σ fit uncertainties are included as a
red band.
A possible photon contamination in the burnt sample

cannot be excluded: a related systematic effect has thus
been studied by using a jackknife technique [38]. This is a
resampling technique, which involves a leave-one-out
strategy for the estimation of the parameters (in this case,
A and B) in a dataset of n observations. A detailed
description of the background estimate, along with the
values of the parameters A and B and the corresponding
uncertainties is given in the Appendix A.

(b)(a)

FIG. 6. (a) Xmax-Fμ distributions for photons (blue) and protons (red). Contour lines enclose the 90%, 50%, and 10% of the
distributions of the events, reweighted to a realistic power law spectrum E−Γ (Γ ¼ 2.7 for protons and Γ ¼ 2.0 for photons) [35].
(b) Distribution of the Fisher discriminant for simulated photons (signal, blue) and protons (background, red), and for the burnt sample
(black). The vertical red line indicates the value of the Fisher discriminant (f ¼ −1.3) above which the background begins to decrease
nearly exponentially, while the photon selection efficiency is still very close to 100%; the blue line indicates the median of the photon
distribution. Inset: background rejection as a function of signal efficiency obtained with the Fisher discriminant analysis.
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The distribution of the Fisher discriminant for the
extrapolated background is shown as a dashed blue line
in Fig. 7.
The extrapolation of the background is thus used to

determine the optimal value of the Fisher discriminant cut,
fγ , for selecting photon candidates. The upper limit values
can be optimized by following the approach described
in [39], in the case of signal nonobservation. In this way, fγ
has been found to be approximately at the median of the

Fisher discriminant distribution for photons. The median
value (fγ ≃ 1.4, blue vertical line in Fig. 6), has been
adopted as photon candidate cut. Finally, the number of
expected false-positive events in the full hybrid dataset can
be calculated by integrating the function describing the
extrapolated background above fγ, and it yields 30� 15.

VII. PHOTON SEARCH IN DATA

The method is applied to the full hybrid data sample that,
after the application of the selection criteria described in
Sec. IV, results in 68 886 hybrid events of which 26 752
have Eγ above 1018 eV.
The distribution of f, obtained by combining Xmax and

Fμ in the dataset, is displayed in Fig. 8(a) where the vertical
dashed blue line represents the photon selection cut. In
Fig. 8(b) the tail of the Fisher distribution (f > −1.3),
enclosing ∼5600 events (black points), is shown along with
the shaded blue bands representing the expected back-
ground, with uncertainties at different sigma levels.
As one can see, the data distribution is compatible with

that from the expected background. The median selection
cut yields 22 candidates, which is well-consistent with the
expectation of 30� 15 false-positive candidates, as calcu-
lated in the previous section. The general characteristics
of the candidate events are summarized in Table II, where
Eγ , Xmax, Fμ, the UTC time, and the value of the Fisher
discriminant are reported for each candidate.
The candidate event with the highest Fisher value has

the peculiarity of having a very deep Xmax. The event,
labeled with the ID 3478968 was detected on May 22, 2007
at 02∶58:14 UTC. The atmospheric conditions at the time of
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FIG. 7. Distribution of the Fisher discriminant for the burnt
sample (black points), together with the fit to the m function (red
line) and the 1σ uncertainty (red band). The dashed blue line
shows the background expected in the full hybrid data sample.

(a) (b)

FIG. 8. (a) Fisher discriminant distribution of the selected hybrid data sample; (b) Tail of the Fisher discriminant distribution
(f > −1.3) of the hybrid data sample (black dots). The vertical dashed line represented the photon-median cut. The shaded blue areas
show the 1, 2, 3σ uncertainties in the expected background.
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the event were checked and found to be optimal, with
a measured VAOD of 0.02 and no cloud coverage.
The hybrid reconstruction yields an energy Eγ ¼
ð1.73� 0.16Þ × 1018 eV, a depth of the shower maximum
Xmax ¼ ð1245� 57Þ g cm−2, and a zenith angle θ ¼
ð56.7� 1.0Þ°. The footprint of the event on the SD array
is characterized by six triggered stations. Out of them, only
three stations pass the selection criteria for the calculation
of Fμ described in Sec. IV. The station with the largest
signal size is, in fact, rejected because it is too close to the
core, while the other two excluded stations are rejected
because of their small signal size. The Fμ associated with
this event is 0.75� 0.41. By combining it with the value
of Xmax, the resulting value of the Fisher discriminant is
f ≃ 2.87 The event was also cross-checked with SD-based
information. Namely, the rise time of the signals in the
triggered stations has been analyzed and found to be
consistent with an event developing late in the atmosphere.
To study more in detail this specific candidate, 2000

proton showers, characterized by the same geometric
configuration and energy as the candidate, were simulated
(see Fig. 9) with CORSIKA using EPOS-LHC as the model for
high-energy hadronic interaction. It turns out that only
three proton events (blue dots) lie beyond the photon cut at
the energy of the candidate but none out the 2000 ones
exhibit a Fisher value larger than that of the candidate (blue
cross), namely fc ¼ 2.87. The probability to observe a
background event with the same zenith angle and energy
that yields to a Fisher value larger than fc is consequently
< 1=2000. However, because Xmax and Fμ can combine to

form a Fisher value larger than fc for showers whose zenith
angle and energy lie anywhere in the parameter space
explored in the analysis (“look-elsewhere” effect [40]), this

TABLE II. Details of the events selected by the photon candidate cut.

UTC time lgðEγ=eVÞ Xmax=ðg cm−2Þ Fμ θ=∘ Fisher

June 22, 2006 07∶27:16 18.31 987.7 0.42 38.7 1.57
June 27, 2006 03∶01:26 18.01 1039.9 0.39 47.6 2.12
May 22, 2007 02∶58:14 18.24 1245.2 0.75 56.7 2.87
August 10, 2007 03∶05:06 18.02 907.6 0.22 43.6 1.46
December 15, 2007 06∶29:00 18.00 913.4 0.29 47.8 1.40
March 26, 2009 06∶34:56 18.10 938.9 0.11 39.0 1.84
October 19, 2009 06∶54:20 18.29 1008.7 0.52 47.8 1.57
October 21, 2009 03∶51:13 18.01 1010.4 0.59 59.3 1.58
January 19, 2010 03∶55:42 18.21 796.3 −0.23 22.7 1.36
October 3, 2010 05∶07:00 18.01 1019.9 0.52 49.6 1.75
October 16, 2010 07∶33:46 18.14 984.7 0.45 47.3 1.57
June 26, 2011 05∶17:41 18.17 935.6 0.07 30.8 1.86
July 5, 2011 06∶17:13 18.02 1109.3 1.01 57.2 1.57
August 3, 2011 01∶59:06 18.20 944.3 0.20 54.6 1.68
December 22, 2011 05∶31:33 18.08 932.7 0.02 44.2 1.96
November 13, 2012 06∶51:13 18.04 967.5 0.48 35.0 1.45
June 30, 2013 02∶01:08 18.04 1061.8 0.86 41.7 1.47
March 15, 2015 06∶32:28 18.48 1001.9 0.45 51.8 1.55
March 8, 2016 01∶23:38 18.04 954.3 0.29 54.5 1.67
July 5, 2016 06∶01:34 18.12 917.0 0.07 48.1 1.74
August 11, 2016 07∶52:15 18.07 847.4 0.01 58.5 1.38
June 19, 2017 01∶14:36 18.05 849.9 −0.07 42.4 1.54

FIG. 9. Simulation of 2000 proton showers with the same
energy, geometry, and detector configuration as the most sig-
nificant candidate event with ID 3478968 (blue cross). The
reconstructed Xmax and Fμ of the simulated events are shown as
light red dots. The light blue dashed line shows the photon cut at
the energy of the candidate event. Three out of them are selected
as false-positive photon candidates (blue circles).
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probability is only local. To quantify the compatibility
between the selected candidate and a background event
globally, we have then simulated a large number of showers
to probe the entire parameter space. 100 000 realizations of
the data sample using the extrapolated Fisher distribution
have been generated as a background model. The p-value
characterizing the deviation of fc from the background
model is obtained by counting the number of realizations
with maxðfÞ > fc out of the total. It amounts to 25%,
which gives a very modest overall significance for claiming
that the candidate is a photon.

VIII. PHOTON FLUX UPPER LIMITS

Since no significant excess of photons has been observed
with respect to the background, upper limits on the diffuse
UHE photon flux, ΦCL

γ , are derived as

ΦCL
γ ðEγ > E0

γÞ ¼
NCL

γ ðEγ > E0
γÞ

E γðEγ > E0
γÞ

; ð4Þ

where NCL
γ is the upper limit on the number of photons at a

certain confidence level above an energy threshold E0
γ , and

E γ is the weighted hybrid exposure to photons above the
same E0

γ .

A. The hybrid photon exposure

The raw exposure of the hybrid detector to photons is
calculated following the approach detailed in [25], as

E γ ¼
Z

dt
Z

dΩ cos θ
Z

dSεγðEγ; t; θ;ϕ; x; yÞ; ð5Þ

where εγ is the overall photon efficiency, including detec-
tion, reconstruction, and selection of events. εγ is a function
of zenith angle θ, azimuth angle ϕ, impact position x, y,
time t, and energy Eγ.
The raw exposure E γ is then weighted with a power law

spectrum assuming a spectral index Γ ¼ 2, namely,

E weighted
γ ðEγ > E0

γÞ ¼
R
∞
E0
γ
E−Γ
γ E γðE0

γÞdEγR∞
E0
γ
E−Γ
γ dEγ

: ð6Þ

The resulting behavior of E weighted
γ as a function of the

energy threshold is shown as a solid line in Fig. 10. The
gray shaded band represents the contribution to the syste-
matic uncertainty due to on-time and trigger efficiency,
estimated at the level of �6.4% [23].

B. Upper limits

The calculation of upper limits is carried out through
Eq. (4) for five different energy thresholds, E0

γ , the same as
in [23]. They are listed in the first column of Table III.

FIG. 10. Weighted hybrid exposure for primary photons (solid
line) in the time interval from January 1, 2005 to December 31,
2017, assuming a power-law spectrum with Γ ¼ 2. Systematic
uncertainties due to the on-time and the trigger efficiency are
shown as a gray band. The raw exposure (dashed line) is also
shown for comparison.

TABLE III. Upper limits on the integral diffuse flux of UHE photons (last column). The different energy
thresholds are listed in the first column. The following columns refer to the expected number of background events
Nb along with its statistical uncertainty, the number of photon candidates Nγ , the 95% upper limits and the weighted
exposure.

E0
γ ðEeVÞ NbðEγ > E0

γ Þ NγðEγ > E0
γ Þ N95%

γ ðEγ > E0
γ Þ

E weighted
γ ðEγ > E0

γ Þ
ðkm2 sr yrÞ

Φ95%
γ ðEγ > E0

γ Þ
ðkm−2 sr−1 yr−1Þ

1 30þ15
−15 22 23.38 579 0.0403

2 6þ6
−2 2 9.53 840 0.0113

3 0.7þ1.9
−0.62 0 3.42 976 0.0035

5 0.06þ0.25
−0.06 0 2.59 1141 0.0023

10 0.02þ0.06
−0.02 0 2.62 1263 0.0021
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The values of N95%
γ (shown in the fifth column of the

table) are computed for each specified threshold as the
Rolke [41] upper limit at 95% CL of the observed number
of photon candidates listed in the fourth column. In this
calculation, the expected number of background events and
its largest uncertainty, reported in the second and third
columns respectively, is derived from the parameterization
of the background given in Sec. VI, after normalizing it to
the number of hybrid events above each E0

γ . The weighted

exposure E weighted
γ is displayed in the sixth column.

The integral flux upper limits can also be converted into
photon fractions upper limits, relative to the measured
cosmic rays flux [26], thus leading to 0.15%, 0.21%,
0.15%, 0.26%, 0.77% above the corresponding energy
thresholds given in the first column of Table III.
The limits derived from different analyses published by

the Pierre Auger Collaboration, as well as those published

by other cosmic ray observatories, are illustrated in Fig. 11.
For comparison, in Fig. 11 the expected fluxes of ultrahigh
energy photons based on different assumptions are also
presented. Expectations for two distinct pure-proton sce-
narios [42,43] are plotted, along with a scenario involving a
mixed composition at the sources [44]. While experimental
sensitivities above 3 × 1018 eV are approaching or already
constraining the optimistic expectations for the photon flux
produced by the interaction of protons during propagation,
they remain approximately 1 to 1.5 orders of magnitude
above those derived for the mixed-composition model.
Previous upper limits on the photon flux have constrained

nonacceleration models, especially superheavy dark matter
(SHDM)models attempting to elucidate the origin of cosmic
rays at the highest energies (see, e.g., [23,45]). The upper
limits on the incoming photon flux allow for the constraint of
the mass and lifetime phase space of SHDM particles [6–8].
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FIG. 11. Current upper limits on the integral photon flux determined with data collected by the Pierre Auger Observatory (solid
markers) from [24,45] and preliminary limits from [46]. Additionally, we display upper limits reported by other experiments:
KASCADE-Grande (green crosses) [47], EAS-MSU (green triangles) [48], and Telescope Array surface detector (green squares) [49].
The ranges of expected GZK photon fluxes under the assumption of two different pure-proton scenarios are depicted as the brown and
gray bands (adapted from [42] and [43], respectively). The water green band illustrates the expected GZK photon flux, assuming a mixed
composition that aligns with Auger data [44], while the light blue band signifies the range of photon fluxes expected from cosmic-ray
interactions with matter in the Milky Way [50]. Additionally, the expected photon fluxes from the decay of super-heavy dark matter
particles for different masses and lifetimes are included [51,52]; see text for more details.
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In Fig. 11, expectations for three distinct assumptions
regarding SHDM decay are displayed. For the hadronic
decay (X → qq̄), expected fluxes are shown according
to [51] for SHDM particle masses (MX) of 1018 GeV with
a lifetime (τX) of 3 × 1021 yr, as well as for MX ¼
1012 GeV with τX ¼ 1023 yr, both combinations are cur-
rently within permissible bounds. Considering the decay into
leptons, the expected flux according to [52] is presented for
MX ¼ 1010 GeV with τX ¼ 3 × 1021 yr. With the increas-
ing sensitivity of current photon searches, further constraints
on these values become achievable.

C. Systematic uncertainties

Various sources of systematic uncertainties in the calcu-
lated upper limits were investigated. The main contribu-
tions can be attributed to the systematic uncertainties on the
energy scale [26] and on the Xmax reconstruction [21]. In
particular, shifting all energy values upward or downward
by 14%, the number of candidates changes by þ5−8 above the
lowest energy threshold of 1 EeV, and by þ3−1 above 2 EeV,
while there is no change for the higher energy thresholds.
Similarly, shifting the reconstructed Xmax values by
ΔXmax ¼ �10 g cm−2 the number of candidates changes
by þ6−2 above 1 EeV, while the higher energy intervals are
not affected. The discussed systematic shifts would have
a similar impact on the expected background, as it is
extrapolated from the burnt sample. The influence of these
systematic uncertainties on photon selection efficiency was
also evaluated, leading to a contribution of about 5% from
the uncertainties on the energy scale and ∼14% from the
uncertainties on the Xmax reconstruction. The systematic
uncertainty in the calculation of the hybrid exposure,
estimated at the level of 6.4% (see Sec. VIII A), would
propagate linearly into an additional systematic uncertainty
on upper limits.
Another source of uncertainty is the unknown photon

spectral index, which would reflect into a change in the
exposure. Differences of 15% and 20% are found in the first
two energy intervals when changing the spectral index from
2 to 1.5 and 2.5, respectively. The lack of knowledge of Γ
may also have an impact on the analysis, because a different
spectral index changes the shape of the distributions used
as input variables for the MVA method. However, in the
case of the Fisher discriminant analysis, the impact of the
change in shape has been found to be negligible compared
to the exposure effect.
The choice of a hadronic interaction model can signifi-

cantly impact the differentiation between photons and
protons, given that various models provide unique pre-
dictions for Xmax and the number of muons in showers
initiated by hadronic primaries. The uncertainties inherent
in modeling proton- and nucleon-induced air showers,
which are pivotal for our analysis, may consequently
influence the Fisher discriminant analysis. In this study,

we employed EPOS-LHC as the designated hadronic inter-
action model. Air showers generated using this model
exhibit the highest substantial muon component and the
deepest Xmax when compared to alternative models. This
particular characteristic leads to more conservative upper
limits, as illustrated in [23]. The effects of a different
hadronic model have been investigated by considering
Sybill 2.3c simulations. Notably, we observed a variation
of the upper limits of −14%, −8%, −6%, −2%, andþ2% at
1, 2, 3, 5, and 10 EeV, respectively.

IX. CONCLUSIONS

In this study, we performed a search for EeV photons
using the full hybrid data sample collected by the Pierre
Auger Observatory. The analysis combines the depth at the
shower maximum, Xmax, directly measured by the fluores-
cence detector, with a parameter related to the muonic
component of a shower, Fμ, derived from signals of the
surface detector, exploiting the air-shower universality
paradigm.
The photon selection identified 22 candidates, consistent

with the expected background and its uncertainty. This
result, summarized in Table III, establishes the most
stringent upper limits on the diffuse UHE-photon flux
above various energy thresholds. The limits, determined at
a 95% confidence level, are 0.0403, 0.01113, 0.0035,
0.0023, and 0.0021 km−2 sr−1 yr−1 at 1, 2, 3, 5, and
10 EeV, respectively.
Compared to previous analyses [23], the reported upper

limits exhibit a substantial improvement, up to a factor of
∼3 in the energy region above 3 EeV, where no candidates
were found and the background is compatible with zero.
This result can be attributed to an increase of about 50%

in measurement time in combination with a near doubling
of the event selection efficiency, leading to a threefold
increase of the exposure. Remarkably, the upper limit
above 10 EeV turns out to be at the level of the limit
obtained with the surface detector in the corresponding
energy range [45]. Finally, the enhancement above the
lowest energy threshold is about 40%, primarily attributed
to the inclusion of a background estimate in the calculation
of the upper limits.
While the current limits do not challenge the flux of

photons produced during the propagation of UHECRs
under the assumption of a mixed composition, they begin
to probe the most optimistic predictions of pure-proton
scenarios. Moreover the upper limits on the incoming
photon flux allow for the constraint of the mass and
lifetime phase space of super-heavy dark matter particles.
Finally, the analysis presented in this study can serve as a
complementary method for directional searches from spe-
cific targets or searches in coincidence with observations
from other cosmic messengers such as neutrinos and/or
gravitational waves. Future data will enhance the ability to
constrain different mechanisms expected to produce UHE
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photons. Specifically, the completion of the upgrade of the
Pierre Auger Observatory, AugerPrime [53,54], is expected
to further increase the sensitivity of the analysis.
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DGAPA-UNAM; The Netherlands—Ministry of
Education, Culture and Science; Netherlands
Organization for Scientific Research (NWO); Dutch
national e-infrastructure with the support of SURF
Cooperative; Poland—Ministry of Education and
Science, Grants No. DIR/WK/2018/11 and No. 2022/
WK/12; National Science Centre, Grants No. 2016/22/
M/ST9/00198, No. 2016/23/B/ST9/01635, No. 2020/39/B/
ST9/01398, and No. 2022/45/B/ST9/02163; Portugal—
Portuguese national funds and FEDER funds within
Programa Operacional Factores de Competitividade
through Fundação para a Ciência e a Tecnologia
(COMPETE); Romania—Ministry of Research,
Innovation and Digitization, CNCS-UEFISCDI, Contract
No. 30N/2023 under Romanian National Core Program
LAPLAS VII, Grant No. PN 23 21 01 02 and
Project No. PN-III-P1-1.1-TE-2021-0924/TE57/2022,
within PNCDI III; Slovenia—Slovenian Research
Agency, Grants No. P1-0031, No. P1-0385, No. I0-0033,
No. N1-0111; Spain—Ministerio de Ciencia e Innovación/
Agencia Estatal de Investigación (Grants No. PID2019–
105544 GB-I00, No. PID2022-140510NB-I00, and
No. RYC2019-027017-I), Xunta de Galicia (CIGUS
Network of Research Centers, Consolidación 2021
Grants No. GRC GI-2033, No. ED431C-2021/22, and
No. ED431F-2022/15), Junta de Andalucía (Grants
No. SOMM17/6104/UGR and No. P18-FR-4314), and
the European Union (Marie Sklodowska-Curie
101065027 and ERDF); USA—Department of Energy,
Contracts No. DE-AC02-07CH11359, No. DE-FR02-
04ER41300, No. DE-FG02-99ER41107, and No. DE-
SC0011689; National Science Foundation, Grant
No. 0450696; The Grainger Foundation; Marie Curie-
IRSES/EPLANET; European Particle Physics Latin
American Network; and UNESCO.

APPENDIX A: BACKGROUND ESTIMATION

The goal of this section is to describe the distribution of
the Fisher discriminant for the background. This is
achieved in two steps, as shown in [39]. In the first step,
we study its shape by profiting of the statistics offered by
the proton simulations. Only the rightmost tail of the Fisher
distribution is considered, specifically only the events with
a Fisher discriminant f > −1.3, indicated by the blue
vertical line in Fig. 8(a). This value of the Fisher discrimi-
nant is used because below f0 ¼ −1.3 the photon selection
efficiency is almost 100%.
The tail of the proton distribution is highlighted in

Fig. 12, where two exponential functions, m0 and m, tested
for its description, are superimposed (black dashed and
solid lines, respectively),
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m0ðfjBÞ ¼ N0ðBÞe−Bf ðA1aÞ

mðfjA; BÞ ¼ NðA; BÞe−ðAf2þBfÞ; ðA1bÞ

where A and B are shape parameters, and N0 and N are
the normalizations of m0 and m, respectively. N0 and N are
calculated as a function of the parameters A and B, by
requiring that the integral of m0 and m is equal to the
number of events N0 that have a value of the Fisher
discriminant above f0, thus obtaining

N0ðAÞ ¼ N0B
e−Bf0

ðA2aÞ

NðA; BÞ ¼ N0

ffiffiffiffi
A

p

eB
2=4Aerfc

�
B

2
ffiffiffi
A

p
�
2A
B f0 − 1

��
;

ðA2bÞ

where erfc is the complementary error function. The
parameters obtained from an unbinned likelihood fit of
m0 andm to the tail of the Fisher distribution are reported in
Table IV.
The best-fit model is determined by using a likelihood-

ratio test [55], in which two hypotheses on the shape of the

tail distribution are compared: the null-hypothesis, H0,
according to which it is described by m0, i.e., m0ðfjBÞ ¼
mðfjA ¼ 0; BÞ; the alternative hypothesis,H1, according to
which it is described by mðfjA ≠ 0; BÞ. The likelihood
ratio L ratio results to be ≈4000. The p-value, pvalue,
associated to L ratio is derived by applying the likeli-
hood-ratio test on simulated samples of Fisher values,
generated according to the m0 model and then fitted with
both models. Each sample consists of 30 000 events
(realizations). The resulting distribution of the likeli-
hood-ratios, based on 1 000 000 realizations, is shown in
Fig. 13. As the maximum value attained in 106 trials is
about 1000, i.e., pvalueð1000Þ ≈ 10−6, then pvalue < 10−6,
i.e., the m0 model is discarded in favor of m.
After having derived the shape of the background

from proton simulations, the second step in the characteri-
zation of the background involves the burnt sample. To
finalize the estimation of the background, a fit with the m
model is performed on the burnt sample distribution, as
shown in Fig. 7 (see Sec. VI). The best-fit values of A and B
are 0.38 and −1.55, respectively: they are represented by
the gray dashed lines in Fig. 14, together with the red
ellipses that marks the 1-sigma contour of the statistical
errors.
However, a possible photon contamination in the burnt

sample cannot be excluded: a possibly related systematic
effect has thus been studied by using a jackknife tech-
nique [38]. This is a resampling technique, which involves
a leave-one-out strategy for the estimation of the param-
eters (in this case, A and B) in a dataset of N observations.
The values of A and B calculated as a function of the
Fisher discriminant f with this technique are shown in
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FIG. 12. Tail of the Fisher distribution for protons. The two
black lines represent the fits of the two functions,m0 (dashed) and
m (solid), discussed in the text.

TABLE IV. Values of the parameters A and B obtained from an
unbinned likelihood fit to the tail of the Fisher distribution of
protons, i.e., to events with f > −1.3.

A B

m0 1.55
m 0.42 −1.73

FIG. 13. Likelihood-ratio distribution from the fit of m0 and m
to 106 simulated samples (see text for details).
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Figs. 15 and 16, respectively. The blue shaded area
represents the statistical uncertainties obtained from the
fit. As one can see, the systematic deviations from the
central values (marked by the blue lines) are negligible with
respect to the statistical ones. A systematic uncertainty of
0.01 is then derived from the width of the distribution of the
deviations when projected on the y-axis.
The parameters of the burnt sample obtained from the fit

of the model m to the burnt sample distribution are thus,

A ¼ 0.38� ðstatÞ0.13� ðsystÞ0.01 ðA3aÞ

B ¼ −1.55� ðstatÞ0.13� ðsystÞ0.01: ðA3bÞ

Finally, to extrapolate the parametrization of the Fisher
distribution of the background to the full hybrid dataset, the
normalization of the function m is scaled to the number
of total events in the tail of the distribution, Ndata ¼ 1328,
by setting N ¼ Ndata in Eq. (A2b). The distribution of the
Fisher discriminant for the extrapolated background is
shown as a blue line in Fig. 7. The uncertainties, σf, in
the extrapolation, represented by the blue band, is calcu-
lated as

σf ¼
X

i;j¼A;B

∂m
∂i

kij
∂m
∂j

; ðA4Þ

where i and j run over the parameters A and B, and kij are
the elements of the covariance matrix,

K ¼
�

0.0165 −0.0086
−0.0086 0.0158

�
: ðA5Þ

APPENDIX B: THE MOST SIGNIFICANT
PHOTON CANDIDATE EVENT

In this appendix the characteristics of the most signifi-
cant photon candidate event (ID 3478968, see Sec. VII and
Table II) are discussed in detail. The event has occurred on
22 May 2007, arriving at a zenith angle of about 57°, with

FIG. 14. 1-sigma contour plot of the errors of the parameters A
and B. The dashed lines indicate the values obtained from the fit
of m on the burnt sample.

FIG. 15. Parameter A as calculated with the jackknife technique
(see text), as a function of the Fisher discriminant. The blue line
shows the values obtained from the fit on the burnt sample, while
the blue shaded area show the statistical uncertainties.

FIG. 16. Parameter B as calculated with the jackknife technique
(see text), as a function of the Fisher discriminant. The blue line
shows the values obtained from the fit on the burnt sample, while
the blue shaded area show the statistical uncertainties.
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reconstructed energy Eγ ¼ ð1.73� 0.16Þ × 1018 eV, and
Xmax ¼ ð1245� 57Þ g cm−2.
The hybrid event, detected with both the surface and

fluorescence detectors simultaneously, triggered six sta-
tions of the ground array, providing independent SD
trigger and reconstruction. The FD telescope, Los Leones,
observed the event that triggered 14 pixels, with a total
angular track of around 17°. The event passed all the
selection criteria of the analysis and had the highest Fisher
value in the data sample, 2.87.
In Fig. 17, left panel, the 3D visualization of the event at

the observatory is provided. The fluorescence telescopes
are represented by colored squares, the ground array
stations are marked with gray dots. The line of sight of
the triggered FD pixels looking towards the reconstructed
shower axis are shown as colored lines, and the circles

show the positions of the triggered SD stations. Colors
reflect triggering times: violet corresponds to early and
red to late times. The camera view of the FD telescope
detecting the event is shown in Fig. 17, top right panel:
the horizontal axis corresponds to the azimuth angle in
the FD site local system while the vertical axis is the
angular elevation of the viewing direction of the FD
pixels. Same color code for triggering times, gray pixels
are background triggered pixels not participating in the
event geometry reconstruction. The energy deposit as
a function of the traversed atmospheric slant depth is
shown in Fig. 17, bottom right panel. The fit to the
shower longitudinal profile (red solid line) and its uncer-
tainty (red band) are shown in the figure along with the
position of the shower maximum and its uncertainty
(red point).
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Université Paris-Saclay, 2021.

[40] L. Lyons, Open statistical issues in particle physics, Ann.
Appl. Stat. 2, 887 (2008).

[41] W. A. Rolke, A.M. López, and J. Conrad, Limits and
confidence intervals in the presence of nuisance parameters,
Nucl. Instrum. Methods Phys. Res., Sect. A 551, 493 (2005).

[42] B. Sarkar, K.-H. Kampert, and J. Kulbartz, Ultra-high
energy photon and neutrino fluxes in realistic astrophysical
scenarios, Proc. Sci. ICRC2011 (2011) 198.

[43] G. B. Gelmini, O. Kalashev, and D. Semikoz, Upper limit on
the diffuse radio background from GZK photon observation,
Universe 8, 402 (2022).

[44] A. Bobrikova, M. Niechciol, M. Risse, and P. Ruehl,
Predicting the UHE photon flux from GZK-interactions
of hadronic cosmic rays using CRPropa 3, Proc. Sci.
ICRC2021 (2021) 449.

[45] P. Abreu et al. (The Pierre Auger Collaboration), Search for
photons above 1019 eV with the surface detector of the
Pierre Auger Observatory, J. Cosmol. Astropart. Phys. 05
(2023) 021.

[46] N. González et al. (The Pierre Auger Collaboration), Search
for primary photons at tens of PeV with the Pierre Auger
Observatory, Proc. Sci. ICRC2023 (2023) 238.

[47] W. D. Apel et al., Kascade-grande limits on the isotropic
diffuse gamma-ray flux between 100 TeV and 1 EeV,
Astrophys. J. 848, 1 (2017).

[48] Y. A. Fomin, N. N. Kalmykov, I. S. Karpikov, G. V.
Kulikov, M. Y. Kuznetsov, G. I. Rubtsov, V. P. Sulakov, and
S. V. Troitsky, Constraints on the flux of ∼ð1016 − 1017Þ eV
cosmic photons from the EAS–MSU muon data, Phys. Rev.
D 95, 123011 (2017).

[49] R. Abbasi et al., Constraints on the diffuse photon flux with
energies above 1018 eV using the surface detector of the
Telescope Array Experiment, Astropart. Phys. 110, 8 (2019).
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