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applications†
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Bombarelli d and Francisco J. Martin-Martinez *ae

The practical implementation of deep learning methods for chemistry applications relies on encoding

chemical structures into machine-readable formats that can be efficiently processed by computational

tools. To this end, One Hot Encoding (OHE) is an established representation of alphanumeric categorical

data in expanded numerical matrices. We have developed an embedded alternative to OHE that encodes

discrete alphanumeric tokens of an N-sized alphabet into a few real numbers that constitute a simpler

matrix representation of chemical structures. The implementation of this embedded One Hot Encoding

(eOHE) in training machine learning models achieves comparable results to OHE in model accuracy and

robustness while significantly reducing the use of computational resources. Our benchmarks across

three molecular representations (SMILES, DeepSMILES, and SELFIES) and three different molecular

databases (ZINC, QM9, and GDB-13) for Variational Autoencoders (VAEs) and Recurrent Neural Networks

(RNNs) show that using eOHE reduces vRAM memory usage by up to 50% while increasing disk Memory

Reduction Efficiency (MRE) to 80% on average. This encoding method opens up new avenues for data

representation in embedded formats that promote energy efficiency and scalable computing in

resource-constrained devices or in scenarios with limited computing resources. The application of eOHE

impacts not only the chemistry field but also other disciplines that rely on the use of OHE.
1 Introduction

The rapid advancement of Deep Learning (DL) models and
algorithms has ushered in an unprecedented era of possibilities
for analyzing and leveraging chemical data. This revolution
covers molecular discovery,1,2 chemical synthesis,3,4 and prop-
erty prediction,5,6 among other diverse domains.

The practical implementation of DL models in chemistry
relies on encoding chemical structures into machine-readable
formats for computational tools. Among the machine-
readable molecular representations used in chem-
informatics,7,8 this work focuses on the use of three widely used
string-based molecular graph representations, and particularly
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their use in the context of generative models: the Simplied
Molecular Input Line Entry System (SMILES),9,10 which facili-
tates the specication of molecular structures through simple
rules, DeepSMILES,11,12 which addresses syntax issues that
SMILES present in generative models, and the SELF-referencing
Embedded Strings (SELFIES),12 which was developed more
recently to address some invalid molecular structures generated
by SMILES and DeepSMILES, even when specic models were
used ad hoc to avoid such molecule invalidity.13,14

SMILES, DeepSMILES and SELFIES need further encoding
into numerical representations understandable by DL algo-
rithms. Codication methods like One Hot Encoding (OHE),
Ordinal Encoding (OE),15 or Morgan ngerprints (MFP)16

simplify these N-sized alphanumeric representations into
simpler numerical matrices. OHE treats all variables as inde-
pendent, OE considers correlations between variables,17 while
MFP captures structural and chemical features. Because of its
simplicity, OHE has been especially popular and commonly
applied across models. OHE represents each category in an
orthogonal dimension of a vector space, avoiding any ambiguity
between categories. There are already some alternative methods
for embedded data representation, such as torch.nn.Embed-
ding, but this approach requires a training phase and does not
allow direct interpretability of the data. Regardless of its
applicability, OHE comes with some drawbacks, including the
Digital Discovery
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need of a dictionary for mapping categorical features into vector
indices, the inability to handle new and unseen categories, the
potential for a signicant increase in dimensionality, and the
creation of sparse vectors containing mostly zero values, which
can lead to large memory usage (both vRAM and disk memory)
and slower computation.18 To address some of the OHE's
pitfalls, we propose an embedded OHE (eOHE), a conceptually
different interpretable representation19 that concentrates rather
than expanding the machine-readable data, i.e., embedding,
while preserving data integrity. Similar to OHE, this eOHE
captures the chemical characteristics of molecular graphs, but
it decreases the OHE dimensionality while addressing issues
related to highly sparse arrays. The interconversion between
OHE and eOHE is possible, thus maintaining the structure and
meaning of the data. This bidirectional conversion ensures that
the interpretability of the data is preserved, as the trans-
formation process is straightforward and based on well-dened
rules and equations given in the Methods section. It also opens
new avenues within the community to develop embedded
representations that increase the computational efficiency
without compromising the performance.

To demonstrate our concept, we have tested two DL models,
a variational autoencoder (VAE)12 and a recurrent neural
network (RNN).2 VAEs1 transform discrete molecular graphs
into a continuous representation of molecules, commonly
referred to as the latent space. The entire training process is
optimized using Bayesian methods,20,21 and navigating this
latent space enables the discovery of new molecules.22–26 A
decoder learns how to translate the continuous representation
of the latent space back into discrete molecules. RNNs27,28 are
sequential DL models in which the output of the previous step
is used as an input for the current step. RNNs have been
extensively used in predicting chemical properties29–31 and in
generative models.2,12 While several generative models, such as
Generative Adversarial Networks (GANs),32–34 diffusion
models35,36 and normalized ow models,37 have found applica-
tion in generating new molecules as well, we believe that VAE's
and RNN's proven effectiveness for molecular discovery and
property prediction make them ideal benchmarks for testing
the performance of eOHE.

We have adopted the work of Krenn et al.12 on VAEs and
Skinnider et al.2 on RNNs as our benchmark, which allow us to
leverage their code availability for performing this eOHE feasi-
bility study. Nevertheless, eOHE could be tested in the future in
a larger range of model architectures. To maintain the integrity
of the models and to enable a fair evaluation of the proposed
eOHE, we have chosen not tomodify the hyperparameters of the
original benchmark studies taken as reference, as well as the
proportion of data splitting for training and testing, choosing
instead to rely on their original congurations. This decision is
rooted in our explicit aim to isolate the effect of eOHE. By doing
so, we ensure that the observed differences in performance are
a direct consequence of the encoding method itself, rather than
any adjustments in the models' hyperparameter optimization.
While further improvement on the performance of VAEs and
RNNs is possible if hyperparameters are optimized alongside
the implementation of eOHE, such optimization is outside the
Digital Discovery
scope of our current investigation, which is focused solely on
the impact of eOHE.

The implementation of eOHE reduces the use of computa-
tional resources, particularly the vRAM memory allocated per
GPU with the VAE model. We believe that the implementation
of eOHE opens up new avenues for data representation in
embedded formats that promote energy efficiency and scalable
computing in resource-constrained devices or in scenarios with
limited computing resources. The application of eOHE impacts
not only the chemistry eld but also other disciplines that rely
on the use of OHE to encode categorical data. It is important to
highlight that eOHE is an encoding method specially designed
to handle categorical data and is not intended for continuous or
numerical data.
2 Methods
2.1 Embedding One Hot Encoding

The general idea of eOHE is to encode each discrete alphanu-
meric token of an ‘-sized alphabet into a few real numbers
instead of sparse vectors of dimension ‘.

The ‘ dimensions of the OHE dictionary of alphanumeric
tokens, which usually constitute the x-axis of the OHE matrix
representation, are reduced by a factor of q as a result of this
embedding. A reduced dictionary of tokens with p elements
instead of ‘ is produced according to eqn (1),

‘ = p × q (1)

where ‘ is the length of the OHE dictionary of tokens, p is the
length of the reduced eOHE dictionary aer embedding, and q is
the reduction factor. Based on eqn (1), ‘ needs to be factorizable
by p and q. When this is not the case, we increase the number of
tokens in the OHE dictionary by 1 until ‘ becomes factorizable. A
deeper discussion on the addition of extra elements to the OHE
dictionary, as well as on the dependency of learning outcomes
with the order in which the tokens are organized within the
dictionary, is available in the ESI.† Furthermore, from all the
possible pairs of p and q, we always select the pair with the
smallest p value to achieve the highest dimensionality reduction
possible. The feasible values for the pair p–q vary depending on
the database and the subsequent subsets because the set of
molecules being considered determines the size of OHE dictio-
nary of tokens, ‘. More details about feasible values for p and q, as
well as all the values for the selected data sets considered in this
work, are provided in the ESI.†

This dimensionality reduction implies that the positions of
the tokens in the OHE dictionary, k, are embedded into a new
key k̂, which determines the matching positions of each token
in the eOHE representation. k̂ values are generated by eqn (2)

k̂ ¼
�
k

q

�
(2)

where the symbol P R denotes the oor function. The new keys k̂
range in the interval [0, p − 1], and each u-th k̂ compresses
a range of keys from uq to (u + 1)q − 1, as presented by the
equation:
© 2025 The Author(s). Published by the Royal Society of Chemistry
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k = {uq, (u + 1)q − 1} (3)

where the u-th k̂ takes values u = 0, 1, 2,., p − 1, as mentioned
previously.

For instance, if p= 3, q= 8 and ‘= 24, values from k= {0,.,
7} are compressed in k̂ = 0, values from k = {8, ., 15} are
compressed in k̂ = 1, values from k = {16, ., 23} are
compressed in k̂ = 2, and so on, according to eqn (1)–(3).

Once the fundamental reduction factor is set and the posi-
tions of the tokens in the OHE dictionary, k, are embedded into
k̂, we proceed with data embedding. In this work, we have
explored two different versions of data embedding to demon-
strate the impact of eOHE.

Version 1 (eOHE-v1) applies a linear dimensionality reduc-
tion of data, following eqn (4),

v1ðr; qÞ ¼ rþ 1

q
(4)

where v1(r, q) is the normalized embedded value (from 0 to 1), q
is the already-dened reduction factor, and r is an auxiliary
parameter dependent on k and q. In practice, r is dened as the
rest from mod(k,q × k̂) following eqn (5).

rðq; kÞ ¼ mod
�
k; q� k̂

�
¼ k � q� k̂ ¼ k � q

�
k

q

�
(5)

Version 2 of eOHE (eOHE-v2) applies a power-of-2 data
dimensionality reduction. We have selected 2 as the base value
for the dimensionality reduction, since higher values for the
Fig. 1 Comparison of OHE representation and the two embeddedmetho
1H-pyrrol-2-ol sample molecule. (b) OHE, where each token considered
axis) and is assigned a value of 1, highlighted in blue. The lower x-axis sh
arrows (green, purple and orange) at the bottomof the figure indicate the
= 1 and k̂ = 2, respectively. The three black rectangles (dashed lines) high
and q= 8. (c) eOHE-v1, the y-axis displays the same SMILES, while the x-a
labeled A to H and displayed within the color bar. (d) eOHEv2, the y-axis
The normalized values for v2(r, q= 8) are labeled A to H and displayed wit
each case.

© 2025 The Author(s). Published by the Royal Society of Chemistry
base would output embedded results too close to each other and
to zero, losing resolution. Eqn (6) denes eOHE-v2,

v2ðr; qÞ ¼ 2r

2q�1
(6)

where v2(r,q) is the normalized embedded value (from 0 to 1), r
is the same auxiliary parameter dened in eqn (5), and q is the
same reduction factor.

Additional scaling methods for dimensionality reduction are
equally applicable beyond the linear and the power-of-2
methods used here. Nevertheless, we have restricted this work
to the use of eqn (4) and (6), leaving open the possibility of other
functions for dimensionality reduction in future research.

To illustrate the implementation of eOHE, the SMILE
encoding of a randomly selected molecule from the QM9
database,38,39 i.e., 4-nitro-1H-pyrrol-2-ol displayed in Fig. 1(a), is
used as a case study. Nevertheless, the same approach applies to
DeepSMILES and SELFIES and to any molecule from any other
database under consideration.

Fig. 1 displays the OHE representation together with eOHE-
v1 and eOHE-v2 for 4-nitro-1H-pyrrol-2-ol. As is seen in Fig. 1(b)
the specic SMILES representation (y-axis) is determined by the
molecule being considered, while the OHE dictionary of tokens
(top x-axis) is determined by the database, e.g., QM9. Addi-
tionally, the labels on the bottom x-axis represent the position
of each element in the dictionary, labeled as k = n, where n is
a positive integer number, starting from 0. The resulting OHE
representation depicted in Fig. 1(b) is calculated by matching
each token on the SMILES axis with its corresponding position
ds, eOHE-v1 and eOHE-v2. (a) A SMILES representation of the 4-nitro-
in the SMILES (y-axis) finds its match in the dictionary of tokens (top x-
ows the position of the token in the OHE dictionary of tokens, k. The
reduction from k= {0,., 7}, k= {8,., 15} and k= {16,., 23} to k̂= 0, k̂
light the eight tokens from the dictionary that are embedded for p = 3
xis shows the reduced index k̂. The normalized values for v1(r, q= 8) are
displays the same SMILES, while the x-axis shows the reduced index k̂.
hin the color bar. Table S1 in the ESI† shows the exact values of A–H for
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on the OHE dictionary axis. A value of 1 is assigned when there
is matching (highlighted in blue) and 0 when there is no
matching (highlighted in white). eOHE-v1 and eOHE-v2 are
displayed in Fig. 1(c), (d), respectively. The color bars indicate
the range of values for v1(r, q= 8) and v2(r, q= 8), while the exact
values from the model molecule are labeled A to H and located
by arrows within the color bar for display purposes. As a result
of the embedding process, the length of the OHE dictionary for
QM9, which consists of 24 elements (‘= 24), is reduced to p= 3.
Therefore, dimensionality reduction by a factor of q = 8 is
achieved, in accordance with eqn (1). The three white rectangles
in Fig. 1(b) highlight the three groups of eight tokens from the
OHE dictionary that are embedded, for p = 3 and q = 8.

While eOHE-v1 scales linearly from 0 to 1, eOHE-v2 scales as
an exponentially normalized function by a power of 2. Table S1
in the ESI† summarizes the values for r(q = 8, k), v1(r, q= 8) and
v2(r, q = 8). A deeper discussion can be found in the ESI,† where
Fig. S1(a)† shows the values of r for all the k – indexes in the
dictionary of tokens (‘ = 24) for 4-nitro-1H-pyrrol-2-ol, in
accordance with eqn (5), while Fig. S1(b)† shows the embedded
values, v1(r, q) and v2(r, q), resulting from applying the eOHE-v1
method with eqn (4), or the eOHE-v2 method with eqn (6) and q
= 8 for 4-nitro-1H-pyrrol-2-ol.
2.2 Workow for training deep learning models

The workow employed to benchmark the performance of
using eOHE of SMILES, DeepSMILES and SELFIES for training
VAE and RNN models encompasses six sequential steps,
adopting a similar approach to the one provided by Skinnider
et al.2 for RNN training and validation. Fig. 2 shows a owchart
with these steps, including data selection and cleaning, model
training and analysis. Additional details on VAE and RNN
model architectures are provided in the ESI.†
Fig. 2 Flowchart of the methodology followed to train the VAE and
RNN models for testing the effectiveness of eOHE-v1 and eOHE-v2
against OHE.

Digital Discovery
2.2.1 Database selection. Three different databases are
selected. We leverage the structured and clean subsets provided
by Skinnider et al. from the GDB-13 (ref. 2, 40 and 41) (database
with small organic molecules containing up to 13 atoms) and
ZINC2,42 (database of commercially available compounds)
databases and incorporate the QM9 database,38,39 which
contains quantum chemical properties (at the DFT level) for
relevant small organic molecules. The selection of these data-
bases is suitable to test generative models for small organic
molecules on VAE and RNN models, and it is built on previous
work utilized as the benchmark.

2.2.2 Data cleaning. From each database, we remove any
duplicated SMILES, those with rare tokens, those the RDKit
Python package (used for data manipulation) is unable to parse,
as well as any salts and solvents, as suggested by Skinnider et al.2

2.2.3 Dataset sampling. Different subsets containing 1000
to 500 000 SMILES are sampled from the QM9, GDB-13, and
ZINC databases. Since the QM9 database only contains roughly
134 × 103 molecules, subsets with 250 × 103 and 500 × 103

molecules are omitted for this case, and a subset with 125 × 103

SMILES is sampled instead. However, because such dataset with
125× 103 items was not originally considered in the benchmark
study by Skinnider et al. for GDB-13 and ZINC databases, this
subset is omitted for the case of GDB-13 and ZINC databases, to
be consistent with our selected reference benchmark.

2.2.4 SMILES conversion to DeepSMILES or SELFIES.
Following standard procedures, the cleaned SMILES from all
subsets are converted to DeepSMILES and SELFIES.

2.2.5 Model training. When all the subsets are already
encoded into SMILES, DeepSMILES, and SELFIES, they are
further codied into OHE, eOHE-v1 and eOHE-v2 to train the
VAE12 and RNN models.2 The results from the training of these
two models for three different codications (OHE, eOHE-v1 and
eOHE-v2), three different molecular string representations
(SMILES, DeepSMILES and SELFIES) and different subset sizes
are organized and processed for data analysis. More details
about model training and validation are given in the section on
model architecture available in the ESI.†

2.2.6 Data analysis. To obtain the comparative analysis of
OHE vs. eOHE-v1 and eOHE-v2, we have analyzed variations in
vRAM and disk memory usage, training time, number of
training parameters, molecular diversity, uniqueness, validity,
and reconstruction rate. Information on where to obtain the
databases is provided in the Data availability section.
2.3 Evaluation metrics

In both models, we have monitored vRAM memory usage
during the training, disk space utilization, and training time.
We have also monitored the number of parameters used when
training the VAE (both the encoder and decoder) and RNN
models. vRAM memory usage is measured using a function
from Python's PyTorch package called torch.cuda.max_memor-
y_allocated, disk space utilization is measured by looking at the
model size in the hard drive, while training time is considered
from the moment the OHE and eOHE vectors are calculated
until the end of the training.
© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 3 vRAM memory used by (a) the VAE model and (b) the RNN model for ZINC subsets, measured by Python's PyTorch package torch.cu-
da.max_memory_allocated. Each data point represents the mean value of ten independent replicates, and the error bars are the standard
deviations. The x-axis displays the amount of molecules used for training the models. Every subplot displays the results of training with a different
molecular string representation: SMILES (top), DeepSMILES (middle) and SELFIES (bottom).
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To evaluate model's performance, we have evaluated the
following metrics:

� Validity, which evaluates model's learning of SMILES
syntax and its capacity to generate valid molecules.

Validity ¼ number of valid molecules generated

number of molecules generated
� 100% (7)

� Diversity and uniqueness, which evaluate the percentage of
correct, diverse and unique molecules generated in a sample of
molecules from the latent space of the model, e.g., a high value
indicates that the model understood the complexity of the
chemical space, and it is able to generate a diverse and unique
variety of molecules.

The sampling of the VAE's latent space is based on the
diversity of points within the latent space, while the RNN
introduces variation through probabilistic sampling at each
step of sequence generation

Diversity or

uniqueness
¼

number of valid and

unique molecules generated

number of molecules generated
� 100% (8)

� Reconstruction rate, which evaluates the quality of the
encoding–decoding process in the VAE by measuring the
percentage of valid molecules recovered by the model in the
validation data related to the number of molecules encoded.
© 2025 The Author(s). Published by the Royal Society of Chemistry
Reconstruction rate ¼ 1

M

XM
i¼1

"
1

N

XN
j¼1

�
1�

���xij � cxij

����# (9)

where M is the number of decoded molecules, N is the number
of tokens, xij is the i-th label of the j-th molecule and cxij is the i-
th decoded label of the j-th molecule.

� Novelty, which quanties the proportion of valid molecules
generated by the model that is not included in the training data.

Novelty ¼
number of valid molecules generated

different from training data

number of molecules generated
� 100% (10)

� Internal diversity I(A), dened for a set of molecules A with
size jAj as the mean of the Tanimoto distance Td of molecules of
A with respect to each other, following the expression:43

IðAÞ ¼ 1

jAj2
X

ðx;yÞ˛A�A

Tdðx; yÞ (11)

where the Tanimoto distance Td is given by

Tdðx; yÞ ¼ 1�
��mxXmy

����mxWmy

�� (12)

where mx and my denote the MFP16 of the molecules x and y,
respectively. The MFP is calculated with a diameter of 3 and
a length of 1024 bits. Having high values of internal diversity
Digital Discovery
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means that the molecules within a collection are very different
from each other, while having low values indicates that they are
more similar.

� External diversity E(A1, A2), dened by the training set A1
and the generated set of molecules A2 given by

EðA1;A2Þ ¼ 1

jA1j � jA2j
X

ðx;yÞ˛A1�A2

Tdðx; yÞ (13)

where Td is the Tanimoto distance. Having high values of
external diversity implies that different collections of molecules
are very different from each other, while low values suggest that
the collections are more similar.

Validity is monitored for both models. Diversity and the
reconstruction rate are monitored only for the VAEmodel, while
the uniqueness, novelty, internal diversity and external diversity
are considered for the RNN model, following reference bench-
marks. This benchmarking does not aim to homogenize the
metrics used, but rather compares the proposed technique
performance on different models.
3 Results and discussion

In the sections below, we discuss the memory usage (both vRAM
and disk) and training time, as well as the validity, diversity, and
uniqueness of molecules for both the VAE and RNN models.
The reconstruction rate is discussed for the VAE model, while
Fig. 4 Disk space used by (a) the VAE model and (b) the RNN model
independent replicates, and the error bars are the standard deviations. Th
Every subplot displays the results of training with a different molecular
(bottom).

Digital Discovery
molecular novelty, internal and external diversity are discussed
for the RNN one, following our reference benchmarks.

All gures show results for the three molecular string
representations, i.e., SMILES on top, DeepSMILES in the
middle, and SELFIES at the bottom.

3.1 Memory results

Fig. 3(a) and (b) show the amount of vRAM memory used by
a single GPU during training of the VAE and RNN models,
respectively, for different ZINC subsets with increasing number
of molecules for SMILES, DeepSMILES and SELFIES codied
with both OHE and eOHE. Similar results for the QM9 and GDB-
13 datasets are available in Fig. S2 and S4 in the ESI,†
respectively.

Training a VAE model with eOHE of DeepSMILES of 500 ×

103 molecules from the ZINC database demands almost 50%
less vRAM memory allocation than the use of OHE, i.e., 12.97
GB for eOHE instead of 27.38 GB for OHE.

In a more general view, the use of vRAM memory increases
with the size of the subset, but it is always lower when eOHE is
implemented. This reduction in the amount of vRAM memory
required is a direct consequence of embedding because it
reduces the size of the data input that enters the rst layer of the
models. In the VAE model, such vRAM memory usage with
eOHE is signicantly lower than that with OHE and even more
remarkable as the size of molecular subsets increases for all the
for ZINC subsets. Each data point represents the mean value of ten
e x-axis displays the amount of molecules used for training the models.
string representation: SMILES (top), DeepSMILES (middle) and SELFIES

© 2025 The Author(s). Published by the Royal Society of Chemistry
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molecular string representations encoded. In the case of the
RNN model, the vRAM memory usage is also lower in most
cases, with some exceptions at larger datasets but still within
the error bars, e.g., SMILES encoding for subsets with 500 × 103

(Fig. 3(b)).
The lower impact of embedding in the use of vRAM memory

by the RNN is due to the higher number of parameters of this
model compared to the VAE and to the distribution of these
parameters across the different layers of the models' architec-
ture. For instance, the VAEmodel with SMILES encoded by OHE
has a total number of 268 725 training parameters for a ZINC
subset with 7500 molecules, with an input size of 2610
elements, which is the result of a dictionary with 29 tokens and
the largest SMILES string size of 90 tokens for this subset. For
this VAE architecture, around 84% of these training parameters
belong to the rst layer. Implementing the eOHE reduces the
input size to 270 elements, and the total number of training
parameters in the model decreases to 75 855 (35% on them in
the rst layer), which is a reduction of 76%. Similarly, a RNN
model for the same QM9 subset with 7500 molecules has a total
number of 4 004 895 training parameters with an input size of
31 elements, because only the size of the OHE dictionary of
tokens is considered. For the RNN architecture, only 20% of the
training parameters are in the rst layer. The implementation of
eOHE reduces the input size to 4 elements, and the total
number of training parameters decreases to 3 963 423 (20% in
the rst layer), which is less than 1% reduction, given the lower
Fig. 5 Disk MRE for (a) the VAE model and (b) the RNN model for ZIN
represents the mean value of ten independent replicates, and the erro
molecules used for training the models. Every subplot displays the resu
(top), DeepSMILES (middle) and SELFIES (bottom).

© 2025 The Author(s). Published by the Royal Society of Chemistry
relevance that the rst layer has in the total of the model. Thus,
the impact of eOHE is diluted. An additional reason for
a different order of magnitude in the vRAM memory mobilized
by the VAE and the RNN is their different procedure for loading
training data. While the VAE loads the fully encoded dataset
into memory during training, which is inherited from the
original VAE code used for benchmarking, the RNN only loads
each batch being used. Thus, we report vRAMmemory usage for
the same subsets in GB for the VAE and MB for the RNN.

Fig. 4 shows the disk space utilization during training of the
VAE and RNN models, respectively, for different ZINC subsets
with increasing number of molecules for SMILES, DeepSMILES
and SELFIES codied with both OHE and eOHE. Fig. 5 shows
the disk MRE of using eOHE compared to OHE for the same
subsets. Similar results of both disk space utilization and MRE
are provided in the ESI for the QM9 and GDB-13 datasets in
Fig. S5 and S5,† respectively. MRE percentages are obtained
following the equation:

Disk MREðOHE; eOHEÞ ¼ 100� MðOHEÞ �MðeOHEÞ
MðOHEÞ

(14)

where M(OHE) and M(eOHE) are the disk space utilized by the
model when it is trained with OHE and eOHE, respectively.

Training the VAE with eOHE of DeepSMILES of 500 × 103

molecules from the ZINC database reduces disk space utiliza-
tion from 2.21MB to 0.25MB, while the diskMemory Reduction
C subsets; the disk MRE is calculated using eqn (14). Each data point
r bars are the standard deviations. The x-axis displays the amount of
lts of training with a different molecular string representation: SMILES
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Fig. 6 Training time for (a) the VAE model and (b) the RNN model for GDB-13 subsets, measured from the moment the OHE and eOHE vectors
were calculated until the end of the training. Each data point represents the mean value of ten independent replicates, and the error bars are the
standard deviations. The x-axis displays the amount of molecules used for training the models. Every subplot displays the results of training with
a different molecular string representation: SMILES (top), DeepSMILES (middle) and SELFIES (bottom).
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Efficiency (MRE) increases up to 88%. Overall, the disk MRE
ranges between 80% and 88% for the VAE model when it is
trained with SMILES, from 85% to 92.5% when it is trained with
DeepSMILES, and from 84% to 87.2% when it is trained with
SELFIES, all of them from ZINC subsets. For the RNN model,
disk MRE values are signicantly lower than those for the VAE,
always in a 1–2% range, which can also be observed in the small
variation of the y-axis values in Fig. 4(b) due to the distinct
memory usage patterns of each model. This reduction in disk
space utilization and increase of MRE save the storage space
and improve the efficiency of model implementation and
execution, which facilitate model deployment in resource-
constrained environments, such as mobile devices or
embedded systems. It also bears direct implications for energy
consumption. Lannelongue et al.44 reported that energy
consumption is proportional to the process time of computing
cores, vRAM memory mobilization, and power drawn by the
resources. To quantify the impact of eOHE on CO2 emissions,
we computed the estimated energy consumption for each
model, dataset, and encoding scheme following the green
algorithm calculator website provided by Lannelongue et al.44

We have included a Power Usage Effectiveness (PUE) of 1.67,
a core power draw (cp) of 250 W for a NVIDIA A100 GPU,
a number of cores (nc) of 1, a memory power draw (mp) of 4.3 W
GB−1, and an average carbon intensity of electricity (CI) of
231.12 gCO2 per kW h. We have also utilized the specic
Digital Discovery
memory (Pm) and runtime (t) values from the training of our
models. This runtime is calculated dividing the total training
time by the number of epochs, because every model stops its
training at a different number of epochs, depending on the stop
criteria. Finally, we used the following equation:

CO2 emission = CI × t × PUE × (nc × cp+ × Pm × mp) (15)

where CO2 emission is in grams per epoch. Table 1 summarizes
the estimated reduction in CO2 emissions associated with the
saving in energy consumption by the implementation of eOHE
for each combination ofmodel, dataset, and encoding technique.
These results highlight that the eOHE method results in
a reduction in energy consumption compared to standard OHE
due to more efficient memory usage. With few exceptions, in
most databases, eOHE outperforms OHE. Those exceptions
(displayed with bold numbers) can be attributed to slightly longer
training times for eOHE in the QM9 and GDB-13 datasets.
3.2 Training time results

Fig. 6(a) and (b) show the time utilised by a single NVIDIA A100
Tensor Core GPU during training of the VAE and RNN models,
respectively, with OHE or eOHE for different GDB-13 subsets.
Similar values for the ZINC and QM9 databases are provided in
Fig. S6 and S8 in the ESI,† respectively. The implementation of
eOHE leads to a similar training time for both models. In fact,
© 2025 The Author(s). Published by the Royal Society of Chemistry
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Table 1 Summary of grams of CO2 saved per epoch by the implementation of eOHE for VAE and RNNmodels. The columns show the difference
per epoch from the OHE implementation with respect to eOHE-v1 and eOHE-v2 ones. Bold numbers indicate the cases where eOHE does not
outperform OHE

Database Molecular string representation

CO2 emission VAE (g per epoch) CO2 emission RNN (g per epoch)

OHE – eOHE-v1 OHE – eOHE-v2 OHE – eOHE-v1 OHE – eOHE-v2

QM9 SMILES −0.514 0.336 22.785 14.049
DeepSMILES 0.188 −0.930 18.487 14.084
SELFIES −0.999 −0.668 13.205 14.738

GDB-13 SMILES 18.626 8.604 72.939 70.036
DeepSMILES 23.650 15.098 107.171 −93.745
SELFIES 54.950 40.210 8.785 62.134

ZINC SMILES 144.703 11.338 115.341 207.246
DeepSMILES 95.920 65.833 182.601 226.479
SELFIES 179.624 147.992 89.519 154.454
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the small differences observed for the case of SELFIES with the
VAE model, with a lower training time for OHE, are due to
a programmed training stop when the reconstruction rate does
not improve for 20 epochs. Similar behavior is observed with
SELFIES in the VAE model for the ZINC database (see ESI
Fig. S6†).

Because of the benchmarks chosen to validate eOHE, we did
not modify the set of hyperparameters. We believe, however,
that using an optimized set of hyperparameters, e.g., increasing
the batch size, for each encoding method and molecular string
representation could lead to an even faster performance of
eOHE-driven models.
Fig. 7 Validity of molecules generated by (a) the VAE model and (b) th
represents the mean value of ten independent replicates, and the erro
molecules used for the training of the models. Every subplot displays t
SMILES (top), DeepSMILES (middle) and SELFIES (bottom).

© 2025 The Author(s). Published by the Royal Society of Chemistry
3.3 Validity of molecules

Fig. 7(a) and (b) show the percentage of valid molecules
generated by the VAE and RNN models, respectively, using the
GDB-13 subsets. Similar results are shown in the ESI for the
QM9 and ZINC subsets in Fig. S2 and S6† with the VAE and
Fig. S8 and S12† with the RNN.

For both models, SELFIES produce a higher percentage of
valid molecules, regardless of the encoding method imple-
mented, which reaches 100% in the case of the VAE model for
both OHE and eOHE.

SMILES and DeepSMILES follow similar trends in the
percentage of valid molecules for the VAE with both OHE and
e RNN model for the GDB-13 subsets of molecules. Each data point
r bars are the standard deviations. The x-axis displays the amount of
he results of training with a different molecular string representation:
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eOHE and higher percentages for the OHE implementation,
when the RNN model is adopted. The lower performance of the
RNN model with eOHE, compared to OHE implementation, is
attributed to the intrinsic characteristics of this encoding in
connection to the RNN architecture. As we have discussed in
Section 3.1, the implementation of eOHE only affects the rst
layer of the RNN model and reduces the number of parameters
by 1%. Thus, the poor improvement in validity of molecules by
the use of eOHE must be related to the struggling of the rst
layer to learn the complexity of this encoding. Differently, we
believe that the presence of an encoder–decoder in the VAE
assists with better learning of the eOHE complexity. This issue
is particularly evident in the RNN model for all three repre-
sentations, as shown in Fig. 7(b), whereas SELFIES, possibly due
to their derivation rules lead to known robustness when
generating valid structures.12
3.4 Diversity and uniqueness of molecules

Fig. 8(a) and (b) show the diversity of molecules generated by
the VAE model, and the uniqueness of molecules generated by
the RNN model, respectively, for subsets of the ZINC database.
Similar results are shown in the ESI for the QM9 and GDB-13
subsets in Fig. S2 and S4† with the VAE and Fig. S9 and S11†
with the RNN.

For the VAE model, the implementation of eOHE achieves
similar performance to OHE when SMILES and DeepSMILES
are encoded, with a couple of exceptions. By contrast, SELFIES
Fig. 8 (a) Diversity of molecules generated by the VAEmodel for the ZINC
for the ZINC subsets. Each data point represents themean value of ten ind
x-axis displays the amount of molecules used for the training of the m
molecular string representation: SMILES (top), DeepSMILES (middle) and

Digital Discovery
achieves higher diversity of molecules in all cases, and espe-
cially for subsets with more than 25 × 103 molecules if eOHE is
implemented. In fact, eOHE improves the diversity of molecules
generated by the VAE by up to 55% while reducing the memory
usage, decreasing the number of training parameters, and
keeping the training time, as discussed before. This behavior is
caused because the VAE model stops its training for those
subsets using OHE since there is no improvement in the
reconstruction rate for 20 epochs. Additionally, since the
training stops in an early stage, the VAEmodel is unable to learn
and recognize broader diversity of molecules, when the mole-
cules were encoded with OHE; however, when the molecules are
encoded with eOHE, the VAE model continues its training to
more advanced stages for the same subsets allowing eOHE to
outperform OHE. This behavior could be attributed to the more
compact and less sparse nature of eOHE, which works better
with the xed learning rate, enabling continued improvements
over epochs compared to OHE.

It is especially noticeable that the 80% diversity plateau is
reached by eOHE-v1 for subsets with more than 50 × 103

molecules and is maintained up to 500 × 103 molecules with
very small error bars. This result points out eOHE-v1 as an
especially useful encoding method for efficient generation of
diverse molecules using a VAE.

In the case of the RNN, the uniqueness of molecules for
SMILES is similar for both OHE and eOHE and always close to
100% in all cases. When eOHE-v2 is implemented, the
subsets and (b) uniqueness of molecules generated by the RNNmodel
ependent replicates, and the error bars are the standard deviations. The
odels. Every subplot displays the results of training with a different
SELFIES (bottom).

© 2025 The Author(s). Published by the Royal Society of Chemistry
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uniqueness for subsets with 1× 103 molecules is a bit lower but
still within the error bars. A similar trend is observed for
DeepSMILES for subsets with less than 100 × 103 molecules.
For SELFIES, the percentage of unique molecules increases with
the number of molecules in the training subset for all cases,
with the lowest percentage of unique molecules of z94% for
eOHE-v2. OHE always achieves the best percentage of unique
molecules, followed very closely by eOHE-v1.
3.5 Reconstruction rate of the VAE model

Fig. 9(a) shows the reconstruction rate of the VAE model for the
GDB-13 subsets. Similar results are shown in the ESI for the
QM9 and ZINC subsets in Fig. S2 and S6.†

eOHE performs better than OHE in all cases. For SMILES
representation, eOHE-v1 achieves a better reconstruction rate
than the OHE for subsets with more than 25 × 103 molecules,
while eOHE-v2 reaches approximately the same reconstruction
rate as the OHE, but using less training parameters. Similar
behavior is observed for DeepSMILES representation, with
a slightly lower reconstruction rate for eOHE-v2 compared to
OHE, although within the error bars.

SELFIES achieves the best performance in the reconstruction
rate for eOHE, compared to other molecular string representa-
tions. While OHE achieves reconstruction rates of 76%, 83%
and 70% for SMILES, DeepSMILES, and SELFIES, eOHE-v1
reaches almost 77%, 91% and 90%, and eOHE-v2 reaches
76%, 86% and 81%, respectively. This implies a 10%
Fig. 9 (a) Reconstruction rate for molecules generated by the VAE mode
RNNmodel for the GDB-13 subsets. Each data point represents themean
deviations. The x-axis displays the amount of molecules used for the tra
a different molecular string representation: SMILES (top), DeepSMILES (m

© 2025 The Author(s). Published by the Royal Society of Chemistry
improvement in the reconstruction rate for eOHE-v1 and 5%
improvement for eOHE-v2, in addition to the lower memory
usage, in the same training time.

A consequence of SELFIES achieving such a small recon-
struction rate for OHE compared with eOHE-v1 and eOHE-v2 is
that the training time is small, which can be observed in Fig. 6(a)
for the case of VAEmodel and SELFIES. Themodel stops training
if the reconstruction rate does not improve in 20 epochs.

3.6 Novelty of molecules from the RNN model

Fig. 9(b) shows the novelty of the molecules from the RNN
model for all GDB-13 subsets. Similar results are shown in the
ESI for the QM9 and ZINC subsets in Fig. S8 and S12.†

For all the molecular string representations, eOHE imple-
mentation performs better than OHE, and the novelty of the
molecules is above 99% in all cases. eOHE-v2 shows the best
performance for subsets with more than 7.5× 103 molecules. In
subsets with more than 100 × 103 molecules, the novelty of
molecules decreases at a higher rate for all the molecular
representations regardless of the codication method. This
behavior is also observed for subsets of the QM9 and ZINC
databases (see Fig. S8 and S12 in the ESI†).

3.7 Internal and external diversity of molecules from the
RNN model

Fig. 10(a) and (b) show the internal and external diversity of
molecules, respectively, from the RNN model for ZINC subsets.
l for the GDB-13 subsets and (b) novelty of molecules generated by the
value of ten independent replicates, and the error bars are the standard
ining of the models. Every subplot displays the results of training with
iddle) and SELFIES (bottom).
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Fig. 10 Diversity of molecules generated by the RNN model for the ZINC subsets. (a) Internal diversity and (b) external diversity. Each data point
represents the mean value of ten independent replicates, and the error bars are the standard deviations. The x-axis displays the amount of
molecules used for the training of the models. Every subplot displays the results of training with a different molecular string representation:
SMILES (top), DeepSMILES (middle) and SELFIES (bottom).
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Similar results are shown in the ESI† for the QM9 and GDB-13
subsets in Fig. S9 and S11.†

These are the only metrics in which OHE clearly outperforms
eOHE but only for SELFIES representation with an average
improvement in the order of 10−3 for the internal diversity
coefficient. For SMILES and DeepSMILES, eOHE matches the
performance of OHE for both internal and external diversity.

When the training is performed with DeepSMILES, the
internal diversity is constant for both OHE and eOHE; in the
case of external diversity, OHE performs better for subsets with
lower than 2.5 × 103 molecules. In fact, eOHE-v2 undergoes
a reduction in external diversity for subsets between 5× 103 and
75 × 103 molecules but recovers as the size of the subset
increases.

The reduction in internal and external diversity observed
with SELFIES is attributed to the low structural variability of the
generated molecules. While SELFIES ensures a high percentage
of valid molecules, the uniqueness and novelty metrics assess
the differences at the token level in the molecular representa-
tions. Additionally, internal and external diversity metrics
evaluate the structural variability of the molecules using MFP to
capture structural features, as dened in eqn (11) and (13)
4 Conclusions

We have developed an embedded alternative to OHE that
encodes discrete alphanumeric tokens of an ‘-sized alphabet
Digital Discovery
into a few real numbers that constitute a simpler matrix
representation of chemical structures. The implementation of
this eOHE maintains model performance while signicantly
reducing memory usage (both vRAM and disk) and the number
of training parameters.

This embedding is highly customizable depending on the
degree of compression required. We have explored two different
embedding versions. eOHE-v1 applies a linear data dimen-
sionality reduction, while eOHE-v2 applies a power-of-2
dimensionality reduction.

We have conducted a series of benchmark studies with VAE
and RNN models for QM9, GDB-13 and ZINC databases, eval-
uating memory usage, training time, number of training
parameters, and reconstruction rates, as well as molecular val-
idity, diversity, uniqueness, novelty, internal and external
diversity.

The use of eOHE outperforms OHE in most cases, the
combination of SELFIES, VAE, and eOHE being an optimal
conguration for efficient training and generation of molecular
structures.

By using eOHE, the number of VAE training parameters is
reduced by 50%. It also reduces vRAM memory allocated by
50%, and it increases the disk MRE to 80% on average. This
notable decrease in memory utilization not only enhances
storage efficiency but also reduces energy consumption, with
direct consequences on the environmental impact of a compu-
tational facility.
© 2025 The Author(s). Published by the Royal Society of Chemistry
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For both VAE and RNN models, eOHE of SELFIES repre-
sentation produces 100% of valid molecules, achieves higher
diversity of molecules in all cases, and improves the diversity of
molecules generated by the VAE by up to 55%. eOHE of SELFIES
representation also achieves the best performance in the
reconstruction rate, with an average improvement of 10% for
eOHE-v1 and 5% for eOHE-v2. eOHE implementation also
outperforms OHE in the novelty of molecules that reaches
above 99%, for all the molecular string representations.

We consider it worthwhile to investigate the impact of eOHE
in other areas beyond chemistry, especially in any ML applica-
tion where categorical data are usually encoded with OHE.
Future work could also benchmark eOHE with different data
encoding methods, such as sparse encodings. It opens up new
avenues for data representation in embedded formats to ach-
ieve better energy efficiency and scalable computing in
resource-constrained devices or in scenarios with limited access
to computational resources.
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1 R. Gómez-Bombarelli, J. N. Wei, D. Duvenaud,
J. M. Hernández-Lobato, B. Sánchez-Lengeling,
D. Sheberla, J. Aguilera-Iparraguirre, T. D. Hirzel,
R. P. Adams and A. Aspuru-Guzik, ACS Cent. Sci., 2018, 4,
268–276.

2 M. A. Skinnider, R. G. Stacey, D. S. Wishart and L. J. Foster,
Nat. Mach. Intell., 2021, 3, 759–770.

3 W. Zhong, Z. Yang and C. Y.-C. Chen, Nat. Commun., 2023,
14, 3009.

4 Y. Wang, C. Pang, Y. Wang, J. Jin, J. Zhang, X. Zeng, R. Su,
Q. Zou and L. Wei, Nat. Commun., 2023, 14, 6155.

5 J. Born, G. Markert, N. Janakarajan, T. B. Kimber,
A. Volkamer, M. R. Mart́ınez and M. Manica, Digital
Discovery, 2023, 2, 674–691.

6 X. Li and D. Fourches, J. Cheminf., 2020, 12, 27.
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