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Summary

This thesis focuses on the study of partial differential equations (PDEs) aris-
ing in biological frameworks, from two distinct perspectives. The first explores
various models that describe interactions between cell populations, with partic-
ular attention to pattern formation. We will examine how pressure influences
the dynamics of these interacting populations, analyzing models where two cell
populations interact and evolve over time. A key aspect of this investigation
is the existence of monotonic traveling waves, which describe the propagation
of these interactions. Additionally, we will extend this analysis to biochemical
interaction models, such as the flux-saturated Keller-Segel model, aiming to
establish the existence of traveling pulse or soliton-type solutions.

The second perspective involves deriving PDEs applicable to biological
problems from systems of interacting particles, whose dynamics are governed by
stochastic equations, with interactions defined through graphs. In this frame-
work, we aim to study the mean-field limit of these particles to obtain a Vlasov-
Fokker-Planck equation. This approach bridges microscopic particle dynamics
and macroscopic PDE behavior, providing insight into the emergent phenom-
ena in biological systems.

The thesis is organized as follows:

• Chapter 1: This chapter introduces the topics covered in the thesis,
establishing the theoretical framework and related literature. The intro-
duction is divided into three parts.
First, we will introduce the biological model characterized by mechanical
interactions and present various results obtained, as well as how other
researchers have approached this problem from different perspectives.
The second part will present the Keller-Segel models, introducing the sat-
urated flux Keller-Segel models, discussing the significance of this model,
and motivating the study and analysis of soliton-type patterns.
Finally, we will introduce the systems of interacting particles, detailing
how the mean-field limits for stochastic interacting particles have been
addressed, emphasizing the use of diagraph measures.

• Chapter 2: This chapter corresponds to the paper [40]. We focused on
proving the existence of traveling wave solutions in a model proposed by
Joanny et al., which examines the dynamics of interfaces between two
cell populations during tumor growth. The model includes non-local and
strongly nonlinear advection terms representing biomechanical interac-
tions. We establish upper and lower bounds for the wave propagation
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speed across different biological parameters by employing various tech-
niques from dynamical systems, geometric singular perturbation theory,
and degree theory.

• Chapter 3: This chapter corresponds to an ongoing collaboration with
R. Granero. We analyze the existence of solutions for the model by
Joanny et al., where the Laplacian is replaced by a fractional Laplacian.
The existence of solutions is derived using a combination of energy and
pointwise methods.

• Chapter 4: This chapter corresponds to the paper [41], which is pub-
lished in Mathematical Models and Methods in Applied Sciences and is
a collaboration with M. Veruete. The objective of this study is to clarify
the existence of patterns in Keller-Segel type models that manifest as
traveling pulse solutions. The research explores transport mechanisms
that describe these compact support waves, focusing on nonlinear dif-
fusion via saturated flux mechanisms for cell movement. Additionally,
various transport operators for the chemoattractant are analyzed. The
methodologies employed integrate phase diagram analysis in dynamical
systems with partial differential equations, utilizing the concept of en-
tropic solutions and admissible jump conditions of the Rankine-Hugoniot
type. The study identifies two types of traveling pulse waves that align
with experimental observations.

• Chapter 5: This chapter corresponds to the paper [94], a collabora-
tion with C. Kuehn. This paper focuses on particle systems modeled
by stochastic differential equations (SDEs), where the mean field limit
converges to a Vlasov-Fokker-Planck-type equation. It departs from tra-
ditional stochastic analysis by examining particle network connectivity
through diagraph measures (DGMs), which capture various network in-
teractions beyond classical approaches like graphons. The aim is to en-
compass a broad range of mean-field limits, employing measure-theoretic
arguments combined with moment estimates to ensure approximation
results for the mean field.

• Chapter 6: This chapter is dedicated to presenting various ongoing
research projects related to this thesis. We will outline some conclusions
from previous studies and discuss future research directions that remain
open as a result of this work.
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Resumen

Esta tesis se centra en el estudio de ecuaciones en derivadas parciales (EDPs),
originadas en biología celular, desde dos perspectivas distintas. La primera
explora varios modelos que describen interacciones entre poblaciones celulares,
con especial atención a la formación de patrones. Examinaremos cómo la pre-
sión influye en la dinámica de estas poblaciones interactivas, analizando mod-
elos donde dos poblaciones celulares interactúan y evolucionan a lo largo del
tiempo. Un aspecto clave de esta investigación es la existencia de ondas via-
jeras monótonas, que describen la propagación de estas interacciones. Además,
extenderemos este análisis a modelos de interacción bioquímica, como el mod-
elo de Keller-Segel con flujo saturado, con el objetivo de establecer la existencia
de soluciones tipo pulso viajero o solitón.

La segunda perspectiva implica derivar EDPs aplicables a problemas bi-
ológicos a partir de sistemas de partículas interactivas, cuya dinámica está
gobernada por ecuaciones estocásticas, con interacciones definidas a través de
grafos. En este marco, buscamos estudiar el límite de campo medio de estas
partículas para obtener una ecuación de Vlasov-Fokker-Planck. Este enfoque
une la dinámica microscópica de partículas y el comportamiento macroscópico
de las EDPs, proporcionando información sobre los fenómenos emergentes en
sistemas biológicos.

La tesis está organizada de la siguiente manera:

• Capítulo 1: Este capítulo introduce los temas tratados en la tesis, es-
tableciendo el marco teórico y la literatura relacionada. La introducción
se divide en tres partes.
Primero, presentaremos el modelo biológico caracterizado por interac-
ciones mecánicas y mostraremos varios resultados obtenidos, así como
la forma en que otros investigadores han abordado este problema desde
distintas perspectivas.
La segunda parte presentará los modelos de Keller-Segel, introduciendo
los modelos de flujo saturado de Keller-Segel, discutiendo la importancia
de este modelo y motivando el estudio y análisis de patrones tipo solitón.
Por último, introduciremos los sistemas de partículas interactivas, detal-
lando cómo se han abordado los límites de campo medio para partículas
estocásticas interactivas, haciendo hincapié en el uso de medidas de dia-
grama.

• Capítulo 2: Este capítulo corresponde al artículo [40]. Nos centramos
en probar la existencia de soluciones de ondas viajeras en un modelo
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propuesto por Joanny et al., que examina la dinámica de interfaces en-
tre dos poblaciones celulares durante el crecimiento tumoral. El mod-
elo incluye términos de advección no locales y fuertemente no lineales
que representan interacciones biomecánicas. Establecemos límites supe-
riores e inferiores para la velocidad de propagación de la onda a través de
diferentes parámetros biológicos empleando diversas técnicas de sistemas
dinámicos, teoría de perturbaciones singulares geométricas y teoría de
grado.

• Capítulo 3: Este capítulo corresponde a una colaboración en curso con
R. Granero. Analizamos la existencia de soluciones para el modelo de
Joanny et al., donde el laplaciano es reemplazado por un laplaciano frac-
cionario. La existencia de soluciones se deriva mediante una combinación
de métodos de energía y métodos puntuales.

• Capítulo 4: Este capítulo corresponde al artículo [41], que se publica en
Mathematical Models and Methods in Applied Sciences y es una colabo-
ración con M. Veruete. El objetivo de este estudio es aclarar la existencia
de patrones en modelos de tipo Keller-Segel que se manifiestan como
soluciones tipo pulso viajero. La investigación explora los mecanismos de
transporte que describen estas ondas de soporte compacto, centrándose
en la difusión no lineal a través de mecanismos de flujo saturado para el
movimiento celular. Además, se analizan varios operadores de transporte
para el chemoatrayente. Las metodologías empleadas integran el análisis
del diagrama de fases en sistemas dinámicos con ecuaciones en derivadas
parciales, utilizando el concepto de soluciones entrópicas y condiciones
de salto admisibles del tipo Rankine-Hugoniot. El estudio identifica dos
tipos de ondas de pulso viajero que se alinean con las observaciones ex-
perimentales.

• Capítulo 5: Este capítulo corresponde al artículo [94], una colaboración
con C. Kuehn. Este artículo se centra en sistemas de partículas modela-
dos por ecuaciones diferenciales estocásticas (EDEs), donde el límite de
campo medio converge a una ecuación del tipo Vlasov-Fokker-Planck. Se
aparta del análisis estocástico tradicional al examinar la conectividad de
la red de partículas a través de medidas de diagrama (DGMs), que cap-
turan diversas interacciones de red más allá de enfoques clásicos como los
graphons. El objetivo es abarcar una amplia gama de límites de campo
medio, empleando argumentos teóricos de medida combinados con esti-
maciones de momento para asegurar resultados de aproximación para el
campo medio.

• Capítulo 6: Este capítulo está dedicado a presentar varios proyectos de
investigación en curso relacionados con esta tesis. Resumiremos algunas
conclusiones de estudios previos y discutiremos direcciones de investi-
gación futuras que permanecen abiertas como resultado de este trabajo.
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Chapter 1
Introduction

In recent years, there has been a true revolution in the mathematical modeling
of problems arising in biology and biomedicine, particularly in the field of de-
velopmental biology. This new approach stems from the ability to manage large
amounts of real-world data, made possible by significant advancements in mi-
croscopy, various imaging techniques that offer sharper images, post-processing
methods that enhance image quality, and major developments in sequencing,
visualizing the dynamics, and understanding of signaling mechanisms (proteins,
cytokines, cells, etc.) involved in cell communication. These advances have led
to deeper insights into processes such as growth, migration, and competition,
among others.

Historically, mathematical models tended to focus narrowly on either the
biochemical interactions driving these processes or on the mechanical inter-
actions (such as pressure, stiffness, and deformations) they produced. One
of the key insights that modern data has revealed is that these two aspects
-biochemical and biomechanical- are deeply intertwined. For instance, tumors
modify the extracellular matrix by producing metalloproteases (biochemical)
that reorganize its fibers, adjusting stiffness and porosity (biomechanical) con-
tinuously to suit their needs. Similarly, during cell growth, mutual pressure
between cells alters membrane stiffness, which, in turn, influences biochemical
interactions.

Furthermore, significant progress in the theoretical and numerical treatment
of non-local and nonlinear equations, along with advances in linking problems
across various scales (micro and macro), has paved the way for a new approach
to these challenges. Our thesis is positioned within this evolving context, aim-
ing to shed light on some of these issues from a mathematical perspective while
being firmly inspired by real-world problems in biology and biomedicine.

1.1 Patterns formation on Biomechanical Models

The study of biomechanical properties, particularly the influence of stress and
pressure on cell behavior, presents a fascinating challenge, especially in bio-
logical tissues composed of various cell populations. This research aims to
understand how pressure affects the behavior of the separation interface be-
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1.1. Patterns formation on Biomechanical Models

tween these populations, which continuously interacts with biochemical effects.
Numerous experiments have demonstrated that pressure exerted on a cell pop-
ulation significantly impacts its dynamics, particularly its growth [55, 82, 85].
Consequently, several models have recently been developed to investigate how
these populations grow as a function of internal pressures within a population,
as well as the pressures exerted by different populations on each other and by
the surrounding environment [102, 106, 112, 113, 116].

In Chapter 1 we will study certain patterns, particularly traveling waves,
underlying the following nonlinear and nonlocal model that arises in the inter-
face of cell populations:

∂Tϕ+ V ∂Xϕ = ∂2
Xϕ+ ϕ(1− ϕ),

Λ2∂2
XV − V = 2ΛV0∂X

(
ϕ+ β(∂Xϕ)2

)
,

(1.1)

where ϕ represents the interface and V is the average propagation velocity
of the system. The model was proposed by J-F Joanny et al. [113], and
it describes the evolution of interfaces between two distinct cell populations
in the presence of cell division and cell death. The focus is on the effects of
mechanical coupling between the populations and its impact on cell growth and
pressure. Additionally, the model considers how the surrounding environment
exerts pressure on the system, thereby influencing the growth dynamics of the
populations.

The equation governing the movement of the interface arises from the hy-
pothesis that the evolution of the two populations resembles the behavior of
two fluids, whose mutual pressure connects their dynamics [113]. Studying the
interface between these two populations enables us to predict their interactions
and potential invasion patterns. In this context, the analysis and characteriza-
tion of possible traveling waves, i.e., solutions of the form ϕ(x−σt), V (x−σt),
as a function of the biological parameters of the system: V0, β, Λ, and the wave
speed σ, will shed light on the dynamics of the interface and its consequences.
From a mathematical perspective, this analysis will require of a combination of
techniques from partial differential equations, dynamical systems, and degree
theory, depending on the various constants of the system.

Let us briefly outline the derivation of the model. The initial idea is to
consider that the dynamics of each cell population are governed by the evolution
equation:

∂tni + ∂x(nivix) = niKi(P ), i = 1, 2; (1.2)

where ni is the density of population i, vi is the velocity field of the population
i, and Ki is the net cell division rate of the population i. The hypothesis that
allows for the development of the model is that the cell growth of each popu-
lation will depend on the pressure exerted on it, through a pressure threshold
(Homeostatic pressure) that the cell can withstand. Thus, if the pressures are
higher than this threshold, cell death is favored and if they are lower, growth
is favored. Close to this equilibrium state, the net cell division rate can be
approximated by a linear expansion Ki ≈ κ(P − P hi ), where κi is a constant
that describes the sensitivity of the rate to changes in pressure.

We assume that the system formed by bothg populations satisfies the hy-
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Chapter 1. Introduction

pothesis of incompressibility:

n1Ω1 + n2Ω2 = 1,

where Ωi is the constant volumen of each cell i. Setting ϕ = n1Ω1 and defining
the average velocity as:

v = v1ϕ+ v2(1− ϕ),

we can deduce, under certain considerations, that ϕ satisfies the equation:

∂tϕ+ vx∂xϕ = −∂xJϕ+ ϕ(1− ϕ)κ(P h1 − P h2 ). (1.3)

where J is the relative flux, and as an important assumption of the problem
is to consider that this flux is of the form J = −D∂xϕ, obtaining the following
equation:

∂tϕ+ vx∂xϕ = −∂xJϕ+ ϕ(1− ϕ)κ(P h1 − P h2 ). (1.4)

On the other hand, it remains to determine the equation satisfied by the
average velocity. To achieve this, the system is considered as a viscous fluid.
From its deformation tensor (σαβ) and considering that the fluid moves through
the medium with friction (∂ασαβ = −γv), the following equation is obtained:

−∆P h∂xϕ+ ∂2
xvx

(1
κ

+ 4
3η
)
− 4

3B∂
2
xϕ∂xϕ = γvx. (1.5)

It is important to emphasize the fact that the reaction logistic term in (1.4)
and the structure of the velocity equation (1.5) are obtained as a consequence
of the concept of pressure that we considered, along with the consideration of
homeostatic pressure.

By adimensionalizing the equation, we obtain the dimensionless form (1.1)
for further study. The equation for the average propagation velocity V follows a
Helmholtz equation. However, in contrast to other models for fluid interfaces,
where the propagation velocity is typically related to the pressure through
Darcy’s law or the Brinkman law, and the pressure is expressed as a power
of the population densities ([102],[112],[70],[65]) We have models like the one
presented by Perthame et al. [70]

∂ni
∂t
−∇ · (ni∇V ) = niGi (p)

−ν∆V + V = p
(1.6)

where p denotes the joint population pressure generated by the two species,
p = γ

γ−1(n1+n2)γ−1 and the velocity field V , is related with the joint population
pressure through so-called Brinkman’s law. And the function G(P ) takes into
account the homeostatic pressure as a regulatory mechanism of growth.

Or the Hele-Shaw problem for tumor growth, presented by Perthame, Quirós
and Vazquez [112], whose model has later been used in [65, 102], in which they
rely on the use of Darcy’s law (V = −∇P ) to relate pressure with the velocity.

On the other hand, our model exhibits a more intricate relationship, in-
volving the gradient of the density and the variation of its modulus.
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1.1. Patterns formation on Biomechanical Models

As we mentioned earlier, the aim of the paper is to analyze the existence of
traveling waves solutions of (1.1). One of the main challenges of the model is
how to manage the non-local advection term that arises, given that the velocity
can be expressed as:

V = Γ ∗
(
2ΛV0∂X

(
ϕ+ β(∂Xϕ)2

))
, (1.7)

where Γ is the kernel associated with the Helmholtz operator Λ2∂2
XXV − V =

δ. The objective is to determine how the different parameters of the system
influence the existence or absence of traveling waves. By analyzing the role of
these parameters, we aim to understand the conditions under which traveling
waves can form and propagate, as well as the characteristics of these waves.
This analysis will provide insights into the dynamic behavior of the system and
its response to various internal and external factors.

The existence of this type of solutions for problems in which nonlocal terms
appear, either in the reaction term or in the advection term, have been analyzed
by different authors, and always considering that the nonlocality had the form
K ∗ ϕ, where K could be a kernel in some Lp space ([84],[21],[86]), or the
Helmholtz kernel ([59],[70]), which in our case corresponds to (1.7), or some
sort of non local diffusion kernel ([1],[59],[103]), like in the fractional Laplacian
case.

Seeking traveling wave profiles ϕ(t, x) = ϕ(x − σt) that solve the partial
differential equation (1.1), we derive the following system of second-order dif-
ferential equations:

−σϕ′ + V ϕ′ = ϕ′′ + ϕ(1− ϕ),
Λ2V ′′ − V = 2ΛV0ϕ

′(1 + βϕ′′),
(1.8)

where σ > 0 is the wave speed. The solutions to this differential equation
represent the stationary profiles of traveling waves moving at a velocity σ.
Our goal is to find decreasing profiles that satisfy the boundary conditions
ϕ(−∞) = 1 and ϕ(+∞) = 0.

Redefining the parameters as a = 2ΛV0 and b = 2ΛV0β, the boundary
problem to be studied then takes the form:

−σϕ′ + V ϕ′ = ϕ′′ + ϕ(1− ϕ),
Λ2V ′′ − V = aϕ′ + bϕ′ϕ′′,

ϕ(−∞) =1, ϕ(+∞) = 0.
(1.9)

The existence of such traveling wave patterns will depend on the different values
taken by the parameters a, b, and Λ, as well as their relationship with the wave
speed σ.

Chapter 2 presents three main theorems addressing different scenarios:
Theorem 2.1.1 focuses on the case where Λ = 0, simplifying the system

to a local nonlinear velocity behavior. Using dynamical systems theory, the
theorem establishes the existence of unique traveling wave solutions for wave
speeds σ exceeding a threshold σ∗(a, b), which depends on the parameters a
and b. The theorem provides explicit bounds for σ∗ under various conditions
on a and b.

6



Chapter 1. Introduction

Theorem 2.1.2 extends the analysis to small positive values of Λ. By
applying perturbative methods, it demonstrates that the wave speed thresholds
identified in Theorem 2.1.1 persist when Λ is slightly greater than zero, ensuring
the existence of solutions in this perturbed regime.

Theorem 2.1.3 addresses the general case with Λ > 0. Utilizing the
fundamental solution of the Helmholtz equation and employing Leray-Schauder
topological degree techniques, the theorem confirms the existence of traveling
wave solutions provided that the ratio b

2Λ2 < 1. It also establishes properties
of the solutions, including monotonicity of φ and upper bounds on the wave
speed σ.

1.1.1 Existence of solutions in fractional Laplacian biomechan-
ical model

As previously mentioned, one of the assumptions established in Joanny’s model
was that the relative flow was approximated by the gradient of the density,
resulting in a Laplacian operator. However, what happens if, instead of having
a Laplacian, we utilize a different operator?

The aim of chapter 3 is to study the well-posedness of (1.1), where the
Laplacian has been replaced by a fractional Laplacian, resulting in the following
set of coupled differential equations:

∂tϕ = −(−∆)αϕ+ ∂xu∂xϕ+ ϕ(1− ϕ)

− Λ2∂2
xu+ u = aϕ+ b

2 (∂xϕ)2 , (1.10)

ϕ(0, x) = ϕ0(x), x ∈ R,

where the system parameters are related to the biochemical and biomechanical
variables of the system, with α ∈ (0, 1), Λ > 0, a ≥ 0, and b ≥ 0. The term
(−∆)αϕ represents the fractional Laplacian, defined as follows:

(−∆)αϕ = C(α) P.V.
∫
R

ϕ(x)− ϕ(y)
|x− y|1+2α dy.

We observe that, since u satisfies the Helmholtz equation, we can express
it as

u = Γ ∗
(
aϕ+ b

2(∂xϕ)2
)
, (1.11)

where Γ = 1
2Λe

− |x|
Λ .

The previous equation (3.1) can be interpreted as an active scalar equation,
where the scalar ϕ is advected by the velocity ∂xu, which is itself determined
from ϕ by solving an elliptic equation. Research on active scalar equations
dates back to the study of the two-dimensional incompressible Euler equations
in vorticity form, widely regarded as one of the most significant examples of ac-
tive scalar systems. In their seminal work, Constantin, Majda, and Tabak [61]
proposed the two-dimensional surface quasi-geostrophic equation as a model
for the three-dimensional incompressible Euler equations, sparking significant
interest. Since then, studies on various active scalar equations, such as the
incompressible porous medium equation (e.g., [63]), the Stokes-transport equa-
tions [10], the magnetogeostrophic equations [74], and other related problems
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1.2. Patterns on Keller-Segel Type Models

(see [117] and references therein), have continued to expand, attracting sub-
stantial attention from researchers in mathematical fluid dynamics.

Although active scalar systems are widely studied in fluid dynamics, they
naturally arise in other fields as well. For instance, the well-known parabolic-
elliptic Keller-Segel model of chemotaxis is also an example of an active scalar
system (see, e.g., [32] and the references therein). In fact, the one-dimensional
version of the parabolic-elliptic Keller-Segel model bears a striking resemblance
to equation (3.1) (see, for instance, [30] and the references therein).

Of particular significance in mathematical fluid mechanics is the study of
one-dimensional toy models that simplify complex fluid equations. A pioneer-
ing contribution in this area is the work of Constantin, Lax, and Majda [60].
Since then, various one-dimensional active scalar models with fractional dissi-
pation have emerged in the literature (see, for example, [108, 62, 49]). These
simplified models often capture key dynamics of more complex systems, pro-
viding valuable insights into phenomena such as formation and blow-up.

It is important to highlight that a common feature of the previously dis-
cussed active scalar equations is the presence of nonlocality, introduced through
the elliptic equation governing the velocity, as well as the crucial role that frac-
tional dissipation plays in shaping the qualitative behavior of the solutions (see,
for instance, [31]). Additionally, it is worth noting that in all the aforemen-
tioned active scalar systems, the velocity is typically recovered from the scalar
through a linear operator. In contrast, in (3.1), the velocity depends nonlin-
early on the advected scalar, which, to the best of our knowledge, is a unique
characteristic of this specific active scalar equation.

Likely due to the connection between early active scalar equations and the
three-dimensional incompressible Euler equations, one of the central questions
in this area of study involves the dichotomy between global existence of clas-
sical solutions and finite-time singularity formation. Numerous works explore
different levels of diffusion and various types of nonlocal velocities, leading to
both outcomes. For a comprehensive overview, the interested reader is referred
to [48, 11] and the references therein.

The well-posedness of the problem (3.1) will be established in Chapter 3
through Theorem 3.1.1. This theorem states that given an initial condition ϕ0
in the space H3(R) and a parameter α in the interval (0, 1], the problem defined
by the equation (3.1) has a unique local solution ϕ. This solution belongs to the
functional spaces C([0, T ];H3(R)) and L2([0, T ], H3+α/2(R)). Furthermore, if
the initial condition is non-negative (0 ≤ ϕ0), the solution extends globally in
time and remains uniformly bounded in the space L∞.

1.2 Biochemical Interactions: Patterns on Keller-
Segel Type Models

The collective behavior of species and how dynamic patterns emerge (defense,
invasion, resilience , ...) is one of the most important topics in current research
that requires a multidisciplinary approach to be addressed. In addition to the
intrinsic value of studying the dynamics of a population of birds, fish, ants or
sheep, these models could provide foundations for understanding other, more
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microscopic problems, such as morphogen-cell interaction or the evolution of
tumors. However, the impressive evolution in microscopy and in antibody con-
centration morphogenesis cell signaling have allowed the study of collective
behavior at the subcellular and cellular level to be analyzed and modeled di-
rectly [2]. This provides a new impetus in which the models initially developed
by Keller and Segel (KS) [93, 92, 110] for chemotaxis processes (the movement
of biological entities in response to chemical gradients) take on a new dimen-
sion. In addition, in recent years various applications have been developed in
exotic contexts [17] beyond cell signaling mechanisms that have provided more
flexible and diverse variants of KS-type models.

The classical KS model consists in a reaction–diffusion system of two cou-
pled parabolic equations

∂tU = divx(DU∇xU − χU ∇xQ) +H(U,Q), x ∈ RN , t > 0,
τ∂tQ = DQ∆Q+K(U,Q), x ∈ RN , t > 0.

(1.12)

In the biological context of cell dynamics, U represents the cell-density and Q
the chemoattractant concentration. The positive definite terms DQ and DU are
respectively the diffusivity of the chemoattractant and of the cells, χ ≥ 0 is the
chemotactic sensitivity and the functions H(U,Q) and K(U,Q) in (1.12) model
the interaction (production and degradation) between the cell density and the
chemical substance. In most simplified models and in the original Keller–Segel
system, these terms are modeled as K(U,Q) = U −Q and H(U,Q) = 0. The
hyperbolic limit (high–field limit) and some special parabolic limit (low–field
limit) have been derived from kinetic equations describing the run and tumble
process for bacterial motion [15, 13, 14, 16, 17, 53, 52, 87, 109]. The parameter
τ ≥ 0 is introduced to distinguish if there is an adjustment of the chemo-
attacker during the evolution of the process, it is standard that it only takes
values only 0 or 1 giving rise to different models that may not be dynamically
equivalents.

We will consider two variants of the flux–saturated Keller–Segel (FSKS)
model:

∂U

∂t
= ∂

∂x

(
UmΦ

(
U−1∂U

∂x

)
− aU ∂Q

∂x

)
T (Q) = U,

(1.13)

where T = T (Q) is one of the following linear differential operators

T (Q) = ∂2Q

∂t∂x
− ν ∂

2Q

∂x2 , (1.14)

or
T (Q) = τ

∂Q

∂t
+ α

∂Q

∂x
− ν ∂

2Q

∂x2 . (1.15)

The parameters α ≥ 0 and ν ≥ 0 stands for the transport and diffusion coeffi-
cients respectively. The flux function Φ = Φ(s) is a bounded, regular, increasing
and odd function. The value c > 0 is defined as

c = lim
s→∞

Φ(s),

9



1.2. Patterns on Keller-Segel Type Models

and it is finite. Also Φ ∈ C1(R) in order to have uniquenees of the initial value
poblems. The value µ = Φ′(0) is the kinematic viscosity for small velocities
and near ux = 0 the flow means

UmΦ
(
U−1∂U

∂x

)
∼ µUm−1Ux,

being m ≥ 1 a parameter that measures the porosity of the medium. In some
sense, we have a flux–saturated combined with a porous media operator [36].
Different proposals to ours to use flux–saturetad operators as an alternative to
linear diffusion for the Keller-Segel model use hyperbolic, fractional diffusion
or porous medium type approximations, see for example [26, 115, 54] and the
references therein.

One of the main objectives of our study is to consider the so-called relativistic-
heat case

Φ(s) = µ
s√

1 + µ2

c2 s2

that leads to

∂U

∂t
= µ

∂

∂x

 Um∂U
∂x√

U2 + µ2

c2

∣∣∣∂U∂x ∣∣∣2
− aU ∂Q

∂x

 .
Other examples of great interest are Φ(s) = µ s

1+ µ
c

|s| usually referred as
Wilson operator [104], the Larson operator [36] Φ(s) = µ s

p

√
1+ µp

cp sp

that include

the relativistic case, and Φ(s) = c tanh
(µs
c

)
usually referred as the hyperbolic

tangent operator, see for instance [97].
If m = 1, which is the case of the relativistic heat equation, then c is the

speed at which the solution support moves [5]. In the general choice of Φ, c
represents the maximum speed at which the solution support can move [36].
Therefore, c is a parameter that can be taken from the biological experimental
data [119]. Note that for any flux-saturated Φ, if c tends to infinity the heat
equation or the porous media equation are recovered for the different values of
m ≥ 1 [47].

The aim of Chapter 4 is to find, in the context of Keller–Segel models,
soliton-type patterns with compact support, which represent collective models
of cell invasion, propagation or behavior in which the interface with the medium
is singular. This type of patterns usually appears with diverse geometry in the
experimental data, and cannot be captured with linear diffusion terms in the
classical KS model.

Experimental data show that the movement of cells affected by a chemo-
attractant occurs through a pulse or soliton type solution [66, 119]. Moreover,
from the point of view of modeling, the Keller–Segel model combines a sys-
tem of partial differential equations that represents the evolution of the cell
density and the chemotractant concentration. However, the classical KS sys-
tem, although it admits regular traveling waves with a birth term of either a
Fisher–KPP term-type, does not seem to admit soliton type solutions. The
modification of the transport terms, especially preventing free diffusion, allows
to build solutions that better reflect the experimental results. This fact was
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Chapter 1. Introduction

rigorously proved in the case of a flux–saturated as an alternative to linear
diffusion in cell density in [7]. A great effort has been devoted in recent years
to study the properties of the evolution by flux–saturated mechanisms, in par-
ticular the existence of traveling waves, see for instance [5, 6, 19, 18, 37, 35,
38, 39, 42, 43, 46, 44, 45, 57, 56, 75, 96, 114] and the references therein.

In the case where the time evolution of the chemoattractant is negligible,
the resulting model produces a self-generated potential in terms of cell density.
This has been the most studied approach in the context of the Keller–Segel
models [23, 68, 69, 88, 87].

The main reason to modify the linear diffusion by a non-linear one is that
this reproduces more faithfully the experimental data. In this context, the
FSKS is a macroscopic model describing cell motion by chemotaxis, in which
saturation of the velocity is taken into account. The FSKS model also has the
advantage that traveling pulse or soliton–type solutions with compact support
emerge as a prototype of pattern under this system [7]. The existence of this
type of solutions is relevant for biological applications since, from a modeling
perspective, the compactly supported property is well suited.

The main results of Chapter 4 are the following:

• In Section 4.3, we study the case where T (Q) is given by the following
expression:

T (Q) = ∂2Q

∂t∂x
− ν ∂

2Q

∂x2 .

We prove that for any parametric configuration and for all σ > 0, we can
find block-type solutions, as shown in Theorem 4.3.1.

• In Section 4.4, T (Q) is given by the following expression:

T (Q) = τ
∂Q

∂t
+ α

∂Q

∂x
− ν ∂

2Q

∂x2 .

Depending on the values of α ≥ 0 and ν ≥ 0, we obtain different results.

Theorem 4.4.1 studies the case of α and ν, establishing that for values of
m ∈ (1, 2), there exists a block-type solution for all positive σ. Moreover,
if m ≥ 2, there exists a σ∗(α) such that there are block-type solutions for
all σ > σ∗(α). Additionally, Theorem 4.4.2 provides conditions for the
non-existence of solutions.

For the case α = 0 and ν > 0, Corollary 4.4.1 shows that block-type
solution exists, for all σ > 0.

Finally, in Subsection 4.4.4, we address the case α > 0 and ν = 0.
It is shown that under certain parametric configurations, we can find
block-type solutions, which differ from the previous ones as they have a
decreasing profile, unlike the others which are concave with a change in
monotonicity.
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1.3 Stochastics Particle Systems: Mean-field limit
and Digraph Measures

Consider a physical system composed of N particles that interact with each
other through a network/graph of connections, where information about the
connectivity between particles can be represented by a graph G. The vertices
of this graph represent each particle, and the edges of the graph model pairwise
interactions between them.

The study of these systems, particularly when N is a very large number,
has been approached in various ways, depending on different mathematical
treatments used to represent the graph. To set the context, let us begin by in-
troducing the equations that determine the system’s dynamics. Let Xi(t) ∈ Rd
denote the state of particle i, and consider the following stochastic differential
equations (SDEs) that define the evolution of all particles in the system.

dXi(t) = f(Xi(t))dt+ 1
N

N∑
j=1

ANij g(Xi, Xj)dt+ 1
N

N∑
j=1

ÂNijh(Xi, Xj)dBi
t,

Xi(0) = X0
i , i = 1, . . . , N. (1.16)

Here, ANi,j is the adjacency matrix of the system, representing the basic deter-
ministic network interaction between particles i and j, and ÂNij serves as an
adjacency matrix to represent, how interactions between particles i and j in-
fluence the noise term. ANij and ÂNij are not necessarily identical, which already
provides a useful generalization to existing mean-fields that aim to include net-
work coupling. The functions f , g and h are Lipschitz and bounded. The noise
term contains a sequence

{
Bi
t

}
, for 1 ≤ i ≤ N , of independent and identically

distributed Brownian motions in X ⊆ Rd. The initial conditions
{
X0
i

}
i=1,..,N

form a sample of independently and identically distributed random variables
with a probability distribution µ0 ∈ P(X). Xi(t) represents, at the microscopic
level, the trajectory of particle i. As the number of particles in the system
becomes very large, the study of the system’s dynamics becomes increasingly
complex. Therefore, to analyze these issues, various techniques have been in-
troduced, focusing on the study of the density of a typical particle and its
evolution [27, 67, 107, 118, 78]. These techniques were classically developed on
an all-to-all coupled graphs.

The main objective is to determine the mean-field limit for the interacting
particle system (5.1). The main challenge is that we have to consider also a
suitable notion of graph limits and incorporate the graph limit object in our
analysis. For dense graphs, it is understood that graphons provide a suitable
tool, and one can stay within a familiar setting of functions and norms as
graphons are just functions themselves. Yet, to capture sparse and intermediate
density graph limits, it is necessary to work with graph limits that are only
measures. In this work we show that mean-fields can be obtained on a type of
graph representation called digraph measure (DGM).

The study of the mean-field limit for equations similar to (5.1) has been
approached in different ways, depending on how the adjacency matrices have
been handled in the analysis.
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First, in cases where the stochastic terms absent, numerous studies explore
the mean-field limit by considering Aij = 1, which are considered mean-field
limits for systems of completely exchangeable particles, as studied in e.g. [90,
27, 67, 107]. On the other hand, when considering systems of non-exchangeable
particles and accounting for graph properties, the mean-field limit has been
derived in various frameworks, e.g., in [58, 101, 77, 95, 89, 8, 111]. Each
one employs different graph representation techniques such as graphons [89,
101, 58], digraph measures [95], or graphops [77]. In all these cases, it is
demonstrated that in the limit, the system satisfies a Vlasov equation.

Second, when considering the stochastic terms, different perspectives have
been studied. For example, [29, 12, 22] have addressed various treatments of
the matrix, ranging from Aij = 1 to considering the graph as a graphon. Here
we focus on studying the graph as a digraph measure (DGM) and derive the re-
sulting Vlasov-Fokker-Plank equation in the stochastic case. To approach this,
we will concentrate on the coupling method [50, 51], and utilize the techniques
of Sznitmann [118], along with those used in [12, 22], to study the mean-field
limit of the particle system (5.1).

As our goal is to obtain a mean-field limit, we aim to determine a measure of
the form µ(t, x) representing the mesoscopic/typical particle evolution in time
and space of the original microscopic model. Since the SDEs for the particles
lead to a stochastic process, the density µ must be a probability measure.
However, as we are working with DGMs, this measure will also depend on
an additional variable representing the heterogeneity of the graph, which we
denote as u ∈ I, where I is the set of all possible values that the graph variable
can take. Our probability measure will take the form µ(t, x, u), and we will
define µ̄(t, x) =

∫
I µ(t, x, u) du. For simplicity, we will also use the following

notation: µ(t, x) = µt(x) and µ(t, x, u) = µu,t(x).
Our objective is, therefore, to establish, from (5.1), a probability measure

whose limit converges in a suitable metric space to a (weak) solution of some
Vlasov-Fokker-Planck equation. To achieve this, we will represent the law of
the entire system through the empirical measure, which will play a central role.
The empirical measure is defined as follows:

µNt = 1
N

N∑
i=1

δXi(t), for t ∈ [0, T ].

The next step, once the empirical measure is defined, is to identify a problem
with sufficiently good properties, whose solution can be compared with ours.
This is the basis of coupling methods. We seek a problem where the dynamics
of each particle is suitably independent of the others, and we are going to
prove the existence of a solution to this problem. Once the existence results is
established, we are then going to show that as the number of particles tends
to infinity, both problems exhibit similar behavior. Mathematically, this is
expressed by proving that the distances between the empirical measure and a
suitable limiting measure tend to zero, as N → ∞, in some metric space on
probability measures that we have to select.

To start, let us introduce the system of independent processes that we are
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going to consider:

Xu(t) =Xu(0) +
∫ t

0
f(Xu(s)) ds+

∫ t

0

∫
I

∫
X
g(Xu(s), y) µv,s(dy)ηu(dv)ds

+
∫ t

0

∫
I

∫
X
h(Xu(s), y) µv,s(dy)η̂u(dv)dBu

s ,

(1.17)

where µu,t = L(X(t)|U = u), and U is a uniform random variable on I. The
initial conditions Xu(0) = X0

u, for u ∈ I, form a sample of independently
and identically distributed random variables with a probability distribution
µ̄0 ∈ P(X). Note that two new measures appear, which are finite positive
Borel measures η, η̂ ∈ B(I,M+(I)). The measures η, η̂ are the fiber measures
associated to the adjacency matrices of the graphs ANi,j and ÂNi,j . The fiber mea-
sures are defined on a vertex space I. In this way, these measures represents
the edges between different u and the rest of the vertices of I. This repre-
sentation of graphs by a measure is known as a digraph measure (DGM); the
concept is a step towards potentially covering even broader classes of graph
limits, e.g., those given by graphops (graph operators). For background on
graph limits and DGMs we refer to [9, 95]. The Brownian motion satisfies the
same properties as before.

Next, observe in (5.2) that the particle dynamics, for a given u, are indepen-
dent of the dynamics of the other particles. Therefore, the system represents an
independent particle process. Furthermore, the graph’s heterogeneity variable
is taken as a random variable, uniformly distributed over the interval I. We can
define the probability measure associated with the solution X as µ̄ =

∫
I µu,t du.

Since the aim was to compare the two systems as the number of particles be-
comes sufficiently large, we want to determine whether there is a metric space
with metric d such that:

d(µ̄, µN )→ 0, as N →∞.

Since we are dealing with graphs, the graphs ANi,j and ÂNi,j will also change with
the number of particles, and we must also be able to represent their convergence
as N tends to infinity. Moreover, as we are comparing it with the independent
system, we must employ a technique of representing matrices/operators in the
form of measures and determine a space in which we can establish the conver-
gence.

In Chapter 5, we will focus on proving that if our two graphs, each repre-
sented by a directed graph measure (DGM), converge towards certain measures,
then under specific assumptions (Assumptions H and H̃ below), the empirical
measure describing the dynamics of the states of the particles will converge to a
probability measure µu,t. This limit satisfies the following Vlasov-Fokker-Plank
equation:

∂tµ̄t + ∂x

(
µ̄tf(x) +

∫
I
µu,t

∫
I

∫
X
g(x, y) µv,t(dy)ηu(dv)du

)
+ 1

2∂
2
x

(∫
I
µu,t

[∫
I

∫
X
h(x, y) µv,t(dy)η̂u(dv)

]2
du
)

= 0,
(1.18)
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in a distributional sense.
This will be proved in Theorem 5.3.1 and 5.3.2, where in each theorem,

we will handle the limit measure µu,t differently. However, in both cases, we
will obtain the same Vlasov-Fokker-Plank equation.

15





Part II

CONTRIBUTIONS

17





Chapter 2
Biomechanical Effects On Traveling
Waves At The Interface Of Cell
Populations

2.1 Introduction:

In this Chapter we investigate traveling wave patterns within a nonlinear and
nonlocal mathematical model that describes the interfaces between distinct cell
populations. Originating from the work of J-F Joanny et al. [113], the model
captures the dynamics of cell interfaces influenced by cell division, death, and
mechanical interactions. Specifically, the model comprises a system of partial
differential equations (PDEs) where ϕ represents the interface between two cell
populations, and V denotes the average propagation velocity. The equations
are given by:

∂Tϕ+ V ∂Xϕ = ∂2
Xϕ+ ϕ(1− ϕ),

Λ2∂2
XV − V = 2ΛV0∂X

(
ϕ+ β(∂Xϕ)2

)
,

Here, Λ is a parameter related to the Helmholtz operator, and V0 and β are
biological parameters affecting the system’s dynamics. The model emphasizes
the role of mechanical coupling and external pressures in governing cell growth
and interpopulation interactions.

The primary objective is to explore the existence and characteristics of
traveling wave solutions of the form ϕ(x−σt) and V (x−σt), where σ represents
the wave speed. Such solutions provide insights into the invasion patterns and
interaction dynamics between the cell populations.

Redefining the parameters as a = 2ΛV0 and b = 2ΛV0β, the boundary
problem to be studied then takes the form:

−σϕ′ + V ϕ′ = ϕ′′ + ϕ(1− ϕ),
Λ2V ′′ − V = aϕ′ + bϕ′ϕ′′,

ϕ(−∞) =1, ϕ(+∞) = 0.
(2.1)
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We will look for monotone decreasing solutions of the problem, which existence
will depend on the different values taken by the parameters a, b, and Λ, as well
as their relationship with the wave speed σ.

Firstly, we focus on the case Λ = 0 in (2.1), where the system exhibits local,
nonlinear velocity behavior. By applying techniques from dynamical systems
theory, we demonstrate the existence of solutions under specific parametric
conditions, as detailed in the following result.

Theorem 2.1.1. Let Λ = 0. There exists σ∗ = σ∗(a, b) such that there is a
unique solution, up to translations, to the problem (2.1) , for every σ ≥ σ∗(a, b).
Furthermore,

(T1) σ∗ ≥ 2, and if max{a, b} ≤ 2, then σ∗ = 2.

(T2) If b = 0 and a > 2, then

{
2 if a ≤ 3 + 2

√
2,

a−1√
a

if a > 3 + 2
√

2, ≤ σ
∗(a, 0) ≤


√

a2+4
a if 2 ≤ a < a∗,

2 + a
8 if a∗ ≤ a < 16,√

a if 16 ≤ a,

where a∗ is the unique root of a3 − 32a2 + 256a− 256 = 0 in the interval
]2, 16[.

(T3) If b > 0,

2 ≤ σ∗ ≤

√√
a2 + 8a+ 4b+ 16 + a+ 4

2 .

Moreover, if a2 ≥ 4b,

σ∗ ≥ 2b− (a−
√
a2 − 4b)√

2b
(
a−
√
a2 − 4b

) .

Figure 2.1: This figure represents the theoretical values stated in Theorem 2.1.1
regarding the bounds of σ∗ and the numerical approximation of the value of σ∗

obtained in Octave. The figures illustrate different scenarios for various values
of b: Left-side figure: b = 0; Center figure: b = 5; and Right-side figure: b = 40.
These figures provide a visual comparison between the theoretical bounds and
numerical approximations of σ∗ under varying conditions of b.

The previous theorem enables us to extend our analysis to the case where
Λ > 0, particularly for small values of Λ. We employ perturbative methods to
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Chapter 2. Biomechanical Effects On Traveling Waves

show that the values of σ identified in Theorem 2.1.1, which guaranteed the
existence of a solution in the unperturbed case, remain valid when Λ is small
but nonzero. This ensures the existence of solutions in this modified setting as
well.

Theorem 2.1.2. For each σ > σ∗(a, b) as defined in Theorem 2.1.1, there
exists a sufficiently small Λ0 = Λ0(σ, a, b) > 0 such that, for any Λ ∈ (0,Λ0),
the problem (2.1) admits a solution.

Lastly, we will address the general case Λ > 0. To simplify the two differen-
tial equations, we will use the fundamental solution of the Helmholtz equation,
allowing us to reduce them to a single non-local differential equation. By ap-
plying Leray-Schauder topological degree techniques, we will demonstrate the
existence of traveling waves, as outlined in the following result.

Theorem 2.1.3. If b
2Λ2 < 1, there exists σ ≥ 2 such that the problem (2.1)

has solutions ϕ, V : R→ R. Furthermore, we have σ ≤ 2 + a
Λ + b

4Λ2
2+ a

Λ
1− b

2Λ2
.

Remark 2.1.1. Additionally, it is shown that ϕ′(t)→ 0 as |t| → ∞ in the three
preceding theorems. Furthermore, both V and V ′ exhibit this same behavior in
Theorems 2.1.2 and 2.1.3.

The Chapter is organized as follows. In Section 2.2, we investigate the
existence of traveling waves in the special case where Λ = 0. This simplifies
the problem to a single second-order nonlinear differential equation. By trans-
forming it into a first-order system and employing upper and lower solution
techniques, we prove Theorem 2.1.1 and the estimates of the threshold value
σ∗. In Section 2.3, we extend the values of σ identified for the case Λ = 0 to
small positive Λ. This extension is accomplished through the use of geomet-
ric singular perturbation theory, which enables us to establish the existence of
solutions for these small Λ values. In Section 2.4, we address the general case
without setting any parameters to zero or consider small values of Λ. We ap-
ply a truncation argument, reducing the problem to a boundary value problem
on a finite interval, and substitute the Fisher term with a combustion term
that converges to the Fisher term in the limit. For this modified problem, we
analyze the existence of a solution within a bounded domain using topological
degree theory and fixed-point theory. Finally, we take the limit to prove the
existence of traveling waves for the original problem.

2.2 Local Advection term

In this section, we will prove Theorem 2.1.1. The case Λ = 0 simplifies the
problem (2.1), reducing it to a second-order differential equation.

−σϕ′ − a(ϕ′)2 = (1 + b(ϕ′)2)ϕ′′ + ϕ(1− ϕ),
ϕ(−∞) = 1, ϕ(+∞) = 0. (2.2)

21



2.2. Local Advection term

We will reduce the study of the existence of solutions of (2.2) to the study of
the first-order equation:

S′ = σS − aS2 − ϕ(1− ϕ)
S(1 + bS2) ,

S(0) = S(1) = 0, S(ϕ) > 0 , ϕ ∈ (0, 1),
(2.3)

where S : [0, 1]→ [0,∞) satisfies S(ϕ) = −ϕ′.

Proposition 2.2.1. There exists a monotone decreasing heterocline solution
to the problem (2.2) if and only if there exists S ∈ C[0, 1]∩C1(0, 1) that satisfies
(2.3).

Proof. If ϕ is a solution of (2.2), we can show that ϕ′(s) < 0. This allows us
to define S ∈ C1(0, 1). Such reduction principles are frequently employed (see
[99]) and their proof is standard.

First, we will establish an a priori bound on the wave speed σ, showing
that if σ < 2, no monotonically decreasing solutions exist. This is due to the
fact that when σ < 2, the solutions around ϕ = 0 exhibit oscillatory behavior.
This is the central idea behind the following proposition.

Proposition 2.2.2. If σ < 2, then there are no solutions to (2.3).

Proof. Let S(ϕ) be a solution of (2.3). According to Proposition 2.2.1, S(ϕ) =
−ϕ′ for ϕ ∈ (0, 1), and ϕ′(t)→ 0 as ϕ(t)→ 0, that is, as t→ +∞.

Let us define the function r(t) = −ϕ′(t)
ϕ(t) = S(ϕ(t))

ϕ(t) . This function r(t) satisfies
the differential equation:

r′ = S′ϕ′ϕ− ϕ′S

ϕ2 = r2 − S′r.

Since S is a solution of (2.3), it follows that

r′ = r2 −
(
σ − aS
1 + bS2

)
r + 1− ϕ

1 + bS2 .

holds. We can observe that r′ is expressed as a second-degree polynomial in r.
Given the convexity of this polynomial, we obtain

r′ ≥ 1− ϕ
1 + bS2 −

(
σ − aS

2(1 + bS2)

)2
→ 1− σ2

4 ,

as t→ +∞. Therefore, if σ < 2, then r is eventually decreasing and has limit.
But this leads to a contradiction: If r(t) is bounded and r(t)→ r̄ ∈ R, then by
considering a sequence {tn}n tending to infinity where r′(tn)→ 0, we derive

r̄2 − σr̄ + 1 = 0.

This implies that r̄ would need to be a root of this second-degree polynomial.
However, since σ < 2, the polynomial has no real roots, leading to a contradic-
tion.

22



Chapter 2. Biomechanical Effects On Traveling Waves

On the other hand, if r(t) → +∞, then r′(t)
r2(t) → 1, and there exists a

constant C > 0 such that r′(t)
r2(t) ≥ C for large t. This implies that r(t) must

be larger than the solution to the differential equation y′ = Cy2. However, the
solution to this equation blows up in finite time.

In summary, we have demonstrated that if σ < 2, then the problem (2.3)
admits no solution.

To establish the existence of a solution, we will use the following result,
which relies on the concept of finding appropriate functions (subsolutions) that
help control the evolution of solutions to (2.3) and, consequently, demonstrate
the existence of a solution.

Lemma 2.2.1. Let S̄ ∈ C1([0, 1]) ∩ C((0, 1)) satisfying:

S̄′(ϕ) < σS̄(ϕ)− aS̄(ϕ)2 − ϕ(1− ϕ)
S̄(ϕ)(1 + bS̄2(ϕ))

, ϕ ∈ (0, 1)

S̄(0) = S̄(1) = 0, S̄(ϕ) > 0 ϕ ∈ (0, 1).
(2.4)

Then, there exists a solution S to the problem (2.3).

Proof. Consider Z satisfying (2.4). Let us construct the sequence of functions
{Sn}n≥1, where Sn is the maximal solution of the initial value problem:

S′ = σS−aS2−ϕ(1−ϕ)
S(1+bS2) , ϕ ∈ (0, 1− 1/n),

S(1− 1/n) = Z(1− 1/n).
(2.5)

The sequence constructed in this way satisfies Sn+1(ϕ) ≤ Sn(ϕ) for all ϕ ∈
(0, 1− 1/n) and n ∈ N. Furthermore, the inequalities 0 < Sn(ϕ) < Z(ϕ) hold,
for all ϕ ∈ (0, 1− 1/n) and n ∈ N.

By adapting the proof scheme outlined in [99, Theorem 2.1], we obtain the
desired result. This version is already quite clear and concise, so only minor
adjustments were made for readability.

As a consequence of the monotone dependence of equation (2.2) on σ, the
solutions exhibit an ordered structure for different values of σ. We can thus
establish the following result:

Proposition 2.2.3. The set of admissible values

{σ > 0 : such that (2.3) has solution} (2.6)

forms a closed, upper unbounded interval. The minimum of this interval is
denoted by σ∗ := σ∗(a, b).

Proof. First, we will prove that (2.6) is an open, upper unbounded interval.
Let us consider a solution S1 of (2.3) with σ = σ1. If we take σ2 ≥ σ1, then
S1 serves as a lower solution to the problem (2.3) with σ = σ2. According to
Lemma 2.2.1, this implies the existence of a solution for σ2. Hence, if there
exists a solution for σ1, then there exists a solution for all σ ∈ (σ1,+∞).

This allow us to define σ∗ := σ∗(a, b) as the infimum of this interval. Fur-
thermore, by Proposition 2.2.2, we have σ∗ ≥ 2. Now, we need to show that
the interval (2.6) is also closed.
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2.2. Local Advection term

Assume σ > σ∗. Then, we know that there exist σ̄ and σ̂ such that the
problem (2.2) has a solution for σ∗ < σ̂ < σ < σ̄. Using Proposition 1, let S̄
and Ŝ be the solutions of problem (2.3) associated with σ̄ and σ̂, respectively.
Due to the monotonicity of (2.3) with respect to σ, S̄ and Ŝ are subsolution
and supersolution of (2.3), respectively.

Let m = min{S̄, Ŝ} and M = max{S̄, Ŝ}. Consider the sequence of com-
pact intervals {An}n ⊂ (0, 1) whose union covers the interval (0, 1). For each
n, we can find a solution S1

n(ϕ) to the problem (2.3) such that m(ϕ) ≤ S1
n(ϕ) ≤

M(ϕ), for ϕ ∈ An.
Let Sn be the maximal solution of (2.3) in An, extended to the entire

interval (0, 1) by a constant. Then, Sn ≥ Sn+1 in An, and the sequence {Sn}n
converges to a function S0 on (0, 1) as n → ∞. Moreover, this convergence
is uniform on compact sets of (0, 1) because S′

n is bounded on (0, 1). Let us
analyze what happens at the endpoints of the interval (0, 1). We know that
0 < m(ϕ) ≤ S1

n(ϕ) ≤ M(ϕ) for ϕ ∈ (0, 1), and that the functions m(ϕ) and
M(ϕ) are continuous on [0, 1] and vanish at the boundary. Therefore, S0(ϕ)
will also vanish at the boundary.

We have thus proved that S0 is a solution of (2.3), implying the existence
of a solution for (2.2) when σ > σ∗.

Now, we only need to analyze the case σ = σ∗. To handle this, define a
decreasing sequence {σn}n converging to σ∗ with σn ≤ σ̄ for all n ∈ N. Let
{Sn}n be the sequence of solutions to (2.3) for σ = σn.

Define S0 = infn∈N Sn(ϕ) for ϕ ∈ [0, 1], and verify that infϕ∈C S0(ϕ) > 0 for
every compact subset C ⊂ (0, 1). Assume, by contradiction, that there exists
a compact set C ⊂ (0, 1) such that infϕ∈C S0(ϕ) = 0. In other words, there
exists a sequence {ϕn}n in C converging to ϕ∗ ∈ C such that S0(ϕn) < 1

n .
Additionally, we can find a sequence {kn}n such that

Skn(ϕn) < 1
n
, n ∈ N.

Let I ⊂ (0, 1) be a compact interval such that C ⊂ int(I). We know that if
the solution to problem (2.3) approaches zero, it can only do so in the region
where S′ < 0. Therefore, searching for Skn(ϕn) < 1

n , we have S′
kn

(ϕ) < 0
for all ϕ ∈ [ϕn,max I]. This is a contradiction since Skn(ϕn) → 0, and {ϕn}n
converges to ϕ∗ < max I, but Skn is a solution of (2.3) and satisfies Skn(ϕ) > 0
for all ϕ ∈ (0, 1).

Thanks to the continuity and differentiability of the solutions of (2.3), the
sequence {Sn}n is bounded on any compact set C ⊂ (0, 1), implying that it is
Lipschitz on any compact set C.

Let {Ck}k be a sequence of increasing compact subsets in (0, 1) whose
union is a covering of (0, 1). For k = 1, there exists a subsequence

{
Sk1

n

}
n

that
converges uniformly to a function S1 on C1, which is continuous and positive
on C1. If we now consider k = 2, the subsequence

{
Sk1

n

}
n

admits a further

subsequence
{
Sk2

n

}
n

that converges uniformly to a function S2 on C2, which is
continuous and positive on C2, coinciding with S1 on C1. By continuing this
diagonal extraction procedure, we can define a function S∗ that is continuous
and positive on (0, 1), coinciding with Sn on Cn for every n ∈ N, and S∗ is the
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Chapter 2. Biomechanical Effects On Traveling Waves

uniform limit of the sequence of solutions of the equation (2.3) related to the
problem (Pcn).

Therefore, taking the limit, S∗ is a solution of (2.3) for σ = σ∗ on (0, 1).
We have S∗(ϕ) > 0 for ϕ ∈ (0, 1), and if we take σ̃ > σ∗, it holds that
Sσ̃(ϕ) ≥ Sσ∗(ϕ) for every ϕ ∈ [0, 1]. Consequently, S∗(0) = S∗(1) = 0.

In particular, this demonstrates that σ∗ is the infimum of the interval (2.6).

Let us now conclude the proof of statement (T1) in Theorem 2.1.1. To
achieve this, we will utilize Lemma 2.2.1 for a function of the form S(ϕ) =
αϕ(1− ϕ).

Proposition 2.2.4. If a < 2, b < 2, and σ = 2, then there exists a solution to
(2.2).

Proof. We want to verify that S(ϕ) = αϕ(1−ϕ) satisfies (2.4) for some α ∈ R.
To do this, we need to check that the following condition holds:

σαϕ(1− ϕ)− aα2ϕ2(1− ϕ)2 − ϕ(1− ϕ)
αϕ(1− ϕ)(1 + bα2ϕ2(1− ϕ2)) > α− 2αϕ,

for ϕ ∈ (0, 1). Rearranging, we arrive at the following expression

2ϕ5 − 5ϕ4 + 4ϕ3 + a− bα2

bα2 ϕ2 + (2− a)
bα2 ϕ+ σα− 1− α2

bα4 > 0,

for ϕ ∈ (0, 1). The polynomial 2ϕ5−5ϕ4+4ϕ3 is greater than zero, for ϕ ∈ (0, 1).
It is sufficient to study when

a− bα2

bα2 ϕ2 + (2− a)
bα2 ϕ+ σα− 1− α2

bα4 > 0, for ϕ ∈ (0, 1).

Taking α = 1 and σ = 2, we only need to verify the condition when

ϕ((a− b)ϕ+ (2− a))

is positive for ϕ ∈ (0, 1), This requires a < 2 and b < 2. Therefore, Lemma
2.2.1 leads to the existence of a solution.

The next step is to establish the upper bounds for σ∗(a, b). We will start
by examining the bounds given in statement (T2). Utilizing Lemma 2.2.1 and
the solutions from the FKPP model, we will derive the following result.

Proposition 2.2.5. Let b = 0 and

σ >

{
2 + a

8 si a ≤ 16,√
a si a > 16, (2.7)

Then, there exists a solution to (2.2).

Proof. Let SF be a solution of

S′ = cS−ϕ(1−ϕ)
S ,

S(0) = S(1) = 0, S(ϕ) > 0, ϕ ∈ (0, 1).
(2.8)
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2.2. Local Advection term

It is well known that this first-order equation corresponds to the problem

−cϕ′ = ϕ′′ + ϕ(1− ϕ),
ϕ(−∞) = 1, ϕ(+∞) = 0, (2.9)

whose differential equation is the FKPP equation. It is well established that
solutions exist for c ≥ 2. Moreover, SF (ϕ) < 1

4c is satisfied, for ϕ ∈ (0, 1).
It can be checked that (2.7) is equivalent to

a ≤
{

8σ − 16 if σ < 4,
σ2 if σ ≥ 4.

Let us demonstrate that, under these conditions, there always exists c ≥ 2 that
satisfies the inequality

S′
F <

σSF − aS2
F − ϕ(1− ϕ)
SF

,

for ϕ ∈ (0, 1). By using Lemma 2.2.1, the expression (2.8) and the fact that
SF (ϕ) < 1

4c , it is enough to prove that

cS < σS − aS2, for S ∈
(

0, 1
4c

)
.

Or equivalently, if there exists c ≥ 2 satisfying the above inequality for S = 1
4c ,

i.e. , if it verifies
c2 − σc+ a

4 < 0. (2.10)

If σ < 4, then (2.10) holds, for c ≥ 2, if

σ +
√
σ2 − a
2 > 2,

which is true for all a ≤ 8σ − 16.
If σ ≥ 4, then (2.10) holds, for c ≥ 2, if a < σ2.

The other bounds on σ∗, both for b = 0 and b > 0, rely on finding an
α ∈ (0,∞) such that S(ϕ) = αϕ(1 − ϕ) satisfies (2.4). We have the following
result:

Proposition 2.2.6. Let us assume that we are in one of the following situa-
tions:

1. b = 0, a > 2 and σ >
√

4+a2

a .

2. b > 0 and σ >
√√

a2+8a+4b+16+a+4
2 .

Then, there exists a solution of (2.2).

Proof. Let S = αϕ(1 − ϕ), for a certain α > 0. We want to determine the
values of α that satisfy the following inequality:

σαϕ(1− ϕ)− aα2ϕ(1− ϕ)− ϕ(1− ϕ)
αϕ(1− ϕ)(1 + bα2ϕ2(1− ϕ2)) > α− 2αϕ, (2.11)
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for ϕ ∈ (0, 1).
Consider b = 0. Reordering (2.11), we obtain

F (ϕ) = aα2ϕ2 + (2α2 − aα2)ϕ+ (σα− α2 − 1) > 0, for ∈ (0, 1)

We need to determine the conditions under which the quadratic function F (ϕ)
takes positive values for ϕ ∈ [0, 1].

If a > 2, we require that F (ϕ) has a negative discriminant, obtaining

α2(a2 + 4)− 4aσα+ 4a < 0.

Again, we have a quadratic function in α, then the existence of values of α
verifying such equation reduces to the computation of the discriminant:

aσ2 − (a2 + 4) > 0.

This yields the condition on σ, which ensures that F (ϕ) is positive for ϕ ∈ [0, 1].
Let us now consider b > 0. To prove (2.11), it is sufficient to impose

σα− aα2ϕ(1− ϕ)− 1
α(1 + bα2ϕ2(1− ϕ2)) > α,

for ϕ ∈]0, 1[. The expression above can be simplified by rewriting it as a
function of z = ϕ(1 − ϕ). After substituting z and performing the necessary
simplifications, we obtain:

bα4z2 + aα2z + 1− σα+ α2 < 0,

for z ∈ [0, 1/4].
It can be observed that this expression is an increasing function of z. Thus,

the only thing to check is the existence of a value α > 0 such that

bα4

16 + aα2

4 + 1− σα+ α2 < 0.

The expression provided in the Proposition is derived by setting α = 2
σ . By

applying Lemma 2.2.1, we establish the existence of a solution.

To complete our analysis, we now focus on determining the lower bounds
of σ∗. For this, we use a concept analogous to that in Lemma 2.2.1, but our
aim is to identify a function that facilitates the demonstration of non-existence
of solutions. We present the following result:

Proposition 2.2.7. There is no solution to (2.2) if any of the following con-
ditions hold:

• b = 0, a ≥ 3 + 2
√

2 and σ < (a−1)√
a

.

• b > 0, a > 2, a ≥ 2
√
b and σ < 2b−(a−

√
a2−4b)√

2b(a−
√
a2−4b) .
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2.2. Local Advection term

Proof. Let us consider the problem (2.2) and rewrite it in terms of ψ = 1− ϕ.

σψ′ − a(ψ′)2 = −(1 + b(ψ′)2)ψ′′ + ψ(1− ψ),
ψ(−∞) = 0, ψ(+∞) = 1. (2.12)

The corresponding first order equation is

J ′ = aJ2 − σJ + ψ(1− ψ)
J(1 + bJ2) . (2.13)

In the vicinity of 0, this equation exhibits two real eigenvalues with opposite
signs. Consequently, the unstable manifold corresponds to the eigenvalue λ =
−σ+

√
σ2+4

2 .
Let J(ψ) = λψ − µψ2, where µ is chosen such that

J ′ <
aJ2 − σJ + ψ(1− ψ)

J(1 + bJ2) ,

for ψ ∈ (0, 1). We aim to demonstrate that any solution S of the problem
(2.13), initiated from the unstable manifold associated with the eigenvalue λ,
will satisfy S(ψ) ≥ J(ψ) for ψ ∈ (0, 1) and also S(1) > λ

µ ≥ 1. Consequently,
solutions to (2.13) cannot satisfy S(0) = S(1) = 0, indicating that the problem
(2.2) has no solution.

Consider Sn as the solution of (2.13) with initial condition Sn(0) = 1
n . It

follows that Sn(ψ) is a decreasing sequence for all n ≥ 1 due to the uniqueness
of the solution.

Define Rn(ψ) = Sn(ψ)− J(ψ). We have Rn(0) > 0 and R′
n(ψ) > 0, which

implies Rn(ψ) > 0 for ψ ≥ 0. Hence, Sn(ψ) > J(ψ) for ψ ≥ 0.
Consequently, the sequence {Sn(ψ)}n≥1 and its derivative are uniformly

bounded because J(ψ) < Sn(ψ) < S1(ψ) for all ψ ∈ (0, 1) and n ≥ 1. There-
fore, we can extract a convergent subsequence Snk

→ S̄(ψ), which satisfies
S̄(0) = 0, S̄(1) > 1, and S̄ is a solution of (2.13) for ψ ∈ (0, 1).

Moreover, due to the uniqueness of the solution from the stable manifold,
the only solution emerging from ψ = 0 is S̄(ψ). This completes the proof.

We are seeking values of µ that satisfy the following inequality:

a(λψ − µϕ2)2 − σ(λψ − µψ2) + ψ(1− ψ)
(λψ − µψ2)(1 + b(λψ − µψ2)2) > (λ− 2µψ),

for all ψ ∈ (0, 1), or equivalently(
− aµ2ψ4 +

(
2µ2 + 2aλµ

)
ψ3 −

(
3µλ+ aλ2 + σµ− 1

)
ψ2 + (λ2 + σλ− 1)ψ

)
+ b

(
2µ4ψ7 − 7µ3λψ6 + 9µ2λ2ψ5 − 5λ3µψ4 + λ4ψ3

)
< 0, (2.14)

for all ψ ∈ (0, 1).
First we analyze the case b = 0. We start by noting that λ was defined

such a way it satisfies the quadratic equation:

λ2 + σλ− 1 = 0.
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This implies that the linear term in ψ is zero. Consequently, the inequality
that must be satisfied is:

ψ2
(
−aµ2ψ2 + (2µ2 + 2aλµ)ψ − (3µλ+ aλ2 + σµ− 1)

)
< 0.

To determine whether the inequality is satisfied, we need to evaluate the
quadratic function at specific values of ψ. We want to ensure that this function
takes negative values at ψ = 1 and that the maximum of the function occurs
at a value ψ∗ where ψ∗ > 1. Let us check that for ψ = 1 this is satisfied. This
leads to

(2− a)µ2 + (2aλ− 3λ− σ)µ+ (1− aλ2) < 0.
If 1− aλ2 < 0, then the inequality is satisfied for values of µ close to zero.

This condition 1− aλ2 < 0 follows from the hypothesis of the Proposition, and
it can be verified through a straightforward calculation using λ = −σ+

√
σ2+4

2 .
Let us finally see that ψ∗ is greater than 1:

ψ∗ = 2µ2 + 2aλµ
2aµ2 > 1⇔ µ <

aλ

a− 1 ,

but this is satisfied, since µ ≤ λ and a > 2 by hypothesis.
In the case b > 0, the inequality to examine is[
−aµ2ψ2 +

(
2µ2 + 2aλµ

)
ψ −

(
3µλ+ aλ2 + σµ− 1

)]
+b
[
2µ4ψ5 − 7µ3λψ4 + 9µ2λ2ψ3 − 5λ3µψ2 + λ4ψ

]
< 0.

(2.15)

Moreover, the following inequality

b
[
2µ4ψ5 − 7µ3λψ4 + 9µ2λ2ψ3 − 5λ3µψ2 + λ4ψ

]
< bψλ4

holds, for ψ ∈ (0, 1). This can be proven by taking z = µ
αψ, for z ∈ (0, µλ ) ⊂

(0, 1). We can then rewrite the above expression as follows:

b
[
2z5 − 7z4 + 9z3 − 5z2 + z

]
≤ bz,

which can be easily verified to hold.
Therefore, it is sufficient to determine for which values of µ the following

inequality is satisfied:[
−aµ2ϕ2 +

(
2µ2 + 2aλµ+ bλ4

)
ϕ−

(
3µλ+ aλ2 + σµ− 1

)]
< 0.

It can be checked that the vertex of this parabola is always greater than
one, and there always exists a µ in a neighborhood of 0 such that:

2(1− a)µ2 + 2aλµ+ bλ4 > 0.

Also, by evaluating the polynomial at ψ = 1, the inequality

(2− a)µ2 + (2aλ− 3λ− σ)µ+ (bλ4 − aλ2 + 1) < 0

is satisfied in a neighborhood of 0, as

(bλ4 − aλ2 + 1) < 0

holds for σ given by the expression in the statement of the Proposition.
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2.3. Singular Perturbation Theory (Small Λ)

Once these intermediated results have been presented, we can complete the
proof of Theorem 2.1.1.

Proof of Theorem 2.1.1. Proposition 2.2.3 establishes the existence of σ∗ :=
σ∗(a, b) such that, for all σ ≥ σ∗, there exists a traveling wave. From Propo-
sition 2.2.2, we know σ∗ ≥ 2. Furthermore, Proposition 2.2.4 shows that
σ∗(a, b) = 2 if max{a, b} ≤ 2. This confirms (T1).

For the case b = 0 (i.e., (T2)), Proposition 2.2.7 provides that σ∗ ≥ a−1√
a

,
given that a ≥ 3 + 2

√
a.

On the other hand, for the study of upper bounds, we have Proposition 2.2.5
and Proposition 2.2.6. Let us determine the optimal upper bound estimates
for σ∗(a, 0). For a > 16, the best estimate is clearly σ(a, b) >

√
a.

Let us examine the case a ∈ (2, 16). By equating the estimates in this
interval,

√
a2+4
a = 2 + a

8 , we obtain the following equation:

p(a) = a3 − 32a2 + 256a− 256 = 0.

From this, we have p(2) > 0 and p(16) < 0. Therefore, there is a unique root
a∗ in the interval (2, 16), which implies a unique intersection point of the two
graphs. Note that for a ≥ 16, the function

√
a2+4
a exceeds

√
a.

We find the following estimates for σ∗(a, 0):

σ∗(a, 0) ≤


√

a2+4
a if 2 ≤ a ≤ a∗,

2 + a
8 if a∗ ≤ a ≤ 16,√

a if a > 16.

Finally, let us prove (T3), which studies the case b > 0. Proposition 2.2.6
provides the upper bound for σ∗, and Proposition 2.2.7 establishes that if a2 ≥
4b, the lower bound for σ∗ is no longer 2, but σ∗ ≥

√√
a2+8a+4b+16+a+4

2 .

2.3 Singular Perturbation Theory (Small Λ)

In this section, we will address the case where Λ > 0 is small. Our approach in-
volves leveraging the results obtained for Λ = 0 and applying geometric singular
perturbation theory, as developed by Fenichel [72], to extend the existence of
solutions to small values of Λ. Specifically, if a parameter set (σ, a, b) permits
the existence of a subsolution as described in (2.4), then traveling waves will
also exist for sufficiently small values of Λ.

Let us rewrite (2.1) as a first-order system in the following form:

ϕ′ = ψ,

ψ′ = −σψ + V ψ − ϕ(1− ϕ),
ΛV ′ = W,

ΛW ′ = (1 + bψ2)V + aψ − bσψ2 − bψϕ(1− ϕ).

(2.16)
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By making the change of variable ξ = Λη, we obtain:

ϕ̇ = Λψ,
ψ̇ = Λ(−σψ + V ψ − ϕ(1− ϕ)),
V̇ = W,

Ẇ = (1 + bψ2)V + aψ − bσψ2 − bψϕ(1− ϕ),

(2.17)

where we denote d
dξ = ′ and d

dη = ˙. The set of critical points of (2.17) for
Λ = 0 is defined by:

M0 :=
{

(ϕ, ψ, V,W ) ∈ R4 |W = 0, V = ψ(−a+ bσψ + bϕ(1− ϕ))
(1 + bψ2)

}
(2.18)

Note also that the flow of (2.16) is confined to M0 when Λ = 0.
The perturbation theory proposed in [72] provides a manifold MΛ, which

is close to M0 in a sense that will be specified, and is invariant under the
flow associated to (2.17). This manifold lies within a neighborhood of Λ =
0, specifically O(Λ). This framework allows us to study the problem (2.16)
restricted to the manifold MΛ. To apply this theory, we will use the version
established in [91], which has been successfully employed by various authors,
see for instance [3, 79] and the references therein.

To apply the theorem, it is essential to verify that M0 is normally hyper-
bolic. This requires demonstrating that the Jacobian matrix of the system
described by (2.17) at points on M0 has as many eigenvalues with zero real
part as the complementary dimension of the manifold M0. Specifically, we
need to show that exactly two eigenvalues have zero real part. The Jacobian
of (2.17) is given by:

0 Λ 0 0
Λ(1− 2ϕ) Λ(−σ + V ) Λψ 0

0 0 0 1
−bψ(1− 2ϕ) 2bψV + a− 2bσψ − bϕ(1− ϕ) (1 + bψ2) 0


At Λ = 0, the eigenvalues of the Jacobian are λ = 0 with multiplicity two, and
λ = ±

√
1 + bψ2. Consequently, M0 is normally hyperbolic.

Let BR represent the ball of radius R centered at the origin in R2.

Proposition 2.3.1. [91, Theorem 1]. If M0 is a normally hyperbolic manifold,
then for any R > 0, for any open interval I containing σ, and for any k ∈ N,
there exists a Λ0 > 0, depending on R, I, and k, such that for all Λ ∈ (0,Λ0),
there exists a manifold MΛ, given by

MΛ =
{

(ϕ, ψ, V,W ) ∈ R4 |W = g(ϕ, ψ,Λ, σ),

V = f(ϕ, ψ,Λ, σ), (ϕ, ψ) ∈ BR, σ ∈ I
}
,

where f and g are functions in Ck
(
BR × Ī × [0,Λ0]

)
. This manifold MΛ is

locally invariant under the flow of the system (2.17).
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This result implies that for any compact subset of M0 that includes the
critical points of interest, we can identify an invariant manifold for the system
(2.17) that lies within an O(Λ) neighborhood of the manifold M0. Moreover,
there exist functions f(ϕ, ψ,Λ, σ) and g(ϕ, ψ,Λ, σ) with any desired level of
regularity. This allows us to reduce the order of the equations in our system
and focus on studying the system in the form:

ϕ′ = ψ,

ψ′ = −σψ + f(ϕ, ψ,Λ, σ)ψ − ϕ(1− ϕ),
(2.19)

Since the functions f and g are in Ck
(
BR × Ī × [0,Λ0]

)
, they can be ex-

panded in a Taylor series in Λ as follows:

f(ϕ, ψ,Λ, σ) =
k∑

n=0
fn(ϕ, ψ, σ)Λn + F (ϕ, ψ,Λ, σ)Λk,

where F (ϕ, ψ,Λ, σ) is a continuous function in Λ with F (ϕ, ψ, 0, σ) = 0. A
similar expansion applies to the function g.

Observe that, by construction of M0 (2.18), f0 = ψ(−a+bσψ+bϕ(1−ϕ))
1+bψ2 and

g0 = 0. The remaining terms can be determined using the fact that the vector
field of (2.17) is perpendicular to the normals of MΛ. Substituting f = f0 +Λf̄ ,
where f̄ is the remainder in the Taylor expansion of f , into (2.19), we obtain:

ϕ′ = ψ,

ψ′ = −σψ − aψ
2 + Λf̄(ϕ, ψ,Λ, σ)(1 + bψ2)ψ − ϕ(1− ϕ)

1 + bψ2 ,

ϕ(−∞) = 1, ϕ(+∞) = 0.

(2.20)

Let us now prove the following result, which encapsulates the essence of
Theorem 2.1.2.

Proposition 2.3.2. Let (σ, a, b) be such that there exists a function H(ϕ)
satisfying the subsolution condition (2.4). Then, there exists a Λ̄ such that the
problem (2.20) has a solution for all Λ ∈ (0, Λ̄).

Proof. First, choose R > 0 such that the ball BR encompasses the critical
points (0, 0), (1, 0), and the subsolution S(ϕ). We then apply Theorem 2.3.1
for this choice of R. Similarly to Proposition 2.2.1 and Lemma 2.2.1, we need
to demonstrate that equation (2.20) has a solution if there exists a function
S̄ ∈ C1([0, 1]) ∩ C((0, 1)) that satisfies the following conditions:

S̄′(ϕ) < σS̄(ϕ)− aS̄(ϕ)2 − Λf̄(ϕ, S̄(ϕ),Λ, σ)(1 + bS̄2(ϕ))S̄(ϕ)− ϕ(1− ϕ)
S̄(ϕ)(1 + bS̄2(ϕ))

,

S̄(0) = S̄(1) = 0, S̄(ϕ) > 0.
(2.21)

Now, consider H(ϕ) as defined in the statement of the Proposition, whose
properties we need to establish to complete our argument. By the continuity

32



Chapter 2. Biomechanical Effects On Traveling Waves

of the function f̄ and applying Theorem 2.3.1, we have |f̄(ϕ,H(ϕ), σ,Λ)| < K
for ϕ ∈ (0, 1) and Λ ∈ (0,Λ0). Substituting H into (2.21), we obtain:

H ′(ϕ) < σH(ϕ)− aH(ϕ)2 − Λf̄(ϕ,H(ϕ),Λ, σ)(1 + bH2(ϕ))H(ϕ)− ϕ(1− ϕ)
H(ϕ)(1 + bH2(ϕ)) .

To demonstrate that H is a subsolution, it is sufficient to verify that:

H ′(ϕ) < σH(ϕ)− aH(ϕ)2 − ΛK(1 + bH2(ϕ))H(ϕ)− ϕ(1− ϕ)
H(ϕ)(1 + bH2(ϕ)) ,

for ϕ ∈ (0, 1). Equivalently,

H ′(ϕ) < σH(ϕ)− aH(ϕ)2 − ϕ(1− ϕ)
H(ϕ)(1 + bH2(ϕ)) − ΛK,

for ϕ ∈ (0, 1). To prove this, it suffices to show that the following difference is
uniformly bounded:

σH(ϕ)− aH(ϕ)2 − ϕ(1− ϕ)
H(ϕ)(1 + bH2(ϕ)) −H ′(ϕ) = σ − σ∗

(1 + bH2(ϕ)) .

Since H(ϕ) is a solution to (2.3) for σ∗, it follows that H(ϕ) is uniformly
bounded from below for all ϕ ∈ (0, 1). Consequently, there exists a Λ0 such
that the inequality holds for all Λ ∈ (0,Λ0). This guarantees that H(ϕ) satisfies
the required condition for a subsolution, thus establishing the existence of a
solution and concluding the proof of the Proposition.

A direct consequence of this result, assuming H(ϕ) as the solution to (2.3)
for σ = σ∗(a, b), is that it can be shown that for every σ > σ∗(a, b), there exists
a solution to (2.1) for small values of Λ. Proving the Theorem 2.1.2 through
this method.

2.4 Non Local Advection Term (Λ > 0)

In this section, we will investigate the problem (2.1) for general values of Λ > 0.
Unlike the small perturbation of a second-order system considered previously,
this scenario involves a fourth-order system. As such, we must employ different
techniques to establish the existence of traveling wave solutions. The methods
used here are inspired by the work of various authors, including Berestycki,
Henderson, Lions, Nadin, Perthame, and Ryzhik, as detailed in [20, 21, 86, 106]
and the references therein.

To prove Theorem 2.1.3, we will consider a modified problem that intro-
duces new parameters. Several adjustments to the original problem (2.1) are
required for this purpose.

Firstly, we define a truncature function g(ϕ) as follows: g(ϕ) = 1 for ϕ ≥ 1,
g(ϕ) = 0 for ϕ ≤ θ, g′(ϕ) ≥ 0 for ϕ ∈ (θ, 1), and g(ϕ)→ 1 as θ → 0. Note that
g(ϕ) is bounded by 1.

Additionally, it is necessary to work within a compact interval [−α, α] and
subsequently take the limit as α approaches +∞.
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In this way, we arrive at the following problem:

ϕ′′ + σϕ′ + g(ϕ)u′ϕ′ + g(ϕ)ϕ(1− ϕ) = 0, ξ ∈ [−α, α],
ϕ(−α) = 1, ϕ(+α) = 0, ϕ(0) = θ,

(2.22)

where
u(ξ) = a(Γ ∗ ϕ̄) + b

2
(
Γ ∗ (ϕ̄′)2

)
, (2.23)

being Γ(ξ) = 1
2Λe

− |ξ|
Λ , and ϕ̄ the extension by zero, for ξ ∈ (α,∞) and by one,

for ξ ∈ (−∞, α). Later, V will be recovered as −u′ after taking the limit of the
parameters.

Let us begin by proving the positivity and monotonicity of the solution ϕ.

Lemma 2.4.1. Let ϕ : [−α, α] → R be a solution of (2.22), then 0 ≤ ϕ ≤ 1
and ϕ′ < 0, for ξ ∈ (−α, α).

Proof. Let us prove that ϕ(ξ) ≤ 1 for ξ ∈ (−α, α). We proceed by reductio ad
absurdum. Assume that ϕ(ξ) > 1 for some ξ. Then, there exists a point ξ̄ such
that ϕ(ξ̄) > 1, ϕ′(ξ̄) = 0, and ϕ′′(ξ̄) ≤ 0. However, since ϕ is a solution of the
differential equation, we have:

ϕ′′(ξ̄) = −g(ϕ)ϕ(ξ̄)(1− ϕ(ξ̄)).

Given that ϕ(ξ̄) > 1 and g(ϕ) is positive (as defined previously), the term
ϕ(ξ̄)(1− ϕ(ξ̄)) is negative. Consequently,

−g(ϕ)ϕ(ξ̄)(1− ϕ(ξ̄)) > 0,

implying that ϕ′′(ξ̄) > 0. This is a contradiction because we assumed ϕ′′(ξ̄) ≤ 0.
Therefore, our assumption that ϕ(ξ) > 1 for some ξ must be false. Hence,
ϕ(ξ) ≤ 1 for all ξ ∈ (−α, α).

Let us analyze the monotonicity of the solution. Let ξ0 be the first value
after −α such that ϕ′(ξ0) = 0. The existence of this point is possible by the
uniqueness of the initial value problem (I.V.P.) for ϕ′(−α) ̸= 0.

From the differential equation, we have:

ϕ′′(ξ0) = −g(ϕ)ϕ(ξ0)(1− ϕ(ξ0)) ≤ 0.

If ϕ(ξ0) > θ, then g(ϕ) > 0 and thus ϕ′′(ξ0) < 0, which means ϕ′(ξ)
was increasing before reaching zero. This would imply that ϕ′(ξ) > 0 in a
neighborhood to the left of ξ0, which contradicts ξ0 being the first point where
ϕ′(ξ) = 0.

If ϕ(ξ0) ≤ θ, then g(ϕ) = 0 because of the truncation function, making
ϕ′′(ξ0) = 0. This would imply that ϕ is a constant solution near ξ0. However,
by the uniqueness of the I.V.P., if ϕ were constant, it would contradict the
existence of ξ0 as the first point where ϕ′(ξ) = 0 since ϕ′(ξ) would not change
sign.

Therefore, ϕ must be strictly decreasing as it is not possible that ϕ′(ξ) > 0
for all ξ ∈ (−α, α).

From this, we deduce that ϕ(ξ) > 0 for ξ ∈ (−α, α).
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Remark 2.4.1. In the following results, α will be considered fixed and will not
be explicitly referenced unless it is necessary to indicate dependence on α. We
will use the notation ∥ · ∥Lp(−α,α) := ∥ · ∥p for 1 ≤ p ≤ ∞ and α ∈ (0,∞).

Let us start by analyzing the bounds of u as a function of the norm of ϕ
and ϕ′.

Lemma 2.4.2. Let ϕ be a solution of (2.22), then we have

∥u∥∞ ≤ a+ b

4Λ∥ϕ
′∥22,

∥u′∥∞ ≤
a

Λ + b

4Λ2 ∥ϕ
′∥22.

Proof. As a result of the construction of the solution u, and from the expression
(2.23), we deduce that:

u(ξ) =
∫ +∞

−∞
aΓ(x− y)ϕ̄(y) + b

2Γ(x− y)ϕ̄′2(y) dy

= a

∫ +∞

−∞
Γ(x− y)ϕ̄(y) + b

2

∫ α

−α
Γ(x− y)ϕ′2(y) dy

≤ amax
y∈R

{
ϕ̄(y)

}∫ +∞

−∞
Γ(x− y) dy + b

2 max
y∈R
{Γ(x− y)}

∫ α

−α
ϕ′2(y) dy.

Lemma 2.4.1 states that ∥ϕ̄∥∞ ≤ 1. Combining this with ∥Γ∥∞ ≤ 1
2Λ , we

obtain:
u(ξ) ≤ a+ b

4Λ∥ϕ
′∥22,

for all ξ ∈ [−α, α].
Given that |Γ′(x)| = 1

ΛΓ(x) for almost every x ∈ R, the bound for u′ turns
out to be

∥u′∥∞ ≤
∥u∥∞

Λ .

This establishes the second inequality of the Lemma and completes the proof.

Proposition 2.4.1. Let ϕ be a solution to (2.22). Then, the following bound

σ < 2 + ∥u′∥∞

holds, for α > α0 := − log(θ).

Proof. Let us demonstrate that

σ + u′(ξ) ≤ 2,

for some ξ ∈ [−α, α]. By applying this result along with Lemma 2.4.2, we can
establish the statement of the Proposition.

The argument will proceed by reductio ad absurdum, assuming that u′(ξ) >
2− σ for all ξ ∈ [−α, α]. Let M be such that

ϕ(ξ) < Me−ξ, ξ ∈ [−α, α]. (2.24)
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Consider the function
Ψ(ξ) = Me−ξ − ϕ(ξ),

which satisfies

−σΨ′ −Ψ′′ − u′Ψ′ = (σ − 1 + τu′)Ψ− g(ϕ)ϕ+ g(ϕ)ϕ2, (2.25)

where ψ(ξ) = Me−ξ. From the reductio ad absurdum hypothesis, it follows
that

σ − 1 + g(ϕ)u′ > g(ϕ).

Thus, the expression (2.25) is strictly positive, indicating that no local mini-
mum exists, as the second derivative at a critical point is negative.

A straightforward approximation argument reveals that if we choose M0 as
the minimum value for which the condition holds, then the function M0e

−ξ −
ϕ(ξ) achieves its global minimum at either ξ = −α or ξ = α. By optimality,
this minimum value must be zero, thereby excluding ξ = α. Taking ξ = −α,
we have

M0e
α − 1 = 0.

From this, we find that M0 = e−α. Additionally, we have

M0e
−ξ − ϕ(ξ) ≥ 0,

which leads to a contradiction for ξ = 0 if we assume e−α − θ < 0.

Once we have determined the upper bound for σ, we now proceed to find
the lower bound.

Proposition 2.4.2. Under the hypotheses of Proposition 2.4.1, along with
b

2Λ2 < 1 and θ ∈ (0, 1/3), it follows that

(1− b

2Λ2 )
∫ α

−α
|ϕ′|2 +

∫ α

−α
g(ϕ)ϕ(1− ϕ)2 ≤ 2 + a

Λ + θ

α
, (2.26)

and
σ ≥ −6

5
θ

α
, (2.27)

for α > α0.

Remark 2.4.2. Note that in the previous bounds, there is a term of the form
θ
α . This term can be bounded independently of α, specifically:

θ

α
≤ 1

3α0
,

where α0 was defined in Proposition 2.4.1.

Proof. Consider the differential equation associated with ϕ given by (2.22).
Multiplying both sides by (1− ϕ), we obtain:

ϕ′′(1− ϕ) + σϕ′(1− ϕ) + g(ϕ)u′ϕ′(1− ϕ) + g(ϕ)ϕ(1− ϕ)2 = 0.

Rewriting the terms involving ϕ′′ and σ, we obtain the expression[
ϕ′(1− ϕ)

]′ + ϕ′2 − σ

2 [(1− ϕ)2]′ + g(ϕ)u′ϕ′(1− ϕ) + g(ϕ)ϕ(1− ϕ)2 = 0.
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Integrating this over the interval (−α, α)

ϕ′(α) +
∫ α

−α
ϕ′2 − σ

2 +
∫ α

−α
g(ϕ)(1− ϕ)ϕ′u′ +

∫ α

−α
g(ϕ)ϕ(1− ϕ)2 = 0.

Rearranging the above expression, we find∫ α

−α
ϕ′2 +

∫ α

−α
g(ϕ)ϕ(1− ϕ)2 = σ

2 − ϕ
′(α)−

∫ α

−α
g(ϕ)(1− ϕ)ϕ′u′. (2.28)

Note that the terms on the left-hand side are strictly positive. We now proceed
to bound the terms on the right-hand side of the equation.

Using the expression for u in (2.23), we can write u′ in (2.28) as the sum
of two terms, as follows:

−
∫ α

−α
g(ϕ)(1− ϕ)ϕ′u′ = −

∫ α

−α
g(ϕ)(1− ϕ)ϕ′u′

1 −
∫ α

−α
g(ϕ)(1− ϕ)ϕ′u′

2,

where u′
1 = aΓ ∗ ϕ′ y u′

2 = b
2Γ′ ∗ (ϕ′2). Since ϕ′ ≤ 0, it follows that u′

1 ≤ 0,
making the term involving u′

1 positive. Consequently, we obtain:

−
∫ α

−α
g(ϕ)(1− ϕ)ϕ′u′ ≤ −

∫ α

−α
g(ϕ)(1− ϕ)ϕ′u′

2.

Using Lemma 2.4.2 and considering the sign of ϕ′, we find:

−
∫ α

−α
g(ϕ)(1− ϕ)ϕ′u′ ≤ ∥u′

2∥∞
∫ α

−α
−ϕ′ ≤ ∥u′

2∥∞ ≤
b

4Λ2 ∥ϕ
′∥22,

where we have taken into account that g(ϕ) ≤ 1. Therefore, (2.28) can be
written as follows:∫ α

−α
ϕ′2 +

∫ α

−α
g(ϕ)ϕ(1− ϕ)2 ≤ σ

2 − ϕ
′(α) + b

4Λ2

∫ α

−α
ϕ′2. (2.29)

Let us now estimate the value of ϕ′(α). This value can be computed, and
its expression is:

ϕ′(α) = −θ σe−σα

1− e−σα .

To estimate ϕ′(α), we solve the boundary value problem given by ϕ′′ +σϕ′ = 0,
with ϕ(0) = θ and ϕ(α) = 0, noting that g(ϕ) = 0 for ξ ∈ [0, α]. From this, we
obtain:

|ϕ′(α)| ≤ θ

α
+ |σ|θ.

Substituting this estimate into equation (2.29), we get:(
1− b

4Λ2

)∫ α

−α
|ϕ′|2 +

∫ α

−α
g(ϕ)ϕ(1− ϕ)2 ≤ σ

2 + θ

α
+ |σ|θ. (2.30)

On the other hand, we have:(
1− b

4Λ2

)∫ α

−α
|ϕ′|2 +

∫ α

−α
g(ϕ)ϕ(1− ϕ)2 ≥ 0.
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Therefore, since θ ∈ (0, 1/3), it follows that

σ ≥ −6
5
θ

α
.

Finally, since θ ∈ (0, 1/3), and by utilizing Proposition 2.4.1 and Lemma
2.4.2, we obtain:(

1− b

4Λ2

)∫ α

−α
|ϕ′|2 +

∫ α

−α
g(ϕ)ϕ(1−ϕ)2 ≤ 2 + a

Λ + θ

α
+ b

4Λ2

∫ α

−α
|ϕ′|2. (2.31)

From which we deduce the estimation established in the statement of the Propo-
sition.

Before proceeding to prove the existence of a solution, let us introduce a
preliminary result that will be used to show that ϕ ∈ C1(−α, α).

Lemma 2.4.3. Let ϕ and u be solutions of (2.22), then we have

∥ϕ′∥∞ ≤
3(|σ|+ ∥u′∥∞)

2 + 3Λ
4 + 3

2Λ , (2.32)

for α > Λ
2 log(3).

Proof. Let ξ ∈ [−α, α] and consider the expression

∫ ξ

−α

−e− (ξ−y)
Λ

2 ϕ′′(y)dy +
∫ α

ξ

e
(ξ−y)

Λ

2 ϕ′′(y)dy.

Integrating each terms by part, we obtain

∫ ξ

−α

−e− (ξ−y)
Λ

2Λ2 ϕ′′(y)dy = −ϕ
′(ξ)
2 + e

−(ξ+α)
Λ

2 ϕ′(−α) +
∫ ξ

−α

e− (ξ−y)
Λ

2Λ ϕ′(y)dy,

∫ α

ξ

e
(ξ−y)

Λ

2 ϕ′′(y)dy = −ϕ
′(ξ)
2 + e

(ξ−α)
Λ

2 ϕ′(α) +
∫ α

ξ

e
(ξ−y)

Λ

2Λ ϕ′(y)dy.

Combining both expressions and rearranging terms, we can express ϕ′ as
follows:

−ϕ′(ξ) = I1 + I2 + I3,

where

I1 = −e
−(ξ+α)

Λ

2 ϕ′(−α)− e
(ξ−α)

Λ

2 ϕ′(α),

I2 = −
∫ ξ

−α

e− (ξ−y)
Λ

2Λ ϕ′(y) dy −
∫ α

ξ

e
(ξ−y)

Λ

2Λ ϕ′(y) dy,

I3 = −
∫ ξ

−α

e− (ξ−y)
Λ

2 ϕ′′(y) dy +
∫ α

ξ

e
(ξ−y)

Λ

2 ϕ′′(y) dy.

Let us analyze each term separately. First, we have:

I1 ≤
(

1
2 + e

−2α
Λ

2

)
∥ϕ′∥∞.
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Then, I2 can be bounded as follows

I2 ≤
1

2Λ

∫ α

−α
|ϕ′(y)|dy = 1

2Λ ,

where we have used the identity∫ α

−α
|ϕ′(y)|dy =

∫ α

−α
−ϕ′(y)dy = −ϕ(α) + ϕ(−α) = 1,

since ϕ′ ≤ 0.
Finally, since ϕ is a solution to (2.22), I3 can be expressed as follows:

−
∫ ξ

−α

e− (ξ−y)
Λ

2
[
−(σ + g(ϕ)u′(y))ϕ′(y)− g(ϕ)ϕ(1− ϕ)(y)

]
dy

+
∫ α

ξ

e
(ξ−y)

Λ

2
[
−(σ + g(ϕ)u′(y))ϕ′(y)− g(ϕ)ϕ(1− ϕ)(y)

]
dy.

Thus, we find

∫ ξ

−α

e− (ξ−y)
Λ

2 ϕ′′(y)dy −
∫ α

ξ

e
(ξ−y)

Λ

2 ϕ′′(y)dy ≤ (|σ|+ ∥u′∥∞)
2 + Λ

4 .

Therefore, combining the estimates for I1, I2, and I3, we obtain:

−ϕ′(ξ) ≤
(

1
2 + e

−2α
Λ

2

)
∥ϕ′∥∞ + (|σ|+ ∥u′∥∞)

2 + Λ
4 + 1

2Λ .

Taking norms, we deduce(
1
2 −

e
−2α

Λ

2

)
∥ϕ′∥∞ ≤

(|σ|+ ∥u′∥∞)
2 + Λ

4 + 1
2Λ .

Then, since α > Λ
2 log(3), we conclude the statement of Lemma 2.4.3.

Once we have established the a priori estimates, we can proceed to prove
the existence of a solution to (2.22).

Proposition 2.4.3. Assume that b
2Λ2 < 1, θ ∈ (0, 1

3), and α > max
{
α0,

Λ
2 log(3)

}
.

Then, there exists a bounded solution of (2.22) verifying:∫ α

−α
|ϕ′|2 +

∫ α

−α
τϕ(1− ϕ)2 ≤ C3 + C4

θ

α
, (2.33)

for

−6
5
θ

α
≤ σ < C1 + C2

θ

α
,

where Ci > 0 for i ∈ {1, 2, 3, 4}, are constants independent of θ and α.
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Proof. Let us consider the application

Fτ : (σ, ϕ, u)→ (θτ ,Φτ , Uτ )

where Φτ is the solution of the differential equation:

−Φ′′
τ − σΦ′

τ − g(ϕ)τu′Φ′
τ = τg(ϕ)ϕ(1− ϕ),

Φτ (−α) = 1, Φτ (+α) = 0. (2.34)

The function Uτ = τΓ ∗
(
aϕ̄+ b

2(ϕ̄′)2
)
, where ϕ̄ is the extension by constant to

all R of ϕ, satisfies

−Λ2U ′′
τ + Uτ = τaϕ̄+ b

2(ϕ̄′)2.

The value θτ is given by the expression:

θτ = θ −max
ξ≥0

ϕ(ξ) + σ.

The operator Fτ maps the Banach space Ω = R×C1([−α, α])×C1([−α, α])
onto itself

∥(σ, ϕ, U)∥Ω = max
{
|σ|, ∥ϕ∥C1([−α,α]), ∥U∥C1([−α,α])

}
.

.
Let us consider the ball BM = {(σ, ϕ, U) ∈ Ω | ∥(σ, ϕ, U)∥Ω < M}. We can

find a sufficiently large M such that the operator I−Fτ does not cancel on the
boundary of BM for all τ ∈ [0, 1]. This is equivalent to obtaining a uniform
bound for |σ|, ∥ϕ∥C1 , and ∥U∥C1 for any solution of (2.22).

Let us analyze the uniform bounds. By Lemma 2.4.1, we have that 0 ≤
ϕ ≤ 1. Using Proposition 2.4.2, we obtain that ϕ′ is bounded in L2(−α, α),
which implies, thanks to Lemma 2.4.2, that U ∈ C1([−α, α]).

Furthermore, by Lemma 2.4.1 and Proposition 2.4.2, we have uniform
bounds for σ. Lemma 2.4.3 assures that ϕ′ is bounded in C([−α, α]). This
leads us to find the bound M .

In addition, Fτ is absolutely continuous and depends continuously on the
parameter τ , due to the C1([−α, α]) bounds obtained.

Therefore, we are able to estimate the Leray-Schauder degree deg(I −
Fτ , BM , 0) (see for instance [20, 73, 100]), which is well defined and independent
of τ . If we prove deg(I − F0, BM , 0) ̸= 0, then, due to homotopy invariance,
deg(I − F1, BM , 0) ̸= 0. By the degree property, there exists a fixed point of
F1 in BM .

Let us calculate deg(I − F0, BM , 0). For τ = 0, the operator F0 simplifies
to:

Φ0,σ(ξ) = e−σξ − e−σα

eσα − e−σα .

Therefore, F0 has the following expression

F0(σ, ϕ, U) =
(
σ + θ − 1− e−σα

eσα − e−σα ,
e−σξ − e−σα

eσα − e−σα , 0
)
.
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Chapter 2. Biomechanical Effects On Traveling Waves

Consequently, we have

(I − F0)(σ, ϕ, U) =
(

1− e−σα

eσα − e−σα − θ, ϕ−
e−σξ − e−σα

eσα − e−σα , U

)
.

One can find a σ̄ that satisfies:

1− e−σ̄α

eσ̄α − e−σ̄α = θ. (2.35)

The degree of F0 is equivalent to the degree of the function:

H(σ, ϕ, U) =
(
θ0 −

1− e−σα

eσα − e−σα , ϕ−
e−σ̄x − e−σ̄α

eσ̄α − e−σ̄α , U

)
:= (H(σ), Iϕ−Φ0,σ̄, IU ).

Therefore, deg(I − F0, BM , 0) = deg(H(σ), J, 0), where J is an open set
containing the unique root of (2.35), by the product of degrees property. This
yields deg(I − F0, BM , 0) = −1, thereby proving the existence of a fixed point
for the operator Fτ .

Once we have established the existence of a solution in [−α, α], we can take
the limit as α→∞.

Proposition 2.4.4. If b
2Λ2 < 1, and θ ∈ (0, 1

3), then there exists a bounded
solution to

−σϕ′ − ϕ′′ − g(ϕ)u′ϕ′ = g(ϕ)ϕ(1− ϕ),
ϕ(−∞) = 1, ϕ(+∞) = 0, ϕ(0) = θ,

(2.36)

where u is defined as u = Γ ∗
(
aϕ+ b

2ϕ
′2
)
, and ϕ satisfies∫ α

−α
ϕ′2 +

∫ α

−α
g(ϕ)ϕ(1− ϕ)2 ≤ C3, (2.37)

for 0 ≤ σ < C1, being C1 and C3 constants defined in Proposition 2.4.3.

Proof. Consider an increasing sequence of intervals {[−αn, αn]}n with αn →∞,
and a corresponding sequence {σn, ϕn, Un}n, where (σn, ϕn, Un) is the solution
to (2.22) on each interval [−αn, αn]. These solutions exist due to Proposition
2.4.3. Moreover, the uniform bounds established for σn, ϕn, un, and their
derivatives, which are independent of αn, ensure that σn converges to σ̂, up to
a subsequence. Due to these uniform bounds, ϕn → ϕ̂ and un → û, up to a
subsequence, in the sense of uniform convergence on compact subsets and their
derivatives. Consequently, σ̂, ϕ̂, and û satisfy the differential equation:

−σ̂ϕ̂′ − ϕ̂′′ − g(ϕ̂)û′ϕ̂′ = g(ϕ̂)ϕ̂(1− ϕ̂),
−Λ2û′′ + Û = aϕ̂+ b

2 ϕ̂
′2.

(2.38)

It only remains to prove that ϕ̂(+∞) = 0 and ϕ̂(−∞) = 1.
Since ∥ϕ̄′∥2 is bounded, there exist the values ϕ̂(+∞) and ϕ̂(−∞). By

Proposition 2.4.3 we have:∫ ∞

−∞
g(ϕ)ϕ̄(1− ϕ̄)2 < +∞. (2.39)
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2.4. Non Local Advection Term (Λ > 0)

Let us see that ϕ̂(+∞) = 0. Note that ϕn(ξ) = θ e
−σξ−e−σα

eσα−e−σα , for ξ ≥ 0.
Then, we have ϕ̂(ξ) = θ e

−σ̂ξ−e−σ̂α

eσ̂α−e−σ̂α . Therefore, ϕ̄(+∞) = 0.
On the other hand, the monotonicity of ϕn is inherited by ϕ̂. Since ϕ′

n(0) <
0, it follows that ϕ̂(−∞) > θ and ϕ̂(∞) = 1, due to the boundedness of the
integral in (2.39).

Finally, to complete the proof of the existence of a solution, it remains to
let θ → 0.

Proposition 2.4.5. If b
2Λ2 < 1, then there exist a bounded solution to

−σϕ′ − ϕ′′ − u′ϕ′ = ϕ(1− ϕ),
ϕ(−∞) = 1, ϕ(+∞) = 0, (2.40)

where u is defined as u = Γ ∗
(
aϕ+ b

2ϕ
′2
)
, and ϕ satisfies∫ α

−α
|ϕ′|2 +

∫ α

−α
ϕ(1− ϕ)2 ≤ C3, (2.41)

for 0 ≤ σ < C1, where C1 and C3 are constants defined in Proposition 2.4.3.

Proof. Let us consider a decreasing sequence θn → 0 and the associated solu-
tions (σn, ϕn, Un) to (2.36). Choose a translation ξ such that ϕn(0) = 1

2 for
all n ≥ 1. As θ → 0, and since g(ϕ) → 1, the convergence properties follow a
proof scheme similar to that used in Proposition 2.4.4. Thus, we obtain that
σn → σ̃, ϕn → ϕ̃, and un → ũ up to a subsequence, with uniform convergence
on compact sets. Additionally, ϕ′

n → ϕ̃′ and u′
n → ũ′ uniformly on compact

sets. Consequently, σ̃, ϕ̃, and ũ satisfy the differential equation:

−σϕ′ − ϕ′′ − u′ϕ′ = ϕ(1− ϕ),
−Λ2u′′ + u = aϕ+ b

2(ϕ′)2,
(2.42)

Finally, analogous to the proof of Proposition 2.4.4, it can be shown that
ϕ̃(−∞) = 1 and ϕ̃(+∞) = 0.

Theorem 2.1.3 guarantees the existence of traveling waves, and from the
estimates derived in the various results, it can be shown that σ lies within the
interval:

σ ∈
[
0, 2 + a

Λ + b

4Λ2
2 + a

Λ
1− b

2Λ2

]
.

To demonstrate that the obtained σ is always greater than 2, we use the
following reasoning:

Given the bounds on u′ provided by the estimates on ϕ and ϕ′, and the
expression u = Γ ∗

(
aϕ+ b

2(ϕ′)2
)
, we know that u′ is bounded. Moreover, it

can be shown that ϕ′(±∞) = 0, u′(±∞) = 0, and u(−∞) = a, by repeatedly
applying this generalized Lasalle’s Invariance Theorem.

Lemma 2.4.4. (Lasalle’s Invariance Theorem, revisited) Let f : RN → RN
be a continuous function, and consider the differential equation x′ = f(x). Let
V : RN → R be a C1 function, and suppose x : [α,+∞) → RN is a positively
bounded solution such that V (x(t))→ L, as t→ +∞. Then we have:

d

dt
V (x(t))→ 0.
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Proof. Let tn be a sequence such that x(tn) → x0. Consider a closed ball
B̄(x0, r) and letK = maxx∈B̄(x0,r) |f(x)|. Choose n0 such that x(tn) ∈ B̄(x0, r/2)
for all n ≥ n0. Select ϵ ≤ r

2K such that x(t) ∈ B(x0, r) for all t ∈ [tn− ϵ, tn+ ϵ].
Define zn : [−ϵ, ϵ]→ RN by

zn(t) = x(t+ tn).

This function zn represents a uniformly bounded and equicontinuous family of
solutions. By the Ascoli-Arzelà theorem, there exists a subsequence {znk

} such
that

znk
→ z0

uniformly, where z0 : [−ϵ, ϵ] → RN is a solution of the differential equation
with z0(0) = x0.

Next, let us prove that V (z(t)) is constant. We have:

V (z(t)) = lim
n→∞

V (zn(t)) = lim
n→∞

V (x(t+ tn)) = lim
t→∞

V (x(t)) = L.

Thus, V (z(t)) is constant, and therefore

d

dt
V (z(t)) = 0.

In particular, at t = 0,

d

dt
V (z(0)) = 0 = d

dt
V (x0) = lim

n→∞
d

dt
V (x(tn)).

This completes the proof.

Given V (ϕ, ϕ′, u, u′) = ϕ, we deduce that ϕ′(±∞) = 0. Using the expression
for u, we get that u(−∞) = a and u(+∞) = 0. Applying V (ϕ, ϕ′, u, u′) = u,
we also find that u′(±∞) = 0.

Now, we can proceed to show that there are no monotonically decreasing
traveling wave solutions for σ < 2.

Lemma 2.4.5. Given that σ and ϕ are bounded solutions of (2.40), it follows
that σ ≥ 2.

Proof. To prove that σ ≥ 2 by contradiction, assume that σ < 2. We know that
if ϕ is a solution of (2.40), it is monotonically decreasing, satisfies ϕ(+∞) = 0,
and ϕ′(+∞) = 0. Additionally, u′(+∞) = 0, so there exists a sufficiently large
ξ̄ such that ∥u′(ξ)∥ < ϵ for ξ > ξ̄.

Consider the differential equation (2.40) and make the following change of
variables to polar coordinates:

ϕ(ξ) = r(ξ) cos(ω(ξ)),
ϕ′(ξ) = r(ξ) sin(ω(ξ)).

By substituting these into the differential equation, we obtain the transformed
differential equation in terms of r and ω:

r′ = −(σ + u′)r sin2(ω) + r2 cos2(w) sin(w),

ω′ = −1− (σ + u′)sin(2ω)
2 + r cos3(ω).
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2.4. Non Local Advection Term (Λ > 0)

If we demonstrate that the solution is not monotonically decreasing but
instead exhibits infinite oscillations before reaching zero -equivalent to saying
that ω(ξ) remains consistently positive or negative for large values of ξ- we will
have reached a contradiction.

We can bound ω′ as follows:

ω′ = −1− (σ + u′)sin(2ω)
2 + r cos3(ω) ≤ −1 + 1

2(σ + u′) + r.

Since r → 0 as ξ → +∞, ω′ does not change sign when σ+u′

2 +1 < 0. This leads
to a contradiction, as it implies that the solution would spiral toward zero.
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Chapter 3
Dynamics at the Interface of Cell
Populations Governed by Mutual
Pressure and Fractional Diffusion

3.1 Introduction and main results
This chapter focuses on the study of the well-posedness of a mathematical
model representing the dynamics across the interface between two cell popula-
tions. The model consists of a system of coupled differential equations involving
a fractional Laplacian, a nonlinear velocity field, and a set of parameters linked
to biochemical and biomechanical properties of the system. The equations are
given by:

∂tϕ = −(−∆)αϕ+ ∂xu∂xϕ+ ϕ(1− ϕ)

− Λ2∂2
xu+ u = aϕ+ b

2 (∂xϕ)2 , (3.1)

ϕ(0, x) = ϕ0(x), x ∈ R,

where ϕ represents the cell density, u the velocity, Λ is a mechanical parameter,
and α ∈ (0, 1) governs the fractional dissipation term. The term (−∆)αϕ
represents the fractional Laplacian, defined as follows:

(−∆)αϕ = C(α) P.V.
∫
R

ϕ(x)− ϕ(y)
|x− y|1+2α dy.

We observe that, since u satisfies the Helmholtz equation, we can express
it as

u = Γ ∗
(
aϕ+ b

2(∂xϕ)2
)
, (3.2)

where Γ = 1
2Λe

− |x|
Λ .

As we have mention in the introduction, the system draws inspiration from
active scalar equations, a class of equations where the scalar field ϕ is advected
by a velocity that depends on ϕ itself. Active scalar equations have been exten-
sively studied in mathematical fluid dynamics, particularly in connection with
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fluid models like the incompressible Euler equations and the surface quasi-
geostrophic equations. The nonlocality of the velocity, introduced through the
elliptic equation, and the fractional dissipation term are key features that in-
fluence the system’s behavior, similar to other well-known active scalar models.

The nonlinear dependence of the velocity on the scalar field ϕ, which is a
distinctive feature of this system, differentiates it from other classical active
scalar models, where the velocity typically depends linearly on the scalar.

Overall, the chapter presents a rigorous mathematical framework for un-
derstanding the behavior of cell population interfaces influenced by fractional
diffusion and nonlinear mechanical interactions, contributing to both the the-
ory of active scalar equations and the study of biological systems.

Regarding the well-posedness of the problem (3.1) with fractional diffusion,
we have the following result:

Theorem 3.1.1. Given an initial condition ϕ0 ∈ H3(R), and α ∈ (0, 1], the
problem (3.1) admits a unique local solution

ϕ ∈ C
(
[0, T ∗];H3(R)

)
∩ L2

(
[0, T ∗], H3+α/2(R)

)
.

Furthermore, if ϕ0 ≥ 0, then the solution is global in time and remains uni-
formly bounded in L∞.

The proof of this statement is derived using a combination of energy and
pointwise methods in the same spirit as in [80]. In that regards, we observe
that the fractional Laplacian can also be defined using Fourier transforms:

̂(−∆)αϕ(ξ) = |ξ|2αϕ̂(ξ),

and satisfies the following properties:

• Given ϕ(x) and x̄ ∈ R such that ϕ(x) ≤ ϕ(x̄) for all x ∈ R. Then,
−(−∆)αϕ(x̄) ≤ 0. [64] (see also [31])

• Given ϕ(x) and x̄ ∈ R such that ϕ(x) ≥ ϕ(x̄) for all x ∈ R. Then,
−(−∆)αϕ(x̄) ≥ 0.[64] (see also [31])

• Given ψ ∈ C2(R), we have that (see Appendix in [81])

−
∫
R
ψ(−∆)αψ dx = −

∫
R

(
(−∆)α/2ψ

)2
dx ≤ 0. (3.3)

3.2 Proof of the Main Existence Result

3.2.1 Local well-posedness

We will begin by proving the local existence of a solution to (3.1). To achieve
this, we will employ the methods outlined in [98], originally developed by Leray
in the 1930s, leading to the following result:

Proposition 3.2.1. Given an initial condition ϕ0 ∈ H3(R), and α ∈ (0, 1),
there exists a time T ∗ ≥ 1

C(a,b,Λ,α)∥ϕ0∥H3
, such that the system (3.1) admits a

solution ϕ ∈ C
(
[0, T [;C2(R)

)
∩ C1 ([0, T ∗[;C(R)).
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To prove this proposition, we begin by considering the following regularized
problem:

∂tϕ
ϵ = J ϵ [−(−∆)α(J ϵϕϵ) + ∂x(J ϵuϵ)∂x(J ϵϕϵ) + J ϵϕϵ(1− J ϵϕϵ)] ,

uϵ = Γ ∗
(
aϕϵ + b

2(∂xϕϵ)2
)
,

ϕϵ(0, x) = ϕ0(x),

(3.4)

where J ϵϕϵ is the mollification of the functions ϕϵ ∈ Lp(R) for 1 ≤ p < ∞,
defined as

(J ϵϕϵ) (x) = ϵ

∫
R

Φ
(
x− y
ϵ

)
ϕϵ(y) dy, ϵ > 0,

with Φ being a test function that satisfies

Φ ∈ C∞
c (R), Φ ≥ 0,

∫
R

Φ = 1.

The mollifiers satisfy certain useful properties outlined in ([98], Lemma 3.5).
We will start by proving the existence of a solution for the regularized

problem. (3.4).

Proposition 3.2.2. Given an initial condition ϕ0 ∈ H3(R), there exists a
unique solution ϕϵ ∈ C1([0, Tϵ], H3(R)) to the regularized differential equation
(3.4), for any ϵ > 0.

Remark 3.2.1. In the following proofs, we will use C to denote constants that
depend on a, b, Λ, and α, and κϵ for constants that depend on ϵ. This notation
is adopted to simplify the presentation, as the specific values of these constants
are not crucial for the results at this stage.

Proof. First, we will establish the local-in-time existence of the solution ϕϵ. We
will demonstrate that the operator F̄ ϵ : H3 → H3, defined by:

F̄ ϵ(ϕϵ) = J ϵF ϵ(ϕϵ)
= J ϵ [−(−∆)α(J ϵϕϵ) + ∂x(J ϵuϵ)∂x(J ϵϕϵ) + J ϵϕϵ(1− J ϵϕϵ)] ,

(3.5)

is locally Lipschitz in H3. We have

∥F̄ ϵ(ϕϵ1)− F̄ ϵ(ϕϵ2)∥H3 ≤C∥F ϵ(ϕϵ1)− F ϵ(ϕϵ2)∥H3

≤C [∥−(−∆)αJ ϵ(ϕϵ1 − ϕϵ2)∥H3

+ ∥∂x(J ϵuϵ1)∂x(J ϵϕϵ1)− ∂x(J ϵuϵ2)∂x(J ϵϕϵ2)∥H3

+∥J ϵϕϵ1 − J ϵϕϵ2∥H3 + ∥(J ϵϕϵ1)2 − (J ϵϕϵ2)2∥H3

]
=I1 + I2 + I3 + I4.

Let us bound each of the terms. Using the properties of the mollifiers, we have:

I1 ≤ κϵ∥ϕ1 − ϕ2∥H3 ,

I3 ≤ C∥ϕ1 − ϕ2∥H3 ,

I4 = ∥ (J ϵϕϵ1 + J ϵϕϵ2) (J ϵϕϵ1 − J ϵϕϵ2) ∥H3

≤ ∥J ϵ(ϕϵ1 + ϕϵ2)∥L∞∥J ϵ(ϕϵ1 − ϕϵ2)∥H3

≤ C (∥ϕϵ1∥H3 + ∥ϕϵ2∥H3) ∥J ϵ(ϕϵ1 − ϕϵ2)∥H3

≤ C∥J ϵ(ϕϵ1 − ϕϵ2)∥H3 ,
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It remains to estimate the term I2. To do so, we can add and subtract terms
as follows:

I2 ≤ ∥∂xJ ϵ(uϵ1 − uϵ2)∂x(J ϵϕϵ1)∥H3 + ∥∂x(J ϵuϵ2)∂xJ ϵ(ϕϵ1 − ϕϵ2)∥H3

≤ ∥∂x(J ϵϕϵ1)∥H3∥∂xJ ϵ(uϵ1 − uϵ2)∥L∞ + ∥∂x(J ϵuϵ2)∥L∞∥∂xJ ϵ(ϕϵ1 − ϕϵ2)∥H3

≤ κϵ∥ϕϵ1∥H3∥(uϵ1 − uϵ2)∥L2 + κϵ∥uϵ2∥L2∥ϕϵ1 − ϕϵ2∥H3 .

Using the properties of the mollifiers and expressing uϵ as the sum of its com-
ponents, given by the expression (3.2), we obtain:

I2 ≤ κϵ∥ϕϵ1∥H3∥Γ∥L1

(
a∥(ϕϵ1 − ϕϵ2)∥L2 + b

2∥(∂xϕ
ϵ
1)2 − (∂xϕϵ2)2∥L2

)
+ κϵ∥uϵ2∥L2∥ϕϵ1 − ϕϵ2∥H3

≤ κϵ∥ϕϵ1∥H3∥Γ∥L1

(
a∥(ϕϵ1 − ϕϵ2)∥L2

+ b

2∥∂xϕ
ϵ
1 + ∂xϕ

ϵ
2∥L∞∥∂xϕϵ1 − ∂xϕϵ2∥L2

)
+ κϵ∥uϵ2∥L2∥ϕϵ1 − ϕϵ2∥H3

≤ κϵ∥ϕϵ1 − ϕϵ2∥H3 .

Combining all the estimates, we derive:

∥F̄ ϵ(ϕϵ1)− F̄ ϵ(ϕϵ2)∥H3 ≤ κϵ∥ϕϵ1 − ϕϵ2∥H3 ,

which establishes that F̄ ϵ is locally Lipschitz continuous on any open set Ω
defined by:

Ω =
{
ϕ ∈ H3 : ∥ϕ∥H3 ≤M

}
.

Applying the Picard-Lindelöf Theorem in the form of Banach’s fixed-point the-
orem [25], we obtain the existence of a unique solution ϕϵ ∈ C1([0, Tϵ], H3(R))
for some Tϵ > 0.

We now focus on deriving energy estimates for the approximate problems.
The next step is to obtain a uniform bound with respect to ϵ for the entire
family of solutions ϕϵ. We state the following result:

Lemma 3.2.1. Let ϕϵ be the solution to (3.4). Given ϕ0 ∈ H3(R), there exists
a time T ∗ such that ∥ϕϵ(t, ·)∥H3 ≤ C for t ∈ [0, T ], where C > 0 is independent
of ϵ and T ≤ T ∗.

Proof. Let us determine the bounds for the L2 norm of ϕϵ.

∂t

∫
R

1
2(ϕϵ)2 dx

=
∫
R

[
−(−∆)α(J ϵϕϵ) + ∂x(J ϵuϵ)∂x(J ϵϕϵ) + J ϵϕϵ(1− J ϵϕϵ)

]
J ϵϕ dx

=
∫
R

[
− ((−∆)α/2(J ϵϕϵ))2 + ∂x(J ϵuϵ)∂x(J ϵϕϵ) J ϵϕϵ

+ (J ϵϕϵ)2(1− J ϵϕϵ)
]
dx

≤
∫
R
∂x(J ϵuϵ)∂x(J ϵϕϵ) J ϵϕϵ dx+ C∥ϕϵ∥2L2(1 + ∥ϕϵ∥L∞).
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If we analyze the term ∂x(J ϵuϵ) and integrate by parts, we get∫
R
∂x(J ϵuϵ)∂x(J ϵϕϵ) J ϵϕϵ dx

=−1
2

∫
R

(J ϵϕϵ)2∂2
x(J ϵuϵ) dx

=−1
2

∫
R

J ϵuϵ − aJ ϵϕϵ − b
2 (∂x(J ϵϕϵ))2

Λ2 (J ϵϕϵ)2 dx

≤ 1
2Λ2

(
∥J ϵuϵ∥L∞∥J ϵϕϵ∥2L2 + a∥J ϵϕϵ∥3H1

+ b

2∥∂x(J ϵϕϵ)∥2L2∥J ϵϕϵ∥2H1

)
dx.

Therefore, by combining the estimates and identifying the term with the highest
exponent in the norms, we find that

∂t

∫
R

1
2(ϕϵ)2 dx ≤ C(1 + ∥ϕϵ∥4H3),

for some constant C > 0 that is independent of ϵ.
Now, let us estimate the bounds of the following seminorm ∥ϕ∥Ḣ3 .

∂t

∫
R

1
2(∂3

xϕ
ϵ)2 dx

=
∫
R
−(−∆)α(∂3

x(J ϵϕϵ))(∂3
x(J ϵϕϵ)) + (∂3

x(J ϵϕϵ))2(1− 2J ϵϕϵ)

− 4∂x(J ϵϕϵ)∂2
x(J ϵϕϵ)∂3

x(J ϵϕϵ) + ∂4
x(J ϵuϵ)∂x(J ϵϕϵ)∂3

x(J ϵϕϵ)
+ 3∂3

x(J ϵuϵ)∂2
x(J ϵϕϵ)∂3

x(J ϵϕϵ) + 3∂2
x(J ϵuϵ)∂3

x(J ϵϕϵ)∂3
x(J ϵϕϵ)

+ ∂x(J ϵuϵ)∂4
x(J ϵϕϵ)∂3

x(J ϵϕϵ) dx.

Since we aim to bound the term on the right by the norm ∥ϕϵ∥H3 raised to
an exponent, we must pay particular attention to terms where fourth-order or
higher derivatives might appear, as these terms could complicate the analysis.
The remaining terms can be handled more straightforwardly.

Let us examine these problematic terms:
First, consider the fractional Laplacian term. Using (3.3), this term is

negative, i.e., ∫
R
−(−∆)α(∂3

x(J ϵϕϵ))(∂3
x(J ϵϕϵ)) dx ≤ 0

Therefore, we obtain:

∂t

∫
R

1
2(∂3

xϕ
ϵ)2 dx ≤∥∂3

x(J ϵϕϵ)∥2L2(1 + 2∥J ϵϕϵ∥∞)

+ 4∥∂x(J ϵϕϵ)∥L∞∥∂2
x(J ϵϕϵ)∥L2∥∂3

x(J ϵϕϵ)∥L2

+
∫
R
∂4
x(J ϵuϵ)∂x(J ϵϕϵ)∂3

x(J ϵϕϵ) dx

+
∫
R

3∂3
x(J ϵuϵ)∂2

x(J ϵϕϵ)∂3
x(J ϵϕϵ) dx

+
∫
R

[
3∂2

x(J ϵuϵ)∂3
x(J ϵϕϵ)∂3

x(J ϵϕϵ)

+ ∂x(J ϵuϵ)∂4
x(J ϵϕϵ)∂3

x(J ϵϕϵ)
]
dx.
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Define

I1 =
∫
R
∂4
x(J ϵuϵ)∂x(J ϵϕϵ)∂3

x(J ϵϕϵ) dx

I2 =
∫
R

3∂3
x(J ϵuϵ)∂2

x(J ϵϕϵ)∂3
x(J ϵϕϵ) dx

I3 =
∫
R

3∂2
x(J ϵuϵ)∂3

x(J ϵϕϵ)∂3
x(J ϵϕϵ) + ∂x(J ϵuϵ)∂4

x(J ϵϕϵ)∂3
x(J ϵϕϵ) dx.

Let us analyze the terms involving uϵ. We know that uϵ satisfies the equation
(3.4), which implies:

−Λ2∂3
xu

ϵ + ∂xu
ϵ = a∂xϕ

ϵ + b∂xϕ
ϵ∂2
xϕ

ϵ, (3.6)

−Λ2∂4
xu

ϵ + 1
Λ2u

ϵ = a

Λ2ϕ
ϵ + b

2Λ2 (∂xϕϵ)2 + a∂2
xϕ

ϵ + b((∂2
xϕϵ)2 + ∂xϕ

ϵ∂3
xϕ

ϵ).
(3.7)

Let us proceed by bounding each term involving uϵ. Using equation (3.7)
to estimate the term I1, we obtain:

I1 =
∫
R

1
Λ4

(
J ϵuϵ − aJ ϵϕϵ − b

2J
ϵ(∂xϕϵ)2

)
∂x(J ϵϕϵ)∂3

x(J ϵϕϵ) dx

−
∫
R

a

Λ2J
ϵ(∂2

xϕ
ϵ)∂x(J ϵϕϵ)∂3

x(J ϵϕϵ) dx

−
∫
R

b

Λ2

(
J ϵ(∂2

xϕ
ϵ)2 + J ϵ(∂xϕϵ∂3

xϕ
ϵ)
)
∂x(J ϵϕϵ)∂3

x(J ϵϕϵ) dx

≤ 1
Λ4

(
∥J ϵuϵ∥L∞ + a∥J ϵϕϵ∥L∞

+ b

2∥J
ϵ(∂xϕϵ)2∥L∞

)
∥∂x(J ϵϕϵ)∥L2∥∂3

x(J ϵϕϵ)∥L2

+ a

Λ2 ∥J
ϵ(∂2

xϕ
ϵ)∥L2∥∂x(J ϵϕϵ)∥L∞∥∂3

x(J ϵϕϵ)∥L2

+ b

Λ2

(
∥J ϵ(∂2

xϕ
ϵ)2∥L∞∥∂x(J ϵϕϵ)∥L2

+ ∥J ϵ(∂xϕϵ∂3
xϕ

ϵ)∥L2∥∂x(J ϵϕϵ)∥L∞

)
∥∂3

x(J ϵϕϵ)∥L2

≤C
(
1 + ∥J ϵϕϵ∥4H3

)
.

The term I2 can be bounded as follows, using equation (3.6):

I2 =
∫
R

1
Λ4

(
J ϵ(∂xuϵ)− aJ ϵ(∂xϕϵ)− bJ ϵ(∂xϕϵ∂2

xϕ
ϵ)
)
∂2
x(J ϵϕϵ)∂3

x(J ϵϕϵ)dx

≤ 1
Λ4

(
∥J ϵ(∂xuϵ)∥L∞ + a∥J ϵ(∂xϕϵ)∥L∞

+ b∥J ϵ(∂xϕϵ∂2
xϕ

ϵ)∥L∞

)
∥∂2

x(J ϵϕϵ)∥L2∥∂3
x(J ϵϕϵ)∥L2

≤C
(
1 + ∥J ϵϕϵ∥4H3

)
.

Finally, let us compute I3. By integrating the term on the right by parts, we

50



Chapter 3. Interface of Cell Population with Fractional
Diffusion

obtain:

I3 =
∫
R

5
2∂

2
x(J ϵuϵ)

[
∂3
x(J ϵϕϵ)

]2
dx

=
∫
R

5
2Λ2

(
J ϵuϵ − aJ ϵϕϵ − b

2J
ϵ (∂xϕϵ)2

) [
∂3
x(J ϵϕϵ)

]2
dx

≤ 5
2Λ2

(
∥J ϵuϵ∥L∞ + a∥J ϵϕϵ∥L∞ + b

2∥J
ϵ (∂xϕϵ) ∥2L∞

)
∥∂3

x(J ϵϕϵ)∥2L2

≤C
(
1 + ∥J ϵϕϵ∥4H3

)
.

Therefore, by combining all the bounds, we conclude that

∂t

∫
R

1
2(∂3

xϕ
ϵ)2 dx ≤ C

(
1 + ∥J ϵϕϵ∥4H3

)
≤ C̄

(
1 + ∥ϕϵ∥4H3

)
.

Define E(ϕ) = (1+∥ϕ∥2L2 +∥∂3
xϕ∥2L2). Using the obtained bounds, we have:

1
2∂tE(ϕϵ) ≤ CE(ϕϵ)2,

from which we deduce that:

E(ϕϵ(t)) ≤ 1
1

E(ϕ0) − 2Ct
.

Consequently, ∥ϕϵ∥H3 will be uniformly bounded for all ϵ > 0 and for all
t ∈ (0, T ), where T < T ∗ and T ∗ ≥ 1

2C̄E(ϕ0) .
Thus, we have shown that ϕϵ ∈ L∞([0, T ], H3(R)). Additionally, since

the problem is parabolic, we gain some extra regularity and find that ϕϵ ∈
L2([0, T ], H3+α/2(R)), with T < T ∗. To see this, we can repeat the computation
for the bound on ∥∂3

xϕ
ϵ∥2L2 and use∫

R
−(−∆)α(∂3

x(J ϵϕϵ))(∂3
x(J ϵϕϵ)) dx =

∫
R
−
(
(−∆)α/2(∂3

x(J ϵϕϵ))
)2

dx

=− ∥(−∆)α/2(∂3
x(J ϵϕϵ))∥2L2

we obtain

∂t

∫
R

1
2(∂3

xϕ
ϵ)2 dx+ ∥(−∆)α/2(∂3

x(J ϵϕϵ))∥2L2 ≤ C̄
(
1 + ∥ϕϵ∥4H3

)
.

From this, we deduce that ϕϵ ∈ L2([0, T ], H3+α/2(R)), with T < T ∗.

So far, we have identified a sequence of approximate problems whose solu-
tions share a common lifespan and exhibit the desired regularity. To establish
the existence of a local solution to (3.1), we need to pass to the limit in this
sequence. To achieve this, we are going to proof the sequence of solutions is
Cauchy in the space ϕϵ ∈ C([0, T ∗], H1).

Considering the difference between two terms in the sequence, let us bound
∥ϕϵ − ϕϵ′∥H1 .
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First of all, we will start with the ∥ϕϵ − ϕϵ′∥2L2

1
2∂t∥ϕ

ϵ − ϕϵ′∥2L2 = 1
2

∫
R
∂t(ϕϵ − ϕϵ

′)(ϕϵ − ϕϵ′)

≤
∫
R
−(−∆)α(J ϵϕϵ − J ϵ′ϕϵ′)(J ϵϕϵ − J ϵ′ϕϵ′)

+
∫
R

[∂xJ ϵuϵ∂xJ ϵϕϵ − ∂xJ ϵ
′
uϵ

′
∂xJ

ϵ′ϕϵ
′ ](J ϵϕϵ − J ϵ′ϕϵ′)

+
∫
R

[J ϵϕϵ(1− J ϵϕϵ)− J ϵ′ϕϵ′(1− J ϵ′ϕϵ′)](J ϵϕϵ − J ϵ′ϕϵ′)

≤
∫
R
∂xJ

ϵuϵ[∂xJ ϵϕϵ − ∂xJ ϵ
′
ϕϵ

′ ](J ϵϕϵ − J ϵ′ϕϵ′)

+
∫
R
∂xJ

ϵ′ϕϵ
′ [∂xJ ϵuϵ − ∂xJ ϵ

′
uϵ

′ ](J ϵϕϵ − J ϵ′ϕϵ′)

+
∫
R

[1− (J ϵϕϵ + J ϵ
′
ϕϵ

′)](J ϵϕϵ − J ϵ′ϕϵ′)2

=J1 + J2 + J3.

Let us examine each term. For the term J1, integrating by parts yields:

J1 = −
∫
R
∂2
xJ

ϵuϵ(J ϵϕϵ − J ϵ′ϕϵ′)2 ≤ C∥J ϵϕϵ − J ϵ′ϕϵ′∥2L2 .

Using the expression for uϵ given by equation (3.4), the term I2 can be expressed
as:

J2 =a
∫
R
∂xJ

ϵ′ϕϵ
′ [Γ ∗ (J ϵϕϵ − J ϵ′ϕϵ′)](J ϵϕϵ − J ϵ′ϕϵ′)

+ b

2

∫
R
∂xJ

ϵ′ϕϵ
′ [Γ ∗ ((∂xJ ϵϕϵ)2 − (∂xJ ϵ

′
ϕϵ

′)2
)]

(J ϵϕϵ − J ϵ′ϕϵ′)

≤a∥∂xJ ϵ
′
ϕϵ

′∥L∞∥Γ∥L1∥J ϵϕϵ − J ϵ′ϕϵ′∥2L2

+ b

2∥∂xJ
ϵ′ϕϵ

′∥L∞∥Γ∥L1∥∂xJ ϵϕϵ

+ ∂xJ
ϵ′ϕϵ

′∥L∞∥∂xJ ϵϕϵ − ∂xJ ϵ
′
ϕϵ

′∥L2∥J ϵϕϵ − J ϵ′ϕϵ′∥L2

≤C(∥∂xJ ϵϕϵ − ∂xJ ϵ
′
ϕϵ

′∥2L2 + ∥J ϵϕϵ − J ϵ′ϕϵ′∥2L2).

The bound for the term J3 is straightforward, and thus we obtain:

1
2∂t∥J

ϵϕϵ − J ϵ′ϕϵ′∥2L2 ≤ C∥J ϵϕϵ − J ϵ
′
ϕϵ

′∥2H1 .

52



Chapter 3. Interface of Cell Population with Fractional
Diffusion

Now, let us estimate ∥∂xϕϵ − ∂xϕϵ
′∥2L2 .

1
2∂t∥∂xϕ

ϵ − ∂xϕϵ
′∥2L2

=1
2

∫
R
∂t(∂xϕϵ − ∂xϕϵ

′)(∂xϕϵ − ∂xϕϵ
′)

≤
∫
R
−(−∆)α(∂xJ ϵϕϵ − ∂xJ ϵ

′
ϕϵ

′)(∂xJ ϵϕϵ − ∂xJ ϵ
′
ϕϵ

′)

+
∫
R

[∂2
xJ

ϵuϵ∂xJ
ϵϕϵ − ∂2

xJ
ϵ′uϵ

′
∂xJ

ϵ′ϕϵ
′ ](∂xJ ϵϕϵ − ∂xJ ϵ

′
ϕϵ

′)

+
∫
R

[∂xJ ϵuϵ∂2
xJ

ϵϕϵ − ∂xJ ϵ
′
uϵ

′
∂2

2J
ϵ′ϕϵ

′ ](∂xJ ϵϕϵ − ∂xJ ϵ
′
ϕϵ

′)

+
∫
R

[∂xJ ϵϕϵ(1− 2J ϵϕϵ)− ∂xJ ϵ
′
ϕϵ

′(1− 2J ϵ′ϕϵ′)](∂xJ ϵϕϵ − ∂xJ ϵ
′
ϕϵ

′)

=I1 + I2 + I3 + I4.

Now, let us analyze each term. Clearly, using (3.3), we have I1 ≤ 0. Next,
we examine the term I2 by adding and subtracting terms as needed.

I2 =
∫
R
∂2
xJ

ϵuϵ[∂xJ ϵϕϵ − ∂xJ ϵ
′
ϕϵ

′ ](∂xJ ϵϕϵ − ∂xJ ϵ
′
ϕϵ

′)

+
∫
R
∂xJ

ϵ′ϕϵ
′ [∂2

xJ
ϵuϵ − ∂2

xJ
ϵ′uϵ

′ ](∂xJ ϵϕϵ − ∂xJ ϵ
′
ϕϵ

′).

The first term can be easily bounded, but bounding the second term requires
using the differential equation satisfied by uϵ.∫

R
∂xJ

ϵ′ϕϵ
′ [∂2

xJ
ϵuϵ − ∂2

xJ
ϵ′uϵ

′ ](∂xJ ϵϕϵ − ∂xJ ϵ
′
ϕϵ

′)

= 1
Λ2

∫
R
∂xJ

ϵ′ϕϵ
′ [J ϵuϵ − J ϵ′uϵ′ ](∂xJ ϵϕϵ − ∂xJ ϵ

′
ϕϵ

′)

− a

Λ2

∫
R
∂xJ

ϵ′ϕϵ
′ [J ϵϕϵ − J ϵ′ϕϵ′ ](∂xJ ϵϕϵ − ∂xJ ϵ

′
ϕϵ

′)

− b

2Λ2

∫
R
∂xJ

ϵ′ϕϵ
′ [(∂xJ ϵϕϵ)2 − (∂xJ ϵ

′
ϕϵ

′)2](∂xJ ϵϕϵ − ∂xJ ϵ
′
ϕϵ

′).

From this, using similar estimates as those for J2, we deduce that

I2 ≤ C∥J ϵϕϵ − J ϵ
′
ϕϵ

′∥2H1 .

For the term I3, by adding and subtracting terms, we find

I3 =
∫
R
∂xJ

ϵuϵ[∂2
xJ

ϵϕϵ − ∂2
xJ

ϵ′ϕϵ
′ ](∂xJ ϵϕϵ − ∂xJ ϵ

′
ϕϵ

′)

+
∫
R
∂2
xJ

ϵ′ϕϵ
′ [∂xJ ϵuϵ − ∂xJ ϵ

′
uϵ

′ ](∂xJ ϵϕϵ − ∂xJ ϵ
′
ϕϵ

′).

Integrating by parts the first term, we have

I3 =− 1
2

∫
R
∂2
xJ

ϵuϵ(∂xJ ϵϕϵ − ∂xJ ϵ
′
ϕϵ

′)2

+
∫
R
∂2
xJ

ϵ′ϕϵ
′ [∂xJ ϵuϵ − ∂xJ ϵ

′
uϵ

′ ](∂xJ ϵϕϵ − ∂xJ ϵ
′
ϕϵ

′)

≤C∥J ϵϕϵ − J ϵ′ϕϵ′∥2H1 .
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where we have applied estimates similar to those used for J2. Finally, to analyze
I4, it is clear that

I4 ≤ C∥J ϵϕϵ − J ϵ
′
ϕϵ

′∥2H1 .

Therefore, we obtain

∂t∥ϕϵ − ϕϵ
′∥2H1 ≤ C∥J ϵϕϵ − J ϵ

′
ϕϵ

′∥2H1 .

By adding and subtracting terms we get

∂t∥ϕϵ − ϕϵ
′∥2H1 ≤ C∥J ϵϕϵ − ϕϵ∥2H1 + ∥ϕϵ − ϕϵ′∥2H1 + ∥J ϵ′ϕϵ′ − ϕϵ′∥2H1 .

And utilizing the following property of mollifiers:

∥Jϵu− u∥L2 ≤ Cϵ∥u∥H1 .

We prove that the sequence is Cauchy. Since the sequence of approximated
solutions is Cauchy in space C([0, T ∗], H1)., we can interpolate to show that
there exists a limit.

ϕ ∈ C([0, T ∗], H3−).

Furthermore, by applying the standard argument for parabolic regularity gains
(see [98]), we can additionally establish that

ϕ ∈ C([0, T ∗], H3) ∩ L2(0, T ∗, H3+α).

To establish uniqueness, we will use a proof by contradiction. For this, we
consider two solutions of (3.1) and attempt to estimate bounds on the norm
∥ϕ1 − ϕ2∥H1 . The methodology to be employed will follow the same steps as
the estimates used to demonstrate that the sequence is Cauchy, and in a similar
way, we will arrive at the following inequality:

∂t∥ϕ1 − ϕ2∥2H1 ≤ C∥ϕ1 − ϕ2∥2H1 .

Applying Gronwall’s inequality, we get

∥ϕ1 − ϕ2∥2H1 ≤ ∥ϕ1(0, x)− ϕ2(0, x)∥2H1eCt.

From this expression, we can deduce the uniqueness of the solution to (3.1).

3.2.2 Proof of global existence

Once we have established the local-in-time existence of a classical solution for
(3.1), we can proceed to prove that this solution is global in time.

Proposition 3.2.3. Assume that 0 ≤ ϕ0 ∈ H3 is the initial data for (3.1).
Then, the solution ϕ remains non-negative and satisfies

sup
t≤T
∥ϕ(t, ·)∥L∞ ≤ max {1, ∥ϕ0∥∞} ,

and
sup
t≤T
∥∂xϕ(t, ·)∥L∞ ≤ CeT

for all t ∈ [0, T ].
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Proof. First, let us prove that the solution remains non-negative. Since the
initial data ϕ0(x) ≥ 0 for x ∈ R, at points x̄ where ϕ0(x̄) = 0, we have
∂xϕ0(x̄) = 0 because ϕ0 ∈ H3(R). Moreover, −(−∆)αϕ0(x̄) ≥ 0 due to the
positivity of ϕ0. Thus, we have

∂tϕ(t, x̄)
∣∣∣∣
t=0

= −(−∆)αϕ(0, x̄) + ∂xu(0, x̄)∂xϕ0(x̄) + ϕ0(x̄)(1− ϕ0(x̄)) ≥ 0.

This implies that there exists a t0 such that ϕ(t, x) ≥ 0 for t ∈ [0, t0).
To show that the solution remains positive for all t ∈ [0, T ], assume, for

contradiction, that there exists a pair (t̄, x̄) ∈ [0, T ]×R such that ϕ(t̄, x̄) = 0. At
this point, we have ∂xϕ(t̄, x̄) = 0 and −(−∆)αϕ(t̄, x̄) ≥ 0. Thus, ∂tϕ(t̄, x̄) ≥ 0
follows, which implies that ϕ(t, x) > 0 for all t ≥ t̄ in any neighborhood of x̄.
Therefore, the solution ϕ remains positive for all t ∈ [0, T ].

Next, we need to check if ∥ϕ(t, ·)∥L∞(R) is uniformly bounded in time. De-
fine ϕ(t, xt) = maxx∈R |ϕ(t, x)| and analyze how this maximum evolves over
time. By applying the Rademacher Theorem, we can show that ϕ(t, xt) is
differentiable with respect to time (see [64]). Therefore, we can calculate:

∂tϕ(t, xt) = −(−∆)αϕ(t, xt) + ∂xu(t, xt)∂xϕ(t, xt) + ϕ(t, xt)(1− ϕ(t, xt)).

Because of the properties of the fractional Laplacian, we have

−(−∆)αϕ(t, xt) ≤ 0,

thus
∂tϕ(t, xt) ≤ ϕ(t, xt)(1− ϕ(t, xt)).

From this, we deduce that the maximum will be bounded by a logistic function,
leading to the result that ∥ϕ∥L∞ ≤ max{1, ∥ϕ0∥∞} for all t ∈ [0, T ].

Next, we analyze the behavior of ∥∂xϕ(t, ·)∥L∞(R) for t ∈ [0, T ]. To do this,
we will use (−∆)α(∂xϕ). Since ϕ ∈ C([0, T ], H3) ∩ L2([0, T ], H3+α/2(R)), and
by Sobolev embeddings, ϕ(t, ·) ∈ C2+1/2+α/2(R) for almost every t ∈ [0, T ].
Therefore, (−∆)α(∂xϕ) is continuous in x for almost every t ∈ [0, T ].

Using the previous procedure, we have:

∂t∂xϕ = −(−∆)α(∂xϕ) +
u− aϕ− b

2(∂xϕ)2

Λ2 ∂xϕ+ ∂xu∂
2
xϕ+ ∂xϕ(1− 2ϕ).

Define M(t) = maxx∈R ∂xϕ(t, x) ≥ 0 and m(t) = minx∈R ∂xϕ(t, x) ≤ 0. We
aim to determine ∂t∥∂xϕ(t, ·)∥L∞ . Suppose ∥∂xϕ(t, ·)∥L∞ = M(t). Then, M(t)
satisfies the following integral expression:

M(t) ≤M(0) +
∫ T

0

[
u− aϕ− b

2M
2

Λ2 M +M

]
ds.

Performing the same computation for m(t) and noting that m is negative, we
get:

(−m)(t) ≤ (−m)(0) +
∫ T

0

[
u− aϕ− b

2m
2

Λ2 (−m) + (−m)
]
ds.
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3.2. Proof of the Main Existence Result

Observe that both expressions have the same structure, allowing us to use
the same bounds for u and ϕ to approximate them. Hence, by noting that
∥u∥L∞ ≤ a∥ϕ∥L∞ + b

2∥∂xϕ∥
2
L∞ , we obtain:

M(t) ≤M(0) +
∫ T

0

Λ2 + 2a∥ϕ∥L∞

Λ2 M ds,

(−m)(t) ≤ (−m)(0) +
∫ T

0

Λ2 + 2a∥ϕ∥L∞

Λ2 (−m) ds,

from which the uniform bound on the derivative follows.
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Chapter 4
Singular patterns in Keller Segel-type
models

4.1 Introduction
The investigation of collective behavior in biological systems, such as defense
strategies, invasion patterns, and resilience, has become a prominent field of
research that necessitates a multidisciplinary approach. In addition to the in-
herent value of studying species like birds, fish, and ants, these models also
offer insights into microscopic processes such as cell morphogenesis and tumor
development. Recent advancements in microscopy and antibody concentration
techniques have made it possible to directly model collective behavior at both
cellular and subcellular levels. This has revitalized interest in the chemotaxis
models originally developed by Keller and Segel (KS), which describe the move-
ment of biological entities in response to chemical gradients. Over time, these
models have been extended and adapted to new contexts, leading to more ver-
satile applications. While the classical KS model involves a coupled system
of reaction-diffusion equations to represent cell dynamics and chemoattrac-
tant concentration, contemporary approaches introduce more flexible variants,
including hyperbolic and parabolic limits, to achieve better alignment with
experimental observations.

In this Chapter, we study two variants of the flux-saturated Keller-Segel
(FSKS) model, which could offer a better representation of biological phenom-
ena, particularly in terms of saturation of velocities and cell movement limits.

∂U

∂t
= ∂

∂x

(
UmΦ

(
U−1∂U

∂x

)
− aU ∂Q

∂x

)
T (Q) = U,

(4.1)

where T = T (Q) is one of the following linear differential operators

T (Q) = ∂2Q

∂t∂x
− ν ∂

2Q

∂x2 , (4.2)

or
T (Q) = τ

∂Q

∂t
+ α

∂Q

∂x
− ν ∂

2Q

∂x2 . (4.3)

57



4.1. Introduction

The parameters α ≥ 0 and ν ≥ 0 stands for the transport and diffusion coeffi-
cients respectively. The flux function Φ = Φ(s) is a bounded, regular, increasing
and odd function. The value c > 0 is defined as

c = lim
s→∞

Φ(s),

and it is finite. Also Φ ∈ C1(R) in order to have uniquenees of the initial value
poblems. The value µ = Φ′(0) is the kinematic viscosity for small velocities
and near ux = 0 the flow means

UmΦ
(
U−1∂U

∂x

)
∼ µUm−1Ux,

being m ≥ 1 a parameter that measures the porosity of the medium.
The FSKS model combines the porous medium operator with flux-saturation

mechanisms to address some limitations of the classical KS model, such as the
difficulty to capture compact-support soliton-type solutions often observed in
experimental settings. These solutions, characterized by sharp interfaces, are
especially relevant in modeling collective cell invasion and propagation pat-
terns, which cannot be reproduced with linear diffusion terms in traditional
models.

One of the central objectives of this work is the analysis of soliton-type
patterns with compact support in the FSKS model. These patterns, which
resemble biological pulses or wavefronts, emerge in situations where traditional
KS models fail. Different flux-saturated operators, including relativistic and
hyperbolic tangent forms, are explored to capture these solutions. We analyze
cases where transport and diffusion terms are combined, as well as when the
time evolution of the chemoattractant is negligible, resulting in a self-generated
potential by the cell density.

In Figure 1 we provide various configurations of some of the results that
we obtain here, coming from the analysis of the nonlinear variants of the KS
models that we will study throughout the Chapter.

Figure 4.1: Pattern prototypes with compact support associated with flux–
saturated operators. Pattern prototypes with compact support associated with
saturated-flux operators. In blue we represent the cell concentration and in
black the profile of the chemoattractant..

The Chapter is structured as follows. Section 4.2 is devoted to defining the
solution concept and the soliton-type geometric structure of the solutions we
seek. In this sense, we define the block-type solution, which will be the object
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Chapter 4. Singular patterns in Keller Segel-type models

of study in this paper. Section 4.3 deals with the case in which the chemoat-
tractant gradient is transported without diffusion, proving that any maximal
solution of the associated dynamic system is a block-type solution. Section 4.4
deals with the case where transport and diffusion terms are combined in the
chemoattractant. Conditions are given for the existence and non-existence of
block-type solutions. In the case of diffusion without transport of the chemoat-
tractant, a complete analysis of all types of traveling waves is carried out (par-
ticularly those cases in which there are block-type solutions), classifying all
types of solutions according to the system parameters.

4.2 Block solitons moving at a constant speed.

Let us consider the general system of cell evolution U together with the chemoat-
tractant Q

∂U

∂t
= ∂

∂x

(
UmΦ

(
U−1∂U

∂x

)
− aU ∂Q

∂x

)
τ1
∂Q

∂t
+ τ2

∂

∂t

(
∂Q

∂x

)
+ α

∂Q

∂x
− ν ∂

2Q

∂x2 = U.

(4.4)

In this model, the coefficient ν ≥ 0 is the viscosity of the chemoattractant.
Additionally, we assume that a > 0, α > 0 and m ≥ 1. The parameters τ1 and
τ2 are taken greater than or equal to zero, in fact in the models considered τ1
and τ2 take values {0, 1}.

We are going to study the existence of biological blocks that move at a
constant speed. Mathematically, the concept of block solutions is associated
to that of traveling waves type solutions of the previous problem (4.4) for cell
dynamics whose mass is concentrated in a bounded region. If σ > 0 denotes
a speed of propagation, we look for solutions of the kind U(t, x) = u(x − σt),
Q(t, x) = q(x − σt), where u, q : R → R are scalar functions and u has the
mass concentrated in a compact interval. Formally, the resulting system for
u, q verifies

−σu′(ξ) =
(
um(ξ)Φ

(
u′(ξ)
u(z)

)
− au(ξ)q′(ξ)

)′
,

(α− στ1)q′(ξ)− (στ2 + ν)q′′(ξ) = u(ξ),
(4.5)

where ξ := x− σt.
A first question to consider is the concept of solution for (4.4). The ap-

propriate framework for our analysis is that of solutions of bounded variation.
However, the theory of existence in the context of bounded variation solutions
for KS-type systems is not sufficiently fully established, and this is not the
aim of our paper. To avoid entering the theory of bounded variation functions
of several variables, we are going to focus on our study on the equation (4.5)
directly.

The cell structure that gives rise to the u component is going to be assumed
to be much larger and heavier than the molecular structure of the chemoattrac-
tant given by the q component, therefore a singularization of the component

59



4.2. Block solitons moving at a constant speed.

u can be expected. This appreciation is supported by the presence of a flux–
saturated as the basis of the movement of u in the first equation On the other
hand, we expect a milder behavior of the chemoattractant q. The formation of
discontinuities in q is not expected if

στ2 + ν > 0. (4.6)

Even in the degenerate case τ2 = 0 = ν the existence of fronts is not apparent
because in q, even in that case, we have a linear transport equation. These
reasons make us assume that q is of class 1 in R while u is only going to be
a bounded variation function. We are in a position to consider distributional
solutions imposing that∫

R

(
um(ξ)Φ

(
u′(ξ)
u(ξ)

)
− au(ξ)q′(ξ) + σu(ξ)

)
ψ′(ξ)dξ = 0,

(α− στ1)
∫
R
q(ξ)ψ′(ξ)dξ − (στ2 + ν)

∫
R
q′(ξ)ψ′(ξ)dξ = −

∫
R
u(ξ)ψ(ξ)dξ.

(4.7)

holds, for each ψ ∈ D(R). In this expression the role of u′(ξ) has to be clarified.
When a function u ∈ BV (R) its derivative in the sense of the distributions Du
decomposes as an absolutely continuous part u′(ξ) and a singular part Dsu
that is orthogonal to the Lebesgue measure. The singular part of the measure
is not easy to absorb, see [4]. The set S = supp{Dsu} is called the set of
singularities of u. It is common in this type of operators that S is a finite set
and also u ∈ C1(R\S).

A block structure is going to be requested on u. This concept of block
solution materializes in the existence of a compact interval [ξ1, ξ2], not reduced
to a point, such that u(ξ) > 0, for a.e. ξ ∈ [ξ1, ξ2], and u(ξ) = 0, otherwise.
For q no restrictions will be imposed on its support. One last assumption is
that the singularities of u have been formed by the saturation of the cell flux.
If ξ̄ ∈ S is a singular point, then the lateral limit values are always defined.
The point ξ̄ is said of saturation to the left if

lim
ξ→ξ̄

u′(ξ) = −∞, lim
ξ→ξ̄−

u(ξ) ≥ lim
ξ→ξ̄+

u(ξ),

while it will be saturation to the right if

lim
ξ→ξ̄

u′(ξ) = +∞, lim
ξ→ξ̄−

u(ξ) ≤ lim
ξ→ξ̄+

u(ξ).

If ξ̄ is a boundary point of the support, then the saturation condition is
only one-sided, that is, if ξ̄ = ξ1, then u(ξ) = 0, for ξ < ξ1, which means

lim
ξ→ξ+

1

u′(ξ) =∞,

and a symmetric condition on ξ2.

Lemma 4.2.1. Assume that (4.6) holds, then there are no saturation points
inside the support.
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Chapter 4. Singular patterns in Keller Segel-type models

Proof. It follows from (4.7) that the function um(ξ)Φ
(
u′(ξ)
u(ξ)

)
− au(ξ)q′(ξ) +

σu(ξ) has zero weak derivative. By Stampacchia’s Lemma um(ξ)Φ
(
u′(ξ)
u(ξ)

)
−

au(ξ)q′(ξ)+σu(ξ) = K, for some constantK. We can assume that this constant
is going to be zero when considering ξ outside the support of u. Therefore, we
have

um−1(ξ)Φ
(
u′(ξ)
u(ξ)

)
− aq′(ξ) + σ = 0, a.e. ξ ∈ [ξ1, ξ2]. (4.8)

Whence, both values
lim
ξ→ξ̄±

u(ξ) = u±,

verify
um−1

± c− aq′(ξ̄) + σ = 0,

where it has been used that we have a saturation on the left. Then, both
one–sided limits are equal. That implies the continuity of u in ξ̄. Using the
regularity and the (4.6) condition in the second equation of (4.7) we get that
q′′ is defined in ξ̄. In particular the function

ξ → cum−1(ξ)− q′(ξ) + σ,

has infinite derivative at ξ̄, and it is an increasing function in a neighborhood of
that point. This would give us ξ values such that ξ → cum−1(ξ)−q′(ξ)+σ < 0,
which is contradictory to (4.8) since Φ(s) < c, for all s ∈ R.

In conclusion, assuming (4.6) we can define a block–type solution as follows:

Definition 4.2.1. Given an interval [ξ1, ξ2], we will say that a pair of functions

u ∈ C0[ξ1, ξ2] ∩ C1(ξ1, ξ2) and q ∈ C0[ξ1, ξ2] ∩ C2(ξ1, ξ2)

constitute a block-type solution as long as

• u(ξ) > 0, for each ξ ∈ [ξ1, ξ2] and both verify

um−1(ξ)Φ
(
u′(ξ)
u(ξ)

)
− aq′(ξ) + σ = 0

(α− στ1)q′(ξ)− (στ2 + ν)q′′(ξ) = u(ξ).
(4.9)

• The singular points are S = {ξ1, ξ2}, and both are lateral saturation
points for u, that is

lim
ξ→ξ+

1

u′(ξ) =∞, lim
ξ→ξ−

2

u′(ξ) = −∞.

Under these conditions we will discuss throughout the paper the existence
of a cell block moving at speed σ, and this will be obtained by extending by
zero the cell density u outside the interval [ξ1, ξ2], q extends to a function from
class 1 to R through two straight lines.

Taking g = Φ−1, in the sense of the composition of applications, then
g : (−c, c)→ R is a C1 function defined as:

g(y) = s←→ y = Φ(s).
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4.2. Block solitons moving at a constant speed.

If, in addition, we define r(ξ) = g′(ξ), we get:

u′ = u g

(
ar − σ
um−1

)
.

Finally, we can rebuild from (4.9) the following system:

u′ = u g

(
ar − σ
um−1

)
,

r′ = (α− σδ1)r − u
σδ2 + ν

.

(4.10)

Note that under the hypothesis on g in the previous section, this system is
defined only for values of (u, r) belonging to the domain Γ defined by

Γ :=
{

(u, r) : u > 0, |(ar − σ)u1−m| < c
}
. (4.11)

such that Γ = Γ− ∪ Γ0 ∪ Γ+, where

Γ0 =
{

(u, r) ∈ Γ : u > 0, r = σ

a

}
, Γ− =

{
(u, r) ∈ Γ : r > σ

a

}
and

Γ+ =
{

(u, r) ∈ Γ : r < σ

a

}
.

We denote by γ = ∂Γ = γ+ ∪ γ− ∪
{(

0, σa
)}

, where

γ± :=
{

(u, r) ∈ (0,∞)× R : ar − σ
um−1 = ∓c

}
. (4.12)

A block-type solution corresponds to a maximal solution of (4.10) such that

lim
ξ→ξ̄±

u(ξ) = u±,

lim
ξ→ξ̄±

r(ξ) = r±,
(4.13)

where (ξ−, ξ+) is the maximum interval of definition and (u±, r±) ∈ γ±.

Figure 4.2: (A) Representation of the field of tangent vectors of (4.10) and (B)
representation of a block type solution.

Proposition 4.2.1. Under these conditions, the spatial support of the solution
is necessarily bounded.
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Chapter 4. Singular patterns in Keller Segel-type models

Proof. Let us prove it by reductio ad absurdum. Assume that ξ+ = +∞.
Then, there exists a sequence ξn → +∞ such that

u′(ξn)→ 0.

This implies
ar(ξn)− σ
um−1(ξn) → 0.

Since u+ is bounded, this implies that r(ξn)→ σ
a , but this is not possible since

r+ ∈ γ+. Therefore ξ+ < +∞. The reasoning for ξ− is analogous.

4.3 Transport in the gradient of Q
This section is devoted to analyze the case where the gradient of the chemoat-
tractant (∂xQ) is solution of the non-homogeneous linear transport equation:

∂U

∂t
= ∂

∂x

(
UmΦ

(
U−1∂U

∂x

)
− aU ∂Q

∂x

)
∂

∂t

(
∂Q

∂x

)
− ν ∂

∂x

(
∂Q

∂x

)
= U.

(4.14)

In this model we asume that ν > 0 so we are in a non-degenerate situa-
tion (remember that a > 0). The case m = 1 can be analyzed following the
guidelines of the case m > 1, therefore we also assume that m > 1. As we
will see, this model can be seen as a particular case of the one analyzed in
the next section where the values would have another expression, but we have
considered studying this case first for clarity in the exposition.

Hence, we will focus on study the existence of block solutions, defined in the
previus section, which correspond with the search of orbits of the diferential
equation

u′ = u g

(
ar − σ
um−1

)
r′ = − u

σ + ν
.

(4.15)

This orbits connect γ− with γ+, where γ± were defined in (4.12). Therefore,
for any inicial condition in Γ defined in (4.11), we will be able to find a block
solution, see Figure 4.3.

Figure 4.3: Representation of the tangent vector field associated to (4.15) .

Theorem 4.3.1. Every maximal solution of (4.15) is a block solution.
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4.3. Transport in the gradient of Q

A key ingredient to prove this Theorem are the following results, in which
we will show that there exist an orbit connecting γ− with γ+, for every initial
condition in the line s = σ

a .

Proposition 4.3.1. Consider the initial conditions r(0) = σ
a and u(0) = u0 >

0 associated to (4.15). Then, there exists a block solution (u, r) corresponding
to these initial data.

Proof. Let us prove that the maximal solution of the previous problem gives
rise to a block solution, by seeing that it connect a point in γ− with a point in
γ+, according to the definition of the previous section.

We can check that u(ξ) has uni-modal shape with a unique maximum at
ξ = 0, and r(ξ) is a strictly decreasing function. Therefore, we can prove the
existence of the finite limits

lim
ξ→ξ±

(u(ξ), r(ξ)) =: (u±, r±). (4.16)

Due to the decrease of r we obtain r+ < σ
a < r−, and taking limits in the

inequality ∣∣∣∣ar − σum−1

∣∣∣∣ < c,

we deduce that u± are necesarily strictly positive.
Let us see that

r+ =
σ − cum−1

+
a

.

If r+ ̸=
σ−cum−1

+
a , then (u+, r+) is not in the boundary of Γ, and by a prolon-

gation argument we get ξ+ = +∞. Therefore (u+, r+) will be a critical point.
However, there are no critical points in the problem, so ξ+ < +∞. Using again
a prolongability argument we obtain that (u+, r+) is in the boundary of Γ.

Also, we can prove that

r− =
σ + cum−1

−
a

,

by using similar arguments.

Once demonstrated the existence of solutions for initial conditions in the
vertical isocline, we will proceed to prove that for every initial condition in Γ,
the associated solutions always reach the vertical isocline.

Lemma 4.3.1. Every maximal solution of (4.15) intersect the curve Γ0.

Proof. Let u, r : (ξ−, ξ+) → R a solution of (4.15), and assume that for some
value ξ0 ∈ (ξ−, ξ+) we have (u0, r0) := (u(ξ0), r(ξ0)) ∈ Γ. Let us prove that
if r0 >

σ
a , then there exits a ξ1 ∈ (ξ−, ξ+), such that r(ξ1) = σ

a . Similarly, if
r0 <

σ
a , we can find a value ξ2 such that r(ξ2) = σ

a , which will conclude the
proof.

Assume that r0 >
σ
a and r(ξ) > σ

a , for all ξ ∈ (ξ−, ξ+) and hence, u′(ξ) > 0
and there exist the limξ→ξ+ u(ξ). If this limit is finite, then ξ+ = +∞ and we
will have a critical point, but this is not possible. Therefore, we have

lim
ξ→ξ+

u(ξ) = +∞. (4.17)
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Chapter 4. Singular patterns in Keller Segel-type models

Since u(ξ) ≥ u0 and r(ξ) ≤ r0, then we obtain:

g

(
ar(ξ)− σ
um−1(ξ)

)
≤ g

(
ar0 − σ
um−1

0

)
,

for ξ ∈ (ξ0, ξ
+). Using that r → ar−σ

um−1 is increasing in r, then we deduce that
u → ar−σ

um−1 is decreasing in u and y → g(y) is derecreasing. Defining M as the
value obtained above, we have that

u′(ξ) ≤Mu(ξ).

Then, combining the Gronwall Lemma together with (4.17) we deduce ξ+ =
+∞. However, this can not be possible, because r′(ξ) = − 1

σ+µu(ξ) and u(ξ) ≥
u0, for ξ ∈ (ξ0, ξ

+), and we obtain:

r′(ξ) ≤ − 1
σ + µ

u0 < 0, ∀ξ ∈ (ξ0, ξ
+),

which is a contradiction.

Therefore, thanks to these two results and the fact that the solutions are
invariant under time translation, the proof of Proposition 4.3.1 follows.

4.4 Transport and diffusion in the chemoattractant

In this section we consider that the chemoattractant concentration is solution
of a linear transport-diffusion equation.

∂U

∂t
= ∂

∂x

(
UmΦ

(
U−1∂U

∂x

)
− aU ∂Q

∂x

)
,

∂Q

∂t
+ α

∂Q

∂x
− ν ∂

2Q

∂x2 = U,

(4.18)

where α is the transport speed coefficient of the chemoattractant density and
ν stands for its diffusion coefficient. Our goal is to study the existence of orbits
that connect γ− with γ+, defined in (4.12), of the differential equation:

u′ = u g

(
ar − σ
um−1

)
,

r′ = 1
ν

((α− σ)r − u) .
(4.19)

The analysis of the existence of such orbits will be studied in terms of the
parameter m and the relation between α and σ.

Remark 4.4.1. If σ = α, the differential equation (4.19) is similar to (4.15).
Therefore, we will have existence of block solutions for σ > 0, thanks to Theo-
rema 4.3.1.

The main result describing the existence of block solution in this context is
the following one.
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4.4. Transport and diffusion in the chemoattractant

Theorem 4.4.1. Block solutions exist if one of the following condition hold
true

• If 1 < m < 2 and σ > 0.

• If m ≥ 2, σ > 0 and α ≤ α∗, for α∗ > 0, where

α∗ =
(

a

m− 1

) m−1
2m−3 1

c3−2m (m− 2)
m−2

2m−3 . (4.20)

• If m ≥ 2, σ > σ∗(α) > 0 and α > α∗ > 0, where

σ∗(α) = α− a

m− 1c
1

1−m

(
m− 2
α

)m−2
m−1

. (4.21)

Remark 4.4.2. In the case m = 2, we have that σ∗(α) = α− a
c , which is the

limit when m → 2 of (4.21), and therefore solving σ∗(α) = 0, we obtain the
value α∗ = a

c .

Figure 4.4: Representation of the region of existence obtained in the Theorem
4.4.1 for m ≥ 2.

To carry out the proof of Theorem 4.4.1, we are going to introduce a series
of previous results.

Let us denote by η the horizontal isocline, whose equation is r = 1
α−σu and

represents the points (u, r) ∈ Γ, where r′ = 0. Firstly, we will analyze the case
in which η has positive slope, and we will focus on finding some initial values
(ū, r̄) from which we can construct the solution.

Lemma 4.4.1. Let 1 < m ≤ 2. If η has positive slope and cuts γ−, then there
exist (ū, r̄) ∈ Γ− such as:

r′ < 0, u′ > 0, ∀(u, r) ∈ B,

where B := B(ū,r̄) = {(u, r) ∈ Γ− : u ≤ ū, r ≥ r̄}.

Proof. Since 1 < m ≤ 2, then γ− is the graph of a concave function or a
straight line. It is easy to see that an increasing line below u = 0 will intersect
γ− at a single point. u∗, see Figure 4.5. Therefore, it allow us to find a curved
triangular region, denoted by B, just build taking as vertex of B any points
(ū, r̄) ∈ Γ− such that ū > u∗ and r̄ > γ−(u∗).
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Chapter 4. Singular patterns in Keller Segel-type models

Figure 4.5: Scheme of the proof of the Lemma 4.4.1

The points (ū, r̄), defined in Lemma 4.4.1, will allow us to construct the
desired orbits of (4.19) when these are taken as initial data.

Proposition 4.4.1. If η has positive slope and cuts γ−, then there exists a
block solution of (4.19).

Figure 4.6: Representation of the phase diagram as a function of m, when η
intersects γ+.

Proof. In the case 1 < m ≤ 2, let us take the points (ū, r̄), previously defined in
the Lemma 4.4.1, as the initial condition of the problem (4.19). The solution of
the initial value problem (ū, r̄) remains in B as long as it is defined. Bendixson’s
theorem assures us that this solution has to touch γ−, as ξ → ξ−, since there is
no equilibrium points in the set B. Moreover, this solution will always intersect
the line r = σ

a , for some ξ1 ∈ (ξ−, ξ+). This is because r′ < 0 and u′ > 0, for
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4.4. Transport and diffusion in the chemoattractant

r > σ
a . An argument similar to that used in Lemma 4.3.1 allow us to prove the

existence of a value ξ1 at which the solution intersects the straight line r = σ
a .

We cannot know how the solutions (u1, r1), connecting γ− with r = σ
a , will

behave once they go through the line r = σ
a .

Let us define u∗ = u1(ξ1). Observe that the solution of (4.19), with initial
condition u(0) = ũ, r(0) = σ

a , will touch γ− when ξ → ξ−, for any value
ũ ≥ u∗. This is due to the fact that the orbits of the autonomous systems can
not intersect.

Therefore, to finish the proof it remains to find a value ũ such that the
solution of the initial value problem (ũ, σa ) reaches γ+.

Let (û, r̂) be the intersection of the straight line η with the curve γ+. Then,
the solution of the initial value problem (r̂, u∗) touches γ+ as ξ → ξ+, due to
the fact that r′ < 0 for r ≤ r̂. In addition, this solution will intersect the
straight line r = σ

a at a point (ũ, σa ), by a symmetric argument to the one made
in Lemma 4.3.1.

In the case m > 2, the proof is carried out in a similar way. Indeed, if η
intersects γ−, this intersection can be made at two points or at one tangent
point. In both cases, we can define

u = max
{
u ∈ (0,+∞) : 1

α− σ
u = γ−(u)

}
.

Therefore, the set

A =
{
(u, r) ∈ Γ− : u > u, r ≥ η(u)

}
is negatively invariant, since u′ > 0 and r′ ≥ 0, for all (u, r) ∈ A. Therefore,
following the same ideas as in the previous case, we can show that the solution
connects γ− to r = σ

a , reaching the line r = σ
a , for some ξ1 ∈ (ξ−, ξ+). So, as in

the previous case, we are able to find an initial condition (ũ, σa ) whose solution
connects γ− with γ+.

Let us now study the case in wich η has negative slope.

Proposition 4.4.2. If η has negative slope, then there exists a block solution
of (4.19).

Proof. The directions of the vector field show that the solution with initial
data (û, σa ) will touch γ− and γ+, for any point (û, σa ) in the straight line r = σ

a
which is to the left of the intersection point of the straight line η with γ+. The
proof argument is similar to the one made in the proof of Proposition 4.2.1.

These results inform us under which conditions we can find block solutions.
To finish the proof of the Theorem 4.4.1, it is necessary to see what relationships
between the parameters allow us to obtain these solutions.

Proof. (Proof of Theorem 4.4.1). The equation of the line η is 1
α−σu. If σ > α,

η has negative slope, and by Proposition 4.4.2 we have existence of a block
solution. If σ = α, we have also existence of solution by arguing as in Remark
4.4.1.

On the other hand, if σ < α, we have to study the relative position between
γ− and η. Proposition 4.4.1 establishes the existence of solution when η has
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Figure 4.7: Representation of the phase diagram as a function of m, when η is
decreasing.

positive slope. Therefore, we have to analyze the possibilities of intersection
between η and γ−.

If 1 < m < 2, η will always intersect γ−, when 0 < σ < α.
If m = 2, the slope of η must be greater than the slope of γ−, which is a

line in this case. This is fulfilled when c
a <

1
α−σ , i.e.,

σ > α− a

c
(4.22)

Finally, for m > 2, the intersection points are given by the roots of the
equation:

cum−1

a
+ σ

a
− u

α− σ
= 0.

The existence of roots of this equation is equivalent to prove that the minimum
takes negative values, this holds true for

σ > α− a

m− 1c
1

1−m

(
m− 2
α

)m−2
m−1

= f(α).

Note that if m = 2 this equation coincides with (4.22), as m→ 2.
It can be seen that f(α) ≤ 0, if α ≤ α∗, where

α∗ =
(

a

m− 1

) m−1
2m−3 1

c3−2m (m− 2)
m−2

2m−3 .

If α > α∗, then the expresion σ > f(α) is equivalent to σ > σ∗(α) which is
given by (4.21)

4.4.1 Non-existence of block solution.

Once we have analyzed the existence of solution in the previous section, let us
see under what conditions we can prove the non-existence of block solutions.

For this purpose, we will consider the function θ : (−c, c)→ R defined as:

θ(y) = (α− σ)y
ν

− (m− 1)yg(y).

Observe that the function satisfies that θ(−c) = θ(c) = −∞, therefore there
exists the value θ0 = maxy∈(−c,c) θ(y).
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On the other hand, let us consider the function ω : (0,+∞) → R defined
as:

ω(u) = au− σ(α− σ)
νum−1 .

Arguing as before, let us consider the value ω0 = maxu∈(0,+∞) ω(u), whose
expression is:

ω0 = 1
v

(
σ(α− σ)
m− 2

)2−m ( a

(m− 1)

)m−1
.

With these two constants we obtain the following non-existence result.

Theorem 4.4.2. If θ0 > ω0, then there is no block-type solution.

Proof. Let us take y(ξ) = ar(ξ)−σ
um−1(ξ) , which satisfies the differential equation

u′ = ug(y),

y′ =
a
v

[
(α− σ)

[
um−1y+σ

a

]
− u

]
− (m− 1)um−1yg(y)

um−1 .
(4.23)

Observe that a block-type solution is now a connection between y = c and
y = −c. Taking ȳ such that θ(ȳ) > maxu∈(0,+∞) ω(u) then the expression of
the second equation of (4.23) provides y′ > 0, for all u ∈ (0,+∞). Therefore,
it would not be possible to connect y = c with y = −c.

Remark 4.4.3. For example, in the Wilson operator g(u) is defined by g(u) =
1
µ

u

1− |u|
c

. Then, we can calculate explicitly the values of θ0 and ω0. Those values
are:

θ0 = c

(√(
α− σ
ν

+ (m− 1) c
µ

)
−
√

(m− 1) c
µ

)2

,

ω0 = 1
ν

(
σ(α− σ)
m− 2

)2−m ( a

m− 1

)m−1
.

Combining and approximating them we obtain the following inequality

σ
m
2 −1(α− σ)

m
2 ≥ Θ

(√(
α

ν
+ (m− 1) c

µ

)
+
√

(m− 1) c
µ

)
, (4.24)

where

Θ =
√
ν

c

(
a

m− 1

)m−1
2 1

(m− 2)
2−m

2
.

Using Theorem 4.4.1 and Theorem 4.4.2 we can establish the region of exis-
tence and non-existence of solution for a given parametric configuration. (See
Figure 4.8)

Observe that the left-hand side of the inequality 4.24 has uni-modal shape
and, therefore, we obtain an interval of σ-values for which there is no solution,
with all parameters fixed. We can see this behavior in Figure 4.8. Note that in
the limit case m = 2, the region of non-existence is bounded by a straight line.

Moreover, it has been numerically observed, it is possible to find a block-type
solution under certain parameter settings for m > 2 in the region between the
non-existence zone and σ = 0.
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Figure 4.8: Representation of the region of existence (gray region) and non-
existence (pattern region) of solution in Wilson’s model, for c = µ = a = ν = 1.

4.4.2 Case m = 1
In the previous sections we have always considered the case m > 1, for which
we have shown the existence and non-existence of solution under certain con-
figurations of the parameters. But what happens in the case m = 1?

Taking m = 1, the system can be written as follows

u′ = ug (ar − σ) ,

r′ = 1
ν

((α− σ)r − u).
(4.25)

Here, γ+ and γ− are horizontal straight lines and it is posible that the point
(u, r) = (0, 0) belongs to Γ. If we remove the σ = α and σ = c cases, an
isocline analysis reveals the situations given by Figure 4.9. In this case, due to
the shape of the curves γ+ and γ−, we have more difficulties in finding block
solutions of the equation, i.e., solutions that touch these curves. This fact is
due to the behavior of the function g(u) as u→ ±c. In fact, we can show that
we may not find a block solution, for a certain behavior of the function g, as
the following result shows.

Proposition 4.4.3. Assume that

1
g(u) = O(c− u), as u→ c,

then there is no block-type solution.

Remark 4.4.4. A type of flux-saturated function that satisfies this condition
is the Wilson operator.

Proof. We are going to use a reductio ad absurdum argument to prove the
Lemma. Suppose that there is a block solution, then there would be a connec-
tion between γ+ and γ−. This means we can find a solution branch (ū, r̄) in
the interval (ξ−, ξ− + ϵ] that starts over points of γ−.

On the other hand, we can consider the problem

r′(u) = 1
ν

(α− σ)r − u
u g(ar − σ) , r(u0) = r0, (4.26)

71



4.4. Transport and diffusion in the chemoattractant

Figure 4.9: Representation of the phase diagram of (4.25), as a function of σ,m
and α.

where (u0, r0) ∈ γ−. The Picard-Lindelof theorem can be applied to (4.26)
extended by zero, prove uniqueness of solution that takes the form r(u) = σ+c

a .
However, we had assumed that there was a solution branch (ū, r̄) that in

the form r̄(ū) would be the solution of the problem (4.26), which is not possible
due to the previous uniqueness argument.

On the other hand, we can also establish conditions for the existence of
solution.

Proposition 4.4.4. Assume that
1

g(u) = O((c− u)1/p), as u→ c,

then there exists a block–type solution.

Remark 4.4.5. We can find some flux–saturated functions satisfying these
conditions on g, such as the hyperbolic tangent operator, or the Larson operator
to which it is associated g(u) = 1

µ
u

p

√
1−
( |u|

c

)p
.

The non-uniqueness of the problem (4.26), under the hypothesis of Propo-
sition 4.4.4, will allow us to prove the existence of a solution for this model.
To do this, we will consider the following result.
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Lemma 4.4.2. Consider the equation

x′ = x
1
pa(t, x), x > 0, p > 1, (4.27)

where the function a admits a continuous extension in a neighborhood of (0, 0)
and a(0, 0) > 0. Then, the initial value problem (4.27) with x(0) = 0 has a
solution x(t) > 0 in a neighborhood of the right–hand side of t = 0.

Proof. Let us make the change of variable y = x
p−1

p . We have the following
initial value problem:

y′ = p− 1
p

a
(
t, y

p
p−1
)
, y(0) = 0.

By using the Picard theorem, the problem has a solution y(t) with y′(0) =
p−1
p a(0, 0) > 0. Therefore, we have that y(t) > 0 on positive values in the

neighborhood of t = 0.

Remark 4.4.6. If a(0, 0) < 0, then the neighborhood is on the left–hand side
of t = 0.

We can now proceed to prove Proposition 4.4.4.

Proof. We will use the same constructive scheme developed in the proof of
Proposition 4.4.1.

First, we will consider ũ sufficiently large, such that r′ < 0 and u′ has an
uni-modal shape, under the conditions u > ũ and r ∈

(
σ+c
a , σ−c

a

)
.

Using Lemma 4.4.2 and system (4.26), we are be able to launch solutions
from the curves γ+ and γ−. Taking the initial conditions such that u0 > ũ,
these solutions will always touch the curve r = σ

a (see the proof of Lemma
4.3.1).

Let us denote by (u−, r−) one of the solution launched from γ− and (u+, r+)
one of the solution launched from γ+. Those solutions touch the curve r = σ

a at
some value u−

1 and u+
1 , respectively. Asume u−

1 < u+
1 , the opposite case can be

treated similarly. Then, we have that the solution (u+, r+), once it crosses the
line r = σ

a , it will always touch the curve γ′, since u′ > 0, and it cannot touch
the orbit of the solution (u−, r−). Therefore, the solution (u+, r+) connects γ−

with γ+.

4.4.3 Diffusion without transport

Formally, letting α = 0 in the model (4.18) leads to the following system:

∂U

∂t
= ∂

∂x

(
UmΦ

(
U−1∂U

∂x

)
− aU ∂Q

∂x

)
,

∂Q

∂t
− ν ∂

2Q

∂x2 = U,

(4.28)

corresponding to a process where diffusion of the chemoattractant dominates
the dynamics. As we discussed in the previous section, using the jump condition
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4.4. Transport and diffusion in the chemoattractant

we can derive a differential system for the description of entropy solutions. In
this case, the equations can be obtained by letting α = 0 in equation (4.19)

u′ = u g

(
ar − σ
um−1

)
,

r′ = −1
ν

(u+ σr) .
(4.29)

Therefore, we can analyze the existence of block–type solutions of this prob-
lem as a particular case of (4.19). From Theorem 4.4.1 we have the following
result.
Corollary 4.4.1. There is a block–type solution of (4.29), for all σ > 0.

4.4.4 Transport without diffusion in Q

In this last section we consider that the chemoattractant concentration is so-
lution of a linear transport-diffusion equation, which corresponds to the case
τ1 = 1 and τ2 = 0 = ν in equation (4.4), namely

∂U

∂t
= ∂

∂x

(
UmΦ

(
U−1∂U

∂x

)
− aU ∂Q

∂x

)
,

∂Q

∂t
+ α

∂Q

∂x
= U.

(4.30)

With a similar argument to the one in Section 2, we would obtain (4.7).
However, in this case, the expression obtained for q′ does not need to be regular
since (4.6) is not satisfied. However, if σ ̸= α we can expect that q ∈ H1

loc(R)
and

(α− σ)q′(ξ) = u(ξ), a.e. ξ ∈ R.
Using this in the first expression of (4.7), as in section 2, we obtain the existence
of a value K such as

um(ξ)Φ
(
u′(ξ)
u(ξ)

)
− a

α− σ
u2(ξ) + σu(ξ) = K, a.e. ξ ∈ R,

where u′ is the Radon–Nikodym derivative. Since um(ξ)Φ
(
u′(ξ)
u(ξ)

)
is assumed

to be 0 if u(ξ) = 0, it follows that if u has compact support, then outside this
support u = 0, and thus K = 0. Therefore, solutions of (4.30) will satisfy the
equation

u′ = ug

(
a

α−σu− σ
um−1

)
,

q′ = u

α− σ
,

(4.31)

at the points of its support.
Remark 4.4.7. Since condition (4.6) is not verified, there is no clear de-
scription of the block–type solutions. Therefore, we will describe the maximal
branches solutions of (4.33) in order to describe a possible connection between
them.

Because of the large casuistry, the description of the chemoattractant will
not be discussed here. In this section, it will be assumed that σ ̸= α, since the
solution u = cte is obtained for σ = α.
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Setting

H(u) =
a

α−σu− σ
um−1 (4.32)

the first equation of (4.31) can be written as

u′ = u g (H(u)) , (4.33)

and the expression of the quimioatracctant follows after integrate the second
equation of (4.31).

Since the function g is only defined in (−c, c), it is important to know the
values of u for which H(u) ∈ (−c, c). We will distinguish several cases based
on the values of α, σ, m.
Case 1. If σ > α, H is always negative because H(0) = −∞ and there is no
root of H.
Case 1.1. If m > 2, H is increasing and H(∞) = 0.

Figure 4.10: Behavior of H in Case 1.1 and the profile of the solution.

Solutions live in the interval (u+,∞) and are decreasing. It can be extended
to −∞, and u(−∞) = +∞. For a finite value u(ξ+) = u+ and u′(ξ+) = −∞.
This can be observed in Figure 4.10.
Case 1.2. When m = 2, H is again increasing, negative but H(+∞) =
− a

σ − α
< 0. This case opens two possibilities see Figure 4.11.

1.2. 1⃝ The first alternative is σ > α + a
c , which is similar to the Case 1.1, see

Figure 4.11.

1.2. 2⃝ The second case corresponds with σ ≤ α+ a
c . In this situation there are

no solutions because there are no points in which the differential equation
is defined.

Case 1.3. In the case 1 < m < 2 the function H satisfies H(∞) = −∞ and
there is only a critical point at u∗ with a maximum value H∗, which are given
by

H∗ := H(u∗) < 0, u∗ = σ(α− σ)(1−m)
a(2−m) . (4.34)

According to the relative position of H∗ with respect to c, we can distinguish
the following cases, see Figure 4.12:

1.3. 1⃝ If H∗ ≤ −c, there are no solutions since there are no points for which the
differential equation is defined.
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Figure 4.11: Behavior of H in Case 1.2 and the profile of the solution. Note
that for 2⃝ there is no solution, because the differential equation is not defined

1.3. 2⃝ If −c < H∗, the differential equation is only defined for u ∈ (u+, u−).
Therefore, the solutiones are defined in a bounded interval (ξ−, ξ+), where
u(ξ−) = u−, u(ξ+) = u+, and u′(ξ−) = u′(ξ+) = −∞.

,

Figure 4.12: Behavior of H in Case 1.3 and the profile of the solution. Note
that for 1⃝ there is no solution, because the differential equation is not defined.

Case 2. If 0 < σ < α, then H(0) = −∞, but H changes sign in û, which is
given by

û = σ(α− σ)
a

. (4.35)

Case 2.1. In the case 1 < m < 2, H has no critical points and H(+∞) =
+∞. Therefore, there are two types of traveling waves, one increasing and one
decreasing that are represented in Figures 4.13.

Case 2.2. If m = 2 and 0 < α < σ, H has no critical points, but there is a
finite asymptotic value H(+∞) = a

α− σ
> 0. The position of this asymptotic

value with respect to c gives us three different situations:

2.2. 1⃝ If a

α− σ
> c. This is a scenario similar to Case 2.1, see the graph in

Figure 4.14.

2.2. 2⃝ If a

α− σ
= c. The modification in this case is the non-existence of a point

r+ that cuts the graph of H to the c level (see Figure 4.14), and now the
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Figure 4.13: Behavior of H in the case 1 < m < 2 and 0 < σ < α. Notice that
both traveling waves are continued by zero.

solutions end at infinity. They can reach infinity in finite or infinite time
depending on the properties of Φ.

2.2. 3⃝ If 0 <
a

α− σ
< c. This is a situation similar to the previous one, but

infinite is reached in infinite time, see Figure 4.14.

Figure 4.14: Behavior of H in the case m = 2 and 0 < α < σ. In this case the
traveling waves that have a finite height are continued by zero. The traveling
wave of type 2⃝ and 3⃝ are not bounded, and, therefore, is conditioned by a
more general theory of the initial value problem.

Case 2.3. In the case m > 2, H(+∞) = 0, and the function H reaches a
maximum level H∗ > 0. Then, it is necessary to compare this number with c
and we can define three different scenarios and the values of σ for which the
different traveling waves are defined, see Figure 4.15.

Conclusion and summary

The idea of this last section is to determine under which conditions we can find
block–type solutions. To do this we have analyzed all the different solution
profiles satisfying equation (4.31).

We have basically found two types of profiles that we can denominate,
according to their character, as increasing or decreasing profiles. Both are
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Figure 4.15: Behavior of H in the case m > 2 and 0 < α < σ.

separated by the level u∗, defined in (4.35), which defines the point of possible
sign change of the H function.

However, the only type of compact support solution we have found has a
decreasing profile, see Figure 4.16. This compact support solution exist for
σ > α, 1 < m < 2 and H∗ > −c. The last condition can be expressed, after
several standard calculations, as:

σ(2−m)

(σ − α)m−1 >
c

2−m

(
m− 1

a(2−m)

)m−1
.

Figure 4.16: Representation of the only block solution of (4.30)
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Chapter 5
Mean-Field Limits for Stochastic
Interacting Particles on Digraph
Measures

5.1 Introduction
This Chapter investigates a physical system composed of N particles that in-
teract through a network, represented by a graph G. Each vertex corresponds
to a particle, while edges depict pairwise interactions. The system’s dynam-
ics are governed by stochastic differential equations (SDEs), which define the
evolution of particle states Xi(t) ∈ Rd. The equations are expressed as:

dXi(t) = f(Xi(t))dt+ 1
N

N∑
j=1

ANij g(Xi, Xj)dt+ 1
N

N∑
j=1

ÂNijh(Xi, Xj)dBi
t,

Xi(0) = X0
i , i = 1, . . . , N. (5.1)

where ANi,j is the adjacency matrix for deterministic interactions , and ÂNij
accounts for their influence on noise term. ANij and ÂNij are not necessarily
identical. The functions f , g and h are Lipschitz and bounded. The noise
term contains a sequence

{
Bi
t

}
, for 1 ≤ i ≤ N , of independent and identically

distributed Brownian motions in X ⊆ Rd. The initial conditions
{
X0
i

}
i=1,..,N

form a sample of independently and identically distributed random variables
with a probability distribution µ0 ∈ P(X). Xi(t) represents, at the microscopic
level, the trajectory of particle i.

The study focuses on deriving the mean-field limit for these interacting
particle systems while considering suitable graph limits, particularly in cases
of sparse and intermediate density graphs, utilizing a representation called
digraph measure (DGM).

Previous work on mean-field limits has treated different configurations of
adjacency matrices, with approaches varying from fully exchangeable to non-
exchangeable particles. Classical mean-field limits have employed techniques
involving graphons, digraph measures, or graph operators, consistently demon-
strating convergence to a Vlasov equation.
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In this Chapter, we concentrate on stochastic interactions and derive the
corresponding Vlasov-Fokker-Planck equation. The aim is to establish a mea-
sure µ(t, x) representing the typical evolution of particles over time and space,
ultimately converging to a weak solution of the Vlasov-Fokker-Planck equation.
The empirical measure, defined as:

µNt = 1
N

N∑
i=1

δXi(t), for t ∈ [0, T ],

is critical for representing the law of the entire system.
To establish the mean-field limit, we will employ the coupling method tech-

niques [50, 51]. Additionally, we will utilize the approaches introduced by
Sznitman [118] and incorporate the methods used in [12, 22]. This comprehen-
sive framework will allow us to investigate the mean-field limit of the particle
system described by (5.1).

To apply this framework, we need to introduce the following system of
independent processes.

Xu(t) =Xu(0) +
∫ t

0
f(Xu(s)) ds+

∫ t

0

∫
I

∫
X
g(Xu(s), y) µv,s(dy)ηu(dv)ds

+
∫ t

0

∫
I

∫
X
h(Xu(s), y) µv,s(dy)η̂u(dv)dBu

s ,

(5.2)

where µu,t = L(X(t)|U = u), and U is a uniform random variable on I. The
initial conditions Xu(0) = X0

u, for u ∈ I, form a sample of independently
and identically distributed random variables with a probability distribution
µ̄0 ∈ P(X). And the finite positive Borel measures η, η̂ ∈ B(I,M+(I)) are the
fiber measures associated to the adjacency matrices of the graphs ANi,j and ÂNi,j .

The goal is to demonstrate convergence of the empirical measure to a prob-
ability measure µu,t satisfying the Vlasov-Fokker-Planck equation given by:

∂tµ̄t + ∂x

(
µ̄tf(x) +

∫
I
µu,t

∫
I

∫
X
g(x, y) µv,t(dy)ηu(dv)du

)
+ 1

2∂
2
x

(∫
I
µu,t

[∫
I

∫
X
h(x, y) µv,t(dy)η̂u(dv)

]2
du
)

= 0.
(5.3)

This will be proved in Theorems 5.3.1 and 5.3.2, where in each result, we
will handle the limit measure µu,t differently. However, in both cases, we will
obtain the same Vlasov-Fokker-Plank equation.

The Chapter is organized as follows. In Section 5.2, we introduce various
measure and probability spaces, along with the associated metrics, that will
serve as the foundation for establishing the convergence of the empirical mea-
sure and of DGMs. Section 5.3 states the key results and interpretations of
the work, along with the necessary assumptions for proving these results. The
proof of Theorem 5.3.1 is presented in Section 5.4, where we focus on studying
the independent process (5.2). The existence and uniqueness of the solution
to this problem will be explored in the same section. In Section 5.5, we em-
ploy coupling methods to illustrate the convergence in law of the empirical
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measure towards the solution of (5.2), thereby proving Theorem 5.3.1. Section
5.6 is dedicated to proving Theorem 5.3.2 using techniques similar to those
employed in the preceding sections. Finally, Section 5.7 covers examples of
Vlasov-Fokker-Plank equations for some DGMs.

5.2 Metric Measure Spaces and Digraph Measures
We are going to introduce various spaces and notation that we will use. We
are concerned with the dynamics of particles in a finite time interval, denoted
as [0, T ], where we fix T > 0 as a parameter. Our analysis takes place within
the framework of a filtered probability space (Ω,F , {Ft}t∈[0,T ],P), where {Ft}
denotes a filtration that complies with standard conditions. The particle tra-
jectories X(t) take values in X ⊆ Rd.

First of all, let us determine the measurement space over which we are
going to define our digraphs. Let I be a complete metric space, and consider
the space B(I,M+(I)), which is the space of bounded measurable functions
from I to M+(I), where M+(I) is the set of all finite Borel positive measures
on I. Also, consider C(I,M+(I)) as the space of continuous functions from I
toM+(I). Let us define B(X) the space of bounded measurable functions from
X to Rd and

Lf := sup
x,y∈X,x ̸=y

|f(x)− f(y)|
|x− y|

,

the Lipschitz constant of f ∈ C (X). Let BL (X) be the space of bounded Lip-
schitz continuous functions and

BL1 (X) = {f ∈ BL (X) : BL(f) := ∥f∥∞ + Lf ≤ 1} .

Let ηx, νx ∈M+(I), then we can define the bounded Lipschitz distance as:

dBL(ηx, νx) := sup
f∈BL1(X)

∫
X
f(y) (ηx(dy)− νx(dy)) .

Hence, given η, ν ∈ B(I,M+(I)), define the uniform bounded Lipschitz metric:

d∞(η, ν) := sup
x∈X

dBL(ηx, νx).

and the bounded Lipschitz norm (on the space of all finite signed Borel mea-
sures):

∥η∥ := sup
x∈X

sup
f∈BL1(X)

∫
X
f(y) ηx(dy).

We have the following Proposition [95, Proposition 2.6]:

Proposition 5.2.1. Let I be a complete separable metric space. Assume I is
compact. Then (B(I,M+(I)), d∞) and (C(I,M+(I)), d∞) are complete metric
spaces.

In our problem, we will consider I = [0, 1]. Since we are working with
DGMs, and in our problem we have a graph represented by a matrix, we need
to approximate this graph by a DGM. Consider a partition of the interval
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I = [0, 1] as given by INi =] i−1
N , iN ], for 1 < i ≤ N , and IN1 = [0, 1

N ]. Let
us build the digraph measures associated with the matrices ANi,j and ÂNi,j as
follows

ηuAN (v) :=
N∑
i=1

1IN
i

(u)
N∑
j=1

ANi,j
N

δ j
N

(v),

ηu
ÂN (v) :=

N∑
i=1

1IN
i

(u)
N∑
j=1

ÂNi,j
N

δ j
N

(v),
(5.4)

where 1 j
N

(x) is the indicator function and j
N serves as the representative of

the set INj and . We recall that the sequence of graphs {AN}N≥1 converges to
the digraph measure η if and only if d∞(ηAN , η) → 0, as N → ∞. Similarly,
we aim for ÂN to converge to the digraph measure η̂. Observe that ηAN ∈
B (I,M+(I))

⋂
C (I,M+(I)).

In order to analyze the collection of probability laws, let us consider the
following space of probability measures

N := {ν ∈ P(I × C([0, T ],X)) : π1 ◦ ν = λ} ,

where λ denotes the Lebesgue measure on I and π1 is the projection map
associated to the first coordinate. To compare probability measures we make
use of the following Wasserstein-2 metric:

W2(µ, ν) :=
(
inf
{
E|X − X̃|2 : L(X) = µ,L(X̃) = ν

}) 1
2 , µ, ν ∈ P(Rd).

As the probability measures also depend on time, we can define the following
Wasserstein-2 metric:

W2,t(µ, ν) :=
(
inf
{
E∥X − X̃∥2∗,t : L(X) = µ,L(X̃) = ν

}) 1
2 ,

t ∈ [0, T ], µ, ν ∈ P(C([0, T ],X)),

where ∥X∥∗,t := sup0≤s≤t |Xs| for X ∈ C([0, T ],X), t ∈ [0, T ]. Additionally, as
we are also working with digraph measures, we must also measure distances
taking into account the graph’s heterogeneity variable. For this purpose, we
have the following two measures:

WN ,2
2,t (µ, ν) :=

(∫
I

[W2,t(µu, νu)]2 du
) 1

2
, t ∈ [0, T ], µ, ν ∈ N ,

WN ,∞
2,t (µ, ν) := sup

u∈I
W2,t(µu, νu), t ∈ [0, T ], µ, ν ∈ N .

Since I = [0, 1], the following inequality holds:

WN ,2
2,t (µ, ν) ≤WN ,∞

2,t (µ, ν).

We will work in the space N which, equipped with the distance WN ,2
2,t (µ, ν), is

a complete metric space.

82



Chapter 5. Mean-Field Limits

Remark 5.2.1. Notice that the Wasserstein metric can be compared with
the bounded Lipschitz metric, denoted as dBL, because the following inequal-
ity holds:

W2,t(µu, νu) ≥ sup
f∈BL1

∣∣∣∣∫
Rd
f(x) µu,t(dx)−

∫
Rd
f(x) νu,t(dx)

∣∣∣∣ , µ, ν ∈ N ,
i.e. dBL(µu,t, νu,t) ≤W2,t(µu, νu) (see [76]).

5.3 Main Results
Before stating our results, we introduce our main assumptions.

Assumptions (H) Let us assume that f , h and g are bounded and Lipschitz
continuous functions. We denote Bf = supx∈X |f(x)|, Bh = sup(x,y)∈X2 |h(x, y)|
and Bg = sup(x,y)∈X2 |g(x, y)|, and |f(x)− f(y)| ≤ Lf |x− y| holds for x, y ∈ X,
|h(x1, y1) − h(x2, y2)| ≤ Lh(|x1 − x2| + |y1 − y2|) and |g(x1, y1) − g(x2, y2)| ≤
Lg(|x1−x2|+ |y1−y2|) for (xi, yi) ∈ X2, where Lf , Lh and Lg are the respective
Lipschitz constants.

We remark that the Lipschitz assumptions are in many systems not a se-
vere restriction, e.g., if the system is globally dissipative, one may use cut-off
arguments to make sufficiently smooth nonlinearities Lipschitz in all parts of
phase space relevant for the long-term dynamics. Of course, there are situa-
tions, where Lipschitz assumptions fail, e.g., for singular interaction terms but
we are not going to pursue this direction here.

Let [0, T ] be the time domain for the system dynamics for some T > 0.
Consider a filtered probability space (Ω,F , {Ft}t∈[0,T ],P), where {Ft} denotes
a filtration that complies with standard conditions. The particle trajectories
X(t) take values in X. The random variable U is given on a compact Polish
probability space (I,B(I), µI), which we select as I = [0, 1] with the usual
Lebesgue measure here but point out that more general choices might turn out
to be useful as well. Indeed, recall that I will be space to track the node labels
upon passing to the mean-field limit, so choosing a more geometric space for
(I,B(I), µI) could track distances on the graph but here we work measure-
theoretically so the Borel-Maraham theorem guarantees that no important
measure-theoretic information is lost by considering I = [0, 1]. Regarding the
assumptions about the graph, we assume that sup1≤i≤N

∑N
j=1(ANi,j)2 = O(N)

and sup1≤i≤N
∑N
j=1(ÂNi,j)2 = O(N) as N →∞.

Finally, we need to impose conditions on the initial data. We assume that
the initial data Xi(0), for 1 ≤ i ≤ N , are independent and identically dis-
tributed, and we have finite second moments initially E|Xi(0)2| < +∞, for all
i ∈ {1, 2, . . . , N}. Moreover, assume that

lim
N→∞

1
N

N∑
i=1

E|X0
i −X0

i
N
|2 = 0,

for any random variable X0
i and X0

i
N

, for i = 1, . . . , N , where µ0 = L(X0
i ) and

µ̄0 = L(X0
i

N

), for i = 1, . . . , N .
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After establishing the key assumptions of our problem (5.1), we proceed
to present our main theorem, where we establish the convergence in law of
the empirical measure towards a probability measure that satisfies the Vlasov-
Fokker-Planck equation. The proof of this theorem will be provided in Section
5.5.

Theorem 5.3.1. Under the assumptions (H), let us consider sequences of
graphs {ANi,j}N≥1 and {ÂNi,j}N≥1. Assume that there exists η and η̂ (DGM) such
that ηAN converges to η and ηÂN converges to η̂. In this case, the empirical
measure µN converges in probability to a measure µ̄ ∈ P(C([0, T ],X)), where
µ̄ represents the law of the solution X of equation (5.2). And µ̄ solves the
Vlasov-Fokker-Plank equation in the weak sense

∂tµ̄t + ∂x

(
µ̄tf(x) +

∫
I
µu,t

∫
I

∫
X
g(x, y) µv,t(dy)ηu(dv)du

)
=

+ 1
2∂

2
x

(∫
I
µu,t

[∫
I

∫
X
h(x, y) µv,t(dy)η̂u(dv)

]2
du
)
.

(5.5)

Note that when studying this problem, we have assumed that the hetero-
geneity variable of the graph is a random variable given by a uniform distri-
bution. We can modify this hypothesis and obtain better properties regarding
the law µu,t.

As we did before, let us consider the following system of independent pro-
cesses:

Xu(t) =Xu(0) +
∫ t

0
f(Xu(s)) ds+

∫ t

0

∫
I

∫
X
g(Xu(s), y) µv,s(dy)ηu(dv)ds

+
∫ t

0

∫
I

∫
X
h(Xu(s), y) µv,s(dy)η̂u(dv)dBu

s ,

(5.6)

where µu,t = L(Xu(t)), for u ∈ I. Since we do not take u as a random variable,
we need to modify the way we understand the law of Xu(t) for each u and
impose more properties on this law. To do this, we will modify our space, and
instead of working in N , we will work in the following space:

Ñ :=
{
ν = (µu, u ∈ I) ∈ (P(C([0, T ],X)))I : u→ µu is measurable,

sup
u∈I

∫
Cd

∥x∥2∗,T µu(dx) <∞
}
.

This space equipped with the distance WN ,∞
2,t is a complete metric space.

In addition to the assumptions (H), we must establish one more set of
assumptions:

Assumptions (H̃) Let us assume that the law of probability µ̄0 of the initial
condition is measurable with respect to the heterogeneity variable of the graph.
In other words, the mapping u ∈ I → µ̄0

u ∈ P (X) is measurable. Moreover,
assume that W2

(
µ̄0
u1 , µ̄

0
u2

)
≤ α |u1 − u2|, for u1, u2 ∈ I and α ∈ R+.

With the additional assumptions about our system, we obtain the following
result:
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Theorem 5.3.2. Under the assumptions (H) and (H̃), let us consider a se-
quence of graphs {ANi,j}N≥1 and {ÂNi,j}N≥1. Assume that there exists η and η̂
(DGM) such that ηAN converges to η and ηÂN converges to η̂. In this case, the
empirical measure µN converges in probability in P(C([0, T ],X)) to the measure
µ̄. And µ̄ solves the Vlasov-Fokker-Plank equation in the weak sense

∂tµ̄t + ∂x

(
µ̄tf(x) +

∫
I
µu,t

∫
I

∫
X
g(x, y) µv,t(dy)ηu(dv)du

)
=

+ 1
2∂

2
x

(∫
I
µu,t

[∫
I

∫
X
h(x, y) µv,t(dy)η̂u(dv)

]2
du
)
.

(5.7)

Observing that in both theorems, we obtain similar results regarding the
probability µ̄ that is, in both, we demonstrate that our empirical measure
converges to it in probability and satisfies the Vlasov-Fokker-Planck equation.
However, in each case, the law represents a different concept.

In the first case, µu,t(x) belongs to the space P(I × C([0, t],X)), so we are
considering that our probability measure determines the probability of finding
a particle at position x with heterogeneity variable u, for each time instant
t ∈ [0, T ]. In contrast, in the second case, for each fixed u ∈ I, the probability
measure µu,t(x) determines the probability of finding the particle at position
x.

These different ways of understanding each probability measure lead us to
observe µ̄ in different ways: In the first case, it is understood as a marginal as we
integrate over all possible values that u can take, giving us µ̄ as the probability
law of X. Meanwhile, in the second case, since we have a probability law
for each u, by integrating with respect to u, we are measuring the average
probability of finding particles at position X.

5.4 Existence of Solutions
First of all, we are going to prove the existence and uniqueness of solution of a
solution to (5.2).

Proposition 5.4.1. Under the assumptions (H), for every random variable U
on I there exists a unique solution to (5.2).

Proof. To prove the existence of solution for the equation (5.2), we will consider
an operator defined on the space N , and look for a fixed point of this operator.
That is, let us consider the mapping µ ∈ N 7→ F(µ) ∈ N , where F(µ) is the
law associated to the solution of the equation

Xµ
u (t) =Xµ

u (0) +
∫ t

0
f(Xµ

u (s)) ds+
∫ t

0

∫
I

∫
X
g(Xµ

u (s), y) µv,s(dy)ηu(dv)ds

+
∫ t

0

∫
I

∫
X
h(Xµ

u (s), y) µv,s(dy)η̂u(dv)dBu
s .

(5.8)

Note that if we have a fixed point, then F(µ) = L(Xµ) = µ, so we would
prove the existence of solution. First of all, we must verify that the operator
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is well defined and that for each µ ∈ N we have existence of solution of the
problem. Let us first prove that the operator is well defined. To do this, let us
take µ ∈ N , and X0

u(t) = Xu(0), ∀t ∈ [0, T ] and u ∈ I. Consider the following
recurrence equation

Xn
u (t) = Xn−1

u (0) +
∫ t

0
f(Xn−1

u (s))ds

+
∫ t

0

∫
I

∫
X
g(Xn−1

u (s), y) µv,s(dy)ηu(dv)ds (5.9)

+
∫ t

0

∫
I

∫
X
h(Xn−1

u (s), y) µv,s(dy)η̂u(dv)dBu
s ,

where Xk
u(0) = X0

u(0), for all k ≥ 1. Let us prove that {Xn
u}n≥0 is Cauchy.

Since Xn+1
u − Xn

u is a martingale, we can use Burkholder-Davis-Gundy’s in-
equality ( [71]) and obtain

E∥Xn+1
u −Xn

u∥2∗,t ≤ KBDGE[Xn+1
u −Xn

u ]t. (5.10)

In this case the KBDG = 4. Estimating the right-hand term we have

E|Xn+1
u (t)−Xn

u (t)|2 ≤ 3E
∫ t

0
|f(Xn

u (s))− f(Xn−1
u (s))|2 ds

+ 3E
∫ t

0

∣∣∣∣∫
I

∫
X
g(Xn

u (s), y)µv,s(dy)ηu(dv)− g(Xn−1
u (s), y)µv,s(dy)ηu(dv)

∣∣∣∣2 ds

+ 3E
∣∣∣ ∫ t

0

∫
I

∫
X

(
h(Xn

u (s), y)µv,s(dy)η̂u(dv)

− h(Xn−1
u (s), y)µv,s(dy)η̂u(dv)

)
dBu

s

∣∣∣2.
Using properties of stochastic integrals [105], i.e., by Itô isometry, we can
rewrite the last integral term to convert it to a deterministic integral and
obtain

E|Xn+1
u (t)−Xn

u (t)|2 ≤ 3E
∫ t

0
|f(Xn

u (s))− f(Xn−1
u (s))|2 ds

+ 3E
∫ t

0

∣∣∣∣∫
I

∫
X
g(Xn

u (s), y) µv,s(dy)ηu(dv)− g(Xn−1
u (s), y) µv,s(dy)ηu(dv)

∣∣∣∣2 ds

+ 3E
∫ t

0

∣∣∣∣∫
I

∫
X
h(Xn

u (s), y) µv,s(dy)η̂u(dv)− h(Xn−1
u (s), y) µv,s(dy)η̂u(dv)

∣∣∣∣2 ds.

Using that the functions g, h and f are Lipschitz, we get

E|Xn+1
u (t)−Xn

u (t)|2 ≤ 3E
∫ t

0
L2
f |Xn

u (s)−Xn−1
u (s)|2 ds

+ 3E
∫ t

0

(∫
I

∫
X
Lg|Xn−1

u (s)−Xn
u (s)| µv,s(dy)ηu(dv)

)2
ds

+ 3E
∫ t

0

(∫
I

∫
X
Lh|Xn−1

u (s)−Xn
u (s)| µv,s(dy)η̂u(dv)

)2
ds.

Therefore, we get

E|Xn+1
u (t)−Xn

u (t)|2 ≤ 3
(
L2
f + L2

g∥η∥2 + L2
h∥η̂∥2

)
E
∫ t

0
|Xn

u (s)−Xn−1
u (s)|2 ds.
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By taking the supremum in s of the difference between Xn and Xn−1, in the
right-hand side integral, it follows

E|Xn+1
u (t)−Xn

u (t)|2 ≤ 3
(
L2
f + L2

g∥η∥2 + L2
h∥η̂∥2

)
E
∫ t

0
∥Xn

u −Xn−1
u ∥2∗,s ds.

By using (5.10), we arrive at the expression:

E∥Xn+1
u −Xn

u∥2∗,t ≤ 12
(
L2
f + L2

g∥η∥2 + L2
h∥η̂∥2

) ∫ t

0
E∥Xn

u −Xn−1
u ∥2∗,s ds.

Defining C = 12
(
L2
f + L2

g∥η∥2 + L2
h∥η̂∥2

)
and iterating this, we get that:

E∥Xn+1
u −Xn

u∥2∗,t ≤ Cn
Tn

n! E∥X
1
u −X0

u∥2∗,s,

where E∥X1
u −X0

u∥2∗,s is bounded, due to the assumptions on the initial data
and the fact that the functions f ,g and h are bounded. It follows that the
sequence {Xn

u}n≥0 is Cauchy and converges uniformly in probability at u ∈ I
to Xµ

u , which satisfies the equation (5.8). Therefore, we have that F is a well-
defined map from N to N . It remains to be seen that the application F has a
fixed point in this space. To do this, let us consider µ, ν ∈ N , with Xµ

u and Xν
u

their respective solutions to (5.8), and let us estimate E|Xµ
u −Xν

u |2 as follows

E|Xµ
u −Xν

u |2 ≤ 3E
∫ t

0
|f(Xµ

u (s))− f(Xν
u(s))|2 ds

+ 3E
∫ t

0

∫
I

∣∣∣∣∫
X
g(Xµ

u (s), y)µv,s(dy)− g(Xν
u(s), y)νv,s(dy)

∣∣∣∣2 ηu(dv)ds

+ 3E
∫ t

0

∫
I

∣∣∣∣∫
X
h(Xµ

u (s), y)µv,s(dy)− h(Xν
u(s), y)νv,s(dy)

∣∣∣∣2 η̂u(dv)ds,

where we have used again Itô’s isometry. By adding and subtracting in the sec-
ond and third term,g(Xµ

u (s), y)νv,s(dy) and h(Xµ
u (s), y)νv,s(dy), respectively.

We can bound the above expression by the sum of the following terms.

E|Xµ
u −Xν

u |2 ≤ 3E
∫ t

0
|f(Xµ

u (s))− f(Xν
u(s))|2 ds

+ 6E
∫ t

0

∫
I

∣∣∣∣∫
X
g(Xµ

u (s), y) (µv,s(dy)− νv,s(dy))
∣∣∣∣2 ηu(dv)ds

+ 6E
∫ t

0

∫
I

∣∣∣∣∫
X

(g(Xµ
u (s), y)− g(Xν

u(s), y)) νv,s(dy)
∣∣∣∣2 ηu(dv)ds

+ 6E
∫ t

0

∫
I

∣∣∣∣∫
X
h(Xµ

u (s), y)(µv,s(dy)− νv,s(dy))
∣∣∣∣2 η̂u(dv)ds

+ 6E
∫ t

0

∫
I

∣∣∣∣∫
X

(h(Xµ
u (s), y)− h(Xν

u(s), y))νv,s(dy)
∣∣∣∣2 η̂u(dv)ds.

Using the Lipschitz condition of the functions f , g and h, and the Remark
5.2.1, we have

E|Xµ
u −Xν

u |2 ≤ (3L2
f + 6(L2

g∥η∥+ L2
h∥η̂∥))E

∫ t

0
|Xµ

u (s)−Xν
u(s)|2 ds

+ 6B2
g

∫ t

0

∫
I
|W2,s(µv,s, νv,s)|2 ηu(dv)ds

+ 6B2
h

∫ t

0

∫
I
|W2,s(µv,s, νv,s)|2 η̂u(dv)ds.
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Taking the supremum for v ∈ I in the 2-Wasserstein metric, we arrive at the
following expression:

E|Xµ
u −Xν

u |2 ≤ (3L2
f + 6(L2

g∥η∥+ L2
h∥η̂∥))E

∫ t

0
|Xµ

u (s)−Xν
u(s)|2 ds

+ 6(B2
g∥η∥+B2

h∥η̂∥)
∫ t

0
|WN ,∞

2,s (µs, νs)|2 ds.

It then, follows from Grönwall’s inequality that

E|Xµ
u −Xν

u |2 ≤ 6(B2
g∥η∥+B2

h∥η̂∥)e
(3L2

f +6(L2
g∥η∥+L2

h∥η̂∥))T
∫ t

0
|WN ,∞

2,s (µ, ν)|2 ds.

By this inequality and using the Burkholder-Davis-Gundy (BDG) inequality
again, we get that

E∥Xµ
u−Xν

u∥2∗,t ≤ 24(B2
g∥η∥+B2

h∥η̂∥)e
(3L2

f +6(L2
g∥η∥+L2

h∥η̂∥))T
∫ t

0
|WN ,∞

2,s (µ, ν)|2 ds.

This means that

|WN ,∞
2,t (F(µ),F(ν))|2 ≤ C

∫ t

0
|WN ,∞

2,s (µ, ν)|2 ds, (5.11)

where C = 24(B2
g∥η∥+B2

h∥η̂∥)e
(3L2

f +6(L2
g∥η∥+L2

h∥η̂∥))T . This expression gives the
path-wise uniqueness of the solution, and also allow us to prove the existence
of solution. For this purpose we will build an iterative process, as follows.
Consider ν = (L(Zu), u ∈ I), where Zu(t) = Xu(0) for all u ∈ I and t ∈ [0, T ].
Iterating this, and using (5.11), we get

WN ,2
2,T (Fn+1(ν),Fn(ν)) ≤ CnTn

n! |W
N ,∞
2,T (F(ν), ν)|.

It follows that the sequence Fn(ν) is Cauchy for n large enough, where we
have used that WN ,∞

2,T (F(ν), ν) < ∞, due to the assumptions on the initial
data and the fact that the functions f , g, and h are bounded. This sequence
will have a limit since N is a complete metric space, and hence there exists
µ = (L(Xu), u ∈ I) ∈ N solution of (5.2), for the initial data Xu(0).

Lemma 5.4.1. Let µ̄ be the law associated to the solution X of (5.2), with
µu,t = L(X(s)|U = u) being the conditional probability with respect to the
random variable U . Then µu,t is a weak solution to the following Vlasov-
Fokker-Planck equation:

∂tµu,t + ∂x

(
µu,tf(x) + µu,t

∫
I

∫
X
g(x, y) µv,t(dy)ηu(dv)

)
=

+ 1
2∂

2
x

(
µu,t

[∫
I

∫
X
h(x, y) µv,t(dy)η̂u(dv)

]2
)
.

(5.12)

Proof. Consider a test function ϕ ∈ C∞
c (X), and let us compute the time

derivative of ϕ(Xu(t)), where u is a sample of the random variable U . To do
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that, let us make use of Itô’s formula. We have

dϕ =
(
∂xϕf(Xu(t)) + ∂xϕ

∫
I

∫
X
g(Xu(t), y) µv,t(dy)ηu(dv)

+1
2

[∫
I

∫
X
h(x, y)µv,t(dy)η̂u(dv)

]2
∂2
xϕ

)
dt

+ ∂xϕ

∫
I

∫
X
h(x, y)µv,t(dy)η̂u(dv)dBu

t .

(5.13)

If we calculate the expectation of this expression and integrate by parts, we
obtain the weak formulation (5.12).

With the objective of demonstrating the convergence of the solution, it is
crucial to investigate, how the solution depends on the digraph measure η.
Specifically, we want to establish suitable continuity properties. Such con-
tinuity proofs will lay the foundation for later proving the convergence to a
mean-field limit.

Proposition 5.4.2. Given η̂1, η̂2 ∈ BC(I,M+(I)), let µ1 and µ2 be the laws
of the solutions of (5.2) for the DGMs η̂1 and η̂2. Then,[

WN ,2
2,s (µ1, µ2)

]2
≤ Ĉ1Ĉ2 [d∞(η̂1, η̂2)]2 eĈ1T , (5.14)

where Ĉ1 = 3
[
2B2

g∥η∥2 + 3B2
h∥η̂1∥2

]
e
(

3L2
f +3[2L2

g∥η∥2+3L2
h∥η̂1∥2]

)
T and

Ĉ2 = 3B2
hT

[2B2
g∥η∥2+3B2

h
∥η̂1∥2] .

Given η1, η2 ∈ BC(I,M+(I)), let µ1 and µ2 be the laws of the solutions of
(5.2) for the DGMs η1 and η2. Then,[

WN ,2
2,s (µ1, µ2)

]2
≤ C1C2 [d∞(η1, η2)]2 eC1T , (5.15)

where C1 = 3
[
3B2

g∥η1∥2 + 2B2
h∥η̂∥2

]
e
(

3L2
f +3[3L2

g∥η1∥2+2L2
h∥η̂∥2]

)
T and

C2 = 3B2
gT

[3B2
g∥η1∥2+2B2

h
∥η̂∥2] .

Proof. We will proceed to prove only the first statement of the proposition,
as the proof idea is the same for both cases. Consider two different DGMs η̂1
and η̂2 ∈ B(I,M+(I))

⋂
C(I,M+(I)) with the respective solutions they induce

denoted by X1 and X2. We have

E|X1
u(t)−X2

u(t)|2

≤ 3E
∫ t

0
|f(X1

u(s))− f(X2
u(s))|2 ds

+ 3E
∫ t

0

∣∣∣∣∫
I

∫
X
g(X1

u(s), y) µ1
v,s(dy)ηu(dv)− g(X2

u(s), y) µ2
v,s(dy)ηu(dv)

∣∣∣∣2 ds

+ 3E
∣∣∣∣∣
∫ t

0

∫
I

∫
X

(
h(X1

u(s), y) µ1
v,s(dy)η̂u1 (dv)

− h(X2
u(s), y) µ2

v,s(dy)η̂u2 (dv)
)

dBu
s

∣∣∣∣∣
2

.
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Let us start with the term related to Brownian motion. We can rewrite this
term again using standard properties of stochastic integrals. Furthermore, by
adding and subtracting terms, we get

3E
∣∣∣∣∫ t

0

∫
I

∫
X

(
h(X1

u(s), y) µ1
v,s(dy)η̂u1 (dv)− h(X2

u(s), y) µ2
v,s(dy)η̂u2 (dv)

)
dBu

s

∣∣∣∣2
≤+ 9E

∫ t

0

∣∣∣∣∫
I

∫
X

[
h(X1

u(s), y)− h(X2
u(s), y)

]
µ1
v,s(dy)η̂u1 (dv)

∣∣∣∣2 ds

+ 9E
∫ t

0

∣∣∣∣∫
I

∫
X
h(X2

u(s), y)
[
µ1
v,s(dy)− µ2

v,s(dy)
]
η̂u1 (dv)

∣∣∣∣2 ds

+ 9E
∫ t

0

∣∣∣∣∫
I

∫
X
h(X2

u(s), y) µ2
v,s(dy) [η̂u1 (dv)− η̂u2 (dv)]

∣∣∣∣2 ds.

Using the properties of h, and just like we did in the previous proof, we can
bound these terms as follow

3E
∣∣∣∣∫ t

0

∫
I

∫
X

(
h(X1

u(s), y)µ1
v,s(dy)η̂u1 (dv)− h(X2

u(s), y)µ2
v,s(dy)η̂u2 (dv)

)
dBu

s

∣∣∣∣2
≤+ 9L2

h∥η̂1∥2E
∫ t

0

∣∣∣X1
u(s)−X2

u(s)
∣∣∣2 ds

+ 9B2
h∥η̂1∥2

∫ t

0

∣∣∣WN ,∞
2,s (µ1, µ2)

∣∣∣2 ds

+ 9B2
hT [d∞(η̂1, η̂2)]2 .

If we go back to the original inequality and bound the remainder terms using
the same methodology as we did for the Brownian term, we obtain the following
expression

E|X1
u(t)−X2

u(t)|2 ≤
(
3L2

f + 3
[
2L2

g∥η∥2 + 3L2
h∥η̂1∥2

])
E
∫ t

0
|X1

u −X2
u|2∗,s ds

+ 3
[
2B2

g∥η∥2 + 3B2
h∥η̂1∥2

] ∫ t

0

[
WN ,∞

2,s (µ1, µ2)
]2

ds

+ 9B2
hT [d∞(η̂1, η̂2)]2 .

Applying the BDG inequality and Grönwall’s inequality we get

E|X1
u −X2

u|2∗,t ≤ C1

(∫ t

0

[
WN ,∞

2,s (µ1, µ2)
]2

ds+ C2 [d∞(η̂1, η̂2)]2
)
,

where C1 = 3
[
2B2

g∥η∥2 + 3B2
h∥η̂1∥2

]
e
(

3L2
f +3[2L2

g∥η∥2+3L2
h∥η̂1∥2]

)
T and

C2 = 3B2
hT

[2B2
g∥η∥2+3B2

h
∥η̂1∥2] . By definition of WN ,∞

2,t (µ1, µ2), we have the following:

[
WN ,∞

2,s (µ1, µ2)
]2
≤ C1

(∫ t

0

[
WN ,∞

2,s (µ1, µ2)
]2

ds+ C2 [d∞(η̂1, η̂2)]2
)
.

Applying Grönwall’s inequality, we find[
WN ,∞

2,s (µ1, µ2)
]2
≤ C1C2 [d∞(η̂1, η̂2)]2 eC1T .

And thus, we obtain the desired inequality[
WN ,2

2,s (µ1, µ2)
]2
≤ C1C2 [d∞(η̂1, η̂2)]2 eC1T .

This finishes the proof.
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5.5 Proof of Theorem 5.3.1
Once the existence of the solution of the independent problem has been proven
and the continuity of the solution with respect to the DGM has been shown,
the next step is to determine how close the solutions of the problem (5.1) are
to the solutions of the independent problem (5.2). To compare trajectories of
solutions between equation (5.1) and equation (5.2), we will associate the par-
ticles Xi with the particles Xu(i). To achieve this, we will consider a partition
of the interval I defined by INi , as introduced previously. For each interval, we
will select a representative u(i) = i

N . Consequently, we will compare the trajec-
tories of XN

i and X i
N

. To proceed with this matter, it is important to consider
that each one is described by a distinct stochastic process. However, to identify
both particles as similar, we make the assumption that for our choice of the
random variable u = i

N , both particles exhibit the same Brownian motions,

i.e., Bi
t = B

i
N
t . This strategy of aligning the trajectories based on u enables

us to evaluate the similarity between the two particles, despite their different
stochastic processes.

Proposition 5.5.1. Under the hypotheses of Theorem 5.3.1, the following in-
equality

1
N

N∑
i=1

E∥XN
i (t)−X i

N
∥2∗,t ≤ C

16
N

N∑
i=1

E|X0
i −X0

i
N
|2

+ C

( 2
N

(B2
g +B2

h)O(1) +B2
g [d∞ (ηAN , η)]2 +B2

h

[
d∞

(
ηÂN , η̂

)]2)
,

holds, where C = 48Te(16L2
f +96(L2

g+L2
h)O(1))T .

Proof. Fix t ∈ [0, T ]. Let us compare XN
i and X i

N
, solutions of (5.1) and (5.2),

respectively.

1
N

N∑
i=1

E∥XN
i (t)−X i

N
∥2∗,t ≤

16
N

N∑
i=1

E|X0
i −X0

i
N
|2

+ 16
N

N∑
i=1

E
∫ t

0
|f(XN

i (s))− f(X i
N

(s))|2 ds

+ 16
N

N∑
i=1

E
∫ t

0

∣∣∣∣∣ 1
N

N∑
i=1

ANi,jg(XN
i (s), XN

j (s))

−
∫
I

∫
X
g(X i

N
(s), y) µv,s(dy)η

i
N (dv)

∣∣∣∣∣
2

ds

+ 16
N

N∑
i=1

E
∫ t

0

∣∣∣∣∣ 1
N

N∑
j=1

ÂNijh(XN
i (s), XN

j (s))ds

−
∫
I

∫
X
h(X i

N
(s), y) µv,s(dy)η̂

i
N (dv)

∣∣∣∣∣
2

ds.

Hence, we get that 1
N

∑N
i=1 E∥XN

i (t) − X i
N
∥2∗,t ≤ E0 + Ef + Eg + Eh, so let

us estimate each term. Notice that, by the construction of the solution, we
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have assumed that Bi
t = B

i
N . Let us start with Ef . We can bound the term

depending on the function f in a similar way to what we have been doing
throughout this work. Using the fact that the function f is Lipschitz,

Ef ≤ L2
f

16
N

N∑
i=1

∫ t

0
E|XN

i (s)−X i
N

(s)|2 ds.

To estimate Eg, we will add and subtract different similar terms to find

Eg ≤
48
N

(∫ t

0

N∑
i=1

E

∣∣∣∣∣∣ 1
N

N∑
j=1

ANi,j(g(XN
i (s), XN

j (s))− g(X i
N

(s), X j
N

(s)))

∣∣∣∣∣∣
2

ds

+
∫ t

0

N∑
i=1

E
∣∣∣∣∣ 1
N

N∑
j=1

ANi,j

(
g(X i

N
(s), X j

N
(s))

−
∫
X
g(X i

N
(s), y) µ j

N
,s(dy)

)∣∣∣∣∣
2

ds

+
∫ t

0

N∑
i=1

E
∣∣∣∣∫
I

∫
X
g(X i

N
(s), y) µv,s(dy)

(
η

i
N

AN (dv)− η
i

N (dv)
)∣∣∣∣2 ds

)
,

where η
i

N

AN is given by (5.4). We can denote the previous estimate as Eg ≤
E1
g+E2

g+E3
g. Let us bound each term separately. Using the Lipschitz property

of g, the term E1
g can be bounded as follows:

E1
g ≤ L2

g

48
N3

∫ t

0

N∑
i=1

[
N∑
j=1

(ANi,j)2 · E
[

N∑
j=1

(
|XN

i (s)−X i
N

(s)|

+ |XN
j (s)−X j

N
(s)|

)2
]]

ds

≤ L2
g

96
N3

∫ t

0

N∑
i=1

[
N∑
j=1

(ANi,j)2 ·
N∑
j=1

(
E|XN

i (s)−X i
N

(s)|2

+ E|XN
j (s)−X j

N
(s)|2

)]
ds

≤ 96
N
L2
gO(1)

∫ t

0

N∑
i=1

E|XN
i (s)−X i

N
(s)|2ds,

where we have used that
∑N
j=1(ANi,j)2 = O(N), for all 1 ≤ i ≤ N . Similarly, the

term E3
g can be bounded by using the fact that g is a Lipschitz and bounded

function:
E3
g ≤ 48TB2

g [d∞(ηAN , η)]2 . (5.16)
Finally, we only need to estimate E2

g. Note that this term can be rewritten by
expanding the square as follows:

E2
g = 48

N3

∫ t

0

N∑
i,j,k=1

E
[(
ANi,jg(X i

N
(s), X j

N
(s))−

∫
X
g(X i

N
(s), y)ANi,j µ j

N
,s(dy)

)
(
ANi,kg(X i

N
(s), X k

N
(s))−

∫
X
g(X i

N
(s), y)ANi,k µ k

N
,s(dy)

)]
ds. (5.17)
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We observe that, due to the independence of the X i
N

as constructed in (5.2),
all terms will be 0 except when k = j or k = i. Therefore, by making use of
the boundedness of g we obtain

E2
g ≤

96
N
B2
g

∫ t

0

N∑
i=1

1
N2

N∑
j=1

(ANi,j)2.

Using that
∑N
j=1(ANi,j)2 = O(N), for all 1 ≤ i ≤ N , we have

E2
g ≤

96
N
B2
gTO(1).

The bounds for the term Eh are calculated in the same way as the previous
term. Putting all the estimates together, we obtain:

1
N

N∑
i=1

E∥XN
i (t)−X i

N
∥2∗,t

≤
(
16L2

f + 96(L2
g + L2

h)O(1)
) ∫ t

0

1
N

N∑
i=1

E|XN
i (s)−X i

N
(s)|2 ds

+ 96
N

(B2
g +B2

h)TO(1) + 16
N

N∑
i=1

E|X0
i −X0

i
N
|2

+ 48T
(
B2
g [d∞ (ηAN , η)]2 +B2

h

[
d∞

(
ηÂN , η̂

)]2)
.

Grönwall’s inequality leads to

1
N

N∑
i=1

E∥XN
i (t)−X i

N
∥2∗,t ≤ C

16
N

N∑
i=1

E|X0
i −X0

i
N
|2

+ C

( 2
N

(B2
g +B2

h)O(1) +B2
g [d∞ (ηAN , η)]2 +B2

h

[
d∞

(
ηÂN , η̂

)]2)
,

where C = 48Te(16L2
f +96(L2

g+L2
h)O(1))T .

To prove Theorem 5.3.1, we have to demonstrate that the empirical measure
µN = 1

N

∑N
i=1 δXN

i
converges in probability to µ̄ =

∫
I µudu.

Proof. (of Theorem 5.3.1) The convergence in probability, follows from the con-
vergence for both random variables: U and the one generated by the Brownian
motion. To do this, it is sufficient to establish that:

lim
N→+∞

Eu × E
∣∣∣∣∫

X
f(y) µ̄N (dy)−

∫
X
f(y) µ̄(dy)

∣∣∣∣2 = 0, (5.18)

for every bounded and Lipschitz function f , where Eu denotes the expectation
related to the random variable U . We know that µi/N,t = L(X(t)|U = i/N), is
the probability measure µ̄t conditioned on U = i/N . Therefore we obtain

lim
N→+∞

Eu × E
∣∣∣∣∫

X
f(y) µ̄N (dy)−

∫
X
f(y) µ̄(dy)

∣∣∣∣2
≤ lim

N→+∞

1
N

N∑
i=1

Eu × E
∣∣∣f(Xi)− f

(
X i

N

)∣∣∣2 .
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Taking into account the Lipschitz property of f and using Proposition 5.5.1, we
can conclude

lim
N→+∞

Eu × E
∣∣∣∣∫

X
f(y) µ̄N (dy)−

∫
X
f(y) µ̄(dy)

∣∣∣∣2
≤ lim

N→+∞

1
N

N∑
i=1

Eu × E
∣∣∣Xi −X i

N

∣∣∣2
∗,t

= 0.

This finishes the proof of Theorem 5.3.1.

5.6 Proof of Theorem 5.3.2

Finally, let us prove Theorem 5.3.2. Unlike before, since our probability mea-
sure will now take actual input values u ∈ I, instead of considering u as a
random variable, we will work in the space Ñ , in which we must prove the
measurability with respect to u. The overall proof idea of Theorem 5.3.2 will
follow very similar ideas as before, yet certain details that need to be modified
in some proofs due to working with measurability in the variable u. There-
fore, in this section, we will not go into detail in all the proofs but will only
introduce those steps that are different from the previous ones. Let us begin
by demonstrating the existence and uniqueness of the solution to (5.6).

Proposition 5.6.1. Under de assumptions H and H̃, there exist a unique
solution Xu, for u ∈ I, to (5.6), where µt = (L(Xu) : u ∈ I) ∈ Ñ . Moreover,
µu,t is a weak solution of the Vlasov-Fokker-Plank equation:

∂tµu,t + ∂x

(
µu,tf(x) + µu,t

∫
I

∫
X
g(x, y) µv,t(dy)ηu(dv)

)
=

+ 1
2∂

2
x

(
µu,t

[∫
I

∫
X
h(x, y) µv,t(dy)η̂u(dv)

]2
)
, ∀u ∈ I.

(5.19)

Proof. The proof will be carried out in the same way as we did in Proposition
5.4.1. We will consider an operator F̃ defined in the space L and seek a fixed
point. To do this, let us consider the mapping µ ∈ Ñ 7→ F̃(µ) ∈ Ñ , where
F̃(µ) is the law associated with the solution of the equation:

Xµ
u (t) =Xµ

u (0) +
∫ t

0
f(Xµ

u (s)) ds+
∫ t

0

∫
I

∫
X
g(Xµ

u (s), y) µv,s(dy)ηu(dv)ds

+
∫ t

0

∫
I

∫
X
h(Xµ

u (s), y) µv,s(dy)η̂u(dv)dvus .

(5.20)

Note that if we have a fixed point then F̃(µ) = L(Xµ) = µ, so this would
prove the existence of solution. First, we must prove that the operator is
well-defined, meaning that there exists a solution for (5.20), for every µ ∈ Ñ ,
and furthermore, the solutions are in Ñ . To do this, let us take µ ∈ N , and
let X0

u(t) = Xu(0), ∀t ∈ [0, T ] and u ∈ I. Consider the following recurrence
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equation:

Xn
u (t) = Xn−1

u (0) +
∫ t

0
f(Xn−1

u (s)) ds

+
∫ t

0

∫
I

∫
X
g(Xn−1

u (s), y) µv,s(dy)ηu(dv)ds

+
∫ t

0

∫
I

∫
X
h(Xn−1

u (s), y) µv,s(dy)η̂u(dv)dBu
s , (5.21)

where Xk
u(0) = X0

u(0), for all k ≥ 1. Notice that if we prove that the sequence
{Xn

u}n≥1 is Cauchy, and moreover, for each n ∈ N, L(Xn
u : u ∈ I) ∈ Ñ , then

we will have that the sequence has a limit, and this limit belongs to Ñ since
this space is complete with the Wasserstein distance W Ñ ,∞

2,t .
The proof that {Xn

u}n≥0 is Cauchy, is identical to the one carried out in
Proposition 5.4.1, therefore, we will not develop it. Let us focus on proving
that for each n ∈ N, the mapping u ∈ I 7→ L(Xn

u , B
u) is measurable. We

will prove it by induction. By construction and assumptions H̃, measurability
holds for n = 0. Suppose it holds for n = 0, . . . , N − 1. Let us now establish
that measurability holds for n = N . To show this, it is sufficient to show that
it is measurable for any collection of times, that is,

I ∋ u 7→ L
(
XN
u (t1) , Bu (t1) , . . . , XN

u (tm) , Bu (tm)
)
∈ P

((
Rd × Rd

)m)
.

is measurable for all 0 ≤ t1 ≤ · · · ≤ tm ≤ T and m ∈ N. It further suffices to
demonstrate that

I ∋ u 7→ E
[
m∏
i=1

(
αi
(
XN
u (ti)

)
βi (Bu (ti))

)]
∈ R,

is measurable, for all 0 ≤ t1 ≤ · · · ≤ tm ≤ T,m ∈ N and bounded and
continuous functions {αi, αi : i = 1, . . . ,m} on Rd. Let us now establish that
XN
u (t) is measurable. To achieve this, consider XN,δ

u (t) as a solution to the
following auxiliary process

XN,δ
u (t) =XN−1

u (0) +
∫ t

0
f(XN−1

u

(⌊
s

δ

⌋
δ

)
) ds

+
∫ t

0

∫
I

∫
X
g

(
XN−1
u

(⌊
s

δ

⌋
δ

)
, y

)
µv,⌊ s

δ⌋δ(dy)ηu(dv)ds

+
∫ t

0

∫
I

∫
X
h

(
XN−1
u

(⌊
s

δ

⌋
δ

)
, x

)
µv,⌊ s

δ⌋δ(dx)η̂u(dv)dBu
s ,

where δ ∈ (0, 1). Note that, due to the construction of the auxiliary process,
for each δ > 0, we can express XN,δ

u (t) as a finite sum of terms that depend on{
XN−1
u (0), XN−1

u (δ), . . . , XN−1
u

(⌊
t

δ

⌋
δ

)}
and

{
Bu

0 , B
u
δ , . . . , B

u
(⌊ t

δ⌋δ)

}
.

Furthermore, XN,δ
u (t) converges to Xk

u(t) in probability as δ → 0, for each
u ∈ I. So it suffices to prove that

I ∋ u 7→ E
[
m∏
i=1

(
αi
(
Xk,δ
u (ti)

)
βi
(
Bu
ti

))]
∈ R,
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is measurable, for all 0 ≤ t1 ≤ · · · ≤ tm ≤ T,m ∈ N and bounded and
continuous functions {αi, βi : i = 1, . . . ,m} on Rd. Fix t ∈ [0, T̄ ]. Since the
measurability holds for N − 1, it further suffices to show that

XN,δ
u (t) = γ

(
u,XN−1

u , Bu
)
,

for some measurable function γ : I × C([0, T ]) × C([0, T ]) → R. Using that
XN,δ
u (t) is a finite sum depending on

{
XN−1
u (0), XN−1

u (δ), . . . , XN−1
u

(⌊
t
δ

⌋
δ
)}

and
{
Bu

0 , B
u
δ , . . . , B

u
(⌊ t

δ⌋δ)
}

continuously, we have that γ(u, ·, ·) is continuous
on C([0, T ]) × C([0, T ]), for each u ∈ I, and that h(·, x, w) is measurable on
I for each (x,w) ∈ C([0, T ]) × C([0, T ]). Therefore, γ is measurable and this
proves the mesurability for n = N . In summary, we have thus proven that the
operator F̃ is well-defined. Now, we need to analyze the existence of a fixed
point for the operator. However, this is nothing more than proving that given
two laws µ and ν in Ñ , it holds that:

|W Ñ ,∞
2,t (F(µ),F(ν))|2 ≤ C

∫ t

0
|W Ñ ,∞

2,s (µ, ν)|2 ds, (5.22)

for a certain constant C > 0. The proof of this inequality is similar to the one
carried out in Proposition 5.4.1, so we omit the details. The last inequality
gives the path-wise uniqueness of the solution, and also allow us to prove the
existence of solution. For this purpose we will build an iterative process, as
follows. Consider ν = (L(Zu) : u ∈ I), where Zu(t) = Xu(0) for all u ∈ I and
t ∈ [0, T ]. Iterating this, and using (5.11), we get:

W Ñ ,∞
2,T (F̃n+1(ν), F̃n(ν)) ≤ CnTn

n! |W
Ñ ,∞
2,T (F̃(ν), ν)|.

It follows that the sequence
{
F̃n(ν)

}
n

is Cauchy for n large enough, where

we have used that W Ñ ,∞
2,T (F̃(ν), ν) <∞, due to the assumptions on the initial

data and the fact that the functions f , g, and h are bounded. This sequence
will have a limit since Ñ is a complete metric space, and hence there exists
µ = (L(Xu), u ∈ I) ∈ Ñ solution of (5.2), for the initial data Xu(0).

Once the existence and uniqueness of the solution to (5.6) have been es-
tablished, the next step is to study how these solutions depend on the graph.
In other words, what properties the solutions have with respect to the DGMs:
η and η̂, and with respect to the graph’s heterogeneity variable u. For this
purpose, we have the following result.

Proposition 5.6.2. Given η̂1, η̂2 ∈ BC(I,M+(I)), let µ1 and µ2 be the laws
of the solutions of (5.6) for the DGMs η̂1 and η̂2. Then,[

W Ñ ,∞
2,s (µ1, µ2)

]2
≤ Ĉ1Ĉ2 [d∞(η̂1, η̂2)]2 eĈ1T , (5.23)

where Ĉ1 = 3
[
2B2

g∥η∥2 + 3B2
h∥η̂1∥2

]
e
(

3L2
f +3[2L2

g∥η∥2+3L2
h∥η̂1∥2]

)
T and

Ĉ2 = 3B2
hT

[2B2
g∥η∥2+3B2

h
∥η̂1∥2] .
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Given η1, η2 ∈ BC(I,M+(I)), let µ1 and µ2 be the laws of the solutions of
(5.6) for the DGMs η1 and η2. Then,[

W Ñ ,∞
2,s (µ1, µ2)

]2
≤ C1C2 [d∞(η1, η2)]2 eC1T , (5.24)

where C1 = 3
[
3B2

g∥η1∥2 + 2B2
h∥η̂∥2

]
e
(

3L2
f +3[3L2

g∥η1∥2+2L2
h∥η̂∥2]

)
T and

C2 = 3B2
gT

[3B2
g∥η1∥2+2B2

h
∥η̂∥2] .

Given u1, u2 ∈ I, let µu be the law of the solution of (5.6). Then,

[W2,T (µu1 , µu2)]2 ≤ C
([
W2(µ̄0

u1 , µ̄
0
u2)
]2

+2T
[
B2
gd

2
BL(ηu1 , ηu2) +B2

hd
2
BL(η̂u1 , η̂u2)

])
,

where C = 16e16
(
L2

f +2L2
g |η|2+2L2

h|η̂|2
)
T .

Proof. The proof of the first two results is analogous to the one carried out
in Proposition 5.4.2, so we will not go into detail. Just note that since the
structure of the two equations, (5.2) and (5.6), is analogous, the bounds will
be the same thanks to the relationship between the measures W .,2 and W .,∞

and the fact that the set over which u takes variables is the interval I = [0, 1].
Let u1, u2 ∈ I, and let µ be the law of the solution to (5.6). We know that

for each u ∈ I, Xu satisfies the equation:

Xu(t) =Xu(0) +
∫ t

0
f(Xu(s)) ds+

∫ t

0

∫
I

∫
X
g(Xu(s), y) µv,s(dy)ηu(dv)ds

+
∫ t

0

∫
I

∫
X
h(Xu(s), y) µv,s(dy)η̂u(dv)dBu

s . (5.25)

To remove the dependence of Bu
s with respect to u, we will employ the coupling

method (see [50]). This method allows us to relate our stochastic process with
the following system, as in the limit both systems satisfy the same dynamics:

Xu(t) =Xu(0) +
∫ t

0
f(Xu(s)) ds+

∫ t

0

∫
I

∫
X
g(Xu(s), y) µv,s(dy)ηu(dv)ds

+
∫ t

0

∫
I

∫
X
h(Xu(s), y) µv,s(dy)η̂u(dv)dBs. (5.26)

Therefore, since we are interested in analyzing what happens in the limit, it
will be enough to prove the property for the second system. Let us proceed to
bound E|Xu1(t)−Xu2(t)|2:

E|Xu1(t)−Xu2(t)|2 ≤ 4E|Xu1(0)−Xu2(0)|2

+ 4E
∫ t

0
|f(Xu1(s))− f(Xu2(s))|2 ds

+ 4E
∫ t

0
|
∫
I

∫
X
g(Xu1(s), y) µv,s(dy)ηu1(dv)− g(Xu2(s), y) µv,s(dy)ηu2(dv)|2ds

+ 4E
∫ t

0
|
∫
I

∫
X
h(Xu1(s), y) µv,s(dy)ηu1(dv)− h(Xu2(s), y) µv,s(dy)η̂u2(dv)|2ds.
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We have used the Hölder inequality and the properties of stochastic integrals.
By adding and subtracting terms in the last two integrals, we obtain the fol-
lowing:

E|Xu1(t)−Xu2(t)|2 ≤ 4E|Xu1(0)−Xu2(0)|2

+ 4E
∫ t

0
|f(Xu1(s))− f(Xu2(s))|2 ds

+ 8E
∫ t

0

∣∣∣∣∫
I

∫
X

(g(Xu1(s), y)− g(Xu2(s), y)) µv,s(dy)ηu1(dv)
∣∣∣∣2 ds

+ 8E
∫ t

0

∣∣∣∣∫
I

∫
X
g(Xu1(s), y) µv,s(dy) (ηu1(dv)− ηu2(dv))

∣∣∣∣2 ds

+ 8E
∫ t

0

∣∣∣∣∫
I

∫
X

(h(Xu1(s), y)− h(Xu2(s), y)) µv,s(dy)η̂u1(dv)
∣∣∣∣2 ds

+ 8E
∫ t

0

∣∣∣∣∫
I

∫
X
h(Xu1(s), y) µv,s(dy) (ηu1(dv)− η̂u2(dv))

∣∣∣∣2 ds.

Using the definition of bounded Lipschitz distance for the DGM and leveraging
the Lipschitz and boundedness properties of the functions f , h, and g, we obtain
the following estimate:

E|Xu1(t)−Xu2(t)|2 ≤ 4E|Xu1(0)−Xu2(0)|2

+ 4
(
L2
f + 2L2

g∥η∥2 + 2L2
h∥η̂∥2

)
E
∫ t

0
|Xu1(s)−Xu2(s)|2 ds

+ 8T
[
B2
gd

2
BL(ηu1 , ηu2) +B2

hd
2
BL(η̂u1 , η̂u2)

]
.

Taking the supremum in s of the difference |Xu1(s) − Xu2(s)|, and using the
BDG inequality, we get:

E∥Xu1 −Xu2∥2∗,t ≤ 16E|Xu1(0)−Xu2(0)|2

+ 16
(
L2
f + 2L2

g∥η∥2 + 2L2
h∥η̂∥2

)
E
∫ t

0
∥Xu1 −Xu2∥2∗,s ds

+ 32T
[
B2
gd

2
BL(ηu1 , ηu2) +B2

hd
2
BL(η̂u1 , η̂u2)

]
.

Using the Grönwall’s inequality yields

E∥Xu1 −Xu2∥2∗,t ≤ C
(
E|Xu1(0)−Xu2(0)|2

+2T
[
B2
gd

2
BL(ηu1 , ηu2) +B2

hd
2
BL(η̂u1 , η̂u2)

])
,

where C = 16e16
(
L2

f +2L2
g |η|2+2L2

h|η̂|2
)
T . By the definition of the Wasserstein

distance, we have:

[W2,T (µu1 , µu2)]2 ≤ C
(
E|Xu1(0)−Xu2(0)|2

+2T
[
B2
gd

2
BL(ηu1 , ηu2) +B2

hd
2
BL(η̂u1 , η̂u2)

])
.

As this inequality holds for any random variable Xu(0), if we take the infimum,
we get:

[W2,T (µu1 , µu2)]2 ≤ C
([
W2(µ̄0

u1 , µ̄
0
u2)
]2

+2T
[
B2
gd

2
BL(ηu1 , ηu2) +B2

hd
2
BL(η̂u1 , η̂u2)

])
.
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Thus, we obtain the desired inequality and conclude the proof.

After establishing the existence of solution for (5.6) and studying the prop-
erties of it, let us proceed to determine how close the solutions of (5.1) are
to those of (5.6). To accomplish this, as we did in the previous section, we
will compare the trajectories of solutions between equation (5.1) and equation
(5.2), associating the particles Xi with the particles Xu(i). To facilitate this
comparison, we will consider a partition of the interval I defined by INi , as in-
troduced earlier. Within each interval, we will select a representative u(i) = i

N .
Consequently, we will compare the trajectories of XN

i and X i
N

. It is impor-
tant to point out that each one is described by a distinct stochastic process.
However, to identify both particles as similar, we make the assumption that
for our choice of the random variable u = i

N , both particles exhibit the same

Brownian motions, i.e., Bi
t = B

i
N
t .

Proposition 5.6.3. Under the hypotheses of Theorem 5.3.2, the following in-
equality

1
N

N∑
i=1

E∥XN
i (t)−X i

N
∥2∗,t ≤ C

16
N

N∑
i=1

E|X0
i −X0

i
N
|2

+ C

( 2
N

(B2
g +B2

h)O(1) +B2
g [d∞ (ηAN , η)]2 +B2

h

[
d∞

(
ηÂN , η̂

)]2)
,

holds, where C = 48Te(16L2
f +96(L2

g+L2
h)O(1))T .

Proof. Since the proof of this result is identical to the one carried out in the
previous section, we will not go into detail about the proof.

We can now proceed to prove Theorem 5.3.2.

Proof. We want to prove that the empirical measure µN converges in proba-
bility to the measure µ̄. To do this, it is sufficient to establish that:

lim
N→+∞

E
∣∣∣∣∫

X
k(y) µN (dy)−

∫
X
k(y) µ̄(dy)

∣∣∣∣2 = 0,

for every bounded and Lipschitz function k. To show that this tends to zero,
let us add and subtract some term:

E
∣∣∣ ∫

X
k(y) µN (dy)−

∫
X
k(y) µ̄(dy)

∣∣∣2 (5.27)

≤ E
∣∣∣∣∣
∫
X
k(y) µN (dy)− 1

N

N∑
i=1

∫
X
k(y)δX i

N

(y)
∣∣∣∣∣
2

+ E
∣∣∣∣∣ 1
N

N∑
i=1

(∫
X
k(y) δX i

N

(dy)−
∫
X
k(y) µ i

N
(dy)

)∣∣∣∣∣
2

+ E
∣∣∣∣∣ 1
N

N∑
i=1

∫
X
k(y) µ i

N
(dy)−

∫
X
k(y) µ̄(dy)

∣∣∣∣∣
2

. (5.28)
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Let us see that each term converges to zero. If we expand the first term, we
get:

E
∣∣∣∣∣
∫
X
k(y) µN (dy)− 1

N

N∑
i=1

∫
X
k(y) δX i

N

(y)
∣∣∣∣∣
2

≤ 1
N

N∑
i=1

E|k(Xi)− k(X i
N

)|2.

Using k is Lipschitz and by Proposition 5.6.3, we deduce that it tends to zero.
Let us proceed with the second term of (5.28).

E
∣∣∣∣∣ 1
N

N∑
i=1

(∫
X
k(y) δX i

N

(dy)−
∫
X
k(y) µ i

N
(dy)

)∣∣∣∣∣
2

≤ 1
N

N∑
i=1

E
∣∣∣k(X i

N
)− E|k(X i

N
)|
∣∣∣2 .

Using that k is bounded, we prove that this term converges to zero. Finally,
for the last term of (5.28), we can write it as:

E
∣∣∣∣∣ 1
N

N∑
i=1

∫
X
k(y) µ i

N
(dy)−

∫
I

∫
X
k(y) µu(dy)du

∣∣∣∣∣
2

.

Using Proposition 5.6.2, which establishes the continuity of µ̂u with respect
to u, allows us to demonstrate that this term tends to zero. Consequently,
µN → µ̄ in probability.

5.7 Examples

As demonstrated earlier, under certain conditions, the empirical measure of
the stochastic process (5.1) converges to the measure µ̄(t, x) that satisfies the
differential equation:

∂tµ̄t + ∂x

(
µ̄tf(x) +

∫
I
µu,t

∫
I

∫
X
g(x, y) µv,t(dy)ηu(dv)du

)
=

+ 1
2∂

2
x

(∫
I
µu,t

[∫
I

∫
X
h(x, y) µv,t(dy)η̂u(dv)

]2
du
)
.

(5.29)

Now, let us very briefly explore different examples of stochastic processes and
how this theorem would apply to these processes, along with the corresponding
limiting probability equation.

Consider first the case where the Brownian term is only multiplied by a
constant, and the graph connects all nodes with each other, i.e., the adjacency
matrix Aij = 1 for i = 1, .., N . We obtain the following stochastic process:

dXi(t) = f(Xi(t))dt+ 1
N

N∑
j=1

g(Xi, Xj)dt+ σdBi
t. (5.30)
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In this case, the limit differential equation is:

∂tµ̄t + ∂x

(
µ̄tf(x) + µ̄t

∫
X
g(x, y) µt(dy)

)
= σ2

2 ∂
2
xµ̄t. (5.31)

Now, assume that the limiting DGMs η and η̂ have sufficiently good prop-
erties, and η, η̂ ∈ B(I,M+,abs(I))

⋂
C(I,M+,abs(I)), where M+,abs(I) is the

set of all finite Borel positive measures on I absolutely continuous with respect
to the Lebesgue measure m. In this case, denoting W and Ŵ as the respective
Radon-Nikodym derivatives of the previous DGMs, the system can be seen as
a representation through graphons. In this space, the adjacency matrices are
represented through graphons, and the limiting equation has the form

∂tµ̄t + ∂x

(
µ̄tf(x) +

∫
I
µu,t

∫
I

∫
X
W (u, v)g(x, y)µv,t(dy)dvdu

)
=

+ 1
2∂

2
x

(∫
I
µu,t

[∫
I

∫
X
Ŵ (u, v)h(x, y)µv,t(dy)dv

]2
du

)
.

(5.32)

This differential equation is consistent with the results obtained in other works
[12, 22] for graphons. Yet, our result is a clear generalization as there are many
DGMs that have no graphon representation as we do not assume any absolute
continuity of the graph limit. For example, we can apply our result to certain
sparse graphs, such as certain ring networks, where the limiting DGM would
be 2δu(v). The resulting differential equation is then:

∂tµ̄t + 2∂x
(
µ̄tf(x) +

∫
I
µu,t

∫
X
g(x, y) µu,t(dy)du

)
=

+ ∂2
x

(∫
I
µu,t

[∫
X
h(x, y) µu,t(dy)

]2
du
)
.

(5.33)

In particular, all the DGM examples discussed for the deterministic particle
system case in [95] can be carried over now to the stochastic setting, which pro-
vides also a clear indication that our approach to mean-field limits via DGMs
is quite robust.
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Chapter 6
Conclusion and perspective

In this chapter, we present some ongoing projects and future works that have
emerged throughout the development of this thesis. We will focus on the main
projects that currently hold our interest.

The thesis is centered around two main areas of study: pattern formation
in biological models, which arises from biomechanical interactions (Chapters
2 and 3) or biochemical interactions (Chapter 4), and the mean-field limit for
stochastic interacting particles on digraph measures (Chapter 5).

Pattern Formation in Biological Models

• In Chapter 2, we addressed the model introduced by J-F Joanny et al.
[113], which is characterized by establishing a novel relationship between
pressure and velocity:

∂tϕ+ V ∂xϕ = ∂2
xϕ+ ϕ(1− ϕ),

Λ2∂2
xV − V = 2ΛV0∂x

(
ϕ+ β(∂xϕ)2

)
,

(6.1)

We focused on studying the existence of traveling waves in this model,
demonstrating that for small Λ, the range of wave speeds for which trav-
eling waves exist has a well-defined structure. This result stems from the
combination of Fenichel’s techniques with those of dynamical systems.

On the other hand, the existence of traveling waves with this type of
velocity-pressure relation, when Λ > 0 and β = 0, has been studied by
various authors [84, 106]. In our case, we extended this result to β > 0,
showing that for given Λ, β, and V0, satisfying V0β

Λ < 1, there exists at
least one σ for which traveling waves exist.

The remaining questions in this case concern understanding the structure
of the set of σ for which traveling waves exist. Specifically, whether
this set is open or closed, connected or disconnected, or even discrete.
Furthermore, it is worth investigating whether the estimate V0β

Λ < 1
can be improved, as it depends on the estimation techniques and the
methodology employed to prove the existence of solutions.
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• In Chapter 3, as mentioned in the Introduction, we focus on studying a
modification of the model by Joanny et al. and proving the existence of
solutions for this model. This section is part of an ongoing collaboration
with R. Granero, whose second part aims to demonstrate pattern forma-
tion in the model, particularly investigating whether traveling waves can
be found that satisfy the equation:

− (−∂xx)αϕ+ σϕ′ + u′ϕ′ + ϕ(1− ϕ) = 0

− Λ2u′′ + u = aϕ+ b

2
(
ϕ′)2 , (6.2)

ϕ(−∞) = 1, ϕ(∞) = 0, x ∈ R,

Several authors have studied the existence of traveling waves for models
of the form:

∂tϕ = −(−∆)αϕ+ f(ϕ),
where f(ϕ) can represent a Fisher term (Cabré and Roquejoffre [34, 33]),
a bistable term [59, 83], or a combustion term (Roquejoffre et al. [103]).
Our objective is to prove the existence of solutions to (6.2), as, unlike
the models studied, our approach couples the velocity equation as a con-
sequence of considering pressure. In the case of a solution’s existence,
we aim to determine how biological parameters influence potential con-
straints on σ and α.

• Apart from the pressure model presented by Joanny [113], there is an-
other model of interest that also studies biomechanical interactions by
examining the internal pressure that a population exerts on itself as it
grows, which acts as a possible regulatory mechanism in tissue growth.
This model was introduced by Shraiman [116] and is given by the follow-
ing system:

∂ϕ

∂t
= ϕβ

(
1− ϕA

K

)
− αϕ2 + µ

κ+ µ
ϕ(αϕ− ⟨αϕ⟩),

∂A

∂t
= A

[
αϕ− µ

κ+ µ
(αϕ− ⟨αϕ⟩)

]
,

(6.3)

where A represents the area of the cell tissue, and ⟨ϕ⟩(t, x) =
∫ ϵ

−ϵ ϕ(t, x−
y)k(y)dy, with k being a regularizing function with compact support on
(−ϵ, ϵ). Here, ϵ is the zone of influence of each cell with its surroundings.
The term (ϕ − ⟨ϕ⟩) reflects the regulation of the cell based on its inter-
action with its environment, and this term arises from the treatment of
the internal pressure.
In Shraiman’s model, cell migration is not considered. This aspect was
added and analyzed numerically by B. Blanco [24], leading to the follow-
ing model:

∂ϕ

∂t
= ν∇ · (J(ϕ)) + ϕG (ϕ)

G (ϕ) = β

(
1− ϕA

K

)
− αϕ+ µ

κ+ µ
(αϕ− ⟨αϕ⟩)

∂A

∂t
= A

[
αϕ− µ

κ+ µ
(αϕ− ⟨αϕ⟩)

] (6.4)
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where J represents the flux. In her paper, Blanco analyzed the flux given
by:

J(ϕ) =

 ϕ√
ϕ2 +

(
ν
c

)2 |∇ϕ|2∇(ϕm)


Our goal is to study what happens, from a mathematical perspective,
with this model for different fluxes. Specifically, we aim to determine
the existence of solutions and whether some form of traveling waves can
be found. Finally, regarding the study of pattern formation in biological
models, in Chapter 4, we addressed various Keller-Segel models with sat-
urated fluxes, which examined interactions driven by biochemical agents.
We demonstrated the existence of soliton-type solutions, which commonly
appear in scientific experiments when modeling these aspects. The next
objective is to study what happens when we combine pressure models,
such as (6.4) and (6.1), with biochemical interactions, which arise when
cells interact with their surrounding environment, thereby leading to mul-
tiscale models. One possible model of this kind could be the following:

∂tϕ+ V ∂xϕ = ∂2
xϕ+ ϕ(1− ϕ) + F (ϕ,C),

Λ2∂2
xV − V = 2ΛV0∂x

(
ϕ+ β(∂xϕ)2

)
,

∂tC = G(ϕ,C),

(6.5)

where C is the concentration of the chemical agent.

Mean-field limit for stochastics interacting particles Lastly, in Chap-
ter 5, we specifically investigate particle systems modeled by stochastic differen-
tial equations (SDEs), where the mean-field limit converges to a Vlasov-Fokker-
Planck-type equation. Starting from conventional approaches in stochastic
analysis, we explore the network connectivity between particles using digraph
measures (DGMs). DGMs offer a tool to capture sparse, intermediate, and
dense network/graph interactions in the mean-field, thereby extending beyond
more classical approaches such as graphons or extended graphons [89].

A possible line of research is to explore what would happen in the case where
the interactions are not Lipschitzian but instead present some type of singu-
larity. For example, consider the recent study conducted by Jabin, Bresch and
Duerinckx [28], in which they introduce a new approach to justify mean-field
limits for first- and second-order particle systems with singular interactions.

107





Part IV

REFERENCES

109





Bibliography

[1] Achleitner, F., and Kuehn, C. Traveling waves for a bistable equa-
tion with nonlocal-diffusion. Advances in Differential Equations 20 (12
2013).

[2] Aguirre-Tamaral, A., Cambón, M., Poyato, D., Soler, J., and
Guerrero, I. Predictive model for cytoneme guidance in hedgehog
signaling based on ihog- glypicans interaction. Nature Communications
13 (09 2022).

[3] Akveld, M., and Hulshof, J. Travelling wave solutions of a fourth-
order semilinear diffusion equation. Applied Mathematics Letters 11, 3
(1998), 115–120.

[4] Ambrosio, L., Fusco, N., and Pallara, D. Functions of Bounded
Variation and Free Discontinuity Problems. 10 2023.

[5] Andreu, F., C. V. M. J. M. The cauchy problem for a strongly
degenerate quasilinear equation. Journal of the European Mathematical
Society 007, 3 (2005), 361–393.

[6] Andreu, F., Caselles, V., Mazon, J., Soler, J., and Verbeni, M.
Radially symmetric solutions of a tempered diffusion equation. a porous
media, flux-limited case. SIAM Journal on Mathematical Analysis 44 (01
2012).

[7] Arias, M., Campos, J., and Soler, J. Cross-diffusion and traveling
waves in porous-media flux-saturated keller–segel models. Mathematical
Models and Methods in Applied Sciences 28, 11 (2018), 2103–2129.

[8] Ayi, N., and Duteil, N. P. Mean-field and graph limits for collec-
tive dynamics models with time-varying weights. Journal of Differential
Equations 299 (10 2021), 65–110.

[9] Backhausz, A., and Szegedy, B. Action convergence of operators
and graphs. Canad. J. Math. 74, 1 (2022), 72–121.

[10] Bae, H., and Granero-Belinchón, R. Global existence for some
transport equations with nonlocal velocity. Advances in Mathematics
269 (2015), 197–219.

111



Bibliography

[11] Bae, H., Granero-Belinchón, R., and Lazar, O. Global existence
of weak solutions to dissipative transport equations with nonlocal veloc-
ity. Nonlinearity 31, 4 (2018), 1484.

[12] Bayraktar, E., Chakraborty, S., and Wu, R. Graphon mean field
systems. The Annals of Applied Probability 33, 5 (2023), 3587–3619.

[13] Bellomo, N., Bellouquid, A., Nieto, J., and Soler, J. Complex-
ity and mathematical tools toward the modelling of multicellular growing
systems. Mathematical and Computer Modelling 51 (03 2010), 441–451.

[14] Bellomo, N., Bellouquid, A., Nieto, J., and Soler, J. Multi-
scale biological tissue models and flux-limited chemotaxis for multicel-
lular growing systems. Mathematical Models and Methods in Applied
Sciences 20 (04 2012).

[15] Bellomo, N., Bellouquid, A., Nieto, J., Soler, J., and Maini,
P. Multicellular biological growing systems: Hyperbolic limits towards
macroscopic description. Math. Models Methods Appl. Sci. 17 (11 2007),
1675–1692.

[16] Bellomo, N., Bellouquid, A., Tao, Y., and Winkler, M. Towards
a mathematical theory of keller-segel models of pattern formation in bi-
ological tissues. Mathematical Models and Methods in Applied Sciences
25 (03 2015), 150324201437000.

[17] Bellomo, N., Outada, N., Soler, J., Tao, Y., and Winkler, M.
Chemotaxis and cross-diffusion models in complex environments: Models
and analytic problems toward a multiscale vision. Mathematical Models
and Methods in Applied Sciences 32 (04 2022), 1–80.

[18] Bellomo, N., and Winkler, M. A degenerate chemotaxis system with
flux limitation: Maximally extended solutions and absence of gradient
blow-up. Communications in Partial Differential Equations 42 (01 2017).

[19] Bellomo, N., and Winkler, M. Finite-time blow-up in a degenerate
chemotaxis system with flux limitation. Transactions of the American
Mathematical Society, Series B 4, 2 (2017), 31–67.

[20] Berestycki, H., Larrouturou, B., and Lions, P.-L. Multi-
dimensional traveling-wave solutions of a flame propagation model.
Archive for Rational Mechanics and Analysis 111 (03 1990).

[21] Berestycki, H., Nadin, G., Perthame, B., and Ryzhik, L. The
non-local fisher-kpp equation: Travelling waves and steady states. Non-
linearity 22 (10 2009), 2813.

[22] Bet, G., Coppini, F., and Nardi, F. Weakly interacting oscillators
on dense random graphs. Journal of Applied Probability (2023), 1–24.

[23] Blanchet, A., Dolbeault, J., and Perthame, B. Two-dimensional
keller-segel model: Optimal critical mass and qualitative properties of

112



Bibliography

the solutions, in "electron. Electronic Journal of Differential Equations
44 (04 2006).

[24] Blanco Besteiro, B., Campos Rodríguez, J., Juan, M., and
Soler Vizcaino, J. S. Modeling interactions among migration, growth
and pressure in tumor dynamics, 2021.

[25] Bourgain, J., and Brezis, H. On the equation div y = f and applica-
tion to control of phases. Journal of the American Mathematical Society
16, 2 (2003), 393–426.

[26] Bournaveas, N., and Calvez, V. The one-dimensional keller–segel
model with fractional diffusion of cells. Nonlinearity 23 (2009), 923 –
935.

[27] Braun, W., and Hepp, K. The Vlasov dynamics and its fluctuation in
the 1/n limit of interacting particles. Communications in Mathematical
Physics 56 (06 1977), 101–113.

[28] Bresch, D., Duerinckx, M., and Jabin, P. E. A duality method for
mean-field limits with singular interactions, 2024.

[29] Bresch, D., Jabin, P.-E., and Soler, J. A new approach to the
mean-field limit of Vlasov-Fokker-Planck equations. arXiv 2203.15747
(2023).

[30] Burczak, J., and Granero-Belinchón, R. Critical keller–segel
meets burgers on: large-time smooth solutions. Nonlinearity 29, 12
(2016), 3810.

[31] Burczak, J., and Granero-Belinchón, R. Global solutions for a su-
percritical drift–diffusion equation. Advances in Mathematics 295 (2016),
334–367.

[32] Burczak, J., and Granero-Belinchón, R. Suppression of blow up
by a logistic source in 2d keller–segel system with fractional dissipation.
Journal of Differential Equations 263, 9 (2017), 6115–6142.

[33] Cabre, X., and Roquejoffre, J.-M. The influence of fractional dif-
fusion in fisher-kpp equations. Communications in Mathematical Physics
320 (02 2012).

[34] Cabré, X., and Roquejoffre, J.-M. Propagation de fronts dans les
équations de fisher–kpp avec diffusion fractionnaire. Comptes Rendus
Mathematique 347, 23 (2009), 1361–1366.

[35] Calvo, J., Campos, J., Caselles, V., Sanchez, O., and Soler,
J. Qualitative behavior for flux-saturated mechanisms: Traveling waves,
waiting time and smoothing effects. Journal of the European Mathemat-
ical Society 19 (02 2014).

[36] Calvo, J., Campos, J., Caselles, V., Sanchez, O., and Soler, J.
Flux-saturated porous media equations and applications. EMS Surveys
in Mathematical Sciences 2 (06 2015), 131–218.

113



Bibliography

[37] Calvo, J., Campos, J., Caselles, V., Sanchez, O., and Soler,
J. Pattern formation in a flux limited reaction-diffusion of porous media
type. Inventiones mathematicae 206 (10 2016).

[38] Calvo, J., Mazón, J., Soler, J., and Verbeni, M. Qualitative
properties of the solutions of a nonlinear flux-limited equations arising
in the transport of morphogens. Mathematical Models and Methods in
Applied Sciences 21 (2011), 893–937.

[39] Campos, J., Guerrero, P., Óscar Sánchez, and Soler, J. On the
analysis of traveling waves to a nonlinear flux limited reaction–diffusion
equation. Annales de l’Institut Henri Poincaré C, Analyse non linéaire
30, 1 (2013), 141–155.

[40] Campos, J., Pulido, C., and Soler, J. Biomechanical Effects on
Traveling Waves at the Interface of Cell Populations. preprint (2024).

[41] Campos, J., Pulido, C., Soler, J., and Veruete, M. Singular
patterns in keller–segel-type models. Mathematical Models and Methods
in Applied Sciences 33, 08 (2023), 1693–1719.

[42] Campos, J., and Soler, J. Qualitative behavior and traveling waves
for flux-saturated porous media equations arising in optimal mass trans-
portation. Nonlinear Analysis: Theory, Methods & Applications 137 (01
2016).

[43] Carrillo, J., Caselles, V., and Moll, S. On the relativistic heat
equation in one space dimension. Proceedings of the London Mathematical
Society 107 (11 2012).

[44] Caselles, V. An existence and uniqueness result for flux limited dif-
fusion equations. Discrete and Continuous Dynamical Systems 31 (12
2011).

[45] Caselles, V. On the entropy conditions for some flux limited diffusion
equations. Journal of Differential Equations 250, 8 (2011), 3311–3348.

[46] Caselles, V. Flux limited generalized porous media diffusion equations.
Publicacions Matemàtiques 57, 1 (2013), 144 – 217.

[47] Caselles, V. Convergence of flux-limited porous media diffusion equa-
tions to their classical counterpart. Annali della Scuola normale superiore
di Pisa, Classe di scienze 14 (06 2015), 481–505.

[48] Castro, A., and Córdoba, D. Global existence, singularities and ill-
posedness for a nonlocal flux. Advances in Mathematics 219, 6 (2008),
1916–1936.

[49] Chae, D., Córdoba, A., Córdoba, D., and Fontelos, M. A. Fi-
nite time singularities in a 1d model of the quasi-geostrophic equation.
Advances in Mathematics 194, 1 (2005), 203–223.

114



Bibliography

[50] Chaintron, L.-P., and Diez, A. Propagation of chaos: a review of
models, methods and applications. I. models and methods. Kinetic and
Related Models 15, 6 (2022), 895–1015.

[51] Chaintron, L.-P., and Diez, A. Propagation of chaos: A review of
models, methods and applications.ii. applications. Kinetic and Related
Models 15, 6 (2022), 1017–1173.

[52] Chalub, F., DOLAK-STRUSS, Y., Markowich, P., Oelz, D.,
Schmeiser, C., and SOREFF, A. Model hierarchies for cell aggrega-
tion by chemotaxis. Mathematical Models & Methods in Applied Sciences
- M3AS 16 (07 2006).

[53] Chalub, F., Markowich, P., Perthame, B., and Schmeiser, C.
Kinetic models for chemotaxis and their drift-diffusion limits. Monat-
shefte fur Mathematik 142 (06 2004), 123–141.

[54] Chavanis, P.-H. Nonlinear mean-field fokker–planck equations and
their applications in physics, astrophysics and biology. Comptes Rendus
Physique 7, 3 (2006), 318–330. Statistical mechanics of non-extensive
systems.

[55] Cheng, G., Tse, J., Jain, R., and Munn, L. Micro-environmental
mechanical stress controls tumor spheroid size and morphology by sup-
pressing proliferation and inducing apoptosis in cancer cells. PloS one 4
(02 2009), e4632.

[56] Chertock, A., Kurganov, A., and Rosenau, P. Formation of dis-
continuities in flux-saturated degenerate parabolic equations. Nonlinear-
ity 16, 6 (aug 2003), 1875–1898.

[57] Chertock, A., Kurganov, A., Wang, X., and Wu, Y. On a chemo-
taxis model with saturated chemotactic flux. Kinetic and Related Models
5 (03 2012).

[58] Chiba, H., and Medvedev, G. The mean field analysis of the kuramoto
model on graphs i. the mean field equation and transition point formulas.
Discrete and Continuous Dynamical Systems - A 39 (12 2016).

[59] Chmaj, A. J. J. Existence of traveling waves in the fractional bistable
equation. Archiv der Mathematik 100 (2013), 473–480.

[60] Constantin, P., Lax, P. D., and Majda, A. A simple one-
dimensional model for the three-dimensional vorticity equation. In Se-
lected Papers Volume I. Springer, 1985, pp. 106–115.

[61] Constantin, P., Majda, A. J., and Tabak, E. Formation of strong
fronts in the 2-d quasigeostrophic thermal active scalar. Nonlinearity 7,
6 (1994), 1495.

[62] Córdoba, A., Córdoba, D., and Fontelos, M. A. Formation of
singularities for a transport equation with nonlocal velocity. Annals of
mathematics (2005), 1377–1389.

115



Bibliography

[63] Córdoba, D., Gancedo, F., and Orive, R. Analytical behavior of
two-dimensional incompressible flow in porous media. Journal of math-
ematical physics 48, 6 (2007).

[64] Córdoba, A., and Córdoba, D. A maximum principle applied to
quasi-geostrophic equations. Communications in Mathematical Physics
249 (08 2004), 511–528.

[65] David, N., and Perthame, B. Free boundary limit of a tumor growth
model with nutrient. Journal de Mathématiques Pures et Appliquées 155
(2021), 62–82.

[66] Dessaud, E., Yang, L., Hill, K., Cox, B., Ulloa, F., Ribeiro,
A., Mynett, A., Novitch, B., and Briscoe, J. Interpretation of
the sonic hedgehog morphogen gradient by a temporal adaptation mech-
anism. Nature 450 (12 2007), 717–20.

[67] Dobrushin, R. Vlasov equations. Functional Analysis and Its Applica-
tions 13, 2 (Apr 1979), 115–123.

[68] Dolbeault, J., and Perthame, B. Optimal critical mass in the two
dimensional keller–segel model in R2. Comptes Rendus Mathematique
339 (11 2004), 611–616.

[69] Dolbeault, J., and Schmeiser, C. The two-dimensional keller-segel
model after blow-up. Discrete and Continuous Dynamical Systems 25
(09 2009).

[70] Dębiec, T., Perthame, B., Schmidtchen, M., and Vauchelet,
N. Incompressible limit for a two-species model with coupling through
brinkman’s law in any dimension. Journal de Mathématiques Pures et
Appliquées 145 (2021), 204–239.

[71] Evans, L. An introduction to stochastic differential equations. AMS,
2012.

[72] Fenichel, N. Geometric singular perturbation theory for ordinary dif-
ferential equations. Journal of Differential Equations 31, 1 (1979), 53–98.

[73] Fonda, A. Playing Around Resonance : An Invitation to the Search of
Periodic Solutions for Second Order Ordinary Differential Equations, 1st
ed. 2016. ed. Birkhäuser Advanced Texts Basler Lehrbücher. Springer
International Publishing, Cham, 2016.

[74] Friedlander, S., and Vicol, V. Global well-posedness for an
advection–diffusion equation arising in magneto-geostrophic dynamics.
In Annales de l’IHP Analyse non linéaire (2011), vol. 28, pp. 283–301.

[75] Giacomelli, L. Finite speed of propagation and waiting time phenom-
ena for degenerate parabolic equations with linear growth lagrangian.
SIAM Journal on Mathematical Analysis 47, 3 (2015), 2426–2441.

116



Bibliography

[76] Gibbs, A., and Su, F. On choosing and bounding probability metrics.
International Statistical Review 70, 3 (2002), 419–435.

[77] Gkogkas, M., and Kuehn, C. Graphop mean-field limits for
kuramoto-type models. SIAM Journal on Applied Dynamical Systems
21 (02 2022), 248–283.

[78] Golse, F. On the Dynamics of Large Particle Systems in the Mean
Field Limit. 01 2016, pp. 1–144.

[79] Gourley, S. Travelling fronts in the diffusive nicholson’s blowflies equa-
tion with distributed delays. Mathematical and Computer Modelling 32,
7 (2000), 843–853.

[80] Granero-Belinchón, R. On a drift–diffusion system for semicon-
ductor devices. In Annales Henri Poincaré (2016), vol. 17, Springer,
pp. 3473–3498.

[81] Granero-Belinchón, R. On the fractional fisher information with
applications to a hyperbolic–parabolic system of chemotaxis. Journal of
Differential Equations 262, 4 (2017), 3250–3283.

[82] Guevorkian, K., Colbert, M.-J., Durth, M., Dufour, S., and
Brochard-Wyart, F. Aspiration of biological viscoelastic drops. Phys-
ical review letters 104 (05 2010), 218101.

[83] Gui, C., and Zhao, M. Traveling wave solutions of allen–cahn equa-
tion with a fractional laplacian. Annales de l’Institut Henri Poincaré C,
Analyse non linéaire 32, 4 (2015), 785–812.

[84] Hamel, F., and Henderson, C. Propagation in a fisher-kpp equation
with non-local advection. Journal of Functional Analysis 278, 7 (2020),
108426.

[85] Helmlinger, G., Netti, P., Lichtenbeld, H., Melder, R., and
Jain, R. Solid stress inhibits the growth of multicellular tumor spheroids.
Nature biotechnology 15 (09 1997), 778–83.

[86] Henderson, C. Slow and fast minimal speed traveling waves of the fkpp
equation with chemotaxis. Journal de Mathématiques Pures et Appliquées
167 (2022), 175–203.

[87] Hillen, T., and Painter, K. A user’s guide to pde models for chemo-
taxis. Journal of mathematical biology 58 (08 2008), 183–217.

[88] Hillen, T., and Potapov, A. The one-dimensional chemotaxis model:
Global existence and asymptotic profile. Mathematical Methods in the
Applied Sciences 27 (10 2004), 1783 – 1801.

[89] Jabin, P.-E., Poyato, D., and Soler, J. Mean-field limit of non-
exchangeable systems. arXiv preprint, arXiv:2112.15406. (2021).

117



Bibliography

[90] Jabin, P.-E., and Wang, Z. Mean field limit and propagation of chaos
for Vlasov systems with bounded forces. Journal of Functional Analysis
271, 12 (2016).

[91] Jones, C., Arnold, L., Mischaikow, K., and Raugel, G. Geomet-
ric singular perturbation theory. 11 2006, pp. 44–118.

[92] Keller, E. F. Assessing the keller-segel model: How has it fared? In
Biological Growth and Spread (Berlin, Heidelberg, 1980), Springer Berlin
Heidelberg, pp. 379–387.

[93] Keller, E. F., and Segel, L. A. Traveling bands of chemotactic
bacteria: A theoretical analysis. Journal of Theoretical Biology 30, 2
(1971), 235–248.

[94] Kuehn, C., and Pulido, C. Mean-Field Limits for Stochastic Inter-
acting Particles on Digraph Measures. preprint (2024).

[95] Kuehn, C., and Xu, C. Vlasov equations on digraph measures. Journal
of Differential Equations 339 (2022), 261–349.

[96] Kurganov, A., and Rosenau, P. On reaction processes with saturat-
ing diffusion. Nonlinearity 19 (11 2005), 171.

[97] Levermore, C. D., and Pomraning, G. C. A flux-limited diffusion
theory. The Astrophysical Journal 248 (Aug. 1981), 321.

[98] Majda, A., and Bertozzi, A. Vorticity and Incompressible Flow.
Cambridge Texts in Applied Mathematics. Cambridge University Press,
2002.

[99] Malaguti, L., and Marcelli, C. Travelling wavefronts in reaction-
diffusion equations with convection effects and non-regular terms. Math-
ematische Nachrichten 242, 1 (2002), 148–164.

[100] Mawhin, J. Topological degree and boundary value problems for nonlin-
ear differential equations. Topological Methods for Ordinary Differential
Equations 1537 (01 1991).

[101] Medvedev, G. The nonlinear heat equation on dense graphs and graph
limits. SIAM Journal on Mathematical Analysis 46, 4 (2014), 2743–2766.

[102] Mellet, A., Perthame, B., and Quirós, F. A hele–shaw problem for
tumor growth. Journal of Functional Analysis 273, 10 (2017), 3061–3093.

[103] Mellet, A., Roquejoffre, J.-M., and Sire, Y. Existence and
asymptotics of fronts in non local combustion models. Communications
in Mathematical Sciences 12, 1 (2014), 1–11.

[104] Mihalas, D., and Mihalas, B. W. Foundations of radiation hydro-
dynamics. Oxford University Press (1 1984).

118



Bibliography

[105] Mörters, P., and Peres, Y. Brownian Motion. Cambridge Series in
Statistical and Probabilistic Mathematics. Cambridge University Press,
2010.

[106] Nadin, G., Perthame, B., and Ryzhik, L. Traveling waves for the
keller–segel system with fisher birth term. Interfaces and Free Boundaries
- INTERFACE FREE BOUND 10 (07 2007).

[107] Neunzert, H. An Introduction to the nonlinear Boltzmann-Vlasov
Equation, vol. 1048. 11 2006, pp. 60–110.

[108] Okamoto, H., Sakajo, T., and Wunsch, M. On a generalization of
the constantin–lax–majda equation. Nonlinearity 21, 10 (2008), 2447.

[109] Othmer, H., and Hillen, T. The diffusion limit of transport equations
ii: Chemotaxis equations. SIAM Journal of Applied Mathematics 62 (04
2002), 1222–1250.

[110] Patlak, C. S. Random walk with persistence and external bias. The
Bulletin of Mathematical Biophysics 15, 3 (Sept. 1953), 311–338.

[111] Paul, T., and Trélat, E. From microscopic to macroscopic scale
equations: mean field, hydrodynamic and graph limits. arXiv preprint,
arXiv:2209.08832 (2022).

[112] Perthame, B., Quirós, F., and Vazquez, J. L. The hele-shaw
asymptotics for mechanical models of tumor growth. Archive for Ra-
tional Mechanics and Analysis 212 (01 2013).

[113] Ranft, J., Aliee, M., Prost, J., Jülicher, F., and Joanny, J.-
F. Mechanically driven interface propagation in biological tissues. New
Journal of Physics 16, 3 (2014), 035002.

[114] Rosenau, P. Tempered diffusion: A transport process with propagat-
ing fronts and inertial delay. Physical Review A 46, 12 (Dec. 1992),
R7371–R7374.

[115] Schmeiser, C., Cerreti, F., Vauchelet, N., Tang, M., and
Perthame, B. Waves for an hyperbolic keller-segel model and branch-
ing instabilities. Mathematical Models and Methods in Applied Sciences
(2011).

[116] Shraiman, B. I. Mechanical feedback as a possible regulator of tissue
growth. Proceedings of the National Academy of Sciences 102, 9 (2005),
3318–3323.

[117] Shvydkoy, R. Convex integration for a class of active scalar equations.
Journal of the American Mathematical Society 24, 4 (2011), 1159–1174.

[118] Sznitman, A. Topics in propagation of chaos. In Ecole d’Eté de Prob-
abilités de Saint-Flour XIX - 1989, P.-L. Hennequin, Ed., vol. 1464 of
Lecture Notes in Mathematics. Springer, 1991, pp. 165–251.

119



Bibliography

[119] Verbeni, M., Óscar Sánchez, Mollica, E., Siegl-Cachedenier,
I., Carleton, A., Vega, I. G., i Altaba, A. R., and Soler, J.
Modeling morphogenetic action through flux-limited spreading. Physics
of Life Reviews 10 (2013), 457–475.

120


