
RELATIVISTIC EFFECTS IN THE DYNAMICS OF A PARTICLE
IN A COULOMB FIELD

RAFAEL ORTEGA1 AND DAVID ROJAS2

Abstract. We prove that Bertrand’s property cannot occur in a special-relativistic
scenario using the properties of the period function of planar centres. We also ex-
plore some integrability properties of the relativistic Coulomb problem and the
asymptotic behavior of collision solutions.

1. Introduction

The motion of a particle in the plane under the action of an attractive central
force is one of the simplest examples of integrable Hamiltonian system. The energy
and angular momentum are two independent first integrals. In two exceptional cases
there is a third independent integral and the system becomes super-integrable (see
[6] for more details). As it is well known, these exceptional forces correspond to
the harmonic oscillator and Coulomb’s law1. The property of super-integrability is
related to Bertrand’s theorem on central forces. This result says that the exceptional
cases mentioned above are the only central forces with the following property: all
solutions close to circular motions are periodic. Incidentally we notice that in the
case of Coulomb’s law any of the two components of the Runge-Lenz vector can be
taken as the third integral. This is a classical topic in the study of Kepler problem.

The above discusion is valid within the Newtonian framework but central forces
are also meaningful in a special-relativistic scenario (see [2, 3, 4, 5]). Indeed, both
relativistic energy and angular momentum are still conserved and a new class of inte-
grable Hamiltonian systems appears. The goal of this paper is to discuss some prop-
erties of these systems, particularly those in contrast with the Newtonian case. First
we will consider a general attractive central force and we will prove that Bertrand’s
property cannot occur in the relativistic context. The proof of this result will employ
tools from the theory of planar dynamical systems, in particular the properties of
the period function of a centre (see [1, 8]). Due to its relevance in electro-dynamics,
the case of Coulomb’s law is of particular interest and the rest of the paper will
be devoted to this case. Explicit formulas for the solutions were obtained in [5]
using a classical Hamilton-Jacobi approach. In [7] it was observed that it is also
possible to solve the system using a generalized Runge-Lenz vector. Although this
quantity is not conserved, its variation has nice properties and it leads to a strong
property of integrability. We will also explore this direction. Finally, we will discuss
the asymptotic behaviour of collision solutions. In the Newtonian framework this
is a very classical topic leading to Sundman’s estimates (see [9]). In particular it
is well known that the velocity tends to infinity at the collision. This is impossible
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2 R. ORTEGA AND D. ROJAS

in the relativistic world and we will obtain precise estimates of a different nature.
The main tool will be a partial regularization somehow inspired by the classical
Levi-Civita change of variables.

2. Statement of the results

The motion of a relativistic particle of massm in the presence of a central potential
V is described by the Lagrangian

L(x, ẋ) = mc2 −mc2
√
1− |ẋ|2

c2
− V (|x|), (x, ẋ) ∈ (R2 \ {0})×Bc(0), (1)

where Bc(0) denotes the open ball of radius c centred at the origin. Here c stands for
the speed of light and we use the dot notation for time derivation. The additional
constant term mc2 may differ from classical references but we added it for the sake
of simplicity in the forthcoming sections.

The Euler-Lagrange equation associated to L is

m
d

dt

 ẋ√
1− |ẋ|2

c2

 = −V ′(|x|) x

|x|
. (2)

Relativistic circular motions are of the type

x(t) = r0e
iωt with r0 > 0 and 0 < r0ω < c.

We will consider real analytic functions V : ]0,+∞[→ R satisfying

V ′(r) > 0 for each r ∈ ]0,+∞[. (3)

Then it is easy to prove that for each r0 > 0 there exists a unique circular motion.
Let us denote the corresponding frequency by ω = Ω(r0). In the phase space (R2 \
{0})×Bc(0), the orbit associated to the circular motion is

Cr0 := {(r0ξ, iΩ(r0)r0ξ) : ξ ∈ S1}.
We will say that the potential V (r) has the Bertrand property if for every r0 > 0
there exists a neighborhood Ur0 ⊂ C × C of Cr0 such that all the solutions of (2)
with initial conditions lying in Ur0 are periodic.

Theorem 2.1. In the above conditions there is no central potential V (r) with the
Bertrand property.

The proof will be presented in Section 3.
Due to the conservation of energy and angular momentum it is not hard to prove

that circular motions are orbitally stable in the phase space (R2 \ {0}) × Bc(0).
However these motions are not Lyapunov stable unless the Bertrand property holds.
For this reason the previous result answers in the negative the question posed in [4].

In the case of Coulomb’s law, the potential function takes the form

V (|x|) = − k

|x|
, k > 0.

The rest of the paper is concerned with this particular potential. Taking the position
and its conjugated momentum as new variables (q,p) ∈ Ω := R2 \ {0} × R2,

q = x, p =
∂L
∂ẋ

= m
ẋ√

1− |ẋ|2
c2

, (4)
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Figure 1. Energy-Momentum diagram. The shadowed area corre-
sponds to the points (ℓ, h) ∈ R2 such that N(ℓ,h) ̸= ∅. The boundary is
closed along the curved sections and open along the vertical half-lines
starting from (and including) the points (±k/c,−mc2).

we can deduce from the Lagrangian the expression of the Hamiltonian

H(q,p) = ⟨q̇,p⟩ − L(q,p) = c2
√
m2 +

|p|2
c2

− k

|q|
−mc2. (5)

Here and throughout the paper we use the notation ⟨·, ·⟩ for the scalar product of
vectors. The energy H is a constant of motion. A second constant of motion is
given by the third component of the angular momentum

L(q,p) = ⟨q,Jp⟩ = q1p2 − q2p1, (6)

with J = ( 0 1
−1 0 ). It is an standard computation to show that H and L are first

integrals in involution.
In the non-relativistic scenario, an energy-momentum diagram is used to show the

possible values of the constants of motion associated to solutions of the Coulomb’s
law. The first result is a relativistic version of the previous (see Figure 1). For any
fixed (ℓ, h) ∈ R2 let us consider the level set

N(ℓ,h) = {(q,p) ∈ Ω : H(q,p) = h, L(q,p) = ℓ}.

We also define

σ :=

√
1− k2

ℓ2c2
.

Proposition 2.2. N(ℓ,h) ̸= ∅ if and only if

(ℓ, h) ∈ {ℓ2c2 − k2 < 0} ∪ {ℓ2c2 − k2 ⩾ 0 and h+mc2(1− σ) ⩾ 0} \ {(±k/c,−mc2)}

Moreover, the points {ℓ2c2 − k2 > 0, h + mc2(1 − σ) = 0} correspond to circular
motions.
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The allowed energy and angular momentum are the values in the shadowed area
depicted in Figure 1, where the system is integrable. Notice that the boundary in
the solid line corresponds to circular motion. We refer to Section 4 for more details.

Energy and angular momentum are two first integrals of the system. Let us denote
by

E := {(h, ℓ) ∈ R2 : ℓ2c2 − k2 > 0 and −mc2(1− σ) < h < 0},
the region on the Energy-Momentum diagram with non-collision bounded motion.
Next result shows there are no more continuous independent first integrals in E .

Let us consider the open subset of the phase space

Ω = {(q,p) ∈ (R2 \ {0})× R2 : (H(q,p), L(q,p)) ∈ E }.
We observe that Ω is invariant under the Hamiltonian flow. Moreover, all solutions
(q(t),p(t)) lying in this set are globally defined.

A continuous function F : Ω → R will be called a first integral if

F (q(t),p(t)) = F (q(0),p(0)), t ∈ R,
for all solutions (q(t),p(t)) in Ω.

Proposition 2.3. Every continuous first integral F : Ω → R is functionally depen-
dent with H and L; that is, there exists a continuous function Ψ : E → R such that
F = Ψ ◦ (H,L).

The previous result is, in fact, valid for any relativistic attractive force with cir-
cular motion.

The relativistic Runge-Lenz vector is defined by

R(q,p) = −mkγ(p) q

|q|
+ p× (q× p), (7)

where

γ(p) =
1

cm

√
c2m2 + |p|2 (8)

is the Lorentz factor. Here and throughout the paper we use the notation u× v to
denote the cross product of u with v. In the previous definition we are abusing the
notation of the cross product allowing to act on vectors in R2. Of course, the cross
product is performed with a three-dimensional vector with null third component.
Notice that the vector R is indeed contained in the same plane as q and p, R2×{0}.
Let us consider the mobile reference system {α(t),β(t)} given by

α =
q

|q|
, β = Jα.

Using the argument function of α, θ = θ(t), we have α = (cos θ, sin θ) and so

α̇ = θ̇β, β̇ = −θ̇α. In this reference system we express the relativistic Runge-Lenz
vector as

R = Rαα+Rββ,

with Rα = ⟨R,α⟩ and Rβ = ⟨R,β⟩.

Proposition 2.4. The relativistic Runge-Lenz vector satisfies the linear differential
equation {

d
dθ
Rα = σ2Rβ,

d
dθ
Rβ = −Rα,

(9)

where σ is a constant depending on the values of the energy and momentum.
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According to Proposition 2.3 the relativistic Coulomb problem is not super-
integrable. However the above result shows that this system enjoys a property
of strong integrability that can be described as follows. We are in the presence of
an integrable system with two degrees of freedom such that there exists a function
Rα on the phase space with the properties below,

• Rα is independent with the constants of motion (∇Rα, ∇H and ∇L are
linearly independent),

• Rα satisfies a linear differential equation of constant coefficients (for each
solution (q(t),p(t)), the function t 7→ Rα(q(t),p(t)) satisfies a linear differ-
ential equation. After a change in the independent variable, θ = θ(t), this
equation has constant coefficients.)

This property of strong integrability has been employed in [7] to find explicit
equations of the orbits. Perhaps it could be of interest to analyze this property
and to describe the potentials enjoying it. This refers to both the Newtonian and
Relativistic frameworks.

The final result in this paper is an asymptotic description of both radius and
argument of the trajectory as the trajectory approach the collision.

Proposition 2.5. Let (q,p) ∈ N(ℓ,h) with σ
2 < 0 and let q(t) = r(t)eiθ(t). Set the

collision time at t = 0 and assume t ⩾ 0. Then the following asymptotics hold for t
small: 

r(t) =
c2w10

k
t+ o(t),

θ(t) = θ0 +
ℓ

w10

ln(t) + o(| ln(t)|),
(10)

with limt→0 ⟨q(t),p(t)⟩ = w10 ̸= 0 and θ0 ∈ R.

3. Relativistic oscillator and Bertrand’s problem

Identifying the plane of motion with C, by writing x(t) = r(t)eiθ(t), the equations
of motion described by the Lagrangian can be written asm

d

dt
(γṙ)− ℓ2

mγr3
= −V ′(r),

ℓ = mγr2θ̇,
(11)

where γ−1 =
√
1− ṙ2+r2θ̇2

c2
and ℓ is the angular momentum, which is conserved.

In this case the kinetic energy and the angular momentum are constant,

γ =
1√

1− r20ω
2

c2

> 1, ℓ = mγr20ω > 0. (12)

For each r0 > 0 the equation (11) has a unique circular motion satisfying

V ′(r0) =
ℓ2

mγr30
= mγr0ω

2 =
mr0ω

2√
1− r20ω

2

c2

. (13)

The corresponding angular velocity will be denoted by ω = Ω(r0) or, sometimes,
ω = Ω(r0;V ). In view of (12) we also have the function ℓ = L(r0;V ) and γ =
Γ(r0;V ).
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Lemma 3.1. The function L(·;V ) is constant if and only if

V ′(r) =
ck

r2
√
k + c2m2r2

(14)

for some constant k > 0. In this case, L2 = k.

Proof. First we obtain a formula connecting the functions L(·;V ) and V ′. From (12)
we deduce that

L =
mr20Ω√
1− r20Ω

2

c2

.

Since Ω is positive,

Ω =
cL

r0
√
L2 + c2m2r20

. (15)

Also, from (13),
LΩ = r0V

′(r0). (16)

Eliminating Ω from the last two identities we obtain

cL2

r20
√
L2 + c2m2r20

= V ′(r0).

Assume now that L > 0 is independent of r0. We obtain the formula (14) with
L2 = k. Note that we are using here that there exists a circular motion for every
r0 > 0.

Conversely, assume that V is of the type (14). Squaring the identity (16),

L2Ω2 = r2V ′(r)2 =
c2k2

r2(k + c2m2r2)
.

Together with (15), for each r > 0,

c2L4

r2(L2 + c2m2r2)
=

c2k2

r2(k + c2m2r2)
.

From L4k + L4c2m2r2 = L2k2 + k2c2m2r2, ∀r > 0, we deduce that L2 = k and the
function L(·;V ) is constant. □

From (14) we get the potential

V (r) = −c
√
k

r2
+ c2m2,

which appeared previously on [4].
Following [4], using θ = θ(t) as independent variable and the Clairaut’s change of

variable ρ = r−1, equation (11) is transformed into

d2ρ

dθ2
+ ρ = −m

ℓ2
γ(ρ, dρ

dθ
; ℓ)W ′(ρ), ρ > 0 (17)

with W (ρ) = V (1
ρ
) and γ(ρ, η; ℓ) =

√
1 + ℓ2

c2m2 (ρ2 + η2). On account of the limit

case c→ +∞, equation (17) can be interpreted as a relativistic oscillator, although
we notice that it is not a typical second order equation with a potential because γ
depends on dρ

dθ
, in contrast with the Euclidean case.

Circular motions of (11) are in correspondence with equilibria of (17) by ρ0 =
1
r0
, whereas non-circular periodic solutions of (11) correspond to periodic solutions
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of (17) whose minimal period is commensurable with π. Next result shows that the
previous is a necessary and sufficient condition.

Lemma 3.2. Let x(t) = r(t)eiθ(t) be a solution of (11) and ρ(θ) be a solution of
(17) for some ℓ ̸= 0. Then x(t) is a non-circular periodic solution if and only if ρ(θ)
is Θ-periodic with Θ commensurable with π.

Proof. Indeed, given ρ(θ) a periodic solution of (17) with minimal period Θ, we
define

t(θ) = t0 +

∫ θ

0

mγ(ρ(φ), dρ
dθ
(φ); ℓ)

ℓρ(φ)2
dφ,

The integrand of the previous expression is Θ-periodic, so we can write t(θ) =
ψ(θ) + σθ, where ψ is a Θ-periodic function and

σ :=
1

Θ

∫ Θ

0

mγ(ρ(φ), dρ
dθ
(φ); ℓ)

ℓρ(φ)2
dφ.

Consequently, t(θ + Θ) = t(θ) + σΘ. The inverse function θ = θ(t) will satisfy
θ(t+ σΘ) = θ(t) + Θ. Defining r(t) = ρ(θ(t))−1, we notice that

r(t+ σΘ) =
1

ρ(θ(t+ σΘ))
=

1

ρ(θ(t) + Θ)
=

1

ρ(θ(t))
= r(t).

That is, r(t) is a σΘ-periodic function. Moreover, since θ(t + σΘ) = θ(t) + Θ then
θ(t) = Ψ(t) + t

σ
, where Ψ is a σΘ-periodic function. Therefore, x(t) = r(t)eiθ(t) is

periodic with minimal period T = mσΘ if Θ = 2π n
m

with n
m

irreducible. Otherwise
the set {x(t) : t ∈ R} is dense in a topological torus and therefore it is not a closed
orbit. The previous also works in the converse way. □

In view of Lemma 3.2, Bertrand’s property is directly related to prove that the
family of second order equations (17) is a Θ-isochronous family near equilibria for
some Θ > 0 commensurable with π. Notice that Θ must be independent of the
parameter r0. The analyticity of V implies that the local isochronicity must indeed
be global. A more precise statement is given by the next result.

Definition 3.3. Assume first that ℓ > 0 is fixed. The system

dρ

dθ
= η,

dη

dθ
= −ρ− m

ℓ2
γ(ρ, η; ℓ)W ′(ρ) (18)

has an isochronous center at an equilibrium (ρ0, 0) with ρ0 > 0 if there exists ε > 0
such that the solution with initial condition ρ(0) = ρ0, η(0) = η̂, 0 < η̂ < ε has
minimum period Θ > 0.
Note that Θ is independent of η̂. An sketched representation of the previous initial

conditions is given in Figure 2A. From this picture it is clear the the phase portrait
is of the type Figure 2B.

Moreover, notice that if Γn is the orbit passing through (ρ0, ηn) with ηn → 0,
ηn > 0, then Γn converges to {0} in the Hausdorff distance. This is a consequence of
continuous dependence, because the corresponding solution (ρn(θ), ηn(θ)) converges
to (0, 0) uniformly in the interval [0,Θ].
We will say that the equation (18) contains a family of isochronous centers if

there exists a number Θ > 0, an non-empty open interval ]ℓ−, ℓ+[, and an analytic
function ρ0(ℓ) such that for each ℓ, ℓ− < ℓ < ℓ+, (ρ0(ℓ), 0) is an isochronous center
with period Θ.
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(a) (b)

Figure 2. On the left, the vector field of (18) on the vertical
transversal section from (ρ0, 0) according with Definition 3.3. On the
right, the correspondign qualitative phase portrait locally near (ρ0, 0).

Lemma 3.4. Assume that the potential V (r) has the Bertrand property. Then the
angular momentum function L(·, V ) is not constant and the corresponding equa-
tion (17) contains a family of isochronous centers.

Proof. First we prove that the Bertrand property cannot hold if L(·, V ) is constant.

We know from Lemma 3.1 that (14) holds with ℓ =
√
k. Then

W (ρ) = −c
√
kρ2 + c2m2

and the system (18) does not have equilibria unless ℓ =
√
k. In this case the set of

equilibria is the continuum

{(ρ0, 0) : ρ0 > 0}.
Since any closed orbit must surround an equilibrium, it is clear the no closed orbit
can exist for any ℓ. In consequence the only periodic solutions of (2) are circular
solutions (with positive or negative orientation) and the Bertrand property cannot
hold (see Figure 3).

Assume now that L(·, V ) is not constant. Since this function is analytic we can
select an interval ]r−, r+[ where it is one-to-one and L

′(r) ̸= 0. For each r0 ∈]r−, r+[
we consider ℓ = L(r0, V ) and obtain the interval ]ℓ−, ℓ+[. Let (ρ(θ, δ), η(θ, δ)) be the
solution of (18) with initial condition ρ(0) = ρ0(ℓ), η(0) = δ. From the Bertrand
property and Lemma 3.2 we know that this solution is periodic with minimal period
commensurable with π. Let this period be denoted by Θ = Θ(δ, ℓ). It satisfies

ρ(Θ, δ) = ρ0(ℓ).

Since ∂ρ
∂θ
(Θ, δ) = η(Θ) = η(0) = δ > 0 we can interpret the previous identity as an

implicit function problem with unknown Θ = Θ(δ, ℓ). This function is analytic and
takes values in πQ. Therefore Θ(δ, ℓ) must be locally constant. We have obtained
the family of isochronous centers. □

Theorem 3.5. There is no real analytic function V satisfying the Bertrand property.
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Figure 3. Phase portrait of system (18) with ℓ =
√
k and W (ρ) =

−c
√
kρ2 + c2m2. For the computation we use m = c = k = 1. Dots

represent equilibria.

Proof. By means of Lemma 3.4 we prove the result showing that there is no an-
alytic function V different from the type (14) such that (18) contains a family of
isochronous centers.

With the aim of reaching a contradiction, assume that (18) has a family of
isochronous centers. That is, there exists a number Θ > 0, an non-empty open
interval ]ℓ−, ℓ+[, and an analytic function ρ0(ℓ) such that for each ℓ, ℓ− < ℓ < ℓ+,
(ρ0(ℓ), 0) is an isochronous center of (18) with period Θ. By Lemma 3.1, the function
L(·;V ) is not constant. Since L is analytic, we can select the interval ]ℓ−, ℓ+[ where
it is one-to-one and consider Λ := {ρ0(ℓ) : ℓ− < ℓ < ℓ+}. Then, Λ is a non-empty
interval and for each ρ0 ∈ Λ, system (18) has an isochronous center at (ρ0, 0) with
ℓ = L (ρ0) and L (ρ0) := L

(
1
ρ0
, V
)
. In particular, ρ0 satisfies the identity

ρ0 +
m

L (ρ0)2
γ(ρ0, 0;L (ρ0))W

′(ρ0) = 0. (19)

From now on we omit the dependence of L on ρ0 and V for the sake of simplicity.
For a fixed ℓ, the Jacobian matrix of the vector field defined by (18) is given by(

0 1
−A(ρ, η; ℓ) −B(ρ, η; ℓ)

)
with

A(ρ, η; ℓ) = 1 +
ρW ′(ρ)

c2mγ(ρ, η; ℓ)
+
m

ℓ2
γ(ρ, η; ℓ)W ′′(ρ),

and

B(ρ, η; ℓ) =
ηW ′(ρ)

c2mγ(ρ, η; ℓ)
.

Since (ρ0, 0) is a center of minimal period Θ and B(ρ0, 0;L (ρ0)) is identically zero,

then A(ρ0, 0;L (ρ0)) =
(
2π
Θ

)2
. Invoking the equality (19) we have

γ(ρ0, 0;L (ρ0)) = −ρ0L (ρ0)
2

mW ′(ρ0)
.
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After the substitution of the previous in the expression of A(ρ0, 0;L (ρ0)
2) and some

algebraic manipulations, we find the equality

W ′′(ρ0) = − a

ρ0
W ′(ρ0)−

1

c2L (ρ0)2ρ0
W ′(ρ0)

3, (20)

with a :=
(
2π
Θ

)2 − 1 > −1. We note that a does not depend on ρ0.
By implicit derivation of (19) with respect to ρ0 and taking into account the

identities (19) and (20) we can write

L ′(ρ0) = −(1 + a)L (ρ0)(c
2m2 + ρ20L (ρ0)

2)

2c2m2ρ0 + ρ30L (ρ0)2
. (21)

Using the previous together with (20) and with the aid of an algebraic manipulator,
we can compute the derivatives

W ′′′(ρ0) =
W ′(ρ0)

(
µ0(ρ0) + µ1(ρ0)W

′(ρ0)
2 + µ2(ρ0)W

′(ρ0)
4
)

c4ρ20L (ρ0)4(2c2m2 + ρ20L (ρ0)2)
(22)

and

W (4)(ρ0) =
−W ′(ρ0)

(
η0(ρ0) + η1(ρ0)W

′(ρ0)
2 + η2(ρ0)W

′(ρ0)
4 + η3(ρ0)W

′(ρ0)
6
)

c6ρ30L (ρ0)6(2c2m2 + ρ20L (ρ0)2)3

(23)
with

µ0(ρ0) = a(1 + a)c4L (ρ0)
4(2c2m2 + ρ20L (ρ0)

2),

µ1(ρ0) = c2L (ρ0)
2(6ac2m2 + (−1 + 2a)ρ20L (ρ0)

2),

µ2(ρ0) = 6c2m2 + 3ρ20L (ρ0)
2,

η0(ρ0) = a(1 + a)(2 + a)c6L (ρ0)
6(2c2m2 + ρ20L (ρ0)

2)3,

η1(ρ0) = c4L (ρ0)
4(8a(4 + 7a)c6m6 + 12a(2 + 5a)c4m4ρ20L (ρ0)

2

+ 2(−1 + 10a2)c2m2ρ40L (ρ0)
4 + 3a2ρ60L (ρ0)

6),

η2(ρ0) = 9c2L (ρ0)
2(4ac2m2 + (−1 + a)ρ20L (ρ0)

2)(2c2m2 + ρ20L (ρ0)
2)2,

η3(ρ0) = 15(2c2m2 + ρ20L (ρ0)
2)3.

Now we consider polar coordinates (R, ϕ) on (18) centred at the equilibrium
(ρ, η) = (ρ0, 0) for a fixed ℓ = L (ρ0). That is, ρ = ρ0 + R cos(ϕ), η = R sin(ϕ). We
obtain 

dR

dθ
= − sin(ϕ)F (R, ϕ, ρ0),

dϕ

dθ
= −1− cos(ϕ)

R
F (R, ϕ, ρ0).

(24)

with

F (R, ϕ, ρ0) := ρ0+
m

L (ρ0)2

√
1 +

(R2 + ρ20 + 2Rρ0 cos(ϕ))L (ρ0)2

c2m2
W ′(ρ0+R cos(ϕ)).

For small ξ > 0 let R(ϕ, ξ, ρ0) be the solution with initial condition R(0, ξ, ρ0) = ξ
of the differential equation

dR

dϕ
=

sin(ϕ)F (R, ϕ, ρ0)

1 + cos(ϕ)
R

F (R, ϕ, ρ0)
.
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Using the second equation in (24) we have that the period function of the center at
the origin of (24) can be written as

P (ξ) =

∫ 2π

0

1

1 +
F (R(ϕ, ξ, ρ0), ϕ, ρ0)

R(ϕ, ξ, ρ0)
cos(ϕ)

dϕ.

We compute the first terms on the asymptotic expansion of P (ξ) near ξ = 0, the so-
called period constants. To do so, we first compute the first terms on the asymptotic
expansion of R(ϕ, ξ, ρ0) near ξ = 0 using the equality

dR

dϕ
(ϕ, ξ, ρ0)

(
1 +

cos(ϕ)

R(ϕ, ξ, ρ0)
F (R(ϕ, ξ, ρ0), ϕ, ρ0)

)
= sin(ϕ)F (R(ϕ, ξ, ρ0), ϕ, ρ0).

Taking R(ϕ, ξ, ρ0) = R1(ϕ, ρ0)ξ +R2(ϕ, ρ0)ξ
2 +O(ξ3) and on account of the expres-

sions (20)-(23), with the help of an algebraic manipulator we can compute

R1(ϕ, ρ0) =

√
1 + a√

1 + a cos2(ϕ)

and

R2(ϕ, ρ0) =
R1(ϕ, ρ0)

(
λ1(ρ0) +

R1(ϕ,ρ0)
1+a cos(ϕ)2

(λ2(ρ0) cos(ϕ) + λ3(ρ0) cos(ϕ)
3)
)

6ρ0(2c4m4 + 3c2m2ρ20L (ρ0)2 + ρ40L (ρ0)4)
,

with

λ1(ρ0) = −(2ac4m4 + 3(2 + a)c2m2ρ20L (ρ0)
2 + (2 + a)ρ40L (ρ0)

4),

λ2(ρ0) = 3ρ20L (ρ0)
2(2c2m2 + ρ20L (ρ0)

2),

λ3(ρ0) = 2a(1 + a)c4m4 + 3a(3 + a)c2m2ρ20L (ρ0)
2 + (−1 + 3a+ a2)ρ40L (ρ0)

4.

We can now compute the first terms in the asymptotic expansion of P (ξ) near ξ = 0,
obtaining

P (ξ) = Θ−
πc10m10Q

(
ρ20L (ρ0)2

c2m2

)
12
√
1 + aρ20(2c

2m2 + ρ20L (ρ0)2)3(c2m2 + ρ20L (ρ0)2)2
ξ2 + · · ·

with Q(x) = 8(3− a)a+ 28(3− a)ax+ 2(3− a)(8 + 19a)x2 + (63 + 46a− 25a2)x3 +
(22 + 10a − 8a2)x4 + (2 + 2a − a2)x5. Since we are assuming that Θ is a constant
independent of ρ0, also a has this property. In consequence, the polynomial Q(x) is
independent of ρ0.
If (ρ0, 0) were an isochronous center, the function P (ξ) should be constant. This

should imply that the function

σ(ρ0) :=
ρ20L (ρ0)

2

c2m2

will take values in the set of roots ofQ(x). This polynomial has degree 5 if a ̸= 1±
√
3

and degree 4 if a = 1 ±
√
3. In any case Q(x) has at most five roots. Now we can

deduce that the continuous function σ(ρ0) is indeed a constant independent of ρ0.
Assume

σ(ρ0) = K(a) (25)
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where K(a) > 0 is a positive root of Q(x). The rest of the proof aims to show
that this identity cannot hold for an isochronous center. Indeed, assuming that (25)
holds, by equality (19) we have

W ′(ρ0) = − mc2K(a)√
1 +K(a)ρ0

.

Invoking the differential equation (20), we find

K(a)2 + (a− 1)(1 +K(a))K(a) = 0,

which produces K(a) = 1−a
a
. Evaluating the polynomial,

Q
(
1−a
a

)
=

2(1 + a)(1 + 6a− 9a2 + 6a3)

a5
.

Therefore, K(a) = 1−a
a

is a positive root of Q(x) if and only if 0 < a < 1 and
1 + 6a − 9a2 + 6a3 = 0. Since the polynomial 1 + 6a − 9a2 + 6a3 has no roots on
the interval [0, 1], we have reached a contradiction. This finishes the proof of the
result. □

Remark 3.6. Although the function L (ρ0) is implicitly defined by (19), it can be
explicitly defined since it solves an algebraic equation of low degree. Indeed, from
the formula expressing the angular momentum of circular motions, we have that the
function Γ̃(ρ0) := Γ

(
1
ρ0
;V
)
is given by

Γ̃(ρ0) =

√
1 +

ρ20L (ρ0)2

c2m2
⩾ 1.

Therefore, using (19), Γ̃ satisfies the equation

γ2 +
1

c2m2
ρ0W

′(ρ0)γ − 1 = 0.

Solving the equation we find

Γ̃(ρ0) =
1

2

(
− 1

mc2
ρ0W

′(ρ0) +

√
1

m2c4
ρ20W

′(ρ0)2 + 4

)
,

where we choose the positive determination of the square root in order to verify
γ ⩾ 1. With this equation (20) writes

W ′′(ρ0) = − a

ρ0
W ′(ρ0)−

ρ0

m2c4(Γ̃(ρ0)2 − 1)
W ′(ρ0)

3.

The previous equation can be integrated to obtain an implicit description of the
possible functions W that could be (but are not) candidate to give a positive answer
to Bertrand’s question. This gives an alternative way of proving Theorem 3.5.

We finally note that, using the above identities, c2Γ̃(ρ0) → +∞ as c→ +∞. The
same holds for c4(Γ̃(ρ0)

2 − 1) and the equation (20) tends to

W ′′(ρ0) = − a

ρ0
W ′(ρ0).

The latest equality appeared previously in [8] as the differential equation that
Bertrand’s potential candidates must satisfy in a Newtonian world.
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4. Integrability of the special-relativistic Coulomb’s law

This section is devoted to prove Proposition 2.2. Let us consider the Lagrangian

L(x, ẋ) = mc2 −mc2
√
1− |ẋ|2

c2
+

k

|x|
, (x, ẋ) ∈ (R2 \ {0})×Bc(0), (26)

associated to the relativistic Coulomb problem. As shown in Section 2, the energy
H in (5) and the angular momentum L in (6) are two first integrals of motion. It is
a computation to show that

∇H =

 k
|q|3q
1√

m2+
|p|2
c2

p

 and ∇L =

(
Jp
−Jq

)
,

and so

{H,L} =

〈
∇H,

(
−Jq
Jp

)〉
= − k

|q|3
⟨q,Jq⟩+ 1√

m2 + |p|2
c2

⟨p,Jp⟩ = 0.

That is, H and L are first integrals in involution. Let us study their linear inde-
pendence. Since q ̸= 0, both vectors ∇H and ∇L are non zero in R4. Therefore
∇H and ∇L are linearly dependent if and only if there exists λ ̸= 0 such that
λ∇H = ∇L. From this equality we obtain the system of equations

λk

|q|3
q = Jp

λ√
m2 + |p|2

c2

p = −Jq
.

Using J2 = −I,

q = −J2q =
λ√

m2 + |p|2
c2

Jp =
1√

m2 + |p|2
c2

λ2k

|q|3
q.

Thus,

λ2 =
|q|3

k

√
m2 +

|p|2
c2

.

From this last equality we obtain that the vectors∇H and∇L are linearly dependent
in R4 if and only if

Jp = ± k
1
2

|q| 32

(
m2 +

|p|2

c2

) 1
4

q.

The subset

C =

{
(q,p) ∈ Ω : Jp = ± k

1
2

|q| 32

(
m2 +

|p|2

c2

) 1
4

q

}
is closed in Ω and, therefore, the system is integrable on the open subset Ω∗ = Ω\C.
Moreover, we notice that the points in C satisfy q ⊥ p and

|q||p|2 = k

√
m2 +

|p|2
c2

.

In particular, the set C is formed by circular solutions.
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Proof of Proposition 2.2. Notice that |ℓ| = |L(q,p)| ⩽ |p||q| and the equality holds
if and only if p ⊥ q. Let us prove the sufficient implication assuming N(ℓ,h) ̸= ∅ and
taking (q,p) ∈ N(ℓ,h). Assume ℓ ̸= 0, using the identity H(q,p) = h we have

h ⩾ c2
√
m2 +

|p|2
c2

− k

|ℓ|
|p| −mc2 ⩾ µ(ℓ)

where µ(ℓ) = inf [0,∞[ ψℓ(x) and

ψℓ(x) = c2
√
m2 +

x2

c2
− k

|ℓ|
x−mc2.

The infimum µ(ℓ) is finite when c ⩾ k
|ℓ| and a straight computation shows that µ(ℓ) =

mc2(σ − 1) in that case. Consequently, from h ⩾ µ(ℓ) we have h+mc2(1− σ) ⩾ 0.
Moreover, the infimum is achieved if and only if |ℓ| > k

c
.

The boundary case when the infimum is achieved corresponds precisely to the
points of C. Indeed, the infimum of ψℓ(|p|) is taken when

|ℓ||p| = k

√
m2 +

|p|2
c2

,

which is satisfied by the points of C since |ℓ| = |q||p|.
Let us show the necessity of the condition. Let us take a point (q,p) ∈ Ω, q = λe1,

p = µe2, λ > 0, µ ∈ R. Therefore L(q,p) = λµ = ℓ and H(q,p) = ψℓ(|µ|) = h.
If |ℓ| ̸= 0, choosing (ℓ, h) accordingly to the statement implies that a positive value
|µ| can be chosen such that the equality holds. Once µ is fixed, we obtain λ = ℓ/µ.
The case |ℓ| = 0 follows from taking q = λe1 and p = µe1. □

5. Dependence of a third constant of motion

Let us consider (h, ℓ) ∈ E . It is a well-known result that solutions for these
constants of motion are periodic or quasi-periodic. As we showed in Lemma 3.2
periodicity happens when Θ is commensurable with π, whereas quasi-periodic solu-
tions appear in the other case. Following Landau [5] or Section 3 with V (r) = k

r
,

one find for the relativistic Coulomb problem

Θ =

√
1− k2

ℓ2c2
.

In particular, Θ depends on the angular momentum ℓ.
Let us fix (ℓ, h) ∈ E such that Θ /∈ πQ. By Lemma 3.2 the solution x(t) is dense

in the torus described by the first integrals H = h and L = ℓ. In consequence, F
is constant in the set N(ℓ,h). Since the values of ℓ such that Θ /∈ πQ are dense in
E , we have that F is constant in each (h, ℓ) ∈ E . Consequently, F is a continuous
function of (h, ℓ).

6. The relativistic Runge-Lenz vector

In this section we describe the relativistic Runge-Lenz vector with the aim of
proving Proposition 2.4. Similar computations can be found in [7] for a Hamilton-
like vector. From the definition of the Lorentz factor in (8), notice that γ(p) ⩾ 1
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for any p ∈ R2. Invoking the identity ⟨u× v,w⟩ = ⟨u,v×w⟩ together with the
definition of the Runge-Lenz vector R in (7) we obtain

⟨R,q⟩ = −mkγ|q|+ |q× p|2,

which implies the relativistic conic equation

|q|+ 1

mkγ
⟨R,q⟩ = 1

mkγ
|q× p|2, (27)

for any (q,p) ∈ (R2 \ {0})× R2. Let us consider the Hamiltonian system

dq

dt
=

p

mγ
,
dp

dt
= −k q

|q|3
. (28)

Unlike the Newtonian case, the relativistic Runge-Lenz vector is not a first integral
of motion. However an explicit expression for R can be obtained and from it we can
deduce the expression of the orbits.

We compute the variation of the relativistic Runge-Lenz vector using

d

dt

(
q

|q|

)
=

q̇

|q|
− q

|q|3
⟨q, q̇⟩ = 1

|q|3
(q× q̇)× q

=
1

mγ
(q× p)× q

|q|3
= − 1

mkγ
(q× p)× dp

dt
.

Since ℓ = |q× p| is first integral, ℓ = ℓe3. Due to the reversibility of the system, it
is not restrictive to consider the curve (q(t),p(t)) being positive oriented. That is,
q× p = ℓe3 with ℓ ⩾ 0. Thus,

d

dt

(
kq

|q|

)
= − 1

mγ
ℓ× dp

dt
= − 1

mγ

d

dt
(ℓ× p).

And so we deduce
dR

dt
= −mkdγ

dt

q

|q|
. (29)

The vector R is confined in the plane R2 × {0}. We consider the mobile reference
system {α(t),β(t)} given by

α :=
q

|q|
, β := Jα.

We can write α = (cos θ, sin θ), where θ = θ(t) is the argument function of α. In
this reference system the relativistic Runge-Lenz vector is written as

R = Rαα+Rββ,

with Rα = ⟨R,α⟩ and Rβ = ⟨R,β⟩. Direct time derivation gives α̇ = θ̇β and

β̇ = −θ̇α. Taking time derivatives on the previous equality and using (29) we
obtain

(Ṙα − θ̇Rβ)α+ (Rαθ̇ + Ṙβ)β = −mkdγ
dt

α,

and we arrive to the system Ṙα − θ̇Rβ = −mkdγ
dt
,

Ṙβ + θ̇Rα = 0.
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From now on let us assume ℓ > 0 so that θ = θ(t) is a diffeomorphism between
certain intervals. Taking θ as independent variable, R = R(θ) and denoting with ′

the differentiation with respect to θ, we obtain{
R′

α −Rβ = −mkγ′(θ),
R′

β +Rα = 0.
(30)

From the definition of R,

Rα = ⟨R,α⟩ = −mkγ +

〈
p ∧ (q ∧ p),

q

|q|

〉
= −mkγ +

1

|q|
|q ∧ p|2 = −mkγ +

ℓ2

|q|
,

and from the conservation of energy h = (γ − 1)mc2 − k
|q| , so we can bind Rα and γ

with the expression

Rα = −ℓ
2

k
(h+mc2) +

m

k
(ℓ2c2 − k2)γ. (31)

From the previous equality we obtain

γ′ =
k

m(ℓ2c2 − k2)
R′

α,

and substituting in (30) we arrive to the linear system{
R′

α = σ2Rβ,

R′
β = −Rα.

(32)

where σ2 = 1− k2

ℓ2c2
. The previous discussion proves Proposition 2.4.

7. A description of the motion at the collision

In this section we prove Proposition 2.5. The motions of the relativistic Coulomb
problem for angular momentum |ℓ| < k/c collide with the singularity at the origin
as shown, for instance, in [5]. Let us set the instant of collision at t = 0 and
approaching it from t > 0. Let us consider the map

w : (R2 \ {0})× R2 → R2

defined by w(q,p) = (⟨q,p⟩ , ⟨q ∧ p, e3⟩) and let us denote by w1 and w2 the first
and second component of w, respectively. We notice that the map w is polynomial
and the map

(q,p) ∈ (R2 \ {0} × R2) 7→ (q,w) ∈ (R2 \ {0} × R2)

is a diffeomorphism with inverse given by

p = w1
q

|q|
+ w2

Jq

|q|
.

It is an straightforward computation to verify the identity

|w|2 = |q|2|p|2.
Using the previous on the definition of γ and the energy, we obtain the identities

γ =
1

|q|2

√
m2|q|2 + |w|2

c2
,
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and

(h+mc2)|q| = c2
√
m2|q|2 + |w|2

c2
− k.

The set

M := {(q,w, h) ∈ R2 × R2 × R : (h+mc2)2|q|2 =
[
c2
√
m2|q|2 + |w|2

c2
− k
]2}

is a smooth manifold of dimension four that is invariant under the flow

dq

dt
= 1√

m2|q|2+ |w|2
c2

(
w1

q
|q| + w2

Jq
|q|

)
,

dw1

dt
= h+mc2 − m2c2|q|√

m2|q|2+ |w|2
c2

,

dw2

dt
=
dh

dt
= 0.

(33)

This vector field is discontinuous at q = 0 but it is bounded. Indeed, letting q = reiθ,
dr

dt
=

w1√
m2r2 + |w|2

c2

,

dθ

dt
=

ω2

r
√
m2r2 + |w|2

c2

.
(34)

Notice that the first equation is smooth at r = 0, whereas the second equation
corresponding to the argument is singular. Assume r(t) → 0 as t → 0 with t > 0.
Then, from the second equation of (33),

dw1

dt
= h+mc2 + o(1),

implying

w1(t) = w10 + (h+mc2)t+ o(t).

Assume that w10 ̸= 0. Using the previous equality in the first equation of (34) we
obtain

dr

dt
=
c2w10

k
+ o(1),

and so

r(t) =
c2w10

k
t+ o(t).

Consequently,
1

r(t)
=

k

c2w10t
+ o(1/t).

Using the previous equality in the second equation of (34) we obtain

dθ

dt
=

w2

w10t
+ o(1/t)

and, therefore,

θ(t) = θ0 +
w2

w10

ln(t) + o(| ln(t)|).

Observe that the condition w10 ̸= 0 is not restrictive. Indeed, if w10 = 0 then
w1(t) = ⟨q(t),p(t)⟩ → 0 as t→ 0. In particular, |w(t)| → ℓ as t→ 0. Besides, from
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the conservation of energy, |w(t)| → k
c
as t → 0 so we have |ℓ| = k

c
at the collision,

which contradicts |ℓ| < k/c.
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