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Abstract 
A nested-grid approach with both normal and tangential velocity boundary conditions 

for 3-dimensional finite-difference, semi-implicit hydrodynamic models with Cartesian 

grid is evaluated. The nested implementation results show the same results that a non-

nested semi-implicit implementation when both the inner and outer grids have the same 

resolution. Two kinds of tests applied to three different examples validate and 

demonstrate the excellence of the implementation. The examples are a synthetic 

rectangular basin with a constant wind, a real river model (Sacramento River, USA) and 

a real lake model (Lake Tahoe, USA). Simulation results of the real models are 

compared to sensor measurements in order to demonstrate the accuracy and 

applicability of the nested model implementation. The performance evaluation shows a 

dramatic improvement in memory requirements and simulation time. This work also 

evaluates the influence of the tangential velocity boundary conditions in the simulations 

(result quality and execution time), showing the impact on the results’ quality when 

very strong currents, lateral circulations and/or vortices exist. 

Keywords: model validation; nesting; shallow water equations; tangential velocity; real 

test models 

Highlights 

• A nested-grid implementation for 3D hydrodynamic models was evaluated and 

validated in two real applications • The inclusion of tangential velocities in the nested 

boundary conditions highly affects result quality when very strong currents, lateral 

circulation and/or vortices exist • The memory requirement is drastically reduced by 

using both nesting and a linear data representation that avoids storing dry cells.  
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1. Introduction 
In the last decade, considerable progress has been made in the development of three-

dimensional (3D) transport and mixing models which, based on the numerical solution 

of the Shallow-Water Equations (SWE), are capable of resolving with reasonable 

accuracy and computational cost large-scale physical processes in rivers, lakes and 

reservoirs ([1-5]). These models can also potentially be used to simulate local-scale 

processes, such as near-shore processes, where detailed topography and large changes in 

vorticity produce changes over small spatial scales, which requires high resolution grids 

to resolve. The challenge is that the high resolution grid needed to simulate local-scale 

processes requires disproportionately large amounts of CPU time and memory. Long 

simulation times are unacceptable when these models are part of decision support 

systems where, multiple simulations need to be run, or when the duration of a 

simulation exceeds the time period within which a result is required. 

Unstructured or structured grid models could be used to conduct simulations of large 

basin-scale and local-scale processes. Unstructured models use grid cells of varying 

shapes and sizes that are pieced together to better represent topographic and bathymetric 

complexity. Small cell size can also be utilized where the local-scale processes are 

represented, increasing cell size away from the zone of interest. These models, however, 

are more computationally expensive than structured grid models ([6]). The algorithmic 

details are more complex than with structured grids, and the results are extremely 

sensitive to the quality of the generated mesh. Many important related physical 

processes (for example moist convection or suspended sediment transport) cannot be 

represented in an immediate and simple way as can be done with structured grids ([7]). 

Many studies in shallow water modeling have used finite-difference, structured 

Cartesian grid models with very satisfactory results ([2,3,7,8]). Grid generation tasks 

and the implementation of the numerical solution are simpler when compared with 

unstructured approaches. Local-scale processes can be simulated using a high resolution 

grid covering the entire domain. However, this comes at a very high-computational cost. 

Alternatively, nested-grid models can be used at much lower computational cost in 

oceans ([8,10]), lakes ([3]) and rivers ([11]). In nested grid models, a higher resolution 

model (the inner model), is used to simulate the local-scale processes in a target zone. 

This inner model is embedded within a coarser resolution model (the outer model) that 

simulates the basin-scale processes. This approach allows for both the representation of 



 

small scale mixing and transport processes, as well as the required resolution of small 

scale topographic and bathymetric features. The exchange of information between the 

outer and inner models becomes the critical task on which the quality of the solution 

depends.  

Two approaches have been used to exchange information between the components of a 

nested-grid model. In conventional one-way nesting ([3,8,11-13]), the fine-resolution 

inner model is forced by the solution of the outer model, which is used to provide open 

boundary conditions. Alternatively, two-way interaction ([14-17]) may be used between 

the inner and outer models. This approach adds feedback from the inner model to the 

outer model, with the intention that the outer model benefits from the increased 

accuracy of the solution yielded by the inner model. Two-way interaction requires more 

execution time (computation and communication time) and does not always improve the 

results ([18]).  

The exchange of information from outer to inner model (carried out in both one-way 

and two-way nesting) usually includes velocities, active scalar concentration (e.g. 

temperature, salinity or suspended sediment concentration), non-active scalar transport 

(e.g. chlorophyll concentration, tracer concentration) and water surface elevation. Many 

models ([13,15,17,19]) transfer normal velocity components to ensure that mass and 

momentum diffusion fluxes through the nested boundary are consistent, but they do not 

transfer tangential velocities. While some models ([8,14]) do transfer tangential 

velocities, they do not study its influence in the result quality and computational time. 

However, as is shown here, the absence of tangential velocities in the boundary 

conditions could be a source of error, especially, when the currents and lateral 

circulation are strong and/or features such as vortices exist.  

A nested-grid one-way implementation for a semi-implicit finite-difference second-

order Cartesian grid approach for the 3D-SWE (called Si3D [5]) is here evaluated and 

validated. The memory requirement is drastically reduced by using both nesting and a 

linear data representation that avoids storing dry cells. Two kinds of tests applied to 

three different examples validate the implementation and demonstrate the excellence of 

the results. The examples are:  

 A synthetic rectangular basin with a constant wind, which demonstrates that the 

hydrodynamic fields in the inner and outer models are the same. 



 

 Sacramento River (USA). This model is being used to understand the influence 

of river dynamics on the migration of salmon and to reproduce the lateral 

circulation in the area of meanders. 

 Lake Tahoe (USA). This model is being used to study the transport of 

contaminants and planktonic larvae in the near-shore (littoral) zone. 

The use of high resolution grids involves a serious computational cost for real models. 

This high computational cost prevents to predict in advance the migration of salmon in 

Sacramento River or the impact of contaminants and invasive species in Lake Tahoe. 

This happens due to the huge number of operations and the large storage memory 

required in 3D, semi-implicit, second order models, even when storing dry cells is 

avoided; for example, Lake Tahoe high resolution models need a computer with more 

than 12 GB of memory and Sacramento River high resolution models need more than 

4GB of memory, even avoiding storing dry cells. Besides, when the sequential 

implementation is executed in an entry-level server, such as the Intel® Xeon® CPU 

L5506 core  (4MB cache, 2.13 GHz, 4.80 GT/s Intel® QPI) with 16 GB of memory,  

Lake Tahoe high resolution model finishes 20 times after the end of the simulated 

period while Sacramento River high resolution model finishes nearly 3 times after. We 

have developed a hybrid shared and distributed memory parallel implementation with 

very good results for middle resolutions in cluster computers with multicore entry-level 

nodes, but with poor results for the high resolution needed in local-scale process 

simulations [18]. In order to deal with higher resolution models a nesting procedure is 

here used. Moreover, the real examples illustrate the importance of tangential velocities 

communication from outer to inner model. Lake Tahoe’s tangential velocities are 

generally small compared to other forces, while in Sacramento River, due to strong 

currents and lateral circulation, they are much stronger.  

This manuscript is organized as follows. Section 2 describes physical and computational 

characteristics of the Si3D model and the nesting approach used. Section 3 validates the 

nested implementation with two kinds of tests and both with synthetic and real 

examples, demonstrates the influence of tangential velocities in the simulations and 

evaluates the implementation performance. Finally, the last section summarizes the 

conclusions.  



 

2. Si3D and the nesting approach  
The finite-difference semi-implicit hydrodynamic and transport 3D Cartesian model 

used in this work was initially proposed for estuarine circulation [5] and it is also being 

used and validated in lakes and rivers [7]. In this work, for example, the nesting 

approach is validated with lake and river models. Si3D is based on the numerical 

solution of the 3D-SWE ([5]), the simplified form of the Reynolds averaged Navier-

Stokes (RANS) equations. The governing equations can be written as    

 

           (1a) 

       (1b) 

   (2) 

  (3) 

   (4) 

          (5) 

 

These equations comprise the 3D-SWE. They express the physical principles of 

conservation of mass for an incompressible fluid (Eqs. 1a-b), conservation of 

momentum (Eqs. 2-3) and conservation of energy (Eq. 4). The velocity components in 

the x, y, and z directions are denoted by u, v, and w, t is time, f is the Coriolis parameter, 

g is the acceleration due to gravity,  represents water density variation with respect to 

a mean reference value 0, ζ is the water surface elevation above an undisturbed level 

that can be chosen as z=0, and -H=-H(x,y) is the depth of the bottom boundary 

measured from the undisturbed free surface z = 0. Eq. 1a is the three-dimensional form 
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of the continuity equation, while Eq. 1b results from 1a by integration over the water 

depth, accounting for the kinematic boundary condition at the free surface and is the 

equation governing the free surface position. The integral terms in Eqs. 2-3 are referred 

to as baroclinic (pressure gradient) terms. The water surface slope terms in Eqs. 2-3 are 

referred to as barotropic (pressure gradient) terms. Eq. 4 represents the transport 

equation for active scalar concentration fields, s (temperature or salinity or sediment 

concentration). The last term in Eq. 4 is a source-sink term representing the surface heat 

flux, and cp is the heat capacity of water. The coefficients KH and KV represent the 

horizontal and vertical turbulent transport coefficients for momentum (or kinematic 

eddy viscosity), and DH and DV are the horizontal and vertical turbulent transport 

coefficients for active scalar concentration (eddy diffusivity). Eq. 5 is a state equation 

which links active scalar concentration and density, ρ. 

 

The governing equations are first posed in layer-averaged form by integrating over the 

height (h) of a series of horizontal layers separated by level planes. The layer-averaged 

form of the equations is discretized using a semi-implicit, three-level, iterative leapfrog-

trapezoidal finite-difference algorithm (with second-order accuracy) on a staggered 

Cartesian grid. The calculations to obtain the finite-difference form and the layer-

averaged form of the governing equations are detailed in [5]. The layer-integrated 

volumetric transports replace velocities as the dependent variables so that the depth-

integrated continuity equation that is used in the solution for the water surface elevation 

is linear. Volumetric transports are computed explicitly from the momentum equations 

(Eqs. 2 and 3). The resulting method is mass conservative, efficient, and numerically 

accurate ([5]).  

 

The semi-implicit approach (see [20]) is based on treating implicitly the 

barotropic pressure gradient in the momentum equations and the velocity divergence in 

the continuity equations, in order to avoid time-step limitations due to gravity-wave 

Courant-Friedrichs-Levy CFL condition. All other terms, including the baroclinic 

pressure gradients associated to spatial variations in density, are treated explicitly. 

Laplace operators are used to represent mixing. Constant mixing coefficients are used to 

parameterize the effect of horizontal eddies or vortexes. A two-equation turbulence 

model calculates the vertical eddy coefficients of mixing. Computations in each 

iteration proceeds on a water column-by-water column to assemble a five-diagonal 



 

system of equations for water surface elevation ζ. This system is then solved using a 

preconditioned non-symmetric conjugate gradient method, which is an iterative method 

(hence approximate) that converges to the correct value within a tolerance. Horizontal 

velocities are recovered from the updated values of ζ. The vertical velocity, w, is then 

updated using the continuity equation (Eq. 1a). The active scalar concentration is solved 

after the hydrodynamic variables are determined. 

 

The 3D model variables are stored in one- or two-dimensional arrays in order to 

decrease memory requirements. 1D arrays store 2D variables defined in x and y 

directions, such as water surface elevation ζ. 2D arrays store 3D variables defined in x, 

y and z directions: first dimension for x and y, second for z. This implementation 

improves the memory requirements and the data locality by not reserving space for dry 

columns. Neighboring north, south, east and west water columns are accessed using 4 

arrays of one dimension (one for each direction). These arrays avoid the extra 

operations needed to obtain neighbor columns, while take up an imperceptible memory 

space; for example, these arrays take up 0.05% of the total memory required in Lake 

Tahoe model and 0.02% in Sacramento River model. 

2.1 Nesting procedure   

Figure 1 presents a schematic set up of a nested solution for the problem of simulating 

circulation and transport in a rectangular-shape basin. However, the nesting approach 

used allows irregular cuts, to adapt to the region of interest and remove the deep areas, 

which increase the computational cost. The Figure 1 example resolves the local-scale 

physical processes in the sub-basin or sub-domain formed by the northeastern corner; 

those processes are partly driven by the large-scale basin circulation. The basin is 

discretized using a structured grid with square cells of horizontal size Δxog. The 

boundary that separates the sub-basin from the rest of the lake will be referred to as the 

IO (Inner/Outer) boundary. The sub-basin in the inner model is discretized with cells of 

size Δxig ≤ Δxog. Therefore, the number of water columns of the inner model, Nim, will 

be larger than the number of columns of the outer model in the sub-basin Nom, being Nim 

= (Δxog/Δxig)
2
 Nom. The ratio Δxog/Δxig will be the grid refinement rg. Column vertical 

resolution can vary among columns. The vertical resolution of the inner and outer grids 

is equal in the implementation. 



 

 

Figure 1. Nesting grid example, (a) outer grid model or basin where Δxog is East-West 

and North-South horizontal resolution and (b) inner grid model or sub-basin where 

horizontal resolution Δxig is half the outer model horizontal resolution. 

 

The nested procedure consists of a set of rules defined to exchange information across 

the boundaries that separate the inner model and the outer model (here on referred to as 

the IO boundary). These rules include (1) the identification of the variables whose 

values need to be exchanged across the boundary, so that, in the process of assembling 

the equations and matrices that govern the solution in the inner sub-domain, all 

necessary values are known; (2) an appropriate interface between the outer and the inner 

model must be designed and implemented so that there is an exact and univocal 

correspondence between grid indexes and discrete variables between the inner and outer 

models, (3) instructions on how the equations need to be assembled so that the inner and 

outer model solutions coincide in the inner sub-domain if both inner and outer models 

use the same space-time resolution. Details of the development of the nesting procedure 

are given in Acosta et al. (2013, MAMERN). 

Independently of whether the nested solution is implemented using a one-way or 

a two-way approach, the inner model needs to exchange information with the outer 

model along the IO boundaries. In the simulations presented here, the outer model 

exchanges information (scalar concentration, height, normal and tangential velocities 

and volumetric transports) with inner model at each time step Δt and both models have 



 

the same time step, one acceptable to inner model. However, the time steps of inner and 

outer models (Δtim and Δtom) do not need to be the same. In fact, Δtom could be larger 

than Δtim given the larger size of the grid cells. The lapse of time between consecutive 

communications could also expand to several time steps of the outer model and the IO 

boundary information could be interpolated in time, letting outer model simulate ahead 

of time. Preliminary tests showed that the best results were obtained when the time steps 

are the same in the outer and inner models, and the communications are conducted once 

per time step. However, communication every few time steps produced very similar 

results, and reduced the amount of data exchange. This can be taken into account when 

the user needs to improve the computational cost without losing too much quality in the 

results. 

3. Model evaluation 

Two kinds of tests and three examples (a synthetic rectangular basin with a constant 

wind, Sacramento River and Lake Tahoe) are used to validate and evaluate the model. 

The tests are: 

A. A test with outer and inner models with the same resolution is applied to the 

three examples (rg=1). This test is designed to demonstrate that the inner and 

outer domains are coupled seamlessly. In this test, the velocity fields (u (E-W), v 

(N-S) and w (vertical)), water surface elevation (ζ) and temperature (s, active 

scalar concentration) of both models are compared.  

B. A test with an inner model with higher resolution than the outer model is applied 

to the real examples (rg>1). The simulation results of the higher resolution inner 

model are compared to available sensor measurements, in particular, flow data 

in Sacramento River and profiles of horizontal velocity in Lake Tahoe, in order 

to demonstrate the implementation accuracy and the hydrodynamic model 

accuracy. Performance (memory and time) improvement is also analyzed. 

Performance has been evaluated in a computer with characteristics (processor 

microarchitecture, processor normal clock speed, cache memory size and 

architecture, point-to-point memory communication instead of bus memory 

communication, speed of memory communication etc.) of a conventional low-

priced and low-power consumption entry-level server. The computer has an 

Intel® Xeon® CPU L5506 processor (4 cores, 4MB cache, normal clock speed 



 

2.13 GHz, 4.80 GT/s Intel® QPI – 19.2GB/s max. memory bandwidth, and low 

thermal design power of 60W) and 16 GB of memory (the Intel recommended 

customer price is $423).  

In test A the differences between the outer and inner model solutions after multiple 

simulation time steps are taken as a measure of the validity of the nested algorithm 

implementation. This differences were quantified using the root mean squared error 

(RMSE) and a normalized root-mean-squared error (NRMSE), defined as follows 

 

      
            

    
   

   
                                                                                              (15) 

       
    

         
                                                                                                  (16) 

 

In these equations, x
1
 is a variable in the outer model and x

2
 the same variable in 

the inner model; xmax and xmin are its maximum and minimum values both in outer and 

inner model. Nim is the total number of water columns in the inner model. The RMSE 

has been used in Test B too, in that case to quantify the differences between the sensor 

measurements and the simulations results, where x
1
 represents the sensor 

measurements, x
2
 the simulation results of the higher resolution inner model and Nim is 

the total number of experimental data collected along the time. 

In the first example, the domain is a flat bottom rectangular basin with a small number 

of grid cells (Section 3.1). The sub-basin is the southern end of this basin. In the second 

(Sacramento River), the sub-basin is a curve of the river that presents high values of 

velocities (normal and tangential) and lateral circulation, producing vortexes in the sub-

basin frequently (Section 3.2). The last example (Lake Tahoe) resolves the circulation 

and transport patterns in the lake’s near-shore regions (Section 3.3). The two real 

examples also illustrate that the construction of the IO Boundary is a non-trivial task 

because the chosen implementation affects the quality of the results significantly as 

shown by the influence of tangential velocities in Sec. 3.4. 

3.1. Case 1: Rectangular flat bottom basin. 



 

Test A was applied to a rectangular basin aligned in the N-S direction, with a length of 

99m and a width of 5 m (see Figure 2). It has a constant depth of 10 m. The basin is 

discretized using square cells of size Δx = 1 m and Δy = 1 m, and a vertical dimension of 

Δz = 0.5 m. The inner grid covers the southern 19 m of the channel. The model is forced 

with a constant southern wind, and the period of time simulated is 10 days. The time 

step is set to 5 seconds. Every 20 hours, all the variables (u, v, w, ζ and s on the free 

surface plane) were output, and the outer and inner solutions in the southern end of the 

basin were compared.  

 

Figure 2. A rectangular channel: (a) outer model and (b) inner model 

 

The normalized error is obtained during the simulations for all variables in all 

output epochs (every 20 hours). Besides, the water volume of the outer and inner 

models in the coincident zone is compared in order to demonstrate the volume 

conservation between the outer and inner models. This volume is calculated multiplying 

the sum of ζ by the product Δx × Δy, being Δx and Δy the horizontal dimension of the 

cells. The NRMSE (Eq. 16) for all variables and the water volume comparison is less 

than 4% in all output epochs.  The largest errors are for ζ (water surface elevation). This 

error is low and is due to the preconditioned conjugate-gradient method used to solve 

the five-diagonal system of equations for water surface elevation. An iterative method, 

such as the preconditioned conjugate-gradient, converges to the solution of the matrix 

problem with a much lower computational cost than direct methods. However, the 

solution of a direct method is exact, while the solution with an iterative method is 

approximate within a tolerance, which is set by the user. In real applications, it is not 

efficient to use direct methods to solve the very large systems of equations that are 



 

assembled, but in simplified and very small problems, the direct methods can be used to 

eliminate the approximation error in the solution of the matrix. Given the size of the 

problem being solved in this test case, the system of equations for free surface elevation 

can be solved with a reasonable cost using a direct method in both outer and inner grid. 

In this manner, we eliminate the solution of free surface elevation as a source of error. 

The RMSE for u, v, w, ζ and s are then all zero. These results demonstrate that the 

nested approach here proposed does not introduce errors. 

3.2. Case 2: Sacramento River  

The Sacramento River (Figure 3(left)) model is being used to study the influence of 

river dynamics in the migration of salmon and, in particular, how lateral circulation in 

the area of bends influence salmon drift toward the headwaters, since many of these 

salmon begin or end in this type of river structures. The fluvial dynamics in the lower of 

the river is influenced both by the flow from the middle stretch of the river and its 

tributaries, as well as by tidal dynamics. Reproducing the lateral circulation and small-

scale vortices in the area of meanders requires a high resolution grid (a bathymetry with 

square columns of 2m, the maximum resolution available provided by the United States 

Geological Survey (USGS), is enough), which made it computationally unfeasible. The 

nested procedure here proposed allows resolving the problem with an acceptable 

computational time by using a high resolution grid just in the meander area under study, 

Clarksburg Bend (Figure 3(right)). The data presented here are the results in this 

meander in the outer and inner models. The outer domain includes the whole basin 

(shown in Figure 3(left)) and is discretized using grid cells of size 10m x 10m in the 

horizontal plane while the inner domain uses 10m x 10m (Test A) or 2m x 2m (Test B) 

cells, i.e. rg=1 or rg=5, respectively.  



 

 

Figure 3.  Sacramento River hydrodynamic model domain: outer domain (left) and inner 

domain (right). The river is shown in blue and tributaries are shown in red. Markers 

show the location of USGS gaging stations used as model boundary conditions and 

internal validation points.  

 

The boundaries of the outer domain were chosen to match the location of 

existing USGS gaging stations (FPT, WGA, WGB, SUT, STM, DCC and GEO, Figure 

3(left)). Inflows were forced at model boundaries matching the locations of FPT, SUT, 

STM and DCC, according to observations collected in each of these gaging stations, in 

a given time period. Free surface elevations at the other three model boundaries were 

forced to vary according to observations collected in WGA, WGB and GEO gaging 

stations respectively. Temperature comparison is not provided for Sacramento River, 

because it was kept constant (with a uniform temperature equal to 8º C typical of the 

winter period) in all the simulation due to the negligible variations in Sacramento River 

temperatures in the month studied (January). Sacramento River temperatures normally 

begin to decline in October, remain uniform from December to March, and begin to 

increase in April. The model was simulated during a period of time (simulation or study 

period) of 10 days in 2009 starting on January 8th and ending on January 17th. 



 

Test A. Velocity field and water surface elevation comparison - All the domain has 

been compared between inner and outer models in the area where both coincide (Figure 

3(right)). Figure 4 compares, for each variable evaluated, the value obtained by the 

solution of inner model (Figure 4, y-axis) with the solution obtained by outer model 

(Figure 4, x-axis) for all output epochs at the same time. If the solution obtained by 

outer and inner model is exactly the same, its value is placed on the dashed line. If the 

outer model solution is higher than the inner model, the point is placed in the lower 

triangle while if it is lower, it is placed in the upper triangle. The compared variables are 

horizontal velocities (u and v) vertical velocity (w) and water surface elevation (ζ). The 

NRMSE (Eq. 16) averaged over the simulation time is 4%, 2%, 3% and 0.2% for u, v , 

w and ζ  respectively. Finally, the sum of ζ is used to check for volume conservation, 

applying the same procedure as in the case of rectangular flat bottom basin to obtain 

volume ((Σζ) × Δx × Δy). The RMSE (Eq. 15) averaged over time is 0.19m
3
, which 

represents 0.1% of the average volume over the simulation time measured in the 

coincident area.  

 

Figure 4. Sacramento River: u, v, w and ζ, compared between inner and outer model 

solutions in all the domain. Each point represents the value obtained by inner model 



 

solution (y-axis) against the solution obtained by outer model (x-axis). If both solutions 

coincide, the point is located on the dashed line. 

 

Test B. Comparison with sensor measurements and performance - The flow (current) 

is calculated in a section of the river in the curve (Figure 3(right)). This computed flow 

is then compared with flow data supplied by the USGS field station at FPT (Figure 

3(left)), measured with a short-range Nortek Acoustic Doppler velocity meter and 

Current Profiler (ADCP) with upward-looking stage sensor, giving a RMSE of ~21m
3
/s 

(5% of maximum flow measured in FPT). However, as Figure 5 shows, these deviations 

occur especially during periods of high and low tides (maxima and minima in Figure 5); 

in fact, Clarksburg Bend is located downstream of FPT and therefore receives a greater 

influence of tidal dynamics than FPT, so these deviations are expected. A Goldin filter 

can be used to eliminate the tidal component of the results and obtain just the desired 

discharge component of the main river. With a Goldin filter, the RMSE is practically 0, 

as shown in Figure 6, (0.3m
3
/s, which is 0.01% of the maximum flow measured in the 

field, FPT). Performance improves significantly by both storing just columns with water 

and applying the nested implementation. First, the memory requirement is reduced a 

97.19% approximately by storing just columns with water. Second, by applying in 

addition the nested implementation, the memory is reduced, additionally, an 85%, and 

the sequential time is reduced an 82% in the test computer described above. These 

reductions allow the use a low-priced computer in the research or predictions (this also 

means low energy consumption). Moreover, it also allows running multiple simulations 

all at once in staffs’ personal computers, or in a low-priced cluster. 

 

Figure 5.  Sacramento River: Simulated discharges (m
3
/s) at a section located in the 

bend compared to measured values at FPT gate by ADCP. 



 

 
Figure 6.  Sacramento River: Discharge after applying a Goldin filter to remove the tidal 

component and obtain just the discharge component in the results (m
3
/s). 

 

3.3. Case 3: Lake Tahoe   

The nested-grid approach is being used to resolve near-shore circulation in Lake Tahoe 

(Figure 7). The extraordinary variability of the physical environment in the near-shore 

makes the task of characterizing it by means of observations a challenge.  

 

Figure 7. Lake Tahoe hydrodynamic model domain: outer model (left) and inner model 

(right).  

 



 

Near-shore circulation can be used in different studies. For example, in Lake Tahoe, it is 

going to be used to develop a long-term risk assessment of Asian clam growth, spread 

and impact. In this study, the near-shore circulation can be used to develop a transport 

model of Lake Tahoe to characterize the pathways of transport of young life stages of 

Asian clams from the existing beds to other near-shore areas. To achieve this goal, a 

high resolution model must be used where fine-scale information is needed (such as in 

the near-shore). The nested approach to develop a high-resolution transport model of the 

near-shore is justified because the high-resolution simulation of the whole lake (roughly 

20 km x 30 km in the horizontal dimension and a depth of up to 500 meters in the 

vertical dimension) would require expensive computation hours in expensive and high 

energy consumption parallel computer platforms.  

The selected study area for the observational experiments was the region 

adjacent to the largest urban area, South Lake Tahoe (Figure 7). This is where the 

greatest anthropogenic effects are known to occur and declining water quality has been 

measured ([21]). The outer domain is discretized using grid cells of size 100m x 100m 

in the horizontal plane, while the inner domain uses 100m x 100m (Test A) or 20m x 

20m (Test B) cells, i.e. rg=1 or rg=5, respectively. The Lake Tahoe bathymetry data used 

for the present study was obtained from USGS (Figure 7). Notice the different 

resolution of the bathymetric information near the IO boundary on the north, and away 

from it.  The vertical resolution is set up as layers with variable depth increasing from 

0.5 m near the top to nearly 10 m near the bottom.  

In the simulation, the model was forced (input data) using surface heat and 

momentum fluxes estimated from local atmospheric variables (short and long wave 

radiation, air temperature, relative humidity, and wind speed and direction) obtained 

from meteorological data. These data were taken primarily from meteorological stations 

maintained by the Tahoe Environmental Research Center (TERC). There are ten 

shoreline and on-lake meteorological stations. All stations provide a near-continuous 

record of wind magnitude and direction and air temperature. The model was simulated 

during a period of time (simulation or study period) in 2008 starting on July 22nd and 

finishing on July 31st. 

Test A. Velocity field, water surface elevation and temperature comparison - All the 

domain has been compared between inner and outer model in the coincident area (Fig. 



 

7(right)), both models with 100m square columns. The variables evaluated are 

horizontal velocities (u and v), vertical velocity (w), water surface elevation (ζ) and 

temperature (s). The results are similar to those obtained in Sacramento River. The 

NRMSE (Eq. 16) averaged over time is 2.5%, 1.7%, 0.8%, 1.7% and 0.9%  for u,v, w, ζ 

and s respectively. Finally, the RMSE (Eq. 15) of the water volume ((Σζ) × Δx × Δy) 

differences between outer-inner models, averaged over time, is 0.22m
3
 which represents 

0.14% of the average volume over time measured in the coincident area. 

Test B. Comparison with sensor measurements and performance - Near-continuous 

profiles of velocities (magnitude and direction) in 0.50 m vertical bins were observed 

with an ADCP. Equipment was deployed from July 28th (Julian day 209) to July 31st 

(Julian day 212) 2008 in the near-shore of the south region. The results of the high-

resolution model (u and v horizontal velocity) were compared with the profiles of 

velocities measured by ADCP (Figure 8). As shown in the figure, the high-resolution 

model provides an accurate representation of the observations for the u velocity 

component and especially for the v velocity component. Performance improves 

significantly by both storing just columns with water and applying the nested 

implementation. First, the memory requirement is reduced a 34.8% approximately by 

storing just wet cells. Second, by applying in addition the nested implementation, the 

memory is reduced, additionally, a 92%, and the sequential time is reduced a 94% in the 

test computer. These reductions allow the use of the low-priced and low-power 

consumption test computer in the research or predictions in Lake Tahoe, but, due to the 

inner and outer grid size in this particular example, our parallel implementation [22] 

must be used in order to finish the simulation before the end of the simulation period 

(the test computer has 4 cores). Multiple nested-grids of the lake can be simulated all at 

once in the in staff’s personal computers, or in a low-cost cluster.    



 

 

Figure 8.  Lake Tahoe: u (W-E) and v (N-S) horizontal velocity in a point in the 

topmost layer in the simulation period between July 28th, 2008 (Julian day 209) and 

July 31th, 2008 (Julian day 212). Experimental data measured by ADCP and simulation 

data of the high resolution model (dashed line). 

 

3.4. Influence of tangential velocities in Lake Tahoe and Sacramento 

River. 

The correct construction of IO Boundary is a fundamental task to get a correct coupling 

between outer and inner model. It is necessary to prevent a source of error that may 

impair the quality of the results of the nested model, and to avoid problems in the 

conservation of mass and volume of the nested model. In the variable dependence 

graphs for grid points next to the IO Boundary shown in Section 2, the two velocity 

components (normal and tangential) are among the variables that must be 

communicated. Some nested implementations ([13,15,17,19]) use just the normal 

component in the construction of IO Boundary, probably because tangential values for 

the simulated models are very small compared to other forces and their absence in the 

construction of IO Boundary does not affect the results, as is the case of the nested area 

simulated in Lake Tahoe, but in models such as Sacramento River, with high values of 



 

lateral circulation and flow directional gradients in the nested area (a curve in the 

domain, Figure 3(right)), the tangential velocities reach large values, being comparable 

to normal velocities. In this case, their absence in the IO Boundary construction can lead 

to cumulative errors in the nested model and a consequent loss of quality in the results.  

To assess the importance of a complete communication of the two velocity components 

in the construction of the IO Boundary in different models, the velocity field and water 

surface elevation (ζ) comparison (Test A) made above was repeated not communicating 

the tangential velocity component this time (the rest of the variables are sent as in the 

previous case).   

Table I. NRMSE (%) in all the inner domain averaged over time for Lake Tahoe and 

Sacramento River, comparing the construction of IO Boundary with and without the 

component of tangential velocity. 

Variable 

Tahoe – Using 

tangential 

velocities in IO 

Boundary 

Tahoe – Without 

tangential 

velocities in IO 

Boundary 

Sacramento – 

Using tangential 

velocities in IO 

Boundary 

Sacramento – 
Without tangential 
velocities in IO 

Boundary 

Vel. u (W-E) 2.518 3.146 4 34 

Vel. v (N-S) 1.783 2.518 2 17 

Vel. w (vert.) 0.885 0.977 3 28 

ζ (wse) 1.731 2.172 0.2 1 

s (temp.) 0.902 0.994 Not measured Not measured 

 

In the results obtained, in both real examples the differences are greater when the 

tangential velocities are not transferred (Table I).  The differences are barely significant 

in Lake Tahoe (Table I, columns 2 and 3). However, in Sacramento River, differences 

are very important (Table I, columns 4 and 5 and Figure 9), especially in velocity 

variables. Therefore, the results show that the use of the tangential velocities deserves 

attention. The simulation time is imperceptibly affected (for example, it increases just a 

0.6% in Lake Tahoe), so the model can be programmed to always use them, freeing the 

researcher or end-user from deciding about it. 



 

 

Figure 9.  Sacramento River with IO boundary built without tangential velocities: u, v, 

w and ζ, compared between inner and outer model solutions in the whole domain. Each 

point represents the value obtained by inner model solution (y-axis) against the solution 

obtained by outer model (x-axis). If both solutions coincide, the point is located on the 

dashed line. 

4. Conclusions 

 

This work presents the evaluation and validation of a nested grid approach with both 

normal and tangential velocity boundary conditions for 3D finite-difference 

hydrodynamic models with Cartesian grid. The Cartesian grid memory requirements are 

drastically reduced by using nesting and a linear data representation that stores just 

information of columns with water. This made the implementation suitable for 

simulations of irregular targets, such as rivers.  

 

The evaluation and validation of the test results show that: 

 The inner and outer domains are coupled seamlessly in the implementation 

(Tests A in Section 3). The nested approach proposed does not introduce 



 

additional errors. The errors are due to the iterative method and the different 

inner and outer grid resolution. 

 The nested-grid 3D finite-difference semi-implicit Cartesian model used and 

evaluated provides accurate simulation results using high-resolution grids, as 

shown by the comparisons with experimental sensor measurements (Tests B in 

Section 3). Simulation results provide an accurate representation of the sensor 

observations for the two real test models simulated, with almost zero errors in 

Sacramento River. 

 Both normal and tangential velocity boundary conditions are needed in nested 

models with complex flow patterns in areas with high flow directional gradients 

because flows entering the nested grid under an angle can be represented 

accurately (Section 3.4). The inclusion of tangential velocities in the boundary 

conditions highly affects result quality when very strong currents, lateral 

circulation and/or vortices exist with negligible effect on processing time. Error 

percentages even of tens in Sacramento River have been obtained when they are 

not included. The influence of tangential velocities illustrates that the 

construction of the IO Boundary is a non-trivial task because the chosen 

implementation can affect the quality of the results notably.  

 Performance improved significantly with the nested implementation proposed. A 

drastic reduction in both the memory occupied by data (85% in Sacramento 

River and 92% in Lake Tahoe) and in the simulation time (82% in Sacramento 

River and 94% in Lake Tahoe) has been achieved. These reductions imply that 

simulations can be executed in a low-priced and low-power consumption 

computer, or that multiple simulations can be run all at once on personal 

computers, or in a cluster of low-cost computers.  
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