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Abstract

A critical aspect related to the damage detection strategies by using structural

health monitoring (SHM) is the lack of diagnostic labels able to assign a dam-

age class to the measured data. In this context, a semi-supervised learning

methodology, designated as transfer Bayesian learning (TBL), is proposed with

the main objective of labeling post-processed data by selecting a limited number

of informative elements. The method suggested in this work allows to define

multi-class labels by making use of a digital twin (DT) of the structure, as a

function of specific damage-sensitive mechanical parameters. The methodology

is applied in a monumental building, the Consoli Palace, located in Gubbio,

central Italy. The structure is instrumented with several sensors in order to

measure vibrations, temperature and possible variation of existing cracks’ am-

plitudes. Several nonlinear pushover analyses are carried out on a calibrated

finite element (FE) model to use them in conjunction with Engineering judg-

ment for the definition of the damage-sensitive areas. The DT is then used as

class classifier by means of a sensitivity damage chart (SDC). Finally, a Bayesian

model updating of the damage-dependent parameters allows the probabilistic
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damage detection and identification.

Keywords: Transfer learning, Bayesian model updating, digital twin, damage

classification, continuous monitoring

Nomenclature

α Kriging approximation error

β Kriging regression parameters

ŷ Kriging predictor

X Design parameters

x SSI-based state vector

Y Observation vector

Y Vector collecting parameters of the FE model to be calibrated

y SSI-based vector of output measurements

M FE model

S Design sets

F Kriging regression model

M Mathematical model

R Kriging correlation matrix

kj Damage threshold kj

Φ Mode shape

σ Standard deviation

A SSI-based system matrix
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C SSI-based output matrix

v SSI-based vector of noise of measurements

w SSI-based vector of external input

θ Kriging correlation parameters

ζ Damping coefficient

c Bayesian normalizing factor

D Total number of measured data

d Measured data

f Frequency

F (·) Standard Gaussian cumulative distribution function

i Index of natural vibration mode

J Objective function

j Index of design parameters to be updated

Jerr Bayesian error function

kj multiplying coefficients of xj

M Total number of vibration modes

m Index of measured data

N Total number of xj design parameters to be updated

Ns Number of samples

p Probability density function

P al
j Alarm function

P dam
j Damage probability
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p1, p2 Weights of objective function

r Kriging correlation components of R

R2 Coefficient of determination

T Dimension of training population

t Time

U Total no. of FE uncertain parameters to be

up Updtaed

cov Covariance

DT Digital Twin

MF Modal Features

ref Undamaged reference state

SDC Sensitivity Damage Chart

TBL Transfer Bayesian Learning

TL Transfer Learning

1. Introduction

Structural damages suffered by monumental structures during recent earth-

quakes have gained attention on SHM-based damage detection and localization

methodologies, due to the low economic impact and non-destructive nature of

SHM technology [1]. Indeed, continuous SHM can accomplish the complex task5

of ensuring risk reduction in regions characterized by a relevant cultural heritage

like Italy, which has the greatest number of UNESCO world heritage sites in

the world [2].

Different works in literature make use of SHM as a powerful tool for investi-

gating the evolution with time of the structural modal parameters which are10
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related to material’s damage and deterioration [3, 4, 5, 6] and for investigation

of the dynamic behavior of masonry bell towers [7, 8, 9, 10, 11]. Since relevant

variations in the dynamic response of an healthy structure can also be related to

changes in the environmental conditions, many works are devoted to the study

of proper techniques able to remove the effects of temperature and humidity15

[12, 13]. The use of surrogate models, i.e. DT, for handling uncertainties in

SHM is explored in [14, 15]. Recently, the benefits of SHM were widely ex-

ploited in literature for bridges [16, 17, 18, 19] and a brief review on SHM for

data-driven damage identification problems is given in [20].

SHM is also explored in literature for damage assessment by means of Bayesian20

model updating, in order to deal with different sources of uncertainty [21]. On

the one hand, the use of an updated FE model to reach an accurate response

prediction of the real structure is widely investigated in literature [22, 23, 24,

25, 26, 27], since a Bayesian statistical framework is able to handle the inher-

ent ill-conditioning and possible non-uniqueness in model updating processes25

[28, 29]. On the other hand, only a few recent contributions deal with long-

term SHM data and damage detection. In particular, Behmanesh et al. [30, 31]

proposed a model updating technique based on hierarchical Bayesian modeling

for identification of civil structural systems under changing environmental con-

ditions accounting for different subgroups of measured data, while Sun et al.30

[32] adopted a hierarchical Bayesian framework with Laplace priors for updat-

ing the finite element model. An iterative procedure for damage detection and

localization by using the Bayesian framework through the Transitional Markov

Chain Monte Carlo (TMCMC) is proposed in [33]. A Bayesian model updating

framework of an historic masonry tower is developed in [34], while in [35] a35

Bayesian-based technique is used for the updating of the mechanical properties

associated to the base isolation system installed on a school building.

As confirmed by the literature on the topic presented above, nowadays the

most common procedure in civil SHM concerns the data acquisition and feature

extraction (system eigenfrequencies and modal shapes) through signal process-40

ing [36, 37]. Then, a smart statistical classification is necessary to convert
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monitoring data into damage information, improving the accuracy of predictive

models. This task could be accomplished by exploiting machine learning (ML)

techniques, which can be divided in three main categories: supervised learn-

ing, unsupervised learning, semi-supervised learning. In the supervised learning45

paradigm, monitoring data can be associated with known labeled features that

define the meaning of data. Conversely, in the unsupervised learning paradigm

the problem is characterized by a massive amount of unlabeled data. At the

intermediate level, semi-supervised learning allows the use of data with and

without descriptive labels, which is more feasible in the context of SHM dam-50

age identification. Indeed, damage identification problems can be recognized as

a five-level hierarchical approach [36]: (i) detection; (ii) localization; (iii) clas-

sification ; (iv) assessment; (v) prediction. Conventional SHM-systems can be

classified as unsupervised learning, since they typically allow to capture modi-

fications of the global behavior (i) of the structure (novelty detection).55

Over the last decades, the concepts of ML have been approaching the SHM field

[38, 39, 18]. A probabilistic framework for the classification, investigation and

labelling of data is suggested in [40] and a semi-supervised Gaussian mixture

model for a probabilistic damage-classification is presented in [41].

Considering the literature background, a big effort still needs to be done to60

develop an automated SHM- and model-based damage detection framework

considering at the same time: robustness, accuracy and long-term data.

Since model-based approaches are typically ill-conditioned, some priority needs

to be made to cleverly label the data. The process of prioritizing monitored data

by using the numerical model fits into the transfer learning (TL) technique, a65

semi-supervised learning approach where the learning algorithm is allowed to

build a labeled training set autonomously [42, 36, 43].

In this context, this paper presents a TBL methodology based on long-term

monitoring data aimed at evaluating the possible damage of monumental struc-

tures, where TL concepts allow to mitigate the shortage of labeled structural70

data and a trained DT is used as a formal prior belief for damage assessment.

The idea is that it is possible to learn relationships from data. In the context of
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SHM, this means that it is possible to assign a damage state or class by using a

trained numerical model in order to detect damage at the earliest possible time

and in an automatic manner. Then, a Bayesian-based procedure allows to trace75

over time the probability of occurrence of possible damage scenarios.

The case study is the Consoli palace located in Gubbio, near Perugia, in Italy, a

complex historical masonry buildings. The structure has been monitored by the

Authors since 2015 and the SHM sensors’ network has been enhanced in 2020.

The continuous monitoring data are used for the Bayesian-based updating of80

specific mechanical properties of some portions of the structure, identified as

the most damage-sensitive ones by means of non-linear static analyisis (NLSA)

and Engineering judgment. The prior knowledge of the uncertain parameters

is sequentially updated on the basis of a trained DT consisting of a surrogate

model. Probabilistic damage identification is performed by using the SDC, i.e.,85

a graphical chart able to associate to the frequencies decay a stiffness reduction,

which is a possible sign of damage. The effectiveness of the proposed methodol-

ogy is demonstrated by the numerical simulation of a feasible damage scenario.

The results show the advantage of having long-term monitoring data on the

correct estimation of the uncertain parameters’ distribution. The main advan-90

tages and innovations of the proposed approach can be summarized as follows:

i) the availability of a big amount of long-term monitoring data allows to timely

estimate the trend of uncertain parameters, i.e., distinguishing variations due to

changes in environmental conditions (which can be removed by means of regres-

sion models) from damage/deterioration over time; ii) the subsequent updating95

of the damage-sensitive uncertain parameters triggers the robust identification

of possible damage scenarios; iii) the use of a digital twin allows to overcome the

shortage of labeled structural data and to transfer knowledge between numeri-

cal models and online monitoring data; iv) the results are periodically updated

in terms of damage probabilities, which allow an essential support for decision100

making; v) once the model is trained, the methodology is computationally effi-

cient, allowing the rapid diagnosis and damage localization.

The rest of the paper is organized as follows. Section 2 presents the proposed
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methodology for continuous SHM and Bayesian model updating. Section 3

describes the monumental building selected as case study, the continuous mon-105

itoring system and the FE model. Section 4 illustrates the results and, finally,

Section 5 concludes the paper.

2. The proposed TBL methodology

The proposed methodology, schematically represented in Fig. 1, embraces

different consequential steps which can be summarized as follows:110

1. Data acquisition from the monitoring system which typically consists of

acceleration data, temperature information and static measurements, such

as crack amplitudes.

2. Continuous post-processing over time in order to estimate the modal fea-115

tures (MF), i.e., natural frequencies f exp
i , mode shapes Φexp

i and damping

coefficients ζexp
i associated with the ith natural vibration mode from op-

erational vibration measurements.

3. If t=1; t denoting discrete time (days):120

i) Preliminary FE modeling and evaluation of damage-sensitive portions

on the basis of NLSA and Engineering judgment.

ii) Calibration of the digital twin as a function of the uncertain param-

eters to be updated associated to each damage-sensitive portion.

iii) Damage classification in order to construct the SDC, i.e., a graphical125

chart able to associate a stiffness reduction to the frequencies decay

for the selected damage scenarios.

4. if t >1:

i) Novelty detection on a daily basis t, i.e. daily average values of MF.130

If a novelty is detected, increase the frequency of the modal tests on

a hourly basis t = t∗, i.e., MF(t∗).
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ii) Perform the Bayesian model updating of the uncertain parameters by

means of the SDC.

iii) Assign a damage probability for damage identification.135

Figure 1: The proposed TBL methodology.

The main advantage of the proposed methodology is the possibility to evalu-

ate in a timely and continuous manner any MF variation in the structure which

is commonly considered as a sign of possible damage [4]. Then, the use of the

SDC, numerically reconstructed from the DT, allows to detect damage with a
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probabilistic approach.140

The consequential steps of the proposed methodology are detailed in the follow-

ing subsections.

2.1. Data acquisition and post-processing

In order to continuously investigate over time the MF, it is convenient to op-

timize the sensors’ placement scheme across the structure and levels, connecting

the sensors to one single centralized acquisition system.

Then, vibration data are timely converted into modal properties (data post-

processing) through the MOSS integrated software [44] by means of an auto-

mated covariance-based stochastic subspace identification (SSI) technique [17].

More in depth, a SSI-based algorithm identifies a stochastic state-space model

whose mathematical formulation can be expressed as:

xt+1 = Axt + wt

yt = Cxt + vt

(1)

in which t is the time step, x ∈ Rq×1 is the state vector (with q order of the

identified model), y ∈ RL×1 is the vector collecting the L output measurements,145

A ∈ Rq×q is the system matrix storing modal information, C ∈ RL×q is the

corresponding output matrix, w ∈ Rq×1 and v ∈ RL×1 are white noise vectors,

considered as zero-mean stochastic processes and independent of the state vec-

tor, representing the external input and the noise of the measurements, respec-

tively. Then, by a complex transformation of the state-space system rewritten in150

frequency domain by its transfer function, the modal features can be extracted.

Environmental effects should be removed from original signals on the basis of a

selected training period. In order to distinguish variations due to environmental

conditions from possible damages, different statistical models can be adopted.

In the proposed methodology, the least-angle regression (LAR) algorithm is used155

for fitting linear regression models.Add reference and a small part describing the

LAR algorithm (ENRIQUE).
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2.2. Preliminary FE modeling

This step consists of building a numerical model M of the structure on the

basis of in-situ inspections and available documents as structural drawings. At160

this stage, a series of assumptions mus typically be made regarding boundary

conditions, material properties, mechanical characteristics and more.

In order to simulate the dynamic behavior of the structure and the damage

process, it is necessary to calibrate the FE model M.

The calibration process is usually formulated as an optimization problem whereby165

some physical/mechanical parameters of the structure are adjusted to minimize

the gap between numerical and experimental modal characteristics. The cali-

bration process can be summarized as follows:

1. identify the structural modal parameters, i.e., the frequency f exp
i and

the mode Φexp
i associated to the ith natural vibration mode, via ambient170

vibration tests (AVT);

2. create an initial FE model of the structure on the basis of data obtained

from available technical documents and/or in-situ inspections and define

the vector Y = {Y1, ..,Yu, ..,YU} collecting parameters to be calibrated

(for instance Yu is the vector collecting Young’s modulus E, shear modulus175

G, Poisson’s ratio ν and mass density w);

3. perform a preliminary modal analysis and evaluate the ith numerical nat-

ural frequency fFEM
i and vibration mode ΦFEM

i ;

4. calculate the optimum values Yopt via optimization problem:

Yopt = arg min
Y ∈D

J(Y) (2)

where the objective function J(X) is defined as:

J(Y) =

M∑
i=1

p1ηf,i(X) + p2ηΦ,i(Y) (3)

with

ηf,i(Y) =

∣∣f exp
i − fFEM

i

∣∣
f exp
i

, ηΦ,i(Y) = 1−MACi(Y) (4)
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where M is the number of vibration modes; MACi denotes the Modal

Assurance Criterion (MAC) between the ith experimental Φexp and nu-180

merical ΦFEM mode shapes, while p1 and p2 represent the weights of the

objective function.

Once the model is calibrated, different damage scenarios can be simulated

through both Engineering judgment and nonlinear static analyses (NLSA).

As a result, the definition of damage scenarios allows to isolate the elements185

which are more prone to damage and select them into different regions R ={
R1, ..,Rj , ..,RN

}
, where N is the total number of design sets. At this point,

the jth region can be used as an homogeneous portion of the structure in terms

of material’s stiffness and the vector X(R) =
{
k1(R1), .., kj(Rj), .., kN (RN )

}
collecting the multiplier of the Young moduli (kj) of all the elements comprises190

in that region, with 0 ≤ kj ≤ 1. For the sake of simplicity, the dependence on

R in the term X(R) is dropped hereafter.

2.3. Sensitivity damage chart: DT modeling

In order to perform the model-based process of damage classification within

the TL framework in a computationally-effective manner given EN damage-

sensitive parameters, a numerical DT needs to be trained, i.e., a input/output

black box model as represented in Fig. 2. Once a training population for vector

Design space

Black box 
model

Surrogate representation

Figure 2: A schematic representation of the DT model numerical reconstruction.

X is selected, it is possible to get the predictions of the black box model as a
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function of the model type (linear model, quadratic model, etc). Then, in order

to measure how well the defined DT replicates the predictions of the black box

model, the coefficient of determination R2 can be evaluated [45]:

R2 = 1−
∑

T

(
y∗T − yT

)2∑
T

(
yT − y

)2 (5)

where T is the dimension of the training population; y∗T is the prediction for

the T th instance of the surrogate model, yT is the prediction of the black box195

model and y is the mean of the black box model predictions.

The R2 represents the percentage of variance that is captured by the surrogate

model. Indeed, if R2 is close to 1 means that the model well approximates the

behavior the black box model very well, while if R2 approaches 0 the model

fails.200

For the present application, the Kriging-based DT model, which is the most

commonly used in geostatistical approach for spatial interpolation [14], is ap-

plied.

The Kriging interpolator is based on statistical models and is capable of repro-

ducing a prediction surface with a certain accuracy. According to this method,205

the process that originates the data y(X) can be divided into a regression model

F , i.e., the deterministic component, and an approximation error α, i.e., the

stochastic component [46]:

y(X) = F (β,X) + α(X) (6)

where β are the regression parameters of F which can be defined as a linear

combination of p selected functions fi : RN → R:210

F (β,X) = β1f1(X) + ...+ βpfp(X) = F (X)Tβ (7)

The approximation error α is assumed as a random process with zero mean

and covariance cov(Xi, Xj) = σ2R
(
θ,Xi, Xj

)
, with σ2 variance of F (β,X) and

R the matrix of stochastic-process correlations with components r
(
θ,Xi, Xj

)
, θ
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being the correlation parameters. Then, considering an arbitrary point X, the

Kriging predictor can be defined as follows:215

ŷ(Θ) = F (X)Tβ + r(X)T γ∗ (8)

where γ∗ = R−1[Y − F (X)Tβ] and r(X) = [r
(
θ,X1, X

)
, ..., r

(
θ,XN , X

)
]. It

is important to note that for a fixed set of design data, β and γ∗ are fixed.

Therefore, the Kriging model can be numerically reconstructed by selecting the

regression and the correlation models. The Kriging model is then used as a

classification DT model for the damage and the SDC is built, which allows to220

define a correlation between the design scenarios and the experimentally mea-

sured modal characteristics in terms of frequency decays and MAC modification.

Hence, the sensitivity damage chart can be considered the core of the TBL.

Given the assumption that the DT can suitably represent the structural behav-

ior in the neighborhood of the initial values of the uncertain parameters, the225

calibration of the surrogate model can be dropped for t > 1.

2.4. The Bayesian-based FE model updating

The Bayesian model updating at time t consists of evaluating the posterior

probability density function p(X
∣∣d, t,M ) of the uncertain parameters to be230

updated X conditional on a set of measured data d(t) of the system and a

selected mathematical model M by using the likelihood of measured data and

the prior knowledge acquired at t− 1. In mathematical terms, Bayes’ theorem

gives:

p(X
∣∣d, t,M ) = c · p(d

∣∣X, t,M ) · p(X
∣∣t,M ) (9)

where X = {k1, .., kN} is the vector collecting the N adjustable damage-

sensitive parameters; c = 1/
∫
p(d
∣∣X, t,M )p(X

∣∣M )dX is a normalizing factor

called the evidence of the model class M , which ensures that the posterior

distribution integrates to one; p(d
∣∣X, t,M ) is the likelihood function which gives
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a measure of the agreement between the measured data d and the predicted data

X; p(X
∣∣t,M ) is the prior probability density function (PDF) of X evaluated as

the posterior distribution at t− 1, i.e., p(X
∣∣d, t− 1,M ). For the sake of clarity,

since only one FE model is used in the analysis, the reference mathematical

model M is dropped hereafter.

In a continuous online monitoring process, many data sets are available for the

Bayesian model updating. Hence, the prior distribution, winch has the main

role of regulator of the Bayesian-based process, becomes more informative and

strongly biased as the number of data increases, getting barely persuaded by a

possible damage occurrence. Therefore, so many additional damage-based data

can overcome the bias to suggest the occurrence of a damage scenario. Hence,

in order to account for the evidence of a damage state, the co-variance of the

prior distribution is assumed as known, while the mean value µ is updated step

by step. In such a way, the posterior distribution at time t can give information

on which value of damage-sensitive parameter is more plausible or believable,

given the evidence of new data d(t). Moreover, assuming that the identified

model parameters kj are statistically independent [47, 30], they are separately

updated over time and Eq. (9) can be rewritten as follows:

p(kj
∣∣d, t) = c · p(d

∣∣kj , t) · p(kj∣∣µ(t− 1)) (10)

where the likelihood function p(d
∣∣kj , t) is modeled as a Gaussian distribution

with zero mean:

p(d
∣∣kj , t) =

1[
2π
∏M

i=1(σfiσΦi)
2
](MD)/2

exp

(
−1

2

D∑
m=1

M∑
i=1

Jerr
i (kj , dk, t

))
(11)

where index i = 1, ..,M refers to the reference parameter associated to the ith

vibration mode; index m = 1, .., D represents the number of measured data

collected in vector d; Jerr
i is a fit function (error function) which quantifies the

discrepancy between the experimental data and the FE model results at time t

and it can be written as:

Jerr
i = (σfi)

−2e2
fi(xj ,d) + (σΦi

)−2eΦi
(xj ,d); (12)

15



where:

efi = f exp
i − f̂i(xj)) (13)

eΦi
=
(
Φexp

i − aiΦ̂i(xj)
)T (

Φexp
i − aiΦ̂i(xj)

)
, (14)

with ai =
(
ΦT

i,expΦ̂i(xj)
)
/
(
Φ̂T

i (xj)Φ̂i(xj)
)

mode shape scaling factor; σfi , σΦi235

being the standard deviations associated to the ith natural frequency and mode

shape which can be arbitrarily assumed or evaluated on the basis of the statisti-

cal measures [47]. For the sake of clarity, in the present application σfi and σΦi

are directly evaluated on the basis of statistical measures on the available data

with the main objective of reducing the computational effort. It is worthwhile240

to underline that a better quantification of the likelihood function might lead

to a more accurate estimation of the posterior distribution, which is an aspect

that will deserve a special attention in future developments of this work.

2.5. Probabilistic damage identification245

The Bayesian model updating is extended to be used for the probabilistic

damage identification. In particular, according to [30, 48], the probability P dam
j

that the updated jth parameter kup
j in a possibly damaged state is reduced from

the undamaged state kref
j can be written as:

P dam
j = P

(
kup
j 6 (1− kj)kref

j |dref,ddam
)

= F

 (1− k)kref
j − k

up
j√

(1− k)2σ2
kref
j

+ σ2
kup
j

 (15)

where F (·) is the standard Gaussian cumulative distribution function, kj ∈ [0.1]

is a damage threshold selected for the jth damage scenario and krefj = 1 is the

reference undamaged state. Changes in P dam
j are studied as a sign of possible

damage. The case of kup
j = (1 − kj)kref

j leads to P dam
j = 0.5 which is defined

as alarm function P al
j , meaning that the the damage threshold hypothesized250

for the jth damage scenario is reached. The case of kup
j > (1 − kj)kref

j leads

to P dam
j < 0.5, denoting that the damage threshold is not reached. Finally,
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the case of kup
j < (1 − kj)kref

j leads to P dam
j > 0.5, revealing that the damage

threshold is exceeded.

Additionally, in order to clearly define a possible damage state, a damage factor255

DF can be introduced as:

DF =
krefj − kupj

kj
(16)

From Eq. (16) it is possible to obtain DF=0 if kupj = krefj and DF=1 if krefj −

kupj = kj . If DF>1, it means that kupj is strongly reduced with respect to

the threshold kj . DF increases as kj tends to zero, meaning that the modal

modification extracted from the data probably doesn’t correspond to the jth260

damage scenario (possible false alarm).

3. The case study

The Consoli Palace is a medieval building located in Gubbio, Umbria, cen-

tral Italy, which dates back to the 14th century. The complexity of the building

lies in the articulated internal distribution of volumes and materials. Globally,265

the structure has a rectangular plan and it is arranged on a series of floors above

(about 60 meters) and under (about 10 meters) the square level. With refer-

ence to Fig. 3, three structural components can be identified: a central body;

a loggia, connected to the main structure along the south wall; a bell tower.

The architectural style of each façade (East and West side), is characterized by270

round arched windows and merlons in the rooftop. The load-bearing walls have

a thickness of about 1.2 m and they are connected through horizontal masonry

vaults. The Palace is built in calcareous stone masonry with a regular and ho-

mogeneous texture.

275

3.1. The continuous SHM system

The monitoring system (Fig. 3) was installed by the Department of Civil

and Environmental Engineering of University of Perugia in July 2020 within the
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framework of the PRIN2017 detect aging project (cfr. Acknowledgments) and

it is characterized by:280

Figure 3: Continuous monitoring configuration.differenziare rispetto a figura CSHM. NICOLA

• a data acquisition system;

• twelve unidirectional accelerometers A1-A12, model PCB393B12 (mea-

surement range ± 0.5 g, frequency range 0.15-1000 Hz, broadband reso-

lution 8 µg, resonant frequency ≥ 10 kHz) installed at the 3rd, 5th and

roof level;285

• four S-series linear variable transducers (LVDTs), denoted as C1-C4 (mea-
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surement range 0-0.5 mm, resolution 0.31 m);

• four K-type thermocouples;

• a wiring system connecting the sensors to a NI CompactDAQ-9132 data

acquisition system equipped with a NI 9234 acquisition module for ac-290

celerometers (24-bit resolution, 102-dB dynamic range, and anti-aliasing

filters) and a NI 9219 acquisition module (24-bit resolution, +-60 V range,

100 S/s) for LVDTs and thermocouples.

The monitoring system was activated on July 18th 2020. Table 1 summarizes

the SHM sensors’ network. Acceleration data are stored in separate files con-295

taining 30 min-long recordings with a sampling frequency of 100 Hz, while crack

amplitudes and temperature values are sampled at 0.1 Hz. Data are transferred

and contained in a cloud storage, and can be accessed by system administrators

and visualized in a web-based platform.

The frequency tracking during the time period July 18th 2020 - December 20th
300

2021 is depicted in Fig. 4 a) with the indication of the selected training period.

Fig. 4 b) shows the tracking of the MAC value and Fig. 4 c) of the Modal Phase

Collinearity (MPC) index, which expresses the linear functional relationship be-

tween the real and the imaginary parts of the unscaled mode shape vectors. The

high values of the MPC index confirm the presence of real normal modes.305

3.2. FE model

In order to reproduce the structural dynamic behaviour (local and global

vibration modes) identified throught Ambient Vibration Tets (AVT), a 3D FE

model of the structure has been built and calibrated within the Abaqus envi-

ronment [49], as detailed in [13]. The mesh of the masonry is composed by310

three-dimensional tetrahedral and hexahedral first-order elements. An isotropic

material is assigned to the FE model with invariant properties under rotation

of each axis. Since masonry can be considered as a quasi-brittle material whose

mechanical performance deteriorates (softens) under monotonic or cyclic load-

ing, the non-linear behavior of the material is reproduced by using the well315
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Channel Level Measure Direction

A1 rooftop acceleration y

A2 rooftop acceleration x

A3 rooftop acceleration y

A4 5 acceleration y

A5 5 acceleration x

A6 5 acceleration y

A7 3 acceleration −y

A8 3 acceleration x

A9 3 acceleration −x

A10 rooftop acceleration −y

A11 rooftop acceleration x

A12 rooftop acceleration −x

C1-C3-C4 5 crack’s length −

C2 6 crack’s length −

T2 6 temperature −

T1-T3-T4 5 temperature −

Table 1: SHM sensors’ network within the building.

known concrete damage plasticity (CDP) model, introduced by [50, 51]. In-

deed, the CDP model is particularly suitable for masonry structures in which

the material is particularly prone to damage [52]. The non-linear constitutive

law takes into consideration the degradation of the elastic stiffness induced by

plastic straining both in tension and compression. According to [53], in order to320

describe the inelastic multi-dimensional behavior, masonry is modeled through

the Drucker-Prager strength criterion with Kc = 0.667, which represents the

shape of the yield surface in plane stress (Kc = 1 stands for a circular surface);

a value equal to 0.1 is adopted for the eccentricity term; the dilatancy angle is

assumed equal to 10◦; the ratio between the ultimate compression strength in325

biaxial stress states and in uniaxial conditions is set equal to 1.16; the viscosity
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Figure 4: MF tracking during the time period July 18th 2020 - December 20th 2021: a)

Frequency tracking; b) MAC tracking; c) MPC tracking.

parameter is assumed equal to 0.002.

As reported in Fig. 5, four vibration modes are selected for the numerical

simulations:
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Figure 5: Principal vibration modes: a) Fx1; b) Fy1; c) L1; d) T1.

• Fx1: global flexural mode along the East-West direction (f1=2.35 Hz and330

MAC=0.98);

• Fy1: global flexural mode along the North-South direction direction (f2=3.05

Hz and MAC=0.76);

• L1: local mode which pertains to the bell tower (f3=3.46 Hz and MAC=0.64)

• T1: global torsional mode (f4=4.17 Hz MAC=0.97).335

The relatively low agreement between experimental and numerical higher order

mode shapes was already discussed in [13, 54].

3.3. Selection of damage scenarios

NLSA along the two main directions of the building are carried out in order

to identify potential cracking patterns that can be activated by an earthquake,340

and associate such patterns to damage-prone regions. As a matter of fact, some

of the cracks already existing in the palace (e.g. the crack vertically oriented

along the south wall) agree with the numerically predicted cracking patterns,

indicating that some of the damaging mechanisms are already activated.

More in detail, NLSA allows to determine two damage scenarios (Fig. 6b-c):345

D2 which represents the crack pattern resulting from NLSA along x direction
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capable of reproducing the existing pattern, especially along the south wall Fig.

6b) and the internal horizontal vaults; D3 which refers to the crack pattern

resulting from NLSA along the y direction 6c).

Furthermore, on the basis of the Engineering judgment, additional damage-

Figure 6: Selected damage sensitive areas with reference to both FE model and real structure:

a) R1, the loggia; b) D2, crack pattern y; c) D3, crack pattern x, d) R4, the bell tower; e) R5,

the staircase; f) R6, the façade degradation.

350

prone regions are selected: R1, which represents the poor connection exerted

between the loggia and the central body of the Consoli Palace; R4, which refers

to the bell tower (Fig. 6d); R5, which represents damage to the principal
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staircase (Fig.6e); R6, which represent degradation of the exterior texture of

the main façade of the building, i.e., West façade (Fig.6c). In such areas, the355

Young’s modulus of the isotropic material is assumed as uncertain. Hence, the

vector collecting the uncertain parameters is X = {k1, .., k6}.

4. Analysis results

4.1. Simulation-based damage scenarios

In order to calibrate the surrogate model, a total number of 500 samples360

(Ns) are randomly simulated for the uncertain parameters collected in vector

X. Figs. 7 a)-d) illustrate the correspondence of both frequencies (R2) and

Figure 7: FEM estimate vs Kriging estimate for the selected principal vibration modes: a)

samples of mode Fx1 ; f) samples of mode Fy1 ; g) samples of mode L1 ; h) samples of mode

T1.

mode shapes
(
JMAC = 1/Ns

∑
i(1−MACi)

)
evaluated from the FE model and

the Kriging model. From the figure it can be noted that the surrogate predicted

frequencies and mode shapes (Kriging estimate) well fit the corresponding FE365

values.

The DT-based sensitivity damage chart SDC relating frequencies and uncertain

parameters is depicted in Fig. 8, which enables to associate the expected value

of kj , i.e. the reduction of the jth stiffness of the masonry, to a defined fre-

quency decay.370

A graphical representation of the frequencies which mostly affect the damage
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Figure 8: SDC for frequencies decays: a) D1; b) D2; c) D3; d) D4; e) D5; f) D6.
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occurrence for each damage scenario is illustrated in Table 2. Indeed, due to

the observed frequency decay, Fx1 (flexural mode along the x direction) appears

as the most damage-sensitive vibration mode for damage scenarios D2 and D5,

Fy1 (flexural mode along the y direction) for D1, D3, D4 and D6, L1 (local375

mode which pertains to the bell tower) for D4 and D6, and T1 (torsional mode)

for D1 and D2.

It is worth noticing that small variations can daily occur in the frequency track-

ing and, even if environmental effects are removed, a frequency decay smaller

than 1% can be considered as negligible.380

The DT-based sensitivity damage chart SDC, which relates MAC values and

Mode shape D1 D2 D3 D4 D5 D6

Fx1 � �

Fy1 � � � �

L1 � �

T1 � �

Table 2: Sensitivity table of frequency decay for kj = 0.3.

uncertain parameters, is depicted in Fig. 9. From the figure it can be observed

that MAC variations can be considered negligible (equal or less than 1 %) for

all damage scenarios except for D1 and D4. Indeed, a reduction of k1 provokes

a modification in the local L1 mode shapes and a reduction of k4 induces a huge385

reduction of Fy1 and L1 MAC values.

4.2. Bayesian model updating

This section summarizes the main results of the Bayesian model updating.

Uncertain parameters are updated once the model is trained, i.e, starting from390

November 15th 2020. From that moment on, the monitored data are gathered

together in subgroups of daily components (t) in order to perform the Bayesian

model updating continuously over time on a daily basis. The first 20 days are
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Figure 9: SDC for MAC decays: a) D1; b) D2; c) D3; d) D4; e) D5; f) D6.
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considered as undamaged, then a damage scenario is simulated and the fre-

quency of the model updating is incremented on hourly basis (t∗), according to395

Sect 2.

Fig. 10 illustrates the posterior distributions associated to the uncertain pa-

Figure 10: Bayesian-based prior distributions (undamaged structure) as a function of kj : a)

R1; b) D2; c) D3; d) R4; e) R5; f) R6.

rameters k1, .., k6 among the undamaged time period. With reference to the

figure, a fluctuation of the mean value of kj between about 0.9 and 1 can be

observed. This result can be related to the fact that the reference SDC is sen-400

sitive to the slight variations which can daily occur in the frequency and MAC

tracking and to the initial FE modeling errors. It is worth mentioning that the

sensitivity to changing environmental conditions can be considerably reduced

by considering an appropriate training period, i.e. 1 year.

Figure 11 illustrates the comparison between DF, P dam and kup
j over the number405

of updates, when simulating the occurrence of damage scenario D2, extrapolated

from the damage sensitivity chart in correspondence with k2 = 0.3 (Fig. 8b).

According to the damage chart, the values of the frequency decays are: i) d=0.04
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for Fx1; ii) d=0.01 for Fy1; iii) d=0.01 for L1; iv) d=0.03 for T1.

Figure 11: Comparison between DF, Pdam and kup over the number of updates by simulating

the occurrence of D2 for k2 = 0.3 for each damage scenario with the indication of P al and

kj : a) D1 k1 = 0.3; b) D2 k2 = 0.3; c) D3 k3 = 0.3; d) D4 k4 = 0.6; e) D5 k5 = 0.3; f) D6

k6 = 0.3.
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The values of kj are defined as follows: a) D1 k1 = 0.7; b) D2 k2 = 0.7; c)410

D3 k3 = 0.7; d) D4 k4 = 0.4; e) D5 k5 = 0.7; f) D6 k6 = 0.7. Since D4 pertains

to the bell tower, a reduction of the bell tower’s stiffness corresponding to 40

% (k4 = 0.6) is considered adequate as a reference damaged state. From the

Figure it can be noted that P al is reached for scenario D2, as expected, and

for scenario D5. This result, consistently with Table 2, means that, due to the415

frequency decay of mode Fx1, both damage scenarios D2-D5 can be designated

to damage. The case of D5 deserves a particular attention, since P dam tends

to 1 and DF approaches 1 (kup5 approaches k5) and needs to be checked in the

real-world structure in order to avoid a false alarm (see Sect 2.5). On the con-

trary, the remaining damage scenarios have a smaller probability of occurrence.420

For the sake of brevity, results in terms of prior and posterior distributions for

only damage scenarios D2 and D4, when the damage scenario D2 is simulated

are depicted in Figs. 12a) (D2) and b) (D4). From the results it can be observed

that, consistently with the SDC, the simulated damage scenario barely affects

k4 in the damaged state (Fig. 12b), since the mean value of the posterior dis-425

tribution doesn’t significantly change between healthy and damaged condition.

Nevertheless, Fig. 12a) highlights the evolution of the posterior distributions in

comparison with the prior distributions of k2 at each update. Consistently with

the SDC (Fig. 8), in the healthy status the updated distributions are grouped

around higher values of k2 while the occurrence of damage is clearly highlighted430

by a translation of the posterior curves towards reduced values of the selected

uncertain parameter. In detail, it can be observed that the Bayesian-based pro-

cedure is able to correctly account for the frequency decays tracing back to the

simulated damage scenario D2, i.e., k2 ≈ 0.3.

For completeness, the results in terms of DF and P dam for a damage scenar-435

ios characterized by both a significant and a slight frequency decay (D4 and

D6) are shown in Figs. 13a)-n). According to the damage chart the values of

the frequency decays for D4 and D6 corresponding to k4 = 0.6 and k6 = 0.3

are summarized in Table 3. Moreover, in the case of D4, the MAC decays are

defined as (Fig. 9d): 0.89 for Fy1; 0.8 for L1; 0.98 for T1.440
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Figure 12: Bayesian-based prior and posterior distributions by simulating damage scenario

D2 for k2 = 0.3: a) D2; b) R4.

Damage scenario Fx1 Fy1 L1 T1

D4 0.03 0.13 0.15 0.03

D6 0.00 0.01 0.01 0.02

Table 3: Frequency decays (%) d for damage scenarios D4 with k4 = 0.6 and damage scenario

D6 with k6 = 0.3.

From the figure it can be noted that the simulation of D4 induces an increase

of P dam for D1, D2, D3, and D6 with values approximately equal to 1 and

values of DF strongly higher than 1 (green area), meaning that the updated

kup values tends to zero, highlighting the possibility of a false alarm being

detected. The damage scenario D5, whose triggering does not depend on Fy1445
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Figure 13: DF versus Pdam by simulating damage scenarios D4 and D6: a)-f) damage scenarios

D1-D6 by simulating D4; g)-n) damage scenarios D1-D6 by simulating D6.

and L1, reaches P al after a certain number of updates (see the multiple points

in damaged area). This fact is due to the higher sensitivity of D5 to small

variations associated to Fx1. This sensitivity can be reduced by means of an

efficient removal of environmental effects that will be reached after 1 year of
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training period. Moreover, the damage scenario D4 perfectly fits the simulated450

one. Indeed, it is clearly visible the occurrence of the damaged state, since

P dam reaches 0.5 and DF reaches 1 immediately at the first step of model

updating. Finally, Figs. 13 g)-n) demonstrate that a damage scenario (D6)

associated with a slight frequency decay, allows to keep out D1-D2-D3-D4-D5,

and suggests to pay specific attention to those damage scenarios associated with455

smaller frequencies variations.

5. Conclusions

The present paper has presented a transfer learning Bayesian methodol-

ogy for structural health monitoring of monumental buildings. The proposed

method enters in the challenging context of integrated SHM, consisting of a per-460

manent network of sensors installed in historical buildings capable of assessing

continuously over time the structural condition.

The main advantages and innovations of the proposed approach concern the

use of real-time long-term monitoring data, the robust identification of possi-

ble damage scenarios by using the TL concepts, where a digital twin allows to465

transfer knowledge between numerical models and monitoring data and the use

of damage probabilities, which allow an essential support for decision making.

The case study is the Consoli Palace, located in Umbria (Italy), which has been

monitored since 2015 with an improvement of the SHM sensors’ network in 2020.

The data stored between July 18th 2020 and January 14th 2021 have been used470

for the analysis. A FE model able to reproduce the identified structural dynamic

behavior has been built and a series of NLSA, in conjunction with Engineering

judgment, enabled to select damage-sensitive portions of the structure. A DT of

the structure has been calibrated by using the Kriging model in order to define

the SDC as a prior knowledge of possible damage. Then, a real time Bayesian475

model updating of the selected uncertain parameters has been performed in

order to continuously identify the probability of damage occurrence. For the

purpose, different damage scenarios have been artificially simulated by select-
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ing appropriate frequency decays from the SDC. As confirmed by the results,

the proposed approach is able to consistently check any variation of the struc-480

tural condition in a probabilistic manner by appropriately considering long term

monitoring data. The use of damage factors and damage probabilities allow to

identify possible false alarms.

Ackowledgments

The Authors would like to acknowledge the support of the PRIN 2017485

project, ”DETECT-AGING” (Prot. 201747y73L).

References

[1] C. Farrar, K. Worden, An introduction to structural health monitoring,

Philosophical Transactions of the Royal Society A 365 (1851) (2007) 303–

315. doi:10.1098/rsta.2006.1928.490

[2] F. Parisi, N. Augenti, Earthquake damages to cultural heritage construc-

tions and simplified assessment of artworks, Engineering Failure Analysis

34 (2013) 735 – 760.

[3] Y. Kaya, E. Safak, Real-time analysis and interpretation of continuous data

from structural health monitoring (shm) systems, Bulletin of Earthquake495

Engineering 13 (3) (2015) 917–934.

[4] N. Cavalagli, G. Comanducci, F. Ubertini, Earthquake-induced damage

detection in a monumental masonry bell-tower using long-term dynamic

monitoring data, Journal of Earthquake Engineering 22 (supl) (2018) 96–

119.500

[5] A. Downey, A. D’Alessandro, S. Laflamme, F. Ubertini, Smart bricks for

strain sensing and crack detection in masonry structures, Smart Materials

and Structures 27 (1).

34

http://dx.doi.org/10.1098/rsta.2006.1928


[6] I. Venanzi, A. Kita, N. Cavalagli, L. Ierimonti, F. Ubertini, Earthquake-

induced damage localization in an historic masonry tower through long-505

term dynamic monitoring and fe model calibration, Bulletin of Earthquake

Engineering 18 (5) (2020) 224–2274.

[7] S. Bennati, L. Nardini, W. Salvatore, Dynamic behaviour of a medieval

masonry bell tower. ii. measurement and modelling of the tower motion,

Journal of Structural Engineering 131 (2005) 1656–1664.510

[8] S. Ivorra, F. Pallarés, Dynamic investigations on a masonry bell tower,

Engineering Structures 28 (5) (2006) 660 – 667.

[9] L. Ramos, L. Marques, P. Lourenco, G. De Roeck, A. Campos-Costa,

J. Roque, Monitoring historical masonry structures with operational modal

analysis: two case studies., Mechanical Systems and Signal Processing 24515

(2010) 1291–1305.

[10] C. Gentile, A. Saisi, A. Cabboi, Structural identification of a masonry tower

based on operational modal analysis, International Journal of Architectural

Heritage 9 (2) (2015) 98–110.

[11] F. Ubertini, N. Cavalagli, A. Kita, G. Comanducci, Assessment of a mon-520

umental masonry bell-tower after 2016 central italy seismic sequence by

long-term shm, Bulletin of Earthquake Engineering 16 (2018) 775–801.

[12] F. Ubertini, G. Comanducci, N. Cavalagli, A. Pisello, A. Materazzi,

F. Cotana, Environmental effects on natural frequencies of the san pietro

bell tower in perugia, italy, and their removal for structural performance525

assessment, Mechanical Systems and Signal Processing 82 (2017) 307–322.

[13] A. Kita, N. Cavalagli, F. Ubertini, Temperature effects on static and dy-

namic behavior of consoli palace in gubbio, italy, Mechanical Systems and

Signal Processing 120 (2019) 180–202.

35
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