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a b s t r a c t 

Soil hydraulic characterization is crucial to describe the retention and transport of water in soil, but current 
methodologies limit its spatial applicability. This paper presents a cost-effective general Beerkan Estimation of 
Soil Transfer parameters (BEST) methodology using single ring infiltration experiments to derive soil hydraulic 
parameters for any unimodal water retention and hydraulic conductivity functions. The proposed method relies 
on the BEST approach. The novelty lies in the use of Kosugi hydraulic parameters without need for textural in- 
formation. In addition, the method uses a quasi-exact formulation that is valid for all times, which avoids the 
use of approximate expansions and related inaccuracy. The new BEST methods were tested against numerically 
generated data for several contrasting synthetic soils, and the results show that these methods provide consis- 
tent hydraulic functions close to the target functions. The new BEST method is accurate and can use any water 
retention and hydraulic conductivity functions. 
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. Introduction 

Water resource management depends on the predictive ability of
patially distributed hydrological models, which require dense infor-
ation on the sub-grid spatial variability of soil hydraulic parameters
escribing the Water Retention, 𝜃(h ), and the Hydraulic Conductivity,
( 𝜃), Functions, referred to as WRHCFs. The direct determination of
(h ) and K( 𝜃) is based on sampling and laboratory methods that are
recise and reliable, but scale limited. Laboratory approaches are often
xpensive, tedious, time-consuming, require specialist equipment and
herefore are rather unrealistic for the large-scale characterization of
oil hydraulic properties, particularly limiting for developing countries
nd non-research organisations. To circumvent these limitations, soil
edotransfer functions have been widely used to estimate soil hydraulic
roperties ( van Looy et al., 2017 ) by using readily available measure-
ents of soil particle size distribution (PSD) (e.g. Nasta et al., 2013a , b ),

oil bulk density, and organic carbon (e.g. Balland and Pollacco, 2008;
ollacco, 2008 ). Other explanatory variables include soil order classifi-
ation, texture, and basic information from functional horizon descrip-
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ions ( McNeill et al., 2018 ). However, the accuracy of deriving the hy-
raulic parameters from pedotransfer functions is constrained by local
alibration, and they are less accurate than laboratory methods (e.g.
atil and Singh, 2016 ). 

Another approach involves utilizing water infiltration techniques to
haracterize soil hydraulic parameters ( Angulo-Jaramillo et al., 2016 ).
everal approaches and methods have been developed based on a large
rray of water infiltration devices. Among these, the Beerkan Estima-
ion of Soil Transfer parameters, referred to as the BEST method, was
eveloped to derive the entire set of hydraulic parameters from Beerkan
xperiments ( Angulo-Jaramillo et al., 2016; Lassabatere et al., 2006 ).
he BEST approach involves directly measuring the initial soil water
ontent ( 𝜃ini [L 

3 L − 3 ]), the soil bulk density used to derive the saturated
oil water content ( 𝜃S [L 

3 L − 3 ]), the PSD, and the cumulative infiltration
hrough a single ring under near-zero pressure head ( I [L]). 

Three main BEST methods were developed, including the orig-
nal one ( Lassabatere et al., 2006 ), its adaptation to coarse soils
 Yilmaz et al., 2013 ), and its adaptation to those cases when only
he final steady water infiltration can be obtained ( Bagarello et al.,
014 ). All these methods consider the van Genuchten (1980) water
ography, University of Granada, C/ Profesor Clavera, Granada 18071, Spain. 
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Table 1 

Descriptions of S e (h), K(S e ) , and d 𝜃/d h equations for Kosugi and van Genuchten models, respectively. 

Soil water retention, S e ( h ) = 

Kosugi (1996) 1 
2 
𝐸𝑅𝐹𝐶 

[
ln ℎ − ln ℎ 𝑘𝑔 

𝜎
√
2 

]
erfc is the complementary error function, where ln h kg [L] and 𝜎 [–] represent the 

mean and standard deviation of ln h , respectively. 
[t1] 

van Genuchten (1980) 

{ 

[
1 + 

(
ℎ 

ℎ 𝑣𝑔 

)𝑛 ]− 𝑚 
𝑚 = 1 − 𝑘 𝑚 ∕ 𝑛 

h vg [L] is associated with the inflection point of the water retention curve; n [–] ( > 1) 
and m [–] ( < 1) are shape parameters related to the pore-size distribution; k m = 1 
[–] follows the assumption of Mualem and k m = 2 [–] follows the assumption of 
Burdine. 

[t2] 

Unsaturated hydraulic conductivity, K ( S e ) = 

Kosugi (1996) 𝐾 s 
√

𝑆 e 
1 
2 
ERFC 

[
ERF C −1 

(
2( 𝑆 e ) + 

𝜎√
2 

)]2 
[t3] 

van Genuchten (1980) 𝐾 s 
√

𝑆 e 

[ 
1 − 

( 

1 − 𝑆 
1 
m 
e 

) m ] 2 
𝑘 𝑚 

This equation results from the application of the Mualem capillary model to the van 
Genuchten model. 

[t4] 

Brooks and Corey (1964) K s S e 
𝜂 In BEST methods, the exponent is related to the shape parameter n 𝜂 = 2 

𝑚 𝑛 
+ 2 + 𝑝 , 

where p is a tortuosity parameter equally to 1 (Burdine condition) 
[t5] 

𝑑𝜃

𝑑ℎ 
= 

Kosugi (1996) 𝜃s − 𝜃r √
2 𝜋 𝜎 ℎ 

EXP 
[
− ( ln ℎ − ln ℎ kg ) 

2 

2 𝜎2 

]
[t6] 

van Genuchten (1980) 𝑚 ( 𝜃s − 𝜃r ) 
ℎ vg ( 1− 𝑚 ) 

(
ℎ 

ℎ vg 

)𝑛𝑚 (
1 + 

(
ℎ 

ℎ vg 

)𝑛 )− 𝑚 −1 
[t7] 
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etention curve 𝜃(h ) with the Burdine condition ( k m 

= 2) and the
rooks and Corey (1964) hydraulic conductivity function K( 𝜃) ( Table 1 ).
he residual water content, 𝜃r [L 3 L − 3 ], is set at zero. The saturated
ater content, 𝜃S , is equal to the soil porosity. The shape parame-

er, n [–], related to the van Genuchten model ( Table 1 ), referred to
s VG, is estimated from the PSD using the pedotransfer functions
etailed in Lassabatere et al. (2006) . Lastly, the remaining scale pa-
ameters for hydraulic pressure head, h vg [L], and the saturated hy-
raulic conductivity, K S [L T 

− 1 ], are derived from analysis of the in-
ltration data, with the analytical approximate expansions proposed by
averkamp et al. (1994) for steady and transient states. 

The differences between the three models described above involve
ow they fit the transient and steady-state models to the experimental
nfiltration curves. The main advantage of the BEST approach is that the
verall experiments are relatively fast, robust, low-cost, and easy to per-
orm. In addition, field infiltration techniques sample large volumes of
ndisturbed soils, thus improving the representativeness and accuracy
f the estimated effective parameters in comparison to laboratory meth-
ds using small cores (e.g. Anderson and Bouma, 1973; Carrick et al.,
010; Lauren et al., 1988 ). 

The BEST method has been applied worldwide (e.g. Angulo-
aramillo et al., 2016; Bagarello et al., 2014, 2017; Di Prima, 2015 ,
016; Lassabatere et al., 2006, 2013 ) but presents the following draw-
acks: 

• It only works with a specific set of hydraulic functions (the
van Genuchten (1980) model with Burdine condition for 𝜃(h ), and
the Brooks and Corey (1964) model for K( 𝜃)) that are not frequently
used for modelling or even implemented in major modelling tools
and software. For instance, this set of WRHCFs is not implemented in
HYDRUS, which is one of the most frequently used numerical mod-
els for flow and solute transfer ( Š im ů nek et al., 2016 ). Consequently,
the WRHCFs estimated by the current BEST methods are not easy to
use. 

• It requires knowing the soil PSD in order to infer the shape param-
eter, n . This becomes limiting for widespread application, as accu-
rate PSD analysis requires specialist equipment and skills. In addi-
tion, the assumptions behind the pedotransfer functions proposed by
Lassabatere et al. (2006) are not valid for all soils and are potentially
questionable. 

• The BEST methods make use of approximate expansions that are
valid only over restricted ranges and when used outside of their time

validity intervals may lead to erroneous estimations. u  

119 
To overcome these drawbacks described above, we propose a gener-
lization of the existing versions of BEST ( Lassabatere et al., 2009 ) to en-
ble prediction of hydraulic parameters of any WRHCFs. Moreover, the
se of the Kosugi hydraulic functions allows for the estimate of hydraulic
arameters without PSD data. The robustness of the proposed universal
EST method is assessed by comparing the predictions of sorptivity ( S
L T 

− 0.5 ]), K S and 𝜃(h ) derived by (a) the van Genuchten (1980) model
ith the Mualem condition ( k m 

= 1) for the 𝜃(h ) and K( 𝜃) (referred as
G WRHCFs described in Table 1 ); and (b) the Kosugi (1996) 𝜃(h ) and
( 𝜃) models (referred as KG WRHCFs described in Table 1 ) with the
obust and accurate quasi-exact implicit (QEI) formulation proposed by
averkamp et al. (1994) . We chose to compare to the QEI formulations

e.g. Lassabatere et al., 2009; Latorre et al., 2015; Moret-Fernández and
atorre, 2017; Parlange et al., 1982 ) rather than to the original BEST
ormulation ( Lassabatere et al., 2009 ), which was derived from the QEI
ormulation, since the BEST formulation is always less accurate and re-
uires PSD measurements. 

The manuscript is organised as follows: Section 2 outlines the theory
ehind the proposed new BEST methods; Section 3 presents the meth-
ds for the numerical computations; Section 4 assesses the validity of
he new BEST methods; Section 5 summarises the key conclusions and
ection 6 summarizes recommendations for future work to improve the
oil hydraulic parameterization estimated from BEST methods. 

. Theory 

Previous BEST methods have relied on the
an Genuchten (1980) model with Burdine condition, along with
he Brooks and Corey (1964) model ( Table 1 ), estimating the full set
f hydraulic parameters ( 𝜃r , 𝜃S , h vg , K S , n, 𝜂) based on the following:
1) 𝜃r is considered to be zero and 𝜃S is equal to the soil porosity
stimated from bulk density measurements; (2) the shape parameter, n ,
s estimated from soil PSD and used to derive the shape parameter 𝜂; (3)
he scale parameter, K S , is optimized concomitant with soil sorptivity,
 , by fitting the experimental cumulative infiltration to the analytical
odels; and (4) the scale parameter, h vg , is estimated from previous

stimates of S and K S . 
In the new versions we use the Kosugi functions (KG WRHCFs)

 Table 1 ), with the associated set of hydraulic parameters ( 𝜃r , 𝜃S , h kg , K S ,

), but the proposed approach can work with any hydraulic model. As
n previous BEST methods, 𝜃r is considered to be zero and 𝜃S is equal to
he soil porosity, estimated from bulk density measurements. The model
sed to fit the data is directly described as a function of the soil hydraulic
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arameters, including the sorptivity parameter, S . Consequently, the fit
llows the direct estimation of parameters ( h kg , K S , 𝜎). When PSD data
re not available, a particular approach is proposed for the Kosugi model
sing a relation between h kg and 𝜎 that is used to define an objective
unction ( OF ) with only two input variables, reducing non-uniqueness
f the inverted hydraulic parameters. 

In the following, first we present the model and the objective func-
ions that are used to fit experimental cumulative infiltrations in order
o derive the hydraulic parameters in the new BEST methods. Then we
escribe how to derive the remaining hydraulic parameters from S and
 S . 

.1. Using the quasi-exact implicit formulation in the BEST method, 

EST QEI 

The BEST QEI method uses the model developed by Haverkamp et al.
1990, 1994 ) for the 1D cumulative infiltration, I 1 D [L], under a con-
tant zero or negative hydraulic pressure head at the surface into a
oil with uniform initial water content. The model was extended by
mettem et al. (1994) to the case of 3D cumulative infiltration, I 3 D ,
hrough a disc source, leading to the following expression: 

 3D ( 𝑡 ) = 𝐼 1D ( 𝑡 ) + 

𝛾

ř Δθ
𝑆 

2 𝑡 (1a)

2Δ𝐾 

2 

𝑆 

2 𝑡 = 

1 
( 1 − 𝛽) 

[ 
2Δ𝐾 

𝑆 

2 

(
𝐼 1 𝐷 ( 𝑡 ) − 𝐾 0 𝑡 

)
− ln 

⎛ ⎜ ⎜ ⎜ ⎝ 
exp 

(
2 𝛽 Δ𝐾 

𝑆 2 

(
𝐼 1 𝐷 ( 𝑡 ) − 𝐾 0 𝑡 

))
+ 𝛽 − 1 

𝛽

⎞ ⎟ ⎟ ⎟ ⎠ 
⎤ ⎥ ⎥ ⎥ ⎦ (1b)

here the subscripts 1D and 3D refer to the one-dimensional and three-
imensional cumulative infiltrations, respectively; Δ𝜃 = 𝜃S − 𝜃0 [L 

3 L − 3 ]
orresponds to the difference between the final saturated water content,
nd the initial water content; ̌𝑟 [L] is the ring radius of the infiltrometer;
nd 𝛾 is a geometric shape parameter fixed at 0.75 ( Haverkamp et al.,
994 ). The term 

𝛾

ř Δθ if often denoted as A [L − 1 ] ( Lassabatere et al.,

013 ). In Eq. (1b) , ΔK = K S − K 0 [L T 

− 1 ], which is the difference be-
ween final saturated hydraulic conductivity and the initial hydraulic
onductivity, K 0 = K ( 𝜃0 ); and 𝛽 is an integral shape parameter, typically
xed at 0.6 ( Haverkamp et al., 1994; Parlange et al., 1982 ). 

The set of Eq. (1a) and (b) yields the 3D cumulative infiltration into a
ingle ring infiltrometer and is referred to as the QEI model. This model
s valid for all times and can be written in a scaled from, as proposed by
assabatere et al. (2009) and Varado et al. (2006) : 

 3D ( 𝑡 ) = 

𝑆 

2 

2 Δ𝐾 

𝐼 ∗ 
( 

𝑆 

2 

2 ( Δ𝐾 ) 2 
𝑡 

) 

+ 

(
𝐾 0 + 

𝛾

ř Δθ
𝑆 

2 
)
𝑡 (2a)

ith I ∗ ( t ∗ ) being implicitly defined as the root of the following equation
or any given t ∗ : 

 

∗ = 

1 
( 1 − 𝛽) 

( 

𝐼 ∗ 
(
t ∗ 

)
− ln 

( 

exp ( 𝛽 𝐼 ∗ ( t ∗ ) ) + 𝛽 − 1 
𝛽

) ) 

(2b)

The QEI model, Eq. (2a) and (b) , has the following inputs: Δ𝜃, ΔK ,
 0 , and S . All these inputs can be related to the soil hydraulic parameters
 𝜃r , 𝜃S , 𝜎, h kg , K s ) and the initial water content, 𝜃0 . Sorptivity, S , can
e computed from the soil hydraulic parameters using the formulation
roposed by Parlange (1975) : 

 

(
𝜃0 , 𝜃𝑟 , 𝜃𝑠 , 𝜎, ℎ 𝑘𝑔 , 𝐾 𝑠 

)
= 

√ 

𝜃𝑠 

∫
𝜃0 

(
𝜃𝑠 + 𝜃 − 2 𝜃0 

)
𝐷 ( 𝜃) 𝑑𝜃 (3a)

here the soil water diffusivity is given by 

 ( 𝜃) = 𝐾 ( 𝜃) 𝑑ℎ 
𝑑𝜃

(3b)

Given these equations, the quasi-exact implicit model can be writ-
en as a function of time, t , and the set of hydraulic parameters
120 
 3D ( t ) = I 3D ( t , 𝜃r , 𝜃S , 𝜎, h kg , K S ). Considering that 𝜃r and 𝜃S are fixed,
nfiltration depends only on the hydraulic parameters h kg , K S , and 𝜎.
onsequently, the fit of the model to experimental data is performed
o estimate h kg , K S , and 𝜎 using a specific inverting procedure, detailed
elow. 

First, a random set of hydraulic parameters ( 𝜎, h kg , K S ) are selected.
econd, the inputs of the QEI model are computed from 𝜎, h kg , and K S .
he initial hydraulic conductivity, K 0, is computed from 𝜎 and K S us-

ng the Kosugi hydraulic conductivity function defined in Table 1 . The
orptivity, S ( 𝜎, h kg , K S ), is computed using Eq. (3a) . Then the observa-
ion data ( t obs,i , I obs,i ) are scaled on the basis of the following procedure
 Lassabatere et al., 2009 ): 

 

∗ 
𝑜𝑏𝑠,𝑖 

= 

2 ( Δ𝐾 ) 2 

𝑆 

2 𝑡 𝑜𝑏𝑠,𝑖 (4a)

 

∗ 
𝑜𝑏𝑠,𝑖 

= 

2Δ𝐾 

𝑆 

2 

(
𝐼 𝑜𝑏𝑠,𝑖 − 

(
𝐾 0 + 

𝛾

ř Δθ
𝑆 

2 
)

𝑡 𝑜𝑏𝑠,𝑖 

)
(4b)

If the set of hydraulic parameters ( 𝜎, h kg , K S ) were properly chosen,
he obtained scaled data should verify Eq. (2) . Consequently, a novel
bjective function, 𝑂 𝐹 𝑏𝑒𝑠𝑡 _ 𝑞𝑒𝑖 , which assesses the difference between the
ight and left terms of Eq. (2b) , is defined. It is important to note that the
ata set is split into two parts (the transient and the steady states), and
he relative weights of these two states are determined by the value of w ,
n order to strengthen the inverting procedure to avoid the over-weights
or the steady state: 

 𝐹 best _ qei 
(
𝜎, ℎ 𝑘𝑔 , 𝐾 𝑠 

)
= 

𝑤 

𝑁 𝑡𝑟𝑎𝑛𝑠 

∑𝑖 = 𝑁 trans 
𝑖 =1 

[
( 1 − 𝛽) 𝑡 ∗ 

𝑜𝑏𝑠,𝑖 

− 

⎛ ⎜ ⎜ ⎜ ⎝ 𝐼 
∗ 
𝑜𝑏𝑠,𝑖 

− ln 
⎛ ⎜ ⎜ ⎜ ⎝ 
exp 

(
β 𝐼 ∗ 

𝑜𝑏𝑠,𝑖 

)
+ β − 1 

β

⎞ ⎟ ⎟ ⎟ ⎠ 
⎞ ⎟ ⎟ ⎟ ⎠ 
⎤ ⎥ ⎥ ⎥ ⎦ 
2 

+ 

( 1 − 𝑤 ) 
𝑁 𝑠𝑡𝑒𝑎𝑑 

∑𝑖 = 𝑁 end 
𝑖 = ( 𝑁 trans +1 ) 

[
lo g 10 

(
( 1 − 𝛽) 𝑡 ∗ 

𝑜𝑏𝑠,𝑖 

)

− lo g 10 

⎛ ⎜ ⎜ ⎜ ⎝ 𝐼 
∗ 
𝑜𝑏𝑠,𝑖 

− ln 
⎛ ⎜ ⎜ ⎜ ⎝ 
exp 

(
β 𝐼 ∗ 

𝑜𝑏𝑠,𝑖 

)
+ β − 1 

β

⎞ ⎟ ⎟ ⎟ ⎠ 
⎞ ⎟ ⎟ ⎟ ⎠ 
⎤ ⎥ ⎥ ⎥ ⎦ 
2 

(5) 

here i is the index of the infiltration data; N stead and N trans are the num-
er of infiltration data for the transient and steady states, respectively;
nd N end is the maximum number of data points. 

Cumulative infiltration curves for observed and simulated are al-
ays closer (less discrepancy and smaller errors) at the beginning of

he infiltration process, as for both curves I ( t = 0) = 0. In order to bal-
nce the fit along the entire infiltration process (transient and steady
tate), it is necessary to account for the fact that the accumulated er-
ors between these infiltrations are larger for the steady state. Subse-
uently, if no transformation is performed for the steady state, then
he fit would preferentially fit the steady state and overlook the tran-
ient state. Therefore, a log 10 transformation is performed for the steady
tate, which allows the different order of magnitude between transient
nd steady-state errors to be compensated. For fine tuning, a weighting,
 , is introduced with an optimal value of w = 0.2, obtained by trial and
rror. 

The novelty of the proposed 𝑂 𝐹 best _ qei is that it is not biased by the
atio of the number of observations in the steady and transient phases.
he number of data points that belong to the transient and steady
tates is calculated by comparing the related time with the threshold
 trans_steady_qei [T]. This threshold corresponds to the time at which the
nfiltration state passes from transient to steady. It is directly derived
rom the experimental cumulative infiltration curve, assuming that it
eparates the two parts of the curves that are concave and linear; these
arts represent the transient and steady states, respectively. A linear re-
ression is performed on the last points that align on the final straight
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Table 2 

Feasible range of the Kosugi and van Genuchten hydraulic parameters used for optimization. 
The value of 𝜃r is assumed to be 0 as in the original BEST method ( Lassabatere et al., 2013 ). 
Values are based on Latorre et al. (2015) for K S and on Pollacco et al. (2013a,b) for the 
Kosugi 𝜎 and h k g as well as the van Genuchten n and h v g parameters. 

Universal Kosugi van Genuchten 

𝜃r log 10 K S log 10 h kg 𝜎 log 10 h vg n 

[cm 

3 cm 

− 3 ] [log 10 (cm h − 1 )] [log 10 (cm h − 1 )] [–] [log 10 (cm h − 1 )] [–] 

Min 0 − 2.14 1.2 0.8 0.30 1.09 
Max 0 2.26 6.0 4.0 6.00 2.3 
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ine, and the related slope and intercept are computed. Then, the next
oint (starting from the end) is interpolated and the following condition
s tested: 
𝐼 3D ( 𝑡 ) − 𝐼 3D _ Int erpolat ed ( 𝑡 ) 

ΔT 
≤ 𝑃 transient _ steady (6) 

here ΔT [T] is the time step for the cumulative infiltration data and
 transient _ steady was fixed at a value of 0.05 mm s − 1 obtained as a thresh-
ld representing the deviation from linearity. The procedure is stopped
s soon as the equation is no longer valid, which highlights a too-strong
eviation of the point from the straight line. The transition time is de-
ned by the last point that validates Eq. (6) . 

The inverting procedure computes the objective function for sev-
ral sets of hydraulic parameters. An optimization algorithm com-
utes the optimum hydraulic parameters. Note that the objective func-
ion, 𝑂 𝐹 best _ qei , involves three parameters and may suffer from non-
niqueness. A specific strategy is defined to reduce the number of pa-
ameters, and this is detailed in Section 2.3 . Latorre et al. (2015) have
lready implemented the QEI model in their inversion algorithm. How-
ver, in this study the objective function is modified to improve the
tting procedure such that it is not biased by the ratio of the number of
bservations in the steady and transient phases. 

.2. A new, simplified, approximate expansion into the BEST method, 

EST SA 

The BEST QEI algorithm implements the QEI model, but it needs to
e solved numerically. Therefore a new simplified expansion based on
he two-term approximation of Haverkamp et al. (1994) is proposed as
ollows: 

 3D _ trans ( t ) = S 
√
t + 

(
𝐴 𝑆 

2 + 𝐵 𝐾 𝑠 

)
𝑡 (7a)

 3D _ steady ( t ) = 

(
𝐴 𝑆 

2 + 𝐾 𝑠 

)
𝑡 + 𝐶 

𝑆 

2 

𝐾 𝑠 

(7b)

The A [L − 1 ] parameter was already defined above, while constants
 [–] and C [–] can be written as ( Lassabatere et al., 2013 ): 

 = 

𝛾

ř Δθ
(7c)

 = 

2 − 𝛽

3 
+ 

1 + 𝛽

3 
𝐾 0 
𝐾 𝑆 

(7d)

 = 

1 

2 ( 1 − 𝛽) 
(
1 − 

𝐾 0 
𝐾 𝑆 

) ln 
( 

1 
𝛽

) 

(7e)

In this new methodology the two approximate expansions, 𝐼 3D _ trans ( 𝑡 )
nd 𝐼 3D _ steady ( 𝑡 ) , are combined into a combined approximate function,
 3D _ SA ( 𝑡 ) , referred to as the shifting approximation. This new expres-
ion automatically assigns the corresponding approximate function by
omparing the time with the threshold shifting between the transient
nd steady states, 𝑡 trans _ stead _ SA . If time is higher than 𝑡 trans _ stead _ SA , the ex-
ression will compute the steady-state expansion; otherwise it will com-
ute the transient-state expansion. The proposed shifting approximation
odel, 𝐼 3 𝐷 _ 𝑆𝐴 ( 𝑡 ) , can be written as follows: 
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 3D _ SA ( 𝑡 ) = 

⎧ ⎪ ⎨ ⎪ ⎩ 

𝐼 3D _ trans ( 𝑡 ) = 𝑆 

√
𝑡 + 

(
𝐴 𝑆 

2 + 𝐵 𝐾 𝑠 

)
𝑡 𝑡 ≤ 𝑡 trans _ steady _ SA 

𝐼 3D _ steady ( 𝑡 ) = 

(
𝐴 𝑆 

2 + 𝐾 𝑠 

)
𝑡 + 𝐶 𝑡 > 𝑡 trans _ steady _ SA 

𝑡 trans _ steady _ SA = 

[
𝑆 

2 ( 1− 𝐵 ) 𝐾 𝑠 

]2 (8) 

This new version of BEST, referred to as BEST SA , uses this new ap-
roximate expansion, which has the advantage of being defined for all
imes in contrast to the original BEST. The inverse modelling is per-
ormed in a similar way to that used for the BEST QEI method. The hy-
raulic parameters ( 𝜎, h kg , K S ) are used to derive all the inputs needed

or 𝐼 3D _ SA ( 𝑡 ) , particularly the initial relative hydraulic conductivity, 𝐾 0 
𝐾 𝑆 

,

hich is involved in constants B and C , as well as in the sorptivity, S
through Eq. (3a) ). The modelled data are then compared to the exper-
mental data using the objective function 𝑂 𝐹 best _ sa ( Eq. (9) ). This objec-
ive function splits the data into transient and steady states, similar to
 𝐹 best _ qei . The objective function is then minimized to define the opti-
um values of 𝜎, h kg , and K S . 

𝑂 𝐹 best _ sa 
(
σ, ℎ 𝑘𝑔 , 𝐾 𝑠 

)
= 𝑤 

∑
𝑡 𝑖 < 𝑡 trans _ steady _ SA 

[
𝐼 𝑜𝑏𝑠,𝑖 − 𝐼 3D _ SA 

(
𝑡 𝑖 
)]2 

∑
𝑡 𝑖 < 𝑡 trans _ steady _ SA 

[
𝐼 𝑜𝑏𝑠,𝑖 − 𝐼 𝑜𝑏𝑠,𝑖 

]2 
+ ( 1 − 𝑤 ) 

∑
𝑡 𝑖 > 𝑡 trans _ steady _ SA 

[
log 10 

[
𝐼 𝑜𝑏𝑠,𝑖 

]
− log 10 

[
𝐼 3 D S A 

(
𝑡 𝑖 
)]]2 

∑
𝑡 𝑖 > 𝑡 trans _ steady _ SA 

[
log 10 

[
𝐼 𝑜𝑏𝑠,𝑖 

]
− log 10 

[
𝐼 𝑜𝑏𝑠,𝑖 

]]2 (9) 

The relative weight, w , between the two terms of this objective func-
ion was found by trial and error to be equal to 0.5. The rationale for
he logarithm transformation for the second term of the 𝑂 𝐹 best _ sa is the
ame as for 𝑂 𝐹 best _ qei ( Eq. (5) ), as described in Section 2.1 . 

.3. Reducing the non-uniqueness of the Kosugi hydraulic parameters 

The optimization of the hydraulic parameters using BEST QEI and
EST SA suffers from non-uniqueness when simultaneously inverting the
hree parameters ( 𝜎, h kg , K S ). Therefore, it is proposed to reduce the
on-uniqueness of the Kosugi parameters ( 𝜎, h kg ) considering the rela-
ionship between h kg and 𝜎 found by Pollacco et al. (2013a) . 

According to Pollacco et al. (2013a) , there is a positive linear corre-
ation between h kg and 𝜎 for most soils. Larger median pore size (small
 kg ), which is characteristic of coarsely structured soils, is linked to a
maller standard distribution (dispersion) of the pore size (small 𝜎). This
elationship can be explained by the fact that when h kg is small, the soil
ends to be single-grain structured (monodisperse) and so 𝜎 tends to be
mall. On the other hand, when h kg is increased, which is characteris-
ic of finer material, the soil structure becomes aggregated or the soil
s composed of an array of grain sizes (polydisperse), and so 𝜎 tends to
ave a larger dispersion. Pollacco et al. (2013a) obtained a root mean
quared error of 0.45 using a dataset of 73 soils by using the following
elationship between h kg [cm] and 𝜎 [–]: 

𝑚𝑜𝑑 = 𝑃 𝜎1 
[
ln 

(
ℎ kg ∕10 

)
− 1 

]𝑃 𝜎2 (10) 

here P = 0.382 and P = 1.080 are fitting parameters. 
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Table 3 

Target van Genuchten (VG) hydraulic parameters derived from Latorre et al. (2015) and the equivalent optimized Kosugi (KG) hydraulic parameters, related 
goodness of fits between 𝜃(h) and K( 𝜃), NSE 𝜃_k , and goodness of fits of analytical QEI and SA models fed with the optimized KG hydraulic parameters with 
respect to target cumulative infiltrations generated with HYDRUS ( NSE i ). Shaded rows correspond to less accurate matches, in terms of both WRHCFs and 
cumulative infiltrations. 

QEI SA 

VG KG VG_KG KG VG KG VG 

ID Soil type 𝜃s 𝜃r K S h vg n h kg 𝜎 Δ𝐾 𝜃𝑠 NSE 𝜃_k NSE i NSE i NSE i NSE i 
[cm 

3 cm 

− 3 ] [cm 

3 cm 

− 3 ] [cm h − 1 ] [cm] [–] [cm] [–] 

1 Loam 1 0.42 0.090 4.3 3.01 10 3 2.21 4.90 10 3 0.98 74.0 1.00 1.00 1.00 1.00 1.00 
2 Loam 2 0.43 0.078 1.0 2.75 10 3 1.56 1.00 10 4 1.60 39.6 1.00 1.00 1.00 1.00 1.00 
3 Silty Clay Loam 0.41 0.270 3.4 1.95 10 3 1.53 7.76 10 3 1.65 151.7 1.00 0.98 0.98 0.99 0.99 
4 Sandy Loam 0.38 0.050 30.1 5.25 10 2 1.46 2.63 10 3 1.79 1520.9 0.99 0.96 0.96 1.00 0.99 
5 Silt 0.46 0.034 0.3 6.31 10 3 1.37 4.79 10 4 2.00 20.1 0.99 1.00 1.00 1.00 1.00 
6 Silty Loam 0.38 0.010 1.6 3.80 10 3 1.18 2.63 10 5 2.74 141.5 0.96 0.86 0.94 0.89 0.96 

Average: 0.97 0.98 0.98 0.99 

Fig. 1. Relationship between 𝜎 simulated and 𝜎 observed ( Eq. (10) ). Dotted line 
corresponds to the 1:1 line. 
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The optimization of the hydraulic parameters is therefore performed
y optimizing only K S and h kg and deriving 𝜎 from 𝜎mod as shown in
ig. 1 . The input parameters of Eqs. (4a) , (b) and (8) that are used for the
nversion procedure of BEST QEI and BEST SA , respectively, are written as
 function of ( 𝜎mod ( h kg ), h kg , K S ) instead of ( 𝜎, h kg , K S ). Thus, only h k g
nd K S are optimized. 

. Materials and methods 

.1. Synthetic soils and cumulative infiltrations 

This study uses six contrasting synthetic soils investigated
y Latorre et al. (2015) selected from the soil database of
arsel and Parrish (1988) . Their WRHCFs are described using the
an Genuchten (1980) model along with the Mualem condition ( k m 

= 1)
nd the Mualem (1976) capillary model. Related parameters are listed
n Table 3 (VG column). The fit of these hydraulic functions with KG
unctions led to values of 𝜎 between 0.98 and 2.74. 

Simulations from Latorre et al. (2015) were used to model wa-
er infiltration into these soils. These authors used a numerical do-
ain 25 cm in radius and 25 cm in depth. The mesh is made of 100

width) ×900 (height) elements. The vertical dimension of cells varies
etween 0.003 cm near the surface to 0.3 cm at the bottom. The cumu-
ative infiltrations correspond to a disc radius of 10 cm. A null constant
ead was applied at the upper boundary below the ring, whereas a zero
ater-flux condition was applied to the rest of the boundary. Initial wa-
122 
er content was fixed close to the residual water content. The maximum
umulative infiltration was fixed at 50 mm. 

.2. Equivalence between KG and VG WRHFCs and related hydraulic 

esponse 

One of the crucial points of this work concerns the generality of the
EST methods. In this section we derive the KG WRHCFs from the VG
RHCFs. First, the target VG WRHCFs were fitted to the KG WRHCFs.

he KG hydraulic parameters are derived from the VG parameters n
nd h vg for the Mualem model ( k m 

= 1) by minimizing the objective
unction 𝑂 𝐹 θ_ 𝑘𝑔 , which is based on the Nash-Sutcliffe efficiency formu-
ation: 

 𝐹 θ_ 𝑘𝑔 = 𝑤 

∑i= 𝑁 

𝑖 

[
𝑆 e _ kg 

(
ℎ 𝑖 

)
− 𝑆 e _ vg 

(
ℎ 𝑖 

)]2 
∑i=N 

𝑖 

[
𝑆 e _ kg 

(
ℎ 𝑖 

)
− 𝑆 e _ kg 

(
ℎ 𝑖 

)]2 
+ ( 𝑤 − 1 ) 

∑i=N 
𝑖 

[
𝑙𝑛 𝐾 r _ kg 

(
ℎ 𝑖 

)
− ln 𝐾 r _ vg 

(
ℎ 𝑖 

)]2 
∑i=N 

𝑖 

[
𝑙 𝑛 𝐾 r _ kg 

(
ℎ 𝑖 

)
− 𝑙 𝑛 𝐾 r _ kg 

(
ℎ 𝑖 

)]2 (11) 

here w is a weighting parameter, which is equal to 0.5, as recom-
ended by Pollacco et al. (2013a,b) , and N is the number of discretised
 e data points, which is equal to 1000. The parameter w rules the rela-
ive weights assigned to the fits of the water retention curve and the hy-
raulic conductivity curve. The feasible range of parameters used for the
ts is listed in Table 2 . These values are based on Latorre et al. (2015) for
 S , and on Pollacco et al. (2013a,b) for the Kosugi 𝜎 and h k g , as well as

he van Genuchten n and h v g parameters. 
Second, the capability of the KG WRHCFs to predict the target cu-

ulative infiltrations is evaluated. The optimized KG WRHCFs were
sed to compute the analytical QEI and SA models. These analytical
ata were compared to the numerically generated cumulative infiltra-
ion from Latorre et al. (2015) . In addition to an adequate representation
f the original 𝜃(h) and K( 𝜃) , the optimized KG WRHCFs should provide
imilar cumulative infiltrations to those generated numerically using the
G WRHCFs. The agreement between analytically generated data us-

ng KG WRHCFs, I sim 

( t i ), and numerically generated data using the VG
RHCFs in the HYDRUS-3D model ( Š im ů nek et al., 2016 ), I hydrus ( t i ),
as assessed using the Nash-Sutcliffe efficiency coefficient, NSE i , de-
ned as follows: 

𝑆 𝐸 i = 1 − 

∑𝑖 = 𝑁 

𝑖 =1 
[
𝐼 ℎ𝑦𝑑𝑟𝑢𝑠 

(
𝑡 𝑖 
)
− 𝐼 sim 

(
𝑡 𝑖 
)]2 

∑𝑖 = 𝑁 

𝑖 =1 

[
𝐼 ℎ𝑦𝑑𝑟𝑢𝑠 

(
𝑡 𝑖 
)
− 𝐼 ℎ𝑦𝑑𝑟𝑢𝑠 

(
𝑡 𝑖 
)]2 (12)

here N corresponds to the maximum number of infiltration data. 
The computation of analytically generated data and the performance

f the inverting procedure require the computation of S . The numerical
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Table 4 

Accuracy of fits ( NSE i ), estimates for sorptivity (relative error as in Eq. (13) , Er ( S )), saturated hydraulic conductivity (relative 
error as in Eq. (13) , Er ( K S )), and agreement between estimated and target WRHCFs ( NSE 𝜃_k ). Shaded rows correspond to less 
accurate matches. 

QEI (constrained with 𝜎mod ) QEI (unconstrained) BEST_SA (constrained with 𝜎mod ) 

ID Soil type NSE i Er(S) E r (K S ) NSE 𝜃_k NSE 𝜃_k Er(S) E r (K S ) NSE i E r (S) Er (K S ) NSE 𝜃_k 

1 Loam 1 1.00 1.00 0.64 − 1.81 − 6.07 1.00 0.64 1.00 0.99 0.64 − 1.84 
2 Loam 2 1.00 0.99 0.73 0.66 0.58 0.99 0.73 1.00 0.98 0.74 0.66 
3 Silty Clay Loam 1.00 0.86 0.94 0.93 − 0.75 0.86 0.94 1.00 0.88 0.97 0.93 
4 Sandy Loam 0.96 0.90 0.88 0.98 − 5.16 0.90 0.88 1.00 0.96 0.88 0.97 
5 Silt 1.00 0.99 0.34 0.92 0.63 0.99 0.34 1.00 0.98 0.24 0.84 
6 Silty Loam 1.00 0.76 0.69 − 0.05 − 1.63 0.76 0.69 1.00 0.79 0.71 − 0.02 

Average 0.99 0.92 0.70 0.27 − 2.07 0.92 0.70 1.00 0.93 0.70 0.26 
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ntegration of S ( Eq. (3a) and (b) ) is non-trivial because the integra-
ion is ill posed, since lim 𝜃→𝜃s 

𝐷( 𝜃) → +∞. Therefore, it is necessary to
imit the highest soil water content to 𝜃end = 𝜃( S e = 1 − 10 − 9 ). It was
ound that 10 − 9 is the smallest value before getting numerical instabil-
ty. The integration was computed in Julia programming language using
he QuadGK package ( https://juliamath.github.io/QuadGK.jl/stable/ ). 

.3. Inverting procedure, related goodness of fit, and model accuracy 

The global optimization of the hydraulic parameters was per-
ormed using a robust global optimizer BlackBoxOptim in Julia lan-
uage ( https://github.com/robertfeldt/BlackBoxOptim.jl ). Due to the
mposed constraints, it proved successful to use the local optimizer Op-
im.optimize (GoldenSection), also in Julia language ( https://github.
om/robertfeldt/BlackBoxOptim.jl ) ( Mogensen and Riseth, 2018 ),
hich is considerably faster than the global optimizer. 

The goodness of fit of fitted modelled data, I sim 

, to match the tar-
et numerically generated observations, I hydrus , was assessed using the
ash-Sutcliffe efficiency formulation, NSE i , described above. The accu-

acy of the different inverting procedures was evaluated considering the
elative errors, Er , between estimated and target parameters: 

 𝑟 ( 𝑋 ) = 1 − 

|||𝑋 est − 𝑋 target 
|||

𝑋 target 
(13)

here X est and X target are the values of any parameter estimated by the
nverting procedure and the corresponding target, respectively. Note
hat the target values for the hydraulic parameters correspond to those
erived from the previous fit of KG WRHCFs to the original VG WRHCFs.

. Results and discussion 

The validity of the new BEST method is assessed using the follow-
ng steps: Section 4.1 demonstrates the capability of the optimized KG

RHCFs to fit the target VG WRHCFs. Section 4.2 shows that the QEI
nd the new BEST method parameterized with known VG and KG hy-
raulic parameters could reproduce the target cumulative infiltrations
erived with the HYDRUS-3D model. Section 4.3.1 derives the accuracy
f predicting infiltration, transition time, saturated hydraulic conductivity

nd sorptivity by inverting the hydraulic parameters of the QEI and the
ew BEST method with cumulative infiltration without constraining the
ydraulic parameters (i.e., without using the relationship between 𝜎 and
 kg ). Section 4.3.2 describes the accuracy of the QEI and the new BEST
ethod to predict WRHCFs and the Kosugi hydraulic parameters by in-

erting the hydraulic parameters with cumulative infiltration by con-
training the hydraulic parameters with the relationship between 𝜎 and
 kg . 

.1. Comparison between VG and KG WRHCFs 

The capability of the optimized KG WRHCFs to fit observed VG
RHCFs is assessed and depicted in Fig. 2 , with the related optimized
123 
arameters listed in Table 3 (columns “h kg ” and “𝜎”), along with the
bserved VG hydraulic parameters. The fits clearly align on the target
urves in all cases ( Fig. 2 ), and the related values of NSE i attest to the
uality of fits ( Table 3 , column “NSE 𝜃_k ”). Although VG and KG corre-
pond to different mathematical expressions, they can simulate similar
ydraulic functions, in particular for 𝜎 < 2 or n > 1.37. The target curves
re marginally less accurate for 𝜎 > 2, with a slight deviation at high suc-
ions ( Fig. 2 , left). These results show that either VG or KG WRHCFs can
e used to characterize the WRHCFs. For a more comprehensive compar-
son of VG and KG formulations, readers are referred to Assouline and
r (2013) and Cornelis et al. (2005) . 

.2. Capability of known KG WRHCFs to reproduce target cumulative 

nfiltrations computed with HYDRUS-3D 

The capability of the optimized KG WRHCFs by using BEST QEI and
EST SA to reproduce the target cumulative infiltrations obtained with
he HYDRUS-3D model ( Š im ů nek et al., 2016 ), I hydrus ( t i ), is assessed.
he KG parameters were used to compute the analytical model in-
uts ( K S , K 0 , S ) and the corresponding cumulative infiltration curves.
ig. 3 (left column) shows that both BEST QEI_KG and BEST SA_KG are very
lose to the target numerical cumulative infiltrations, I hydrus ( t i ), for the
ase of Loam 1, Loam 2 , and Silt ( 𝜎 = 0.98, 1.60 and 2.00, respectively),
ith values of NSE i coefficients equal to unity ( Table 3 , columns “QEI,
G, NSE i ” and “QEI, VG, NSE i ”). Conversely, the fits are less good,
ith lower values for the NSE i coefficients but also close to unity for
ilty Loam ( 𝜎 = 2.74), Silty Clay Loam ( 𝜎 = 1.65), and Sandy Loam

 𝜎 = 1.79). 
Such inadequacy was already reported by Lassabatere et al. (2009) ,

here discrepancies between analytical models and target numeri-
al cumulative infiltrations were explained based on the failure of
ertain conditions needed for the QEI model ( Haverkamp et al.,
994 ). In this study, an explanation for the discrepancy is based
n the shape of the WRHCFs, and, in particular, the steep slope of
 K(S e ) /d S e near saturation. To illustrate this, the indicator, Δ𝐾 𝜃𝑠 

, is
sed: 

𝐾 𝜃𝑠 
= 

𝐾 𝑠 − 𝐾 

(
𝑆 𝑒 = 0 . 99 

)
1 − 𝑆 𝑒 

(14) 

Table 3 shows that soils showing less good fit ( Silty Clay Loam

 𝜎 = 1.65), Sandy Loam ( 𝜎 = 1.79), and Silty Loam ( 𝜎 = 2.74)) have
arge Δ𝐾 𝜃𝑠 

> 150 cm h −1 , and so the match between the analytical mod-
ls and the real cumulative infiltration may be questionable for soils
ith Δ𝐾 𝜃𝑠 

> 150 cm h −1 , and further investigation may need to be con-
ucted with experimental field data. However, the worst case in terms of
greement between WRHCFs and related cumulative infiltrations corre-
ponds to Silty Loam , whereas the highest value for Δ𝐾 𝜃𝑠 

is obtained for
andy Loam . The proposed indicator for the mismatch between WRHCFs
nd related cumulative infiltrations may be combined in future research
ith alternative indicators. Lassabatere et al. (2009) proposed indicators

https://juliamath.github.io/QuadGK.jl/stable/
https://github.com/robertfeldt/BlackBoxOptim.jl
https://github.com/robertfeldt/BlackBoxOptim.jl
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Fig. 2. 𝜃(h) and K( 𝜃) of VG and KG models showing a 
good match, especially for 𝜎 < 2. Soil type and corre- 
sponding 𝜎 values for the selected soils are indicated for 
each row in the right panel. 
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ased on WRHCFs and the shape parameter, 𝛽, but this aspect will be
he subject of further research. 

For completeness, Fig. 3 (right column) shows good agreement be-
ween cumulative infiltration derived with BEST QEI formulation us-
ng observed KG and VG hydraulic parameters. We conclude that the
124 
omputed infiltration by using BEST QEI and BEST SA and hydraulic pa-
ameters for VG and KG matches accurately I hydrus ( t i ) for soils with
𝐾 𝜃𝑠 

< 150 cm h −1 . Nevertheless, since BEST QEI and BEST SA have been
ested with numerically generated data with HYDRUS-3D, the BEST QEI 
nd BEST should be further tested with field experimental data. 
SA 
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Fig. 3. Comparison between cumulative infiltration com- 
puted with the analytical QEI formulation (QEI) and the 
shifting approximation (SA) using the Kosugi (KG) hy- 
draulic parameters (left column), and comparison be- 
tween cumulative infiltration computed with the analyti- 
cal QEI formulation (QEI) using the Kosugi (KG) and van 
Genuchten (VG) hydraulic parameters (right column). All 
panels include the target numerically generated cumu- 
lative infiltrations using HYDRUS. Soil type and corre- 
sponding 𝜎 values for the selected soils are indicated for 
each row in the right panel. 
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.3. Accuracy of the inverted BEST QEI and BEST SA 

In the previous section the capability of KG WRHCFS to adequately
odel VG WRHCFs and the related computation of cumulative in-
ltration were investigated. This section uses the new BEST QEI and
125 
EST SA methods to invert cumulative infiltrations and derive the cor-
esponding WRHCFs and hydraulic parameters. The VG hydraulic pa-
ameters of the synthetic soils were used with the HYDRUS-3D soft-
are to numerically generate cumulative infiltrations, I hydrus ( t i ), then

nfiltration data were inverted with BEST QEI and BEST SA to derive the
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Fig. 4. Quality of fits of the target numerically generated data (HYDRUS) with BEST QEI and BEST SA methods. The threshold between the transient and steady states 
is depicted for the two methods ( 𝒕 𝐭 𝐫 𝐚𝐧𝐬 _ 𝐬𝐭𝐞𝐚𝐝 _ 𝐐𝐄𝐈 and 𝒕 𝐭 𝐫 𝐚𝐧𝐬 _ 𝐬𝐭𝐞𝐚𝐝 _ 𝐒𝐀 ). 

Fig. 5. Target and estimated saturated hy- 
draulic conductivity ( K S ) and sorptivity ( S ) 
with BEST QEI and BEST SA methods. Dotted lines 
correspond to the 1:1 line. 
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ull set of hydraulic parameters and the related sorptivity. It is ex-
ected that both the estimated hydraulic parameters and the fits are
ess accurate for the cases of Silty Clay Loam, Sandy Loam , and Silty

oam , since the KG model has more difficulties depicting the target
G WRHCFs, and to model properly the corresponding cumulative

nfiltrations. 
126 
.3.1. Unconstrained optimization: without using relationship between 𝜎

nd h kg 
The use of the relationship between 𝜎 and h kg ( Eq. (10) ) does not

mprove the predictions of infiltration, S and K S since there is an infi-
ite combination of 𝜎 and h kg which gives similar values of S ( Eq. (3a)
nd (b) ) (their relative errors are equal for the constrained and uncon-
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Fig. 6. Target (HYDRUS) and estimated WRHCFs by 
BEST QEI and BEST SA methods. Soil type and correspond- 
ing 𝜎 values for the selected soils are indicated for each 
row in the right panel. 
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formulation does not because it considers the non-linear lateral flow. 
trained case as shown in Table 4 ). However, this relationship is essen-
ial for a complete characterization of all the parameters. 

.3.1.1. Prediction of infiltration and transition time. Target cumulative
nfiltrations were properly modelled by the inverted hydraulic parame-
ers obtained with BEST QEI and BEST SA , as shown in Fig. 4 . These results
127 
alidate the methodology and prove the efficiency of both objectives
unctions, 𝑂 𝐹 best _ qei and 𝑂 𝐹 best _ sa . 

However, the predicted transition times between the transient and
teady states, 𝑡 trans _ stead , are not always the same for BEST QEI and BEST SA .
he reason for this is that the BEST method assumes that infiltration in
he steady state increases linearly with time ( Eq. (7b) ), while the QEI
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herefore, 𝑡 trans _ stead of the BEST method is overestimated due to ignor-
ng the non-linearity of the steady state. The inversion of infiltration
ata using BEST QEI and BEST SA is accurate, but 𝑡 trans _ stead computed by
EST QEI is considered more realistic than computed by BEST SA . In fact,
EST SA becomes linear faster than BEST QEI since BEST SA is an approxi-
ation of BEST QEI of order 2. This is why 𝑡 trans _ stead is always smaller for
EST QEI than for BEST SA . 

.3.1.2. Ability to predict K S and s . K S and S are depicted in Fig. 5 .
he results shown in Fig. 5 (left) and the values of Er(K S ) listed in
able 4 confirm the predictions of K S are accurate for both methods.
ndeed, most of the points are close to the straight-line 1:1, indicating
hat estimated values are close to the targets. The estimates are compa-
able between BEST QEI and BEST SA . The results shown in Fig. 5 (right)
nd Er(S) ( Table 4 ) confirm that the two methods BEST QEI and BEST SA 
erform well for the estimation of S , with estimates close to target val-
es (similar results were obtained by Latorre et al., 2015 ). For most
oils, BEST SA and BEST QEI have comparable estimates. Note that S is
stimated with more accuracy than K S (the scales are logarithmic for
ig. 5 (left) versus linear for Fig. 5 (right)). Lastly, the scattering of
ata points over both sides of the straight-line 1:1 on both subpanels
f Fig. 5 demonstrates there is no trend to overestimate or underesti-
ate the target. This is important, because it shows the methods do
ot systematically overestimate or underestimate parameters, meaning
hat they are not biased. With the data used, the predictions made with
EST SA are comparable to those made with BEST QEI . 

.3.2. Constrained optimization: using relationship between 𝜎 and h kg 

.3.2.1. Ability to predict WRHCFs. The quality of BEST SA and BEST QEI 
as assessed by comparing the estimated and target WRHCFs and
nalysing the values of the Nash-Sutcliffe efficiency coefficients,
𝑆 𝐸 θ_ 𝑘 , ( Table 4 ). Estimations of the WRHCFs are close to the target

urves, in particular for Loam 2, Silty Clay Loam, Sandy Loam , and Silt .
arger discrepancies are found for Loam 1 and Silt Loam ( Figs. 5 and 6 ),
ith lower values of 𝑁𝑆 𝐸 θ_ 𝑘 as shown in Table 4 . For all considered

oils, BEST QEI and BEST SA provide similar estimated WRHCFs. Less ac-
urate estimates for some soils were expected, as stated above. It was
roven that for some types of soils the computations of the cumula-
ive infiltrations using the analytical models used by BEST QEI or BEST SA 
ethods do not align on the target infiltration curves I hydrus ( t i ). Conse-

uently, the BEST QEI or BEST SA inverting procedure will compensate for
uch mismatch by mis-estimating the hydraulic parameters and related
RHCFs, deviating these far from the targets ( Fig. 6 ). 
Therefore, implementation of the relation between the scale parame-

er, h kg , and the shape parameter, 𝜎, strengthens the BEST QEI and BEST SA 
ethods. The reduction in the number of optimizable parameters facil-

tates the inverting procedure. When three parameters are considered
 𝜎, h kg , K S ), the objective functions do not define a single minimum but
 large zone. Then, depending on the initial values, the inverting algo-
ithm may converge towards contrasting sets of optimized parameters,
nd probably contrasting WRHCFs. Conversely, the objective function
elated to BEST QEI and BEST SA is defined as a function of only two pa-
ameters ( h kg , K S ). The concomitant optimization of two parameters is
ess sensitive and more robust, leading to more accurate estimates. To
emonstrate this, the data were inverted using the same framework for
EST QEI and BEST SA without any constraints (i.e. without the relation

mod ( h kg )), resulting in worse results with lower values for the Nash-
utcliffe efficiency coefficient 𝑁𝑆 𝐸 θ_ 𝑘 ( Table 4 ). In fact, the implemen-
ation of the relation between 𝜎 and h kg through Eq. (10) in the BEST QEI 
nd BEST SA methods is one of the main advantages of the methodolo-
ies. 

The use of 𝜎mod ( h kg ) enables predictions of WRHCFs for most soils in
he absence of PSD. Improved predictions are foreseen when relation-
hips of 𝛽 are computed as a function of the WRHCFs, and when field
xperimental infiltration is used instead of that computed by HYDRUS-
D. This question has already been raised by Lassabatere et al. (2009) ,
128 
here the value of the 𝛽 parameter, often fixed at 0.6, was questioned.
atorre et al. (2015) proved that the 𝛽 parameter plays a role in mod-
lling water infiltration data. Therefore, future studies will determine if
arying 𝛽 would improve the predictions of WRHCFs. 

.3.2.2. Ability to predict 𝜎 and h kg . The accuracy of estimating 𝜎 and
 kg cannot be assessed because the estimated hydraulic parameters are
elated to KG functions, whereas target hydraulic parameters are related
o VG functions. Consequently, the values of the hydraulic parameters
annot be directly compared. Moreover, the direct comparison of hy-
raulic parameters, even defined for similar functions, may be tricky.
ollacco et al. (2008) showed that there are equally good combinations
f hydraulic parameters, which are “sets of truly linked parameters ”. In
ther words, different combinations of 𝜎 and h kg could produce a similar
t of 𝜃(h) and K( 𝜃) depicted in Fig. 6 . It is expected that more physical 𝜎
nd h kg values would be obtained if they were further constrained from
he relationship between K S and hydraulic parameters related to 𝜃(h)

 Pollacco et al., 2013a, 2017 ). This issue will be the subject of further
nvestigation. In the absence of PSD, the new BEST approach relying on
q. (10) makes it possible to estimate these parameters, but we cannot
e sure they correspond to the real values. 

. Conclusions 

This paper develops two novel methods, BEST QEI and BEST SA, which
eneralize the existing BEST methods to make predictions of any uni-
odal 𝜃(h) and K( 𝜃) . In fact, these methods predict the WRHCFs on the

asis of KG formulae, but it is demonstrated that these functions may
epict any of the formulations for WRHCFs (including the VG type).
G functions were chosen because they are based on physical principles
log-normal distribution for pore size distributions). In the absence of
SD, the developed BEST QEI and BEST SA allow estimates of the full set
f hydraulic parameters from the cumulative infiltration but require a
ink between the KG parameters (i.e., relationship between 𝜎 and h kg as
n Eq. (10) ). This simplifies the procedures and avoids sources of errors
ue to the hypotheses behind the use of the pedotransfer functions of
he previous BEST methods. 

The developed new BEST methods are valid for all times and al-
ays manage to provide estimates, without any failure. This alleviates

roubles and dysfunctions often encountered with the previous BEST
ethods. In addition, the objective functions of BEST QEI or BEST SA are

mproved, because they consider both transient and steady states and
ptimize their related contributions to the global objective function. An-
ther novelty is the constraint implemented in these objective functions
y defining the shape parameter, 𝜎, as a function of the scale parameter
or hydraulic pressure head, h kg , as explained above. 

The proposed BEST QEI and BEST SA methods were validated using
umerically generated cumulative infiltrations with the HYDRUS-3D
odel for several synthetic soils. Following is a summary of the results.

Unconstraining the feasible parameter space: 

• The predictions made with BEST SA are comparable to those made
with BEST QEI , but this needs further testing with real experimental
data. 

• Similar results were obtained by deriving the hydraulic parame-
ters of KG and VG. These results suggest that BEST QEI and BEST SA 
methods are general, since they equally well represent any type of
WRHCFs. 

• The computed infiltration by using BEST QEI and BEST SA and ob-
served hydraulic parameters accurately matches generated cumu-
lative infiltration data with HYDRUS-3D for soils with a low gradi-
ent of hydraulic conductivity close to saturation. It is hypothesized
that soils exhibiting specific hydraulic properties with high gradients
could be inadequate for the use of the BEST model, as already dis-
cussed by Lassabatere et al. (2009) . The BEST QEI and BEST SA should
be further tested with real experimental data to settle this hypothe-
sis. 
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• The inversion of infiltration by using BEST QEI and BEST SA is accu-
rate, but 𝑡 trans _ stead computed by BEST QEI is considered more realistic
than that computed by BEST SA . 

• BEST SA and BEST QEI make accurate predictions of S and K S , with S
being predicted slightly more accurately than K S . 

Constraining the feasible parameter space: 

• To constrain the feasible parameter space or make predictions with-
out PSD, it is necessary to establish a relationship between the shape
and scale hydraulic parameters (as in Eq. (10) ). 

• Although the predictions of WRHCFs are reasonable accurate for
most soils, 𝜎 and h kg exhibit “sets of truly linked parameters ”, and
therefore their predictions are not unique. It is foreseen that more
physical 𝜎 and h kg values would be obtained with further constraints
between K S and the hydraulic parameters of the KG model. 

. Future work and recommendations to improve BEST 

The new BEST procedure proves quite promising. However, addi-
ional research is needed to clarify the following points. The model
as been tested with numerically generated data, and it should be
urther tested with real experimental data. In addition, experimen-
al data could help to understand why some of the soils are less ac-
urately characterized. It will be extremely useful to develop auto-
ated infiltrometers that allow both multiple replicate measurements

nd greater measurement precision during the transient state (partic-
larly for soils with rapid infiltration), and that also allow cumula-
ive infiltration to be sampled for large times (which is of interest for
ery low permeability soils). Automated infiltrometers often rely on use
f pressure transducers with a Mariotte type water supply tank, how-
ver the bubbling within the Mariotte tank does introduce consider-
ble uncertainty in the transducer readings, particularly under rapid
nfiltration during the transient phase. Water supply without the Mar-
otte design would greatly improve the precision of measurements. A
ey advantage of the BEST procedure is the simple equipment and
easurement skills that allows estimation of a quantitative suite of
RHCF parameters, however this requires a high mathematical skill

o derive these parameters from the field data. To achieve the poten-
ial widespread application of BEST measurements, easy to use software
ill need to be developed to allow uptake and application by non-soil
hysicists. 

It will not be feasible to investigate the source of problems (e.g.
naccuracy of computing S ) without performing an intensive field
ampaign, where infiltration tests are combined with measurements
f hydraulic parameters in the laboratory and with 2D axisymmetric
odelling of the flow below the infiltrometer ( Réfloch et al., 2017 ). It is

lso recommended that infiltration experiments be combined with inno-
ative non-invasive methods such as Ground Penetrating Radar, which
an show the wetting front evolution with time during water infiltration
 Iwasaki et al., 2016; Klenk et al., 2015; Leger et al., 2014a , b, 2015;
alas-García et al., 2017 ). Réfloch et al. (2017) also showed that moni-
oring the extension of the soil moisture stain around the infiltration ring
ith time is valuable for deriving the horizontal and vertical hydraulic
arameters. The importance of compiling a worldwide data set with
ontrasting soils is clear, such as the SWIG database ( Rahmati et al.,
018 ), particularly to improve the constraint of hydraulic
arameters. 

Lastly, analytical development is still needed to define more pre-
isely the values of the infiltration parameters 𝛽 and 𝛾. Indeed,
hese were proved to depend on the type of soil ( Lassabatere et al.,
009 ) and to have the potential to affect the values of estimates.
ther approaches have aimed to relate these parameters to the
RHCFs ( Fuentes et al., 1992 ). Improved predictions are also fore-

een when the relationships of 𝛽 and 𝛾 are obtained as a function of
129 
RHCFs, or of the type of soils, and validated with experimental field
ata. 
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