= o = e ) Taylor b Francis
Computer ) ) O
Mathematics  International Journal of Computer Mathematics

®
1
i

I1SSN: 0020-7160 (Print) 1029-0265 (Online) Journal homepage: https://www.tandfonline.com/loi/gcom20

Covariance-based least-squares filtering algorithm
under Markovian measurement delays

M. J. Garcia-Ligero, A. Hermoso-Carazo & ). Linares-Pérez

Preprint version. Please cite original version:

M. J. Garcia-Ligero, A. Hermoso-Carazo & J. Linares-Pérez (2020). Covariance-based least-
squares filtering algorithm under Markovian measurement delays, International Journal of
Computer Mathematics, 97 (1-2), 40-50.

https://doi.org/10.1080/00207160.2017.1422496

Abstract

This paper addresses the least-squares linear filtering problem of signals from measurements
which may be randomly delayed by one or two sampling times. The delays are modelled by a
homogeneous discrete-time Markov chain to capture the dependence between them. Assuming
that the evolution equation generating the signal is not available and that only the first- and second-
order moments of the processes involved in the observation model are known, a recursive filtering
algorithm is derived using an innovation approach. Recursive formulas for the filtering error
variances are also obtained to measure the precision of the proposed estimators.
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1. Introduction

An unavoidable problem in communication networks is the existence of delays in the
arrival of measurements. In practical situations such as wireless communication chan-
nels or heavy network traffic, errors commonly occur during transmission, which can
lead to delayed measurements. The delays may be deterministic or random, although
in most practical cases, such as mobile communications or exploration seismology, the
delays are considered to be random, and can be modelled by a stochastic process.

The problem of signal estimation in linear stochastic systems has been widely stud-
ied using different models of delayed observation. In this context, many researchers
have focused on the case in which measurements are subject to a random delay which
does not exceed one sample time, and when the observation available at any time is
either the current or the previous one.

A common approach to deal with one-step delays is to consider a sequence of
Bernoulli random variables that take values of 0 or 1 depending on whether the real
observation is received on time or otherwise. Assuming the independence of these vari-
ables, the signal estimation problem has been addressed assuming that the state-space
model is either completely known or not known, in which case the information provided
by the covariance functions of the processes involved in the observation model is used.
In [12], who considered linear unbiased state estimation for dynamic systems with
a one-step sensor delay, the question was approached by reformulating the problem
as a stochastic parameter estimation contained within the filtering problem, and full
and reduced-order estimators were proposed. In later studies, new filtering algorithms,
both full and reduced-order, were derived by [I1] for stochastic dynamic systems with
random one-step sensor delays, and [10] addressed the problem of robust filtering with
variance constraints. In the context of multiple sensors, a centralised linear minimum
variance unbiased filter was derived by [7], in a study in which delays were modelled
by independent Bernoulli variables with different delay probabilities in each sensor.

All the papers cited above assume that the state-space model is known. However,
the estimation problem from delayed measurements has also been addressed under
a covariance information approach. For example, in [1} 2] recursive estimation algo-
rithms based on covariance were derived assuming one-step random delays modelled
by independent Bernoulli random variables. Similarly, [§] addressed the problem of
filtering from one-and-two-step randomly delayed observations, and, recently, in [3],
this delayed observation model was generalised to the case of measurements subject
to bounded multiple-step random delays, and recursive estimation algorithms based
on covariances were obtained.

Nevertheless, in real-world communication systems, current delays are usually cor-
related with previous ones; then, a reasonable way to model the dependence on the
delays is to consider them as homogeneous Markov chains.

Assuming that the state-space model is known, optimal estimation problems in
networked systems with correlated transmission delays are discussed in [5] and [6],
where the delay process is modelled by a two-state Markov chain and by a multi-
state Markov chain, respectively. In this respect, too, [9] investigated the H, filtering
problem in a class of network systems with random delays modelled by a Markov
chain. Finally, random delay from sensor to controller was modelled by [I3] using a
Markov chain with partly-known transition probability matrix, covering completely
known and completely unknown transition probabilities as special cases.

As in the case of delays modelled by independent random variables, estimation
algorithms from Markovian delayed observations have also been deduced using only



covariance information. Specifically, [4] proposed covariance-based recursive filtering
and smoothing algorithms to estimate a signal from one-step delayed observations,
assuming that the delay is modelled by a Markov chain whose statistical characteristics
are known.

In the present study, the observation model presented in [4] is generalised by con-
sidering measurements that can be randomly delayed by one or two sampling times.
Assuming that the state-space model of the signal is not available and that the de-
lays are modelled by a homogeneous discrete-time Markov chain with three states, a
recursive algorithm for the least-squares linear filtering problem is proposed. This algo-
rithm uses only the information provided by the covariance functions of the processes
involved in the measurements of the signal, together with the probability distribution
of the Markov chain modelling the delays. The least-squares linear filter is obtained by
an innovation approach which enables the estimation algorithm to be derived without
too much difficulty. The proposed algorithm, based on covariances, is also applicable
in situations based on the state-space model.

The rest of this paper is organised as follows. In Section 2, the observation model
is described and the estimation problem is formulated using an innovation approach.
In Section 3, the recursive filtering algorithm and the filtering error variances, which
provide a measure of the filter performance, are derived. Section 4 presents a simulation
example, in which a scalar signal is estimated from observations that can be delayed by
one or two sample periods during the transmission; the effectiveness of the proposed
estimator is measured by the error variances. Finally, some concluding remarks are
made in Section 5.

2. Observation model

Consider an n-dimensional signal, z, whose scalar measured output, zx, at each sam-
pling time is perturbed by an additive noise:

zi = Hyxp +vg, k> 1, (1)

where Hj, is a known matrix and v is the measurement noise.

A common problem in communication theory is the existence of failures during the
transmission, which can lead to delays in the arrivals of the measurements. In this
paper, it is assumed that the measurements may be randomly delayed by one or two
sampling times during the transmission; that is, the observed measurement at time k
is zp_q, a = 1,2, if there is delay, or z, if there is no delay. The delay is modelled
by a homogeneous Markov chain, {6, k£ > 1}, that takes values in the state space
S =1{0,1,2}. If 0y = a, a = 1,2, this means that the k-th measurement is delayed by
a sampling periods; otherwise, if 6 = 0, there is no delay in arrival. This situation
can be represented by the following observation model:

(k—1)A2
Yk = Z 5(6/65&)2]4:—0,7 k Z 17 (2)
a=0

where §(-,-) is the Kronecker delta function and (k — 1) A 2 represents the minimum
of k —1 and 2.
The aim of this paper is to study the least-squares (LS) linear filtering problem



of the signal, zp, from the randomly delayed observations 1, - - ,yx. This problem is
addressed using the information provided by the covariance functions of the signal and
the noises present in the observation model. For this purpose, the following hypotheses
about the signal and noise processes are assumed:

(z) The signal process, {zj, k > 1}, has zero mean and its covariance function is
given by

Elxyal] = ALBT, s <k,

where A and B are known n X M matrix functions.

(74) The measurement noise, {vg, k > 1}, is a white process with zero mean and
known variances E[vi] = Ry, Vk > 1.
(7ii) {0k, k> 1} is a homogeneous Markov chain that takes values in S = {0, 1,2},
with known probabilities 7T6(Lk) = P(fr =a), k> 1, a € S, and transition proba-
Poo  Po1  Po2
bility matrix P = | pio pin  pi2 |, where pgyy =P (0phr1 =0/0p=a), h>

P20 P21 P22
1, a,bes.

(tv) The signal process, {x, k > 1}, the noise, {vg, k > 1}, and {0, k > 1}, are
mutually independent.

Remark 1. Hypothesis (i) actually covers many practical situations; for example, when
the state-space model is available, z, = ®p_1x1_1 + wi_1, the covariance function
can be expressed as Elzgrl] = & (Elzszl], s < k, where & s = ®p_1--- P, and
Hypothesis (7) is satisfied taking Ay = @, and By = E[ms:L"ST](q);é)T. Note also that,
although a state-space model can be generated from covariances, when only this kind
of information is available, it is preferable to address the estimation problem directly
using covariances, thus obviating the need for previous identification of the state-space
model.

Remark 2. From hypothesis (iii), denoting pl(llz) = P(Opix = /0y, = a), h,k > 1,
a,b e S (pg,) = pab), the k—step transition probability from state a to state b, we
have:

E[6(0k, a)0(0r,b)] = P(0x = /0, = 0)P(0, = b) = py "m", h <k

Given the randomly delayed measurements up to time k, yi,--- ,yg, our aim is
to determine the LS linear estimator, fck/k, of the signal, xj. For this purpose an
innovation approach is used.

The innovation approach is based on an orthogonalisation procedure by means of
which the observation process {yx; k > 1} is transformed into an equivalent one termed
innovation process, which is denoted by {jx; k > 1} and defined as ux = yx — Ur/k—1;
that is, the innovation at time k is the difference between the observation y; and
its estimation from the previous ones 7y /,_1. The linear estimation problem is then
approached by replacing the observation process with the innovation one, since both
processes provide the same information. As the innovation process is white, the es-



timator calculated as a linear combination of innovations provides a simpler form of
obtaining the algorithms than that obtained when it is expressed as a linear combi-
nation of observations. In order to apply this approach, the first step is to calculate
the explicit expression for the innovation and its covariance matrix, and afterwards to
determine the estimator expression.

In this approach, the LS linear estimator of a random vector w; based on the

observations {yi, ...,y }, denoted by wy, /k» 1s expressed as a linear combination of the
innovations {1, ..., ux}; specifically:
k
e = Y Elwppp] T, o, k> 1, (3)
h=1

where IT, = E[u?] denotes the innovation variance.

3. Filtering algorithm

Our purpose is to find the LS linear estimator of the signal x;, based on the observations
{y1,...,yx}. Specifically, using an innovation approach our aim is to obtain a recursive
algorithm for the filter 7y, /..

3.1. Notation

In order to simplify the expressions of the filtering algorithm, the following notations
are used:

(H1A; | 0]0)(P®Iy)T, k=1,
A = (HQAQ ’ Hi A, ‘ O) (P2 (= IM)T, k=2,
(HpAy | He—1Ag—1 | He—2A—2) (P* @ In)T, k>3,

w6 HiBy | 010) (P71 @ Iy)7, k=1,

B ={ (rPHoBy | 7P H, By | 0) (P2 Iy)7, —

w0 By | 7 By 1By | 7 By 5By o) (PR @ )T, k23,

F, = oy Ry, k=1,
Po27T(()k)Hk—1(Bk—1A;;F — Ay BIHT + p017T(()k)Rk + p127T§k)Rk—1, kE>2,

G,(f) = pg%)wék)Rk, k>1,

where ® denotes the Kronecker product and Iy is the M x M identity matrix.

3.2. Innowvation process

As commented above, the estimation problem is addressed by using an innovation
approach; thus, in order to determine the filter, our first aim is to derive an explicit
formula for the innovation and for its variance.



Theorem 3.1. Under hypotheses (i)-(iv) set out in Section 2, the innovation, pu, is
given by

(k—1)A2
pe =y — A0} _| — Z G;(f,)jﬂ,;ljuk—j, k>2 p=uy, (4)
j=1

where the vectors OZ are recursively calculated as

O} =0} |+, k>1; Of =0, (5)
with
(k—1)A2 '
Jlg = BZ - TIZ—IA{ - Z Jl?—jHl;—lel(c]—)ﬁ k>2  J{ = BlT (6)
j=1

and where G,(;) is given by

Gy =Fp+ GO I (AT, + Gy, k>2 GV =T (7)
The matrices ry = E[OzOzT] are obtained by
=0l VT, k> e =0. (8)

The innovation variance, Iy, is given by

(k—1)A2
M= > 7 (Hy—aAr—aBl o H{ o+ Ria) — Ay, (Bf — J})
a=0
(k—1)A2 (9)

> G (At +6E) L k=2
j=1
II; = 7'('(()1) (HlAleHf + Rl) .
Proof. In order to obtain the expression for the innovation, pup = yr — Yr/k—1,

it is necessary to calculate the one-stage observation predictor, ¥ ;1. From and
noting Ty, = Elykpn], the predictor is expressed as

k-1

Yk/k—1 = ZTk,hﬂgluh, k=2 Yi=0. (10)
h=1

Then, it is necessary to calculate the coefficients Ty, , = Elyryn] — E[yrin /h—l]a for
k>2and 1 <h<k-—1. Using for Y /p—1, it is clear that

Elyry], ) h=1,
—1
Trp = — 11
k,h E[ykyh] — ZTk’jHj lTh,j, 2 S h S k — 1. ( )
7j=1



First, we obtain the expectations Elyxyp], for k > 2 and 1 <h <k — 1.

e For h = 1, using for the observations and the independence of {6, k > 1}
and {zx, k > 1}, we have

(k—1)A2

Elyry1] = P2V B2 _z).

a=0

Now, taking into account hypotheses (i) and (iii), it is clear that, for a < (k —
1)A2, we have Elz_,21] = Hk,aAk,aBlTHlT—i-Rlék,a,l, and it is then apparent

that
AQE,{ + IFq, k=2,
Elysn] = AsBT + G, k=3,
ApBT, k> 3.

e For 2 < h < k — 1, an analogous procedure leads us, after some manipulations,
to the following expressions:

AyBT h<k-—2,
Elywyn) = 4 MBE ,+GP,, h=k—2,
AkB£_1+Fk—la h=k-—1.

Substituting the above expectations into , we obtain that, for £ > 2 and 1 <
h <k — 1, the coefficients T}, j, can be expressed by

Akjg, h<k-—2,
Ton =4 MJ! o +GPy h=k—2, (12)
AJ!  +GW h=k—1,

where G,(Cl) =F + G;g)lH;ilTk,k—h and J} is a function satisfying

BT, h=1,
T =4 wr N= et (13)
h Bl > VI T, h> 2.
j=1

k
Then, substituting (12) in (10) and defining O =Y~ JYII, 'y, k > 1, with Of =0,
h=1
the observation predictor is given by
(k—1)A2 '
epea1 = AkOL_ + Y Géj_)jﬂ,;_ljukfj, k=2,
j=1

and expression for innovation is obtained. From the definition of OZ,, the recursive
relation is clear. Now, by substituting in for h = k and defining TZ =



k
ZJ,?H 1JyT, k > 1, with 7§ = 0, the expression (H) is obtained. Using for
h=1

Tk 1—1, the formula for G,(Cl) is obtained immediately, and the recursive relation

is clear from the definition of 7"%.

Next, we prove @ for the innovation variance, Il = E|[(yx)?] — By /k—1]-
e (learly, from and the model hypotheses

o (H1 A B HY + Ry) k=1
E[(yk;)Q] — (k—1)A2
S (s a B B Ru) b2
a=0

e To derive E[yyyi/k—1], we use for the observation predictor, for Tj, p,

k—1
and for Z J,i/H,:lThh; then
h=1

(k—1)A2
Elysfi/n—1] = Ax (BY — J)— > Gy V) L (AkJ]i/_j +G,E;]_)j), k> 2.
7=1
From the two expectations, expression @ for Il is thus obtained. O

3.3. Recursive filtering algorithm

In the following theorem, an expression for the optimal LS linear signal filter is derived,
which together with those of the innovations and their variances, given in Theorem
3.1, constitute the recursive filtering algorithm.

Theorem 3.2. Under hypotheses (i)-(iv) of the model, the filter, T}y, of the signal
x) 1S obtained by

Bap = AOF, k> 1, (14)

where the vectors Of are recursively calculated as

Oy = O + Jlfﬂiluk, k>1, O =0, (15)
with
(k—1)A2 (k—1)A2 ‘
Z 7 BL HE  — e AL - 3T Jp LG k> 1)
7=1

JE = 77(() )BlTHlT.



The matrices 1Y = E[OFOY"] are obtained by
Y = I, k> 1 gt =0 (17)

The innovation iy, its variance IIy, J and G,(Cl) are given in Theorem 3.1.

Proof. From the general estimator expression of the estimator , to derive the
LS linear filter of the signal, zy, the coefficients Xy = FElzgun] = Elzgyn) —
Elziy, /h,ﬂ, h < k, must be calculated. For this purpose, from expression |D for
Yk/k—1, We have

E[mk:yl]v h = 1a
x . k—1
BTN Elowgn = Y X Ty, 2<h <k
j=1

Using for the observations, taking into account the model hypotheses and that for
h—a<k, Eltxzh—ql = Aka:LF_ HI it is clear that

a“"h—a’
VA, BTHT h=1
0 kD1 4171 5 =5
Xk,h = (h—1)A2 h—1
A Y 7Bl HE = X Ty, 2<h <k
a=0 j=1

Next, introducing the function

U ABTHT, h=1,
Jip = ¢ (k—1)A2 h—1
o aWBL HI =Y M, 2<h <k,
a=0 j=1

we have

X = ApJy, 1< h<E,

k

and after defining OF = ZJ,fHﬁluh, with Of = 0, the filter expression 1) is
h=1

obtained. The recursive relation is immediate from the definition of Oj. By

reasoning analogous to that used in deriving J}: in Theorem 3.1, but now defining

k
Y = ZJ{‘H;IJ?T, k > 1, with r5¥ = 0, we have expression for J. Finally,

i=1
for rlfy is deduced directly from its definition. O



3.4. Filtering error variances

The performance of the filter can be measured by the estimation errors, zy — Ty /i,
and, more specifically, by the variances of these errors,

Since the estimation error is orthogonal to the estimator, taking into account Hypoth-
esis (i),

Sk = ArBi — E[fk/kfff/k], k> 1.
From " for 7y, and defining riy = E[Of O,‘fT], the filtering error variance is given
by
Sk = Ar[BE —riAL], k> 1L

Using the recursive relation ([15)) for O} and taking into account that Of_, and ju, are
uncorrelated, the following recursive relation is obtained for 7%

rk=ria T k> rf=0.

4. Numerical simulation results

In this section, the efficiency of the proposed filtering algorithm is illustrated by a
numerical example. For the simulation, a zero-mean scalar signal {zj, k > 0} with
covariance function

Elrpzs) = 1.025641 x 0.9557° s <k,

is considered. Clearly this covariance function, according to Hypothesis (i), can be
factorised taking

Ap = 1.025641 x 0.95F and By = 0.957%.

The measured outputs are affected by a white noise, {vg, k > 1}, with zero mean and
variances Ry = 0.9, Vk.

According to the proposed observation model, it is assumed that the available mea-
surements of the signal can be delayed by one or two sample periods during the
transmission; that is, the processed observations are modeled by

(k—1)A2

ye= 3 00k a)2k—q, k> 1.
a=0

As in Hypothesis (i), it is assumed that {6y, k > 1} is a homogeneous Markov chain

with initial distribution 71'(()1) =1, ng), 7(51) = 0, (the first observation is not delayed)
0.99 0.006 0.004
and transition probability matrix P = 0.15 0.98 0.005

0.002 0.028 0.97

10



Moreover, the signal and noise processes are assumed to be mutually independent.

For simulation purposes, the signal is assumed to be generated from the following
first-order autoregressive model,

Lh+1 = 0.9533k + Wi

where {wy, k > 0} is a zero-mean white Gaussian noise with E[w?] = 0.1, Vk.

Figure 1 shows a simulated signal together with the filtering estimates, 7}, /5. This
figure highlights the close relation between the evolution of filtering estimates and
the signal, reflecting the good performance of the proposed estimators. In addition,

— Signal
— — — Filter

_3 L L L L
0 20 40 60 80 100

Time k

Figure 1. Simulated signal, filtering estimates

we calculated the filtering error variances assuming that the delay was modelled by
different Markov chains. Specifically, we assume the same initial distribution (the first
observation is not delayed) and the following transition probability matrices:

0.95 0.03 0.02 0.9 0.04 0.06
P,=1| 005 089 0.06 |, P2=1{ 0.07 087 0.06
0.03 0.07 0.9 0.05 0.06 0.89

The properties of the Markov chains lead us to conclude that the no-delay pro-
babilities converge to constant values; in our case these values are 0.58,0.44, and 0.37,
for the different transition probability matrices considered, P, P; and Ps, respectively.
Figure 2 shows the filtering error variances for these models; in this figure, it can be
seen that as the limit probability of no delay increases, the filtering error variances
become smaller and, consequently, the performance of the estimator improves.

11



0.5 T T T

. — Filtering error variances for transition matrix P
w — — — Filtering error variances for transition matrix P1
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Figure 2. Filtering error variances for different transition probability matrix

5. Conclusions

In this paper, we propose a recursive algorithm for the least-squares linear filter from
measurements which can be randomly delayed by one or two sampling times. The
delays are modelled by a homogeneous discrete-time Markov chain, which reflects
more realistic situations in communications systems than does the independence as-
sumption. Specifically, a Markov chain with three states is considered to model the
possibility of measurements with one or two delays as well as no-delay. Assuming that
the evolution equation generating the signal is not available and that only the first and
second-order moments of the processes involved in the observation model are known, a
recursive filtering algorithm is derived using an innovation approach. Furthermore, in
order to provide a measure of the goodness of the proposed filter, a recursive expres-
sion to calculate the filtering error variances is also derived. The main contributions
of this paper are: a) the proposed algorithm, based on the knowledge of the autoco-
variance function of the signal and its expression in a semidegenerated kernel form, is
also applicable for the conventional formulation of the estimation problem, using the
state-space model; in this situation, the autocovariance function of the signal is also
known and admits the factorisation assumed in this paper; b) the observation model
considered generalises that in [4], admitting the possibility of a delay of two sampling
periods, and also generalises the models with delays described by independent random
variables.

An interesting area for future research with this kind of system could be to extend
the results presented here to the case of systems with correlation in the measurement
noise. The modelling of random delays, and of more general situations where delays are
bounded and driven by a finite-state Markov process, could also be considered. Another
challenging topic would be to use the current approach to manage transmission delays
in the case of sensor network systems, by investigating problems of centralised and

12



distributed fusion estimation.

Funding

This research is supported by Ministerio de Economia y Competitividad and Fondo
Europeo de Desarrollo Regional FEDER (grant No. MTM2014-52291-P).

ORCID

Garcia-Ligero, M.J. http://orcid.org/0000-0001-5604-5599
Hermoso-Carazo, A. http://orcid.org/0000-0001-8120-2162
Linares-Pérez, J. http://orcid.org/0000-0002-6853-555X

References

1]

R. Caballero—Aguila, A. Hermoso-Carazo and J. Linares-Pérez, Covariance-based es-
timation from multisensor delayed measurements with random parameter matrices and
correlated noises, Math. Probl. Eng. 2014 (2014), Article ID 958474.

R. Caballero—Aguila, A. Hermoso-Carazo and J. Linares-Pérez, Networked signal filtering
with random transmission delays and non-consecutive losses: distributed and centralized
fusion framework, Int. J. Gen. Syst. 46 (2017), pp. 752-771.

R. Caballero—Aguila, A. Hermoso-Carazo and J. Linares-Pérez, Optimal fusion estimation
with multi-step random delays and losses in transmission, Sensor 17(5) (2017), 1151.
M. J. Garcia-Ligero, A. Hermoso-Carazo and J. Linares-Pérez Distributed fusion esti-
mation in networked systems with uncertain observations and markovian random delays,
Signal Process. 106 (2015), pp. 114-122.

C. Han and H. Zhang, Linear optimal filtering for discrete-time systems with random

Jump delays, Signal Process. 89 (2009), pp. 1121-1128.

C. Han, H. Zhang and M. Fu, Optimal filtering for networked systems with Markovian
communication delays, Automatica 49 (2013), pp. 3097-3104.

F. O. Hounkpevi and E. E. Yaz, Minimum variance generalized state estimators for mul-
tiple sensors with different delay rates, Signal Process. 87 (2007), pp. 602—-613.

J. Linares-Pérez, A. Hermoso-Carazo, R. Caballero—Aguﬂa and J.D. Jiménez-Lépez,
Least-squares linear filtering using observations coming from multiple sensors with one
or two-step random delay, Signal. Process. 89 (2009), pp. 2045-2052.

H. Song, L. Yu and W. A. Zhang, H., filtering of network-based systems with random
delay, Signal Process. 89 (2009), pp. 615-622.

Z. Wang, W. C. Ho and X. Liu, Robust filtering under randomly varying sensor delay with
variance constraints, IEEE Trans. Cicuits and Syst. IT 51(6) (2004), pp. 320-326.

C. Wen, R. Liu and T. Chen, Linear unbiased state estimation with random one-step
sensor delay, Circ. Syst. Signal Process. 26(4) (2007), pp. 573-590.

E. Yaz and A. Ray, Linear unbiased state estimation under randomly varying bounded
sensor delay, Appl. Math. Lett. 11(4), (1998), pp. 27-32.

S. Yu, J. Li and Y. Tang, Dynamic Output Feedback Control for Nonlinear Networked
Control Systems with Random Packet Dropout and Random Delay, Math. Probl. Eng.
2013 (2013), Article ID 820280.

13


http://orcid.org/0000-0001-5604-5599
http://orcid.org/0000-0001-8120-2162
https://orcid.org/0000-0002-6853-555X

	Introduction
	Observation model
	Filtering algorithm
	Notation
	Innovation process
	Recursive filtering algorithm
	Filtering error variances

	Numerical simulation results
	Conclusions

