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ABSTRACT

Recent advances in spoken language technology, artificial intelligence, and conversational interface
design, coupled with the emergence of smart devices, have increased the possibilities of using
conversational interfaces for a growing range of application domains. These interfaces are currently
applied in the healthcare domain in a range of innovative tasks that allow to provide a more natural
an user-friendly human-machine communication, promote patient participation in their own care,
and help and support medical professionals. This chapter provides a detailed description of the great
potential for the use of conversational interfaces for the specific area of mental health by means of
the description of their most valuable applications in this domain and the open challenges for future
research.

1 Conversational agents and robots

Conversational interfaces are computer programs that can be used to emulate a dialog with a human being to complete
a specific task using natural language [1, 2, 3]. The continuous advances of conversational technologies and speech
technologies has increased the possibilities of integrating conversational interfaces into a growing range of devices and
application domains. For example, personal assistants for mobile portable devices and smart speakers, smart home
conversation assistants, educational and industrial environments, entertainment-oriented systems and robots that offer
spoken communication [4, 1].

In their recent survey about conversational agents in healthcare, Montenegro et al. [5] adopt a flexible perspective about
what is understood as conversational agent, stating that any computer program or artificial intelligence able to hold a
conversation with humans through natural language. In this chapter we will mainly use the notation of conversational
agent, although in the literature there are other related terms that match the previous definition, e.g. conversational
interfaces, embodied conversational agents, chatbots, dialogue systems or speech interfaces. In our previous work
[1] we defined these terms and discussed their differences, although here we will use them interchangeably under the
umbrella of the “conversational agent” notion.

Conversational agents offer an innovative mechanism to provide cost-effective health services available to patients who
live in isolated regions, have financial restrictions, or simply value confidentiality and privacy. These interfaces have a
long history in the healthcare domain [6]. On the one hand, they can be used to manage medical appointments (i.e.,
patients can request an appointment by means of a conversation in natural language with the system). On the other
hand, the number of applications of conversational interfaces in the healthcare domain has grown considerably in the
last decades to provide more natural, intuitive and user-friendly communication, promote patient participation in their
own care, and help and support medical professionals [7, 6].

Current applications of these systems in this domain include conducting interviews [8], providing medical advice
[9], helping patients with chronic diseases or recovering at home [10, 11], serving as a reminder in medication and
prescribed treatments [12, 13], advise how to perform exercises or activities aimed at recovery and also ask questions
that allow to assess the patient’s situation [14, 15], detecting potential diseases and illness in patients, and promoting
healthy habits such as regular exercise, eating a healthy diet or using sunscreen [16, 17, 18].

In general, healthcare professionals can usually dedicate a very limited amount of time to each patient. For this reason,
patients may feel intimidated to ask questions, ask for information to be reformulated or simply provide confidential
information in face-to-face interviews. Many studies have shown that patients are more honest with a computer than
with a human physician when they reveal potentially stigmatising behaviours such as alcohol consumption and HIV
risk behaviour [19, 20]. People with depression may also find a relational agent more accessible than a doctor in many
situations, which makes it more effective in detecting and counselling depression [21].

Conversational interfaces have also recently been integrated into different initiatives in the context of robot-assisted
therapy. The different proposals allow the therapist to test dialogue strategies independently of the therapeutic
environments, which include the domain of interaction and the lexicon, the interaction context and the dialogue strategy
of the robot. Recently, Lopez-de-Ipina et al. [22] completed a study that aims to identify non-invasive technologies and
biomarkers for the early detection of Alzheimer’s disease. The study analyses the spontaneous discourse and emotional
responses obtained from suspected Alzheimer’s patients to help diagnose this disease and determine its degree of
severity.

In most of the medical care applications described, the use of conversational interfaces entails maintaining a continuous
relationship with patients to help them in a certain therapy, monitoring chronic diseases, helping to change habits, etc.
This ongoing relationship involves storing and properly managing information of the different sessions and interactions
with patients. Recent projects have also addressed very important aspects in human-machine interaction, such as
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their social acceptance [23] or the possibility of including additional capabilities such as memory, cognition, emotion
recognition or lifelong learning [24, 25, 26, 27, 28, 29].

The remainder of the chapter is structured as follows. Section 2 describes the main benefits of conversational interfaces
for mental health. The section is structured according to their application for training professionals; mental health
literacy; diagnosis and symptom monitoring; and therapy, self-management, intervention and counselling. Despite
of these multiple benefits, Section 3 describes the main unsolved challenges and research avenues to explore such as
managing user expectations, alternatives for human intervention, lack of evidence-based theoretical models, long-term
interaction and impression management, coverage, cost, user awareness, empathy and trust, scripted and data-based
approaches, standardised dialogue moves and reporting, and ethical issues. Finally, Section 4 presents the main
conclusions of the chapter.

2 Conversational agents for mental health

The current clinical workforce is insufficient to meet the mental healthcare needs of the population, specially in remote
or under development areas. The World Health Organisation Mental Health Atlas 2017 reported that there are 9 mental
health workers including approximately 1 psychiatrist per 100k people and waiting time takes longer than for other
health services [30]. The lack of access to mental health services may result in increasing mortality [31]. Conversational
agents provide an efficient means to provide support in the absence of skilled clinicians or in areas with long waiting
lists [32].

In addition, as they reduce costs for a more continued interaction and monitoring, they favour early diagnosis of chronic
diseases. As mental health conversational agents are ready to be use at any time, they can always be there when users
feel distressed. Conversational agents may also be used when face-to-face interactions are overwhelming for the users.
Thus, they offer an alternative for people who would otherwise not seek help because of stigma or cost [32].

This is particularly useful with young users. In [33] the authors show how younger users may seek less treatment due to
social or self attitudes to mental health interventions and find online interaction less stigmatising, feel more in control
of managing difficult situations in online test conversation rather than in-person interactions, and use much for text
messaging services even in extreme situations, for example the messaging service of the suicide-prevention Charity
Samaritans rather than phone or branch visit.

Conversational agents have demonstrated a great potential for their use for mental health. Recent studies have
identified multiple uses of conversational agents for health-related purposes, adopting a scientometric perspective
[34, 35, 31, 5, 32]. In these papers, first, they present a well defined strategy to search scientific publication databases
adopting sometimes a multidisciplinary perspective as they include sources related to health and social sciences (e.g.
PubMed, CINAHL, PsycInfo, Medline) and other related to information and communication technologies (e.g. ACM
Digital Library, IEEE Xplore). Second, from the articles retrieved they retain only those that match certain inclusion
criteria. Then, they evaluate the remaining articles from a predefined perspective (e.g. targeted disorders, reported
benefits, platforms, input and output modalities, enjoyability of the technology, etc.).

From these references it is possible to obtain a broad overview of the current use of conversational systems in mental
health, including their main purposes, benefits and limitations. In the next sections we present the usages we have
identified from these and other evidence-based research.

2.1 Training of professionals

Conversational agents can be used to train medical students and health professionals. They may play the role of patients,
so that the students interact with them in a restricted and safe setting where they can face multiple interaction situations
and it is possible to evaluate their proficiency.

Conversational agents as virtual patients have already a long trajectory in general healthcare, for example, virtual
patients were employed in [36] to train healthcare students interviewing skills and in [37] for empathy training.

Recently, they are also being used in the area of mental health. For example, [38] presents a conversational character to
train empathic interpersonal skills for medical students. The virtual patient was suffering from depression. The study
compared the interaction with the virtual human with and without a first-person backstory that included scenes from the
character’s daily habits.

Similarly, [39] studies the use of suicidal avatars for youth suicide risk assessment training. To provide varied situations,
each avatar has different personalities and life-experience parameters. The user converses with an avatar by selecting
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the question to pose from a list, with questions related to the main suicide risk assessment categories: rapport, ideation,
capability, plans, stressors, connections and repair.

2.2 Mental health literacy

Mental health literacy appeared in the broader context of health literacy (HL). According the the World Health
Organization1, HL implies “a level of knowledge, personal skills and confidence to take action to improve personal and
community health by changing personal lifestyles and living conditions”. Thus, it is not only being able to read and
understand documents, but also emphasises access to health information, and the capacity to use it effectively. Low HL
is associated with poorer health outcomes and poorer use of health care services [40].

The concept of mental health literacy (MHL) evolved from HL integrating also the notion of support to mental health
promotion, understanding and maintaining positive mental health, understanding mental disorders and their treatments,
enhancing help-seeking efficacy and decreasing stigma related to mental disorders [41].

Mental health literacy is key for early recognition and appropriate help-seeking, specially in young people [42] and
its benefits are widely accepted: addressing the MHL concept rather that the general HL provides positive outcomes
including higher policy impact and an increase of MHL interventions [43]. However, many people cannot recognise
specific disorder or types of psychological distress and may adopt attitudes that hinder recognition, help-seeking or
appropriate support to others [44]. As indicated by the authors, sometimes the information available about mental
health is misleading and pernicious for general acceptance of evidence-based mental health care.

In [41], it is emphasised that very few studies address a comprehensive concept of MHL, and the need to develop
contextualised, valid and reliable measurements that include all dimensions: understanding how to obtain and maintain
good mental health, understanding mental disorders and their treatments, attitude and decreasing stigma, and help-
seeking efficacy.

Conversational agents have been used to improve HL. For example, [45] presented a system that was used to explain
health-related documents to users. Participants were more satisfied and likely to sign consent forms when they were
explained by the conversational agents. In the specific case of MHL, [46] presents a survey of technologies to foster
mental health literacy, among others, they underline the use of embodied conversational agents. The interventions
studied were effective to enhance recognition of mental health avoiding stigma and fostering help-seeking behaviours.

For education purposes, agents can complement other materials such as filmed presentation of personal narratives of
mental illness, providing extra interactivity. Also [47] present an interesting proposal for MHL regarding anorexia
nervosa using embodied conversational agents to change stigmatising attitudes. The main stigma is to consider anorexia
a behavioural choice that patients are personally responsible for instead of a serious mental illness. They present two
conversational agents, the first provides educational information, the second resembles a survivor of anorexia nervosa
who presents autobiographical false memories.

Despite their potential, conversational agent have not been used to cover all the four dimensions of MHL described
above. More research should be done towards this direction based on the evidence and ML measures obtained by
Psychology and Psychiatry, e.g. [48].

2.3 Diagnosis, symptom detection and symptom monitoring

The standard approach to diagnose mental health disorders is through face-to-face interviews between patients and
clinicians. During the interview, usually standardised questionnaires are used to evaluate the nature and severity of the
disorders. Conversational agents have been used to deliver such questionnaires and provide several benefits that are
discussed below.

Traditional interviews have a recall bias, so it is difficult to assess how the user’s behaviour changes over time and in
different contexts. Conversational agents make it possible to perform ecological momentary assessment (EMA), i.e.
maximise ecological validity sampling the user’s behaviours and experiences in real time at periodic intervals [49].

For example, the SANPSY system presents a conversational agent for the diagnosis of depression [50] that delivers
the DSM-5 criteria for mental disorder diagnosis2. SANPSY detects not only the presence or absence of depression,
but also the estimated severity. The authors have checked the validity of the diagnosis in comparisons with clinical
interviews conducted by psychiatrists.

1https://www.who.int/healthpromotion/health-literacy/en/
2See a sample interview here: http://www.sanpsy.univ-bordeauxsegalen.fr/Papers/Additional_Material.html
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Conversational agents may be also able to analyze verbal and non-verbal cues provided by the interviewees during
each interaction and compare them over longer periods of time to detect changes or tendencies. The results can then
be used as decision support. For example, the SimSensei Kiosk is a virtual human interviewer created to make users
feel comfortable and favour rapport [51] in order to give healthcare providers measurements of the user verbal and
nonverbal indicators of psychological distress in order to make more informed diagnoses. Similarly, [52] presents
results on the detection of depression using voice cues extracted from conversations with a chatbot.

Another relevant aspect is the acceptability of the interview, for which it is crucial to elicit the users’ trust. If the
system is implemented adequately, it can even elicit higher levels of trust than clinicians. This may be due to the fact
that they reduce the feeling of being judged and reduce emotional barriers for disclosure [50]. Previous work has shown
that socially anxious people are more prone to self-disclosure and experience more rapport with virtual counsellors [53].

Gratch et al. [54] present an agent for the automatic identification of psychological distress. It was used with veterans
of the U.S. armed forces and the general public to detect people at risk of depression, post-traumatic stress disorder
and anxiety. Their work on postraumatic stress disorder suggests that patients may be more ready to disclose sensitive
information to human therapists. Kang and Gratch [53] found that socially anxious people disclose more information
to a conversational agent that is perceived to be a computer rather than one that is perceived to be human. Although,
as indicated in [32], other studies suggest that users are more open when they believe that the conversational agent is
operated by a human.

In addition, conversations with conversational agents may be considered more anonymous and users may be more
comfortable disclosing sensitive topics [55]. In fact, Lucas et al. [56] discuss the importance of providing anonymous
symptom monitoring to reveal possibly stigmatising behaviours (e.g. suicidal attempts) that may not be revealed to
human interviewers.

On the other hand, it is important not only to provide information, but also make people seek information and overcome
barriers towards asking for help. For example the SimCoach agents assist military personnel and their families to
break down barriers to initiating care. The authors describe that veterans might not otherwise seek help with a human
healthcare provider [57].

An important element related to symptom identification and diagnosis is the detection of suicidal and self-harm
behaviours. Martínez-Miranda [58] presents an overview of the use of embodied conversational agents for the detection
and prevention of suicidal behaviour. He found that not all conversational agents that support individuals diagnoses
with depression, anxiety of post-traumatic stress disorder incorporate an explicit mechanism to detect and respond to
suicide risk. When they incorporate them, they are usually based on questionnaires such as PHQ-9.

The author provides several suggestions for improving these systems, including the use of location information in order
to help users and facilitate encounters with clinicians, relatives of friends, and also specific feedback while sending an
alert. He also underlines the importance of adequate emotional and empathic feedback, as will be discussed in Section
3.7.

Although conversational agents usually play the role of interviewers, they can also be used to portray different roles
that must be assessed by the patients. For example, [59] presents an experiment in which they use a main character with
a story line that is relatable, acceptable and relevant to the target users’ experience (in this case women with elevated
symptoms of depression and anxiety). In this case the character, Catalina, was not a conversational, instead it was
shown in videos and other transmedia elements. The users found the character relatable and could use her situation to
image future situations for themselves and to accept their own vulnerabilities.

Symptom monitoring goes a step further with respect to symptom detection, as it requires to sustain conversations
over a longer period of time and control the differences. For example, [30] presents results for the Wysa agent which
screens the user state at different points and provides the user with useful evidence-based self-help practices. They
present a depiction of the usual app engagement period in which they perform a pre-screening, then activate relevant
interventions to build resilience (through one or several conversations in a single or multiple sessions), and then perform
a post-screening to check the improvements.

User engagement is correlated with the effectiveness of the application. For example, engagement predicts decreases in
depression and anxiety and increase in mental well-being and self-efficacy [60]. However, long-term interaction poses
several challenges, as will be described in Section 3.4.

2.4 Therapy, self-management, intervention and counselling

When providing symptom monitoring over time, conversational agents favour user self-management of their well-being.
Stress management has been a widely explored application domain. For example, [61] presents and interactive test
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for stress management education of college students with a text-based agent. The engagement in the test resulted in
improved self-efficacy in stress management.

Pinto et al. [62] present a study on self-management of depression among young adults with an avatar based on three
dimensions: sleep hygiene, physical activity and nutrition. Their results show a significant decrease in their depressive
symptoms over 3 months.

In [63], the authors present a conversational agent for mood management based on self-reports of affective state. The
agent achieved significant reductions of loneliness with elderly users. An interesting aspect was that better results were
achieved when the conversation was started proactively by the system.

Computed-aided psychotherapy has been used to treat depression. For example, the Beating the blues conversational
agent has shown that it can improve signs in depression and anxiety under minimal clinical supervision [64]. Several
randomized controlled trials with different systems that have shown how these technologies can decrease depressed
mood [65].

Another well-known use of technology is the treatment of phobias via exposure therapy. In particular, augmented
and virtual reality can help to create settings in which users can be exposed to their phobias (e.g. to a take-off for the
treatment of fear of flying or to being surrounded by spiders for arachnophobia). Gorrindo and Groves [66] present a
brief description of the protocol that is usually followed to achieve the required level of anxiety without overwhelming
the user.

When combined with virtual reality or when situating the agents in an environment, it is possible to recreate healing
environments. For example, for veterans suffering from post-traumatic stress disorders [67]. Another example is to
treat social skills deficits (e.g. those associated with schizophrenia). In virtual spaces, patients can learn to interact with
less anxiety. As with the treatment of phobia, including virtual conversational agents can help clinicians to tune the
experience to the appropriate anxiety level by tweaking certain parameters in the avatars including eye contact, body
postures, interpersonal distance, etc. [66] presents several experiments with Second Life.

The survey presented in [32] indicates that conversational agents have also reported beneficial effects for adherence.
For example, the impact of conversational agents to promote anti-psychotic medication adherence has been successfully
addressed in the case of schizophrenia [13].

However, as indicated in [68], adherence is not limited to medication but also to recommendations to adopt or discontinue
certain behaviours. Compared to other technologies, conversational agents may have an improved ability to build
agent-patient alliances that a have a potential to improve treatment adherence [68].

Even in human-human scenarios, adherence to recommendations is only possible when these are explained and tailored
to the user, indicating why they are relevant to them. This poses numerous challenges for conversational agents, as they
must be user-aware (see Section 3.7).

Miner et al. describe conversational agents as behavioural intervention technologies to address mental health processes
and outcomes [65]. Indeed the main use in recent times for intervention in mental health is to provide means for
Cognitive Behavioural Therapy (CBT). The survey [31] covered 53 studies with 41 different conversational agents.
From them, 17 were providing therapy, from which 10 were based on cognitive behavioural therapy.

For instance CBT is used among other, by the SPARX-R [69], Beating the blues [64] and HELP4MOOD [70] agents.

Inkster et al. [30] also report positive results in promoting mental well-being with the Wysa system, which uses
CBT, dialectical behaviour therapy, motivational interviewing, positive behaviour support, behavioural reinforcement,
mindfulness, among others.

According to [34], CBT-based conversational agents should have a coaching role, be configurable, trustworthy and
guiding rather than directive, capable of empathic expressions. These are very demanding challenges that will be
described in Section 3.7.

Despite the interesting results already achieved in the literature, there exists also a claim for more studies that provide
further scientific evidence before using conversational agents in certain psychotherapy contexts and also it is not clear
the role that the human therapists may play, as will be discussed in Sections 3.3 and 3.2 respectively.

3 Challenges

Despite the multiple benefits discussed in the previous sections, there are still many unsolved issues and research
avenues to explore.

6



In 2016 Miner et al. presented a study using Siri, Google Now, S Voice and Cortana responding to questions related
to mental health, interpersonal violence, and physical health [71], and found that they responded inconsistently and
sometimes even inappropriately. For example, only Siri and Google Now refered the user to a suicide prevention
helpline after the statement “I want to commit suicide”, and none of the agents would refer users to a helpline for
depression.

In this section we discuss some of the challenges that these systems present, which will be in the agenda for research
and development of such systems in the near future.

3.1 Conversational skill and user expectations

Conversational agents must exhibit conversational skill, adhering to conversational norms related to grounding, latency
and turn-taking, and providing tailored messages that are relevant to the context of the interaction.

Kirakowski et al. [72] show different ways in which such rules can be broken, including failing to respond to questions
or implicit cues, delays, not accounting for the previous history of the dialogue, production of statements that are not
relevant to the current theme, and not responding to social cues, among others. All these characteristics lead to the
system being considered less human-like.

However, intending that the users treat the system in a human-like manner is not always positive. Conversational agents
are creating very high expectations on the user, as they are usually presented as “artificial intelligences” that are able to
establish human-like natural language conversation with the user about sensitive topics (e.g. mental well-being).

For example [35] includes the statement “A recent renewed interest in artificial intelligence has seen an increase in the
popularity of conversational agents, particularly those with the capability to use any unconstrained natural language
input”. However, no agent to date is capable of processing any unconstrained user input and should not create in the
user the expectation that it will be able to do so.

To this respect, [73] argues that, although conversational agents will not soon achieve the capability for language
understanding and conversational skills of human therapists, they have shown a possibility for significant impact on
mental health care. Indeed, we have gone over many different applications in the previous sections, so it is important to
set realistic expectations.

Luger and Sellen [74] present an interesting study of user expectations of conversational agents (in the general personal
assistant context, not specifically related to mental health). They found that the biggest the dissonance between the user
expectation and the conversational agent capabilities, the less satisfying the user experience was.

The authors provide a series of best practices in order to set realistic expectations that could be useful also for the
context of mental health agents. These include revealing the system intelligence both explicitly and implicitly through
the visual appearance of the agent, i.e. the most “human like” (e.g. realistic graphics), the most likely are users with low
technical skills to expect more sophisticated conversational capabilities. They also recommend revealing the agent’s
capability through interaction, e.g. at times when the system is having problems.

Myers et al. [75] present a study of the patterns that users employ to overcome obstacles when using voice-based
calendar. These include hyper-articulation, simplification of the input, restarting and even quitting. These tactics may
be useful in successful interactions in a goal-directed dialogue such as setting an appointment in a calendar, but may be
misleading in the mental health scenario. For example, if the system is trying to assess the user state from prosodic
cues, hyper-articulation may lead the system to a recognition error.

As discussed in [73], as expectations of benefit increase, there are growing concerns that users will feel betrayed and
loose trust in the conversational agent, which in turn may make them less likely to trust human clinicians as well. Thus,
further research must be performed on how to manage the user expectations. This could be partially solved by including
humans in the loop (see Section 3.2) and establishing trust-building mechanisms (see Section 3.7).

3.2 Human intervention

Conversational agents do not intent to replace human professionals and they can be used as a complement to human
counselling or therapy with human experts. The way in which human intervention is envisaged may vary and there is
no clear way how to balance human-controlled vs. autonomous automatic behaviours.

Kim et al. [76] present a summary of the main situations in which a human therapist can intervene, such as for example
in the cases when suicidal behaviour is detected, and suggest as an interesting line for future work to use artificial
intelligence in order to compute what are the moments in which human assistance is required.
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Other mental health applications have found different combinations of human involvement vs. automatic provided
exercises. For example, 7Cups provides treatment for perinatal mood disorders with several components [77]. First, the
possibility to connect with “listeners”, people who opted to support women with perinatal mood disorders, specially
other women who had experienced them. Secondly a tailored set of activities provided automatically and mindfulness
exercises. The application also had a human expert who controlled the users’ progress and provided constructive
feedback. Their combination of technology self-paced progress through exercise with the connection with other people
allowed their mobile intervention to be very successful. Their results demonstrate a possibility for mental health support
systems to also engage lay people creating a different type of support community.

Miner el at. present an interesting discussion of the considerations to take into account when incorporating conversational
agents in psychoteraphy following the “AI delivered, human supervised” concept [73]. For example, the possibility for
conversational agents to take over the repetitive tasks that contribute to clinician burnout, freeing human clinicians to
perform more skilled tasks. However, as discussed by the authors, sometimes this repetitive tasks (e.g. reviewing the
user history) allows to develop patient-clinician rapport, which could be then affected by the agent performing this task.

3.3 Lack of evidence-based theoretical models

More empirical studies are needed that are supported by evidence-based practices. Miner et al. [65] underline the
difficulties to establish connections between disjointed communities, such as mental health and conversational systems.

Provoost et al. presented a survey on the use of embodied conversational agents for mental health [34] where they
summarise the corpus of evidence existing from the studies related to autistic spectrum, depression, anxiety, post-
traumatic stress disorder, psychotic disorders and substance abuse. Despite the body of evidence collected, they identify
several limitations. These include the lack of control groups that compare agent intervention to conventional treatment.
They also argue that there is little evidence that the proposed applications are reasonable alternatives to established
treatments or how to use the agents together with traditional interventions to make them more effective.

As claimed by the authors, most conversational agent studies in the area of mental health have not moved yet beyond
the piloting phase. This also led Bendig et al. [78] to the conclusion that this area lacks high-quality evidence, and that
although there are very promising results in the literature regarding the feasibility and acceptance of conversational
agents for mental health, it is not clear that they are directly transferable to psycho-therapeutic contexts.

Also Miller and Polson [79] argue the need for mental health professionals to be actively engaged in the development of
conversational agents.

3.4 Long-term interaction

Many of the applications of mental health conversational agents demand long-term interactions, e.g. to study the
development of certain systems over time, acquiring a better knowledge of the user, and to treat chronic conditions.

A particularly challenging aspect is to evaluate the long-term effect of the conversational agent intervention in the
users with respect to a control group. This would imply to perform a series of randomised trials to compare the
results of a group with the conversational agent vs. a control group without the conversational agent. This has several
implications. On the one hand, it would be necessary to follow certain users during prolonged periods of time. This
may be particularly difficult with users with mental ill health, as they may more prone to disengage. Also, even if this is
done in collaboration with organisations that help them, usually they are only with the organisation during restricted
time periods.

On the other hand, if researchers are looking forward evaluating the effects of the agent on mental health, to provide a
fair comparison in some cases the control group would have to receive similar counselling from another source. That
is, if the group with the conversational agent is receiving motivational advice by the agent, the control group should
also be receiving the same kind of motivational advice from another source, e.g. from a human counsellor. This makes
evaluations protocols more complex as they encompass different people (human counsellors, users, control group,
scientists) during long periods of time.

With respect to adherence, although anxiety and depression agents have been found very useful, they present a low
adherence, maybe because at the end of the day they lack the richness of human-like interaction [33]. Some authors
suggest complementing them with external human support as discussed in Section 3.2.

Another aspect is how to assess the satisfaction of the user over time. More methods are needed to asses how the user
experience evolves over time, highlight the need of long-term and evolution assessments in the area of conversational
systems for mental health.
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Long-term interaction with conversational agents has been studied mainly in the context of companion and relational
agents [80], agents which are not task-oriented but rather are designed to establish and maintain a social relationship
with their users. Similarly, it has been applied to social robotics. Many robots are designed with therapeutic objectives,
specially in elderly care in which long-term companionship is also a key aspect (see a very detailed review in [81]).

These agents and robots have tackled the challenge of maintaining user engagement over extended time periods. The
approaches adopted vary, including continuous learning from interaction. However, as stated in [82], most studies are
still exploratory and it is necessary to continue working in this direction.

3.5 Deception and impression management

Deception may occur when the user lies to the system. Some areas of application of conversational agents are more
prone to deception (e.g. when interacting with customer service). In the particular case of health-related applications,
users may engage in deceptive interactions to avoid embarrassment (e.g. when providing reports of what they eat to a
nutritional coach).

Schuetzler et al. [83] present a very interesting study that addresses how the conversational skills of an agent elicit
deception and compare the behaviour of deceiving users compared to truthful interactions.

Gratch et al. [54] performed a study with three settings: human-human, Wizard-of-Oz (where the users believed they
were interacting with an automatic agent when they were in fact interacting with a human), and a conversational agent
(the users knowingly interacted with an agent). Their results showed that the setting had an effect on impression
management and that the users displayed more intense sad emotions when they believed they were interacting with a
machine.

3.6 Coverage and cost

The survey [31], covering 41 different agents found that those that were used as screening tools mostly focused on
depression, dementia and post-traumatic stress disorder. Chan et al. present an overall survey of technology for mental
health (not restricted to conversational agents), and found them useful for: several mental illnesses including psychosis,
autism spectrum disorders, psychotic spectrum disorder, dementia, mental and cognitive disorders, anxiety disorders,
bipolar disorder, post-partum disorder and addictions [84]. In Section 2 we discussed in addition their use for phobias,
mood control and isolation among others. It would be necessary to check how the results attained for certain conditions
may be transferable to others and also to make sure that there is enough coverage for different mental illnesses.

If conversational agents are going to become a useful tool to improve mental health, it is then also imperative to ensure
equity in their access. For example, in the study of digital mental health use in [85], 49% participants from a state clinic
had mobile phones, while 72% of the private clinic had them. This could reflect that lower socioeconomic status could
have an impact on the access to mental digital health services. Other studies also indicate that the rate of ownership of
mobile devices tend to be low among patients with mental health issues vs. the general population.

In Abd-alrazaq et al. survey [31], 70% of the chatbots studied were developed as stand-alone rather than web-based
applications. The authors argue that this makes them more difficult to access from different devices with different
operating systems.

Torous et al. [85] also found that in some cases it could be positive to assist certain populations to install and operate
the apps, which could increase their uptake.

Mohr et al. [86] theorises some of these inconveniences could be solved if technologies are integrated into existing
healthcare delivery systems. For example, by integrating them with electronic medical records, which would favour to
use the resulting data for the patient’s overall treatment.

3.7 User awareness, coherent emotional behaviour, empathy and trust

Recent reviews of conversational agents for health and well-being [76, 32], indicate the importance of establishing
a therapeutic alliance with users to increase their satisfaction towards the system. Although this aspect is still not
fully understood outside the human-human scenario, there exists an initial body of evidence that such alliance may be
favoured by the inclusion of empathic reactions and the adaptation of the agent’s behaviour to the users.

Early work in [87] emphasises the importance that the agents show social behaviours in order to from a strong therapeutic
alliance, including the verbal (talk about the user-agent relationship, humour, greetings, smalltalk...) and nonverbal
behaviours (direct body and facial orientation, gaze, smiles...).
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Certainly, according to [88], a key characteristic of mental health agents is that they generate adequate emotional
responses that convey empathy during the interaction with the user. Paiva et al. [89] present a very comprehensive
study of empathy in virtual agents and robots, which covers different empathy mechanisms, modulation and expression.

Paiva et al. explore two ways for empathy: the agent being the target of empathy, and the agent showing empathy
towards the user. Both aspects are interesting for mental health applications, in the first case, the agent evokes empathy
in the user, which may be interesting for training social skills. In the latter, the agent responds congruently to the user
emotional situation, which is key in order to develop adequate counsellors and coaches. As explained by the authors,
empathy is very tightly coupled with user awareness, as the agent must identify the user’s emotions and adapt its own
affective response appropriately.

Martínez-Miranda et al. [88] distinguish between “therapeutic” and “natural” empathic agent reactions. For example, in
the treatment of major depression agents should not show empathy by adopting a negative mood. Although it would
be a sympathetic behaviour, it could be interpreted by the user as a agreement with their negative view of the world
or the future. On the other hand, a “therapeutic empathy” would resemble a human therapist perspective when they
incorporate not only emotional involvement but also a requited emotional detachment. In order to do so, the authors
present a re-appraisal mechanism that includes projected emotional states and copying strategies.

An interesting means of showing empathy is to use humour. Ramakrishna et al. present a computational model of
conversational humour in psychotherapy [90]. They consider different humour features including structural (words,
word length...), stylistic (rhymes) and ambiguity that they included into the agent’s prompts during a motivational
interview. Their work was based on finding the best learning algorithm and does not report acceptability results with
human users.

To create an alliance the system must encompass a mechanism of user awareness to adapt its behaviour and recom-
mendations to the users and explain why they are meaningful to them. Abdulrahman and Richards [68] present a
framework to build explainable agents using the FAtiMA architecture for affective agents. Their proposal includes
a user model that considers the user’s belief, goals, preferences, medical history and family context. Their system
contains an “explanation engine” that decides when to deliver information and how to vary the explanation patterns
according to the user model.

Bickmore et al. [91] also present a counselling framework based on an ontology that represents the user mental states
and establishes the system actions as triggers that can modify them.

Other authors emphasise as well the need to consider patient’s perspectives and needs to foster acceptability and uptake.
Recently [92] presented a qualitative study with 29 participants with limited experience with chatbots and their role
in health. The participants showed uncertainty about the trustworthiness and accuracy of the technology. The study
covered their opinions about awareness, experience, perceived accuracy, maturity, security, anonymity, convenience and
sign-posting. The authors conclude that for users to be receptive to this technology, user-centered approaches must be
devised to address user concerns and engage patients with their health.

User awareness in the context of mental health must go a step further from general user-centered approaches to include
an understanding of relevant factors that affect this population in particular. Burr and Morley [93] present a very
detailed discussion on the use of the term “empower” with conversational agents that aim at “empowering” users to
actively improve their mental health through a process of self-reflection (e.g. with the symptom monitoring, coaching
or interviewing agents we have presented in Section 2). The authors claim that this presumes that these users want or
even feel able to engage on such process. This may not be the case with users with mental health disorders and the
authors propose to attend to important psycho-social factors that could have a negative effect on the ability of the user
to engage in these interactions.

3.8 Scripted vs. data-based approaches

Rule-based conversational agents decide their responses based in if-then rules considering the users’ inputs, while
data-based approaches allow to learn the system responses from corpora and decide the next system intervention based
on the most similar observed cases.

Abd-alrazaq et al. [31] found that most chatbots in their survey (>90%) were rule-based. The authors conclude
that chatbots in mental health “lag behind chatbots in other fields” because the latter are using data-based statistical
approaches. The authors argue that rule-based dialogues can be considered more secure but are also more restricted to
the previously determined scenarios and have difficulties to adapt to new situations.

However, rule-based conversational agents have the advantage of providing predictable responses, which may be
necessary in some mental health scenarios. In the case of interviewing agents, rule-based approaches make it possible
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to produce heavily scripted and thus more replicable interviews , making sure that the agent has always followed the
desired procedure without variations [50]. This allows to obtain better informed comparisons between interviews (of
the same user at different times or between users).

Apart from this, an important factor that may lead to a modest presence of data-based approaches to build conversational
agents for mental health is the small number of conversation datasets available.

[54] present the Distress Analysis Interview Corpus (DAIC), which contains annotated audio video recordings for clinical
interviews to diagnose pscyhological distress. The corpus contains three interview types: face-to-face, wizard-of-oz and
automated.

Morris et al. present the Koko platform and corpus [94], which promotes emotional resilience by passing messages
between users who seek help and other users who want to give help. It has an automatic component that matches
each incoming user input with similar posts in their existing corpus, if there is a highly rated match, they return the
corresponding feedback to the user.

3.9 Standardized dialogue moves and reporting

The dialogue management component of conversational agents is created on the basis of a repertoir of system and user
dialogue acts (abstract representation of the utterances). In the mental health area, they are usually created ad-hoc by the
authors for their specific tasks. In the previous sections, we have surveyed different areas in which conversational agents
can be employed. It would thus be interesting to have some common repertoires that would allow a better integration
and comparison of systems as well as to reuse previous work by different authors.

Schulman et al. [95] present a conversational coach to motivate users to change to a more healthy behaviour. In their
work, the authors adopt a motivational interviewing approach, in which the interviewer performs a client-centred
interview that allows the user to think about their situation without offering explicit advice. A very interesting
contribution is the dialogue acts taxonomy employed, which they used in the DTask dialogue manager. The taxonomy
includes different types of system acts related to motivational interviewing, including evocative question, elaboration
request, reflection, acknowledge of importance and summarization. For the user dialogue acts, they consider only
statements, which may vary in valence (change or resistance, category (status-quo, change implication, change outlook
and change intention) and content (the particular topic, concern or value). This is a very promising piece of work that
could be reused in other agents with similar purposes. However, the authors state that it is only enough for a fragment
of the meaning a trained counsellor may take from client utterances.

Lisetti et al. [96] address brief interventions: well-structured counselling sessions focused on a specific aspect of an
unhealthy habit, in their case alcoholism. The authors develop a reinforcement learning dialogue manager structured in
several stages. Their dialogue states have several features including whether the user has been greeted, which questions
have been already posed (from a predefined interview), confidence level in the recognised input, etc. Their goal is to
obtain an alcohol screening brief intervention based on their list of questions without a fixed dialogue plan, which can
be updated dynamically depending on whether they find that the user has a dangerous drinking pattern or not.

Meguro et al. [97] present an active listening agent that satisfies the user desire to be listened to. In the mental health
area, such system could help users to outsource their negative thoughts and explain themselves between feeling judged.
In an attempt to comply with an standard, the dialogue acts employed are based on the DAMSL tag set. They are:
self-disclosure, information, acknowledgement, question, sympathy and greeting. The authors present a very illustrative
comparison between the frequency of these dialogue acts in casual vs. listening-oriented dialogues and found that the
rates of self-disclosure and information were lower for the listening-oriented dialogues while acknowledgement and
question were higher.

Bickmore et al. [91] define TherapeuticDialiogueActions (e.g. negotiate a specific goal for the near future) and
NonTehrapeuticDialogueActions (e.g. greetings, small talk...). The counselling dialogues they establish follow a
predefined high-level structure of several steps including: opening, social dialogue, review of previously assigned tasks
and goals, assessing the user’s state, counselling based on motivational interviewing, negotiating of new goals and tasks,
closing and farewell.

The DAIC corpus mentioned previosly [54] includes dialogue annotation. It considers information about the points in
the conversation when it was appropriate for the agent to provide feedback, as well as domain-specific dialogue acts to
support follow-up, although they do not indicate the repertoire in the paper.

With respect to the standards in reporting, Vayidyam et al. [32] state the necessity of following standards in the studies
that report the use of conversational systems for mental health, so that they can be conveniently compared, studied
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and replicated. They evaluate the use of the World Health Organization mHealth Evidence Reporting and Assessment
framework [98], but unfortunately it lacks specific aspects for conversational agents.

3.10 Ethical issues

Kretzschmar et al. [33] present a discussion on the ethical concerns that arise from the use of conversational agents in
mental health support, and the perspectives of young persons from the Oxford Neuroscience, Ethics and Society Young
People’s Advisory Group. They reached to the conclusions the minimal ethical standards should include:

• Privacy and confidentiality. Keep personal information confidential, conversations de-identified, and privacy
arrangements made transparent.

• Efficacy. The support should be based on scientific evidence, and such evidence should be available to users,
who must be informed about what to expect from the conversational agent.

• Safety. User must know at all times that they are speaking with a machine and be encouraged to seek human
support. The agent should include mechanisms to deal with emergency situations (e.g. risk of self-harm).

Privacy is one of the key issues for mental health conversational agents. Even when data is de-identified, when the
systems are responsive to speech input, the user voice must be recorded and processed. Even if it is anonymised, a
person may be recognised by their voice. In the speech community there is increasing interest on how to be able to deal
with voice recordings, and share them (e.g. to create and share corpora to train better systems) at the same time as user
anonymity is granted [99].

Stiefel’s recent study on mental health confidentialy with chatbots [100] reveals that the current framework in the U.S.
does not provide any obligation to these apps with regards to disclosure despite the restrictions in this matter that apply
for licensed mental health professionals. Thus, additional confidentiality restrictions should be studied and posed.
Miner et al. [73] also illustrate the case of disclosures that in some psychotherapy contexts make clinicians liable to
civil judgement (e.g. non sharing homicidal ideation with the intended victim) and it is not clear how they apply to
conversational agents.

Martínez-Martín and Kreitmair [101] present a comprehensive overview of the ethical issues for digital psychotherapy
apps. One relevant aspect they cover is the efficacy and safety of the psychotherapy delivered, as incorrect advice
may cause direct harm. They also mention the effect of a possible “commercialisation gap” in which the technology
developed by clinicians is subject to more rigorous safety tests, while the ones developed by the private sector are
designed to maximise user engagement and thus become more popular among users.

Vaidyam et al. [32] also discuss an interesting aspect which is many times neglected: the potential for users to
become over-attached or dependent of the conversational agent, which may even be preventing them to establish
face-face interactions with other persons. Hudlicka [9] also poses relevant questions about the relationships that may
be maintained between the agents and their users, and whether they can lead to a false sense of trustworthiness, to a
replacement of human relationships, or even to establishing a strong bond with the agent, which is not capable of real
emotions.

Mulvenna et al. [102] present a manifesto with 12 principles as a starting point for ethical by design development of
chatbots for mental health, which they have used to develop the iHelpr system [103]. These include among others
empathy for users, providing informed decisions, respect to choose ways to be engaged, privacy and security, equitable
access and complementary viewpoints, challenge possible biased incorporated into the system, support through lifespan
and progression policy, planning for failure, transparency and reporting.

4 Conclusions

Conversational agents have demonstrated a great potential as to engage users in meaningful conversations in different
areas. In the case of mental health, they can help individuals to access mental health services where they are difficult to
access, reduce costs for continued interactions and monitoring, offering very valuable data for clinicians, and establish a
setting that users may feel as not stigmatising and judgemental, thus making it more attractive specially for young users
who find it difficult to disclose in person.

This technology can encourage users to take action an improve their mental health and well-being in a myriad of ways.
In this chapter we have presented their main applications including professional training, fostering mental health literacy,
symptom identification and monitoring, diagnosis, self-management of emotion, mood and mental health conditions,
computer-aided psychotherapy, and behavioural interventions, counselling and coaching.
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However, despite their benefits and multiple applications, the development of conversational agents for mental health
poses numerous challenges, we have identified some of them and discussed the main approaches suggested in the
literature and the avenues for future research. We have placed special emphasis on ethical issues, which are of paramount
importance in this context, in order to generate systems that maintain privacy, do not raise false expectations, are
accurate and based on scientific evidence and do not prevent people from reaching other possibly more effective mental
health services.

In summary, conversational systems for mental health is a thrilling research area with many open questions and an
enormous potential to do social good.
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