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Novel Group Decision Making methods and Web 2.0 have augmented the quantity of data that experts have to discuss about.
Nevertheless, experts are only capable of dealing with a reduced set of information. In this paper, a novel method for dealing
with decision environments that include a large set of alternatives is presented. By the use of clustering methods, the available
alternatives are combined into clusters according to their similarity. Afterwards, one Group Decision Making process is
employed for choosing a cluster and another one for selecting the final alternative.
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1. Introduction

Web 2.0 technologies have provoked a profound impact on how users see Internet today. This change mainly
concerns the users which have now a main role in the providing and consuming information tasks related to the
Internet. The Internet users’ number has increased exponentially and so has the information available on it.

When applying these technologies to traditional Group Decision Making (GDM) methods [1, 2, 3], several
challenges appear. One of them consists in finding new GDM methods capable of managing the large amount
of data that some experts have to analyze. Although the information available is high, experts cannot really deal
with too many information at the same time. Therefore, there is a need of develop new methods that allow experts
to work in an organized manner [4]. It should be noticed that if the experts are forced to deal with too much
information, then it is quite difficult for them to make reliable decisions.

Consequently, it is necessary to aid the experts by allowing them to work with a reduced amount of informa-
tion. One way of achieving this task is by deleting alternatives from the main alternatives set. This way, experts

∗Corresponding author. Tel.: +34958241773.
E-mail address: jamoren@decsai.ugr.es.

Available online at www.sciencedirect.com

Procedia Computer Science 00 (2019) 000–000

7th International Conference on Information Technology and Quantitative Management
(ITQM 2019)

Using clustering methods to deal with high number of alternatives
on Group Decision Making

J. A. Morente-Molinera*a, S. Ríos Aguilarb, R. González-Crespob, E. Herrera-Viedmaa

aAndalusian Research Institute in Data Science and Computational Intelligence, University of Granada,
jamoren@decsai.ugr.es,viedma@decsai.ugr.es, Granada, Spain.

bSchool of Engineering and Technology, Universidad Internacional de la Rioja (UNIR), Logroño, Spain.

Abstract

Novel Group Decision Making methods and Web 2.0 have augmented the quantity of data that experts have to discuss about.
Nevertheless, experts are only capable of dealing with a reduced set of information. In this paper, a novel method for dealing
with decision environments that include a large set of alternatives is presented. By the use of clustering methods, the available
alternatives are combined into clusters according to their similarity. Afterwards, one Group Decision Making process is
employed for choosing a cluster and another one for selecting the final alternative.
c⃝ 2019 The Authors. Published by Elsevier B.V.
Selection and/or peer-review under responsibility of ITQM2019.

Keywords: Clustering methods, large-scale Group Decision Making, linguistic modelling ;

1. Introduction

Web 2.0 technologies have provoked a profound impact on how users see Internet today. This change mainly
concerns the users which have now a main role in the providing and consuming information tasks related to the
Internet. The Internet users’ number has increased exponentially and so has the information available on it.

When applying these technologies to traditional Group Decision Making (GDM) methods [1, 2, 3], several
challenges appear. One of them consists in finding new GDM methods capable of managing the large amount
of data that some experts have to analyze. Although the information available is high, experts cannot really deal
with too many information at the same time. Therefore, there is a need of develop new methods that allow experts
to work in an organized manner [4]. It should be noticed that if the experts are forced to deal with too much
information, then it is quite difficult for them to make reliable decisions.

Consequently, it is necessary to aid the experts by allowing them to work with a reduced amount of informa-
tion. One way of achieving this task is by deleting alternatives from the main alternatives set. This way, experts

∗Corresponding author. Tel.: +34958241773.
E-mail address: jamoren@decsai.ugr.es.

Available online at www.sciencedirect.com

Procedia Computer Science 00 (2019) 000–000

7th International Conference on Information Technology and Quantitative Management
(ITQM 2019)

Using clustering methods to deal with high number of alternatives
on Group Decision Making

J. A. Morente-Molinera*a, S. Ríos Aguilarb, R. González-Crespob, E. Herrera-Viedmaa

aAndalusian Research Institute in Data Science and Computational Intelligence, University of Granada,
jamoren@decsai.ugr.es,viedma@decsai.ugr.es, Granada, Spain.

bSchool of Engineering and Technology, Universidad Internacional de la Rioja (UNIR), Logroño, Spain.

Abstract

Novel Group Decision Making methods and Web 2.0 have augmented the quantity of data that experts have to discuss about.
Nevertheless, experts are only capable of dealing with a reduced set of information. In this paper, a novel method for dealing
with decision environments that include a large set of alternatives is presented. By the use of clustering methods, the available
alternatives are combined into clusters according to their similarity. Afterwards, one Group Decision Making process is
employed for choosing a cluster and another one for selecting the final alternative.
c⃝ 2019 The Authors. Published by Elsevier B.V.
Selection and/or peer-review under responsibility of ITQM2019.

Keywords: Clustering methods, large-scale Group Decision Making, linguistic modelling ;

1. Introduction

Web 2.0 technologies have provoked a profound impact on how users see Internet today. This change mainly
concerns the users which have now a main role in the providing and consuming information tasks related to the
Internet. The Internet users’ number has increased exponentially and so has the information available on it.

When applying these technologies to traditional Group Decision Making (GDM) methods [1, 2, 3], several
challenges appear. One of them consists in finding new GDM methods capable of managing the large amount
of data that some experts have to analyze. Although the information available is high, experts cannot really deal
with too many information at the same time. Therefore, there is a need of develop new methods that allow experts
to work in an organized manner [4]. It should be noticed that if the experts are forced to deal with too much
information, then it is quite difficult for them to make reliable decisions.

Consequently, it is necessary to aid the experts by allowing them to work with a reduced amount of informa-
tion. One way of achieving this task is by deleting alternatives from the main alternatives set. This way, experts

∗Corresponding author. Tel.: +34958241773.
E-mail address: jamoren@decsai.ugr.es.

Available online at www.sciencedirect.com

Procedia Computer Science 00 (2019) 000–000

7th International Conference on Information Technology and Quantitative Management
(ITQM 2019)

Using clustering methods to deal with high number of alternatives
on Group Decision Making

J. A. Morente-Molinera*a, S. Ríos Aguilarb, R. González-Crespob, E. Herrera-Viedmaa

aAndalusian Research Institute in Data Science and Computational Intelligence, University of Granada,
jamoren@decsai.ugr.es,viedma@decsai.ugr.es, Granada, Spain.

bSchool of Engineering and Technology, Universidad Internacional de la Rioja (UNIR), Logroño, Spain.

Abstract

Novel Group Decision Making methods and Web 2.0 have augmented the quantity of data that experts have to discuss about.
Nevertheless, experts are only capable of dealing with a reduced set of information. In this paper, a novel method for dealing
with decision environments that include a large set of alternatives is presented. By the use of clustering methods, the available
alternatives are combined into clusters according to their similarity. Afterwards, one Group Decision Making process is
employed for choosing a cluster and another one for selecting the final alternative.
c⃝ 2019 The Authors. Published by Elsevier B.V.
Selection and/or peer-review under responsibility of ITQM2019.

Keywords: Clustering methods, large-scale Group Decision Making, linguistic modelling ;

1. Introduction

Web 2.0 technologies have provoked a profound impact on how users see Internet today. This change mainly
concerns the users which have now a main role in the providing and consuming information tasks related to the
Internet. The Internet users’ number has increased exponentially and so has the information available on it.

When applying these technologies to traditional Group Decision Making (GDM) methods [1, 2, 3], several
challenges appear. One of them consists in finding new GDM methods capable of managing the large amount
of data that some experts have to analyze. Although the information available is high, experts cannot really deal
with too many information at the same time. Therefore, there is a need of develop new methods that allow experts
to work in an organized manner [4]. It should be noticed that if the experts are forced to deal with too much
information, then it is quite difficult for them to make reliable decisions.

Consequently, it is necessary to aid the experts by allowing them to work with a reduced amount of informa-
tion. One way of achieving this task is by deleting alternatives from the main alternatives set. This way, experts

∗Corresponding author. Tel.: +34958241773.
E-mail address: jamoren@decsai.ugr.es.

Available online at www.sciencedirect.com

Procedia Computer Science 00 (2019) 000–000

7th International Conference on Information Technology and Quantitative Management
(ITQM 2019)

Using clustering methods to deal with high number of alternatives
on Group Decision Making

J. A. Morente-Molinera*a, S. Ríos Aguilarb, R. González-Crespob, E. Herrera-Viedmaa

aAndalusian Research Institute in Data Science and Computational Intelligence, University of Granada,
jamoren@decsai.ugr.es,viedma@decsai.ugr.es, Granada, Spain.

bSchool of Engineering and Technology, Universidad Internacional de la Rioja (UNIR), Logroño, Spain.

Abstract

Novel Group Decision Making methods and Web 2.0 have augmented the quantity of data that experts have to discuss about.
Nevertheless, experts are only capable of dealing with a reduced set of information. In this paper, a novel method for dealing
with decision environments that include a large set of alternatives is presented. By the use of clustering methods, the available
alternatives are combined into clusters according to their similarity. Afterwards, one Group Decision Making process is
employed for choosing a cluster and another one for selecting the final alternative.
c⃝ 2019 The Authors. Published by Elsevier B.V.
Selection and/or peer-review under responsibility of ITQM2019.

Keywords: Clustering methods, large-scale Group Decision Making, linguistic modelling ;

1. Introduction

Web 2.0 technologies have provoked a profound impact on how users see Internet today. This change mainly
concerns the users which have now a main role in the providing and consuming information tasks related to the
Internet. The Internet users’ number has increased exponentially and so has the information available on it.

When applying these technologies to traditional Group Decision Making (GDM) methods [1, 2, 3], several
challenges appear. One of them consists in finding new GDM methods capable of managing the large amount
of data that some experts have to analyze. Although the information available is high, experts cannot really deal
with too many information at the same time. Therefore, there is a need of develop new methods that allow experts
to work in an organized manner [4]. It should be noticed that if the experts are forced to deal with too much
information, then it is quite difficult for them to make reliable decisions.

Consequently, it is necessary to aid the experts by allowing them to work with a reduced amount of informa-
tion. One way of achieving this task is by deleting alternatives from the main alternatives set. This way, experts

∗Corresponding author. Tel.: +34958241773.
E-mail address: jamoren@decsai.ugr.es.

Available online at www.sciencedirect.com

Procedia Computer Science 00 (2019) 000–000

7th International Conference on Information Technology and Quantitative Management
(ITQM 2019)

Using clustering methods to deal with high number of alternatives
on Group Decision Making

J. A. Morente-Molinera*a, S. Ríos Aguilarb, R. González-Crespob, E. Herrera-Viedmaa

aAndalusian Research Institute in Data Science and Computational Intelligence, University of Granada,
jamoren@decsai.ugr.es,viedma@decsai.ugr.es, Granada, Spain.

bSchool of Engineering and Technology, Universidad Internacional de la Rioja (UNIR), Logroño, Spain.

Abstract

Novel Group Decision Making methods and Web 2.0 have augmented the quantity of data that experts have to discuss about.
Nevertheless, experts are only capable of dealing with a reduced set of information. In this paper, a novel method for dealing
with decision environments that include a large set of alternatives is presented. By the use of clustering methods, the available
alternatives are combined into clusters according to their similarity. Afterwards, one Group Decision Making process is
employed for choosing a cluster and another one for selecting the final alternative.
c⃝ 2019 The Authors. Published by Elsevier B.V.
Selection and/or peer-review under responsibility of ITQM2019.

Keywords: Clustering methods, large-scale Group Decision Making, linguistic modelling ;

1. Introduction

Web 2.0 technologies have provoked a profound impact on how users see Internet today. This change mainly
concerns the users which have now a main role in the providing and consuming information tasks related to the
Internet. The Internet users’ number has increased exponentially and so has the information available on it.

When applying these technologies to traditional Group Decision Making (GDM) methods [1, 2, 3], several
challenges appear. One of them consists in finding new GDM methods capable of managing the large amount
of data that some experts have to analyze. Although the information available is high, experts cannot really deal
with too many information at the same time. Therefore, there is a need of develop new methods that allow experts
to work in an organized manner [4]. It should be noticed that if the experts are forced to deal with too much
information, then it is quite difficult for them to make reliable decisions.

Consequently, it is necessary to aid the experts by allowing them to work with a reduced amount of informa-
tion. One way of achieving this task is by deleting alternatives from the main alternatives set. This way, experts

∗Corresponding author. Tel.: +34958241773.
E-mail address: jamoren@decsai.ugr.es.

© 2020 The Authors. Published by Elsevier B.V.
This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/)
Peer-review under responsibility of the scientific committee of the 7th International Conference on Information Technology and 
Quantitative Management (ITQM 2019)

J.A. Morente-Molinera et al. / Procedia Computer Science 00 (2019) 000–000

will only have to deal with a reduced set of alternatives. Nevertheless, this approach implies that the experts do
not directly decide which alternatives are discussed and which are discarded. In order to solve this, a novel GDM
approach based on clustering methods [5, 6] is proposed. Experts will group the alternatives in different categories
and a GDM process is carried out in order to select the most appropriate alternatives set.

This article proposes a new GDM method that performs two GDM processes. In the first one, the experts
choose the set of alternatives that have the most desirable characteristics. In the second, a ranking over the alter-
natives of the chosen set is calculated. It should be noticed that the alternatives groups are created using similarity
based on expert’s suggestions. This way, the experts are the ones comparing the alternatives and establishing their
similarity.

Paper sections are organized as follows. In subsection 2, basis required to comprehend the presented method
are exposed. In subsection 3, the proposed method is thoroughly described. In subsection 4, an example in which
the method is applied is shown. Finally, the paper ends with a conclusion section.

2. Preliminaries

This section expose all the technologies and procedures that were used in the development of the novel method.
They are briefly introduced in the next subsections.

2.1. Basis of Group Decision Making

This field is a quite popular topic in recent research [7, 8, 9, 10]. It is possible to formally define a GDM
problem as follows:

Let have sets of experts and alternatives, E = {e1, . . . , en} and X = {x1, . . . , xm}, respectively. A GDM problem
consists on ranking the set of alternatives by using the set of preferences, P = {pk

i j}, that are generated and provid-
ed to the system by the experts. pk

i j indicates how much expert ek prefers xi over x j.

In order to carry out a GDM process, the next steps can be followed:

• Providing preferences: Experts interact with the system in order to share their preferences values. They
must indicate how much they prefer each alternative over the others. Multi-granular fuzzy linguistic mod-
elling methods [11, 12] could be used in order to allow experts to provide the information using the mean
that better fit them.
• Obtaining the collective preference matrix: All the preferences that are received by the system are aggre-

gated into a collective preference matrix. This matrix represents the overall opinion of all of them.
• Ranking alternatives according to expert’s preferences: Using the preference collective matrix, the avail-

able alternatives in the decision process are ranked.
• Calculating consensus: Searching for a consensual decision in Decision Making procedures is an important

issue [13, 14]. If the experts agree on a specific solution to the problem, then, the chosen ranking is ratified
by all of them. Therefore, GDM methods should encourage experts to go on a thorough debate in order
to reach an agreement. For this purpose, it is possible to perform several GDM rounds. The process will
end if the consensus degree is high enough or if too many time have passed and they cannot find a common
solution.

3. A Group Decision Making method which handles a large set of alternatives

The designed GDM procedure for environments with a high number of alternatives converts a large-scale
GDM process with a high number of alternatives into two GDM processes with a reduced set of alternatives.
Thanks to this, experts can comfortably tackle both of them without getting lost among all available alternatives.
The novel presented method has the following steps:

http://crossmark.crossref.org/dialog/?doi=10.1016/j.procs.2019.11.290&domain=pdf
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1. Introduction

Web 2.0 technologies have provoked a profound impact on how users see Internet today. This change mainly
concerns the users which have now a main role in the providing and consuming information tasks related to the
Internet. The Internet users’ number has increased exponentially and so has the information available on it.

When applying these technologies to traditional Group Decision Making (GDM) methods [1, 2, 3], several
challenges appear. One of them consists in finding new GDM methods capable of managing the large amount
of data that some experts have to analyze. Although the information available is high, experts cannot really deal
with too many information at the same time. Therefore, there is a need of develop new methods that allow experts
to work in an organized manner [4]. It should be noticed that if the experts are forced to deal with too much
information, then it is quite difficult for them to make reliable decisions.

Consequently, it is necessary to aid the experts by allowing them to work with a reduced amount of informa-
tion. One way of achieving this task is by deleting alternatives from the main alternatives set. This way, experts
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will only have to deal with a reduced set of alternatives. Nevertheless, this approach implies that the experts do
not directly decide which alternatives are discussed and which are discarded. In order to solve this, a novel GDM
approach based on clustering methods [5, 6] is proposed. Experts will group the alternatives in different categories
and a GDM process is carried out in order to select the most appropriate alternatives set.

This article proposes a new GDM method that performs two GDM processes. In the first one, the experts
choose the set of alternatives that have the most desirable characteristics. In the second, a ranking over the alter-
natives of the chosen set is calculated. It should be noticed that the alternatives groups are created using similarity
based on expert’s suggestions. This way, the experts are the ones comparing the alternatives and establishing their
similarity.

Paper sections are organized as follows. In subsection 2, basis required to comprehend the presented method
are exposed. In subsection 3, the proposed method is thoroughly described. In subsection 4, an example in which
the method is applied is shown. Finally, the paper ends with a conclusion section.

2. Preliminaries

This section expose all the technologies and procedures that were used in the development of the novel method.
They are briefly introduced in the next subsections.

2.1. Basis of Group Decision Making

This field is a quite popular topic in recent research [7, 8, 9, 10]. It is possible to formally define a GDM
problem as follows:

Let have sets of experts and alternatives, E = {e1, . . . , en} and X = {x1, . . . , xm}, respectively. A GDM problem
consists on ranking the set of alternatives by using the set of preferences, P = {pk

i j}, that are generated and provid-
ed to the system by the experts. pk

i j indicates how much expert ek prefers xi over x j.

In order to carry out a GDM process, the next steps can be followed:

• Providing preferences: Experts interact with the system in order to share their preferences values. They
must indicate how much they prefer each alternative over the others. Multi-granular fuzzy linguistic mod-
elling methods [11, 12] could be used in order to allow experts to provide the information using the mean
that better fit them.
• Obtaining the collective preference matrix: All the preferences that are received by the system are aggre-

gated into a collective preference matrix. This matrix represents the overall opinion of all of them.
• Ranking alternatives according to expert’s preferences: Using the preference collective matrix, the avail-

able alternatives in the decision process are ranked.
• Calculating consensus: Searching for a consensual decision in Decision Making procedures is an important

issue [13, 14]. If the experts agree on a specific solution to the problem, then, the chosen ranking is ratified
by all of them. Therefore, GDM methods should encourage experts to go on a thorough debate in order
to reach an agreement. For this purpose, it is possible to perform several GDM rounds. The process will
end if the consensus degree is high enough or if too many time have passed and they cannot find a common
solution.

3. A Group Decision Making method which handles a large set of alternatives

The designed GDM procedure for environments with a high number of alternatives converts a large-scale
GDM process with a high number of alternatives into two GDM processes with a reduced set of alternatives.
Thanks to this, experts can comfortably tackle both of them without getting lost among all available alternatives.
The novel presented method has the following steps:
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• Creating the alternatives groups: Each expert categorizes all the alternatives if different groups.
• Carrying out the consensual grouping: By using an hierarchical clustering method, a set of groups of

alternatives is generated. All experts provided information is used in order to create these groups. Therefore,
each final generated group is created by using the all the experts’ judgments.
• Selecting the most preferred group: Experts debate about which alternatives’ group has the most promis-

ing alternatives. A GDM process is carried out in order to determine which is the best one.
• Selecting the most preferred alternative inside the chosen group: Experts debate about the alternatives

that are contained in the chosen group. A GDM method is used in order to rank them.

All this process are detailed exposed in the next subsections.

3.1. Creating the consensual grouping

In this step, alternatives are classified into several groups according to their similarity. First of all, experts have
to provide information about how they would classify the alternatives into groups. They can build any number of
groups and they can classify together any number of alternatives. Using that information, a co-occurrence matrix,
CO, is built. Each position, coi j, indicates how many times the experts have classified elements i and j together in
the same group.

By using the generated co-occurrence matrix, hierarchical clustering methods [15, 16] are employed in order
to generate different groups of alternatives. Experts can specify the number of groups of alternatives that they
want to discuss about and that level of the generated classification tree is chosen.

3.2. Carrying out the two Group Decision Making processes

Once that the groups of alternatives are created, experts can carry out the decision process and select the
best alternative going through two different GDM processes. In the first one, experts will decide which group
of alternatives is the best one. Finally, alternatives of the selected group are discussed in order to select the best
option. The GDM scheme exposed in subsection 2.1 will be followed. The following parameters are taken into
account:

• Preference providing means: Experts use preference relations matrices in order to provide their prefer-
ences to the system. A preference relation matrix can be defined as a matrix, P where pk

i j refers to the
amount of preference of alternative xi over alternative x j that expert ek has provided.
• Aggregation operator: In order to aggregate the information, the mean operator is used. Therefore, it is

possible to aggregate the preferences provided by the experts by following the next expression:

ci j =
∑

k

wk · pk
i j (1)

where wk is the weight associated to expert ek. It is important that the weights fulfill that
∑

wi = 1.
• Ranking alternatives: Selection operators [17, 18] are used in order to generate the final ranking of al-

ternatives. The following expressions can be applied to calculate the non guided dominance and guided
dominance degree. GNDD and GDD respectively:

GNDDi = ϕ(cs
1i, c

s
2i, . . . , c

s
(i−1)i, c

s
(i+1)i, . . . , c

s
ni) (2)

taking into account that
cs

ji = max{c ji − ci j, 1}

GDDi = ϕ(ci1, ci2, . . . , ci(i−1), ci(i+1), . . . , cin) (3)

In order to calculate the position in the alternatives ranking, RV , GDD and GNDD operators results can be
combined as follows:

RVi = (GDDi +GNDDi)/2,∀i ∈ [0,m] (4)
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• Measuring consensus: In order to measure consensus among the experts, the following expressions can be
used [19]:

– Consensus between pair of alternatives, cp: First of all, let calculate the similarity between two
preference relation matrices:

smlk
i j = s(plk

i , p
lk
j ) = 1 − |plk

i − plk
j | (5)

where plk
i refers to the preference relation matrix value of ei for alternatives xl and xk. By aggregating

all these matrices, it is possible to calculate the global consensus matrix as follows:

cmlk = ϕ(smlk
i j) i, j = 1, . . . ,m; l, k = 1, . . . , n; i < j (6)

where ϕ is the mean operator. Using cm, it is possible to calculate cplk for the alternatives xl and xk

using the following expression:

cplk = cmlk, ∀l, k = 1, . . . , n; l � k (7)

– Consensus on an specific alternative, ca: By aggregating cp values of an specific alternative, it is
possible to calculate the consensus reached on an specific alternative:

cal =

∑n
k=l,k�l(cplk + cplk)

2(n − 1)
(8)

– Global consensus value: Finally, the global consensus value is calculated by aggregating all the ca
values calculated on the previous step:

cr =
∑n

l=1 cal

n
(9)

4. Example

Imagine that three experts, E = {e1, e2, e3}, need to decide where to invest some funds. They have in total 14
different choices according to their advisers: X = {x1, · · · , x14}. First of all, experts must create their own groups
of similar alternatives. Obtained results can be seen on Tables 1, 2 and 3.

1 2 3 4 5
x3 x4 x7 x1 x11
x5 x8 x9 x2
x6 x13 x10
x12 x14

Table 1. Classification in groups performed by e1.

1 2 3 4
x3 x4 x7 x1
x5 x8 x9 x2
x6 x11 x10
x12 x14 x13

Table 2. Groups made by e2.

Once that each expert has made his/her own groups, the co-occurrence matrix is calculated. This matrix rep-
resents the number of times that two alternatives have been classified together by the experts. The co-occurrence
matrix generated can be seen in Table 4.
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• Creating the alternatives groups: Each expert categorizes all the alternatives if different groups.
• Carrying out the consensual grouping: By using an hierarchical clustering method, a set of groups of

alternatives is generated. All experts provided information is used in order to create these groups. Therefore,
each final generated group is created by using the all the experts’ judgments.
• Selecting the most preferred group: Experts debate about which alternatives’ group has the most promis-

ing alternatives. A GDM process is carried out in order to determine which is the best one.
• Selecting the most preferred alternative inside the chosen group: Experts debate about the alternatives

that are contained in the chosen group. A GDM method is used in order to rank them.

All this process are detailed exposed in the next subsections.

3.1. Creating the consensual grouping

In this step, alternatives are classified into several groups according to their similarity. First of all, experts have
to provide information about how they would classify the alternatives into groups. They can build any number of
groups and they can classify together any number of alternatives. Using that information, a co-occurrence matrix,
CO, is built. Each position, coi j, indicates how many times the experts have classified elements i and j together in
the same group.

By using the generated co-occurrence matrix, hierarchical clustering methods [15, 16] are employed in order
to generate different groups of alternatives. Experts can specify the number of groups of alternatives that they
want to discuss about and that level of the generated classification tree is chosen.

3.2. Carrying out the two Group Decision Making processes

Once that the groups of alternatives are created, experts can carry out the decision process and select the
best alternative going through two different GDM processes. In the first one, experts will decide which group
of alternatives is the best one. Finally, alternatives of the selected group are discussed in order to select the best
option. The GDM scheme exposed in subsection 2.1 will be followed. The following parameters are taken into
account:

• Preference providing means: Experts use preference relations matrices in order to provide their prefer-
ences to the system. A preference relation matrix can be defined as a matrix, P where pk

i j refers to the
amount of preference of alternative xi over alternative x j that expert ek has provided.
• Aggregation operator: In order to aggregate the information, the mean operator is used. Therefore, it is

possible to aggregate the preferences provided by the experts by following the next expression:

ci j =
∑

k

wk · pk
i j (1)

where wk is the weight associated to expert ek. It is important that the weights fulfill that
∑

wi = 1.
• Ranking alternatives: Selection operators [17, 18] are used in order to generate the final ranking of al-

ternatives. The following expressions can be applied to calculate the non guided dominance and guided
dominance degree. GNDD and GDD respectively:

GNDDi = ϕ(cs
1i, c

s
2i, . . . , c

s
(i−1)i, c

s
(i+1)i, . . . , c

s
ni) (2)

taking into account that
cs

ji = max{c ji − ci j, 1}

GDDi = ϕ(ci1, ci2, . . . , ci(i−1), ci(i+1), . . . , cin) (3)

In order to calculate the position in the alternatives ranking, RV , GDD and GNDD operators results can be
combined as follows:

RVi = (GDDi +GNDDi)/2,∀i ∈ [0,m] (4)
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• Measuring consensus: In order to measure consensus among the experts, the following expressions can be
used [19]:

– Consensus between pair of alternatives, cp: First of all, let calculate the similarity between two
preference relation matrices:

smlk
i j = s(plk

i , p
lk
j ) = 1 − |plk

i − plk
j | (5)

where plk
i refers to the preference relation matrix value of ei for alternatives xl and xk. By aggregating

all these matrices, it is possible to calculate the global consensus matrix as follows:

cmlk = ϕ(smlk
i j) i, j = 1, . . . ,m; l, k = 1, . . . , n; i < j (6)

where ϕ is the mean operator. Using cm, it is possible to calculate cplk for the alternatives xl and xk

using the following expression:

cplk = cmlk, ∀l, k = 1, . . . , n; l � k (7)

– Consensus on an specific alternative, ca: By aggregating cp values of an specific alternative, it is
possible to calculate the consensus reached on an specific alternative:

cal =

∑n
k=l,k�l(cplk + cplk)

2(n − 1)
(8)

– Global consensus value: Finally, the global consensus value is calculated by aggregating all the ca
values calculated on the previous step:

cr =
∑n

l=1 cal

n
(9)

4. Example

Imagine that three experts, E = {e1, e2, e3}, need to decide where to invest some funds. They have in total 14
different choices according to their advisers: X = {x1, · · · , x14}. First of all, experts must create their own groups
of similar alternatives. Obtained results can be seen on Tables 1, 2 and 3.

1 2 3 4 5
x3 x4 x7 x1 x11
x5 x8 x9 x2
x6 x13 x10
x12 x14

Table 1. Classification in groups performed by e1.

1 2 3 4
x3 x4 x7 x1
x5 x8 x9 x2
x6 x11 x10
x12 x14 x13

Table 2. Groups made by e2.

Once that each expert has made his/her own groups, the co-occurrence matrix is calculated. This matrix rep-
resents the number of times that two alternatives have been classified together by the experts. The co-occurrence
matrix generated can be seen in Table 4.
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1 2 3 4 5
x3 x1 x7 x4 x11
x5 x2 x9 x8 x14
x6 x13 x12 x10

Table 3. Groups made by e3.

x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 x11 x12 x13 x14

x1 - - - - - - - - - - - - - -
x2 3 - - - - - - - - - - - - -
x3 0 0 - - - - - - - - - - - -
x4 0 0 0 - - - - - - - - - - -
x5 0 0 3 0 - - - - - - - - - -
x6 0 0 3 0 3 - - - - - - - - -
x7 0 0 0 0 0 0 - - - - - - - -
x8 0 0 0 3 0 0 0 - - - - - - -
x9 0 0 0 0 0 0 3 0 - - - - - -
x10 2 2 0 1 0 0 0 1 0 - - - - -
x11 0 0 0 1 0 0 0 1 0 0 - - - -
x12 0 0 2 0 2 2 1 0 1 0 0 - - -
x13 2 2 0 1 0 0 0 1 0 1 0 0 - -
x14 0 0 0 2 0 0 0 2 0 0 2 0 1 -

Table 4. Co-occurrence matrix.

Experts decide that they want to make 5 different alternatives groups. Therefore, the first GDM process will
be carried out with 5 different alternatives. The final assigned categories are shown in Table 5. Also, the resulting
dendogram given by R software is shown in Figure 1.

Cat. 1 Cat. 2 Cat. 3 Cat. 4 Cat. 5
x8 x6 x4 x3 x1
x11 x12 x7 x5 x2
x14 x9 x10

x13

Table 5. Categories obtained by the applied hierarchical clustering procedure.

Once that the groups are made, experts start carrying out the first GDM process. They decide to discuss until
a consensus value of 0.60 is reached. For carrying out this process, the next steps are followed:

• Preference providing step: Experts provide their preference value by using the linguistic label set S =
{s1, s2, s3, s4, s5}. After carrying out the debate, they provide the following preference values:

P1 =



− s2 s1 s1 s3
s2 − s2 s2 s2
s5 s4 − s5 s4
s1 s3 s3 − s3
s3 s2 s1 s3 −


P2 =



− s2 s1 s1 s2
s1 − s2 s3 s2
s5 s5 − s5 s4
s1 s2 s3 − s3
s1 s1 s2 s1 −


P3 =



− s2 s1 s2 s3
s2 − s2 s2 s1
s5 s5 − s5 s5
s1 s3 s3 − s1
s2 s2 s2 s2 −



• Aggregating preference values into the collective preference matrix: By applying expression (1), the
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Fig. 1. Co-occurrence matrix associated dendogram.

information is aggregated. The next results are obtained:

Pc =



− 2 1 1.333 2.667
1.667 − 2 2.333 1.667

5 4.667 − 5 4.333
1 2.667 3 − 2.333
2 1.667 1.667 2 −



• Calculating the groups ranking: By using expressions (3) and (2), the ranking of alternatives groups is
performed. It should be noticed that all the values are expressed in the interval [0,1]. Results are shown in
Table 6.

x1 x2 x3 x4 x5

GNDD 0.8 0.833 1 0.8833 0.8166
GDD 0.15 0.2166 0.933 0.366 0.2166

Ranking value 0.475 0.525 0.966 0.625 0.5166
Ranking x3 x4 x2 x5 x1

Table 6. Ranking of categories.

• Calculating consensus: The three presented levels of consensus are calculated. Results are shown below:

Cc =



− 1 1 0.555 0.555
0.555 − 1 0.555 0.555

1 0.555 − 1 0.555
1 0.555 1 − 0.111

0.333 0.555 0.555 0.333 −



Consensus reached on each alternative group is shown in Table 7. Global consensus value is 0.6533. Since
the obtained value is greater than 0.60, it is considered that there is enough consensus. Therefore, there is
no need of more GDM rounds.

x1 x2 x3 x4 x5

0.82 0.64 0.73 0.64 0.42

Table 7. Consensus results obtained for the categories related GDM process.
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1 2 3 4 5
x3 x1 x7 x4 x11
x5 x2 x9 x8 x14
x6 x13 x12 x10

Table 3. Groups made by e3.

x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 x11 x12 x13 x14

x1 - - - - - - - - - - - - - -
x2 3 - - - - - - - - - - - - -
x3 0 0 - - - - - - - - - - - -
x4 0 0 0 - - - - - - - - - - -
x5 0 0 3 0 - - - - - - - - - -
x6 0 0 3 0 3 - - - - - - - - -
x7 0 0 0 0 0 0 - - - - - - - -
x8 0 0 0 3 0 0 0 - - - - - - -
x9 0 0 0 0 0 0 3 0 - - - - - -
x10 2 2 0 1 0 0 0 1 0 - - - - -
x11 0 0 0 1 0 0 0 1 0 0 - - - -
x12 0 0 2 0 2 2 1 0 1 0 0 - - -
x13 2 2 0 1 0 0 0 1 0 1 0 0 - -
x14 0 0 0 2 0 0 0 2 0 0 2 0 1 -

Table 4. Co-occurrence matrix.

Experts decide that they want to make 5 different alternatives groups. Therefore, the first GDM process will
be carried out with 5 different alternatives. The final assigned categories are shown in Table 5. Also, the resulting
dendogram given by R software is shown in Figure 1.

Cat. 1 Cat. 2 Cat. 3 Cat. 4 Cat. 5
x8 x6 x4 x3 x1
x11 x12 x7 x5 x2
x14 x9 x10

x13

Table 5. Categories obtained by the applied hierarchical clustering procedure.

Once that the groups are made, experts start carrying out the first GDM process. They decide to discuss until
a consensus value of 0.60 is reached. For carrying out this process, the next steps are followed:

• Preference providing step: Experts provide their preference value by using the linguistic label set S =
{s1, s2, s3, s4, s5}. After carrying out the debate, they provide the following preference values:

P1 =



− s2 s1 s1 s3
s2 − s2 s2 s2
s5 s4 − s5 s4
s1 s3 s3 − s3
s3 s2 s1 s3 −


P2 =



− s2 s1 s1 s2
s1 − s2 s3 s2
s5 s5 − s5 s4
s1 s2 s3 − s3
s1 s1 s2 s1 −


P3 =



− s2 s1 s2 s3
s2 − s2 s2 s1
s5 s5 − s5 s5
s1 s3 s3 − s1
s2 s2 s2 s2 −



• Aggregating preference values into the collective preference matrix: By applying expression (1), the
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Fig. 1. Co-occurrence matrix associated dendogram.

information is aggregated. The next results are obtained:

Pc =



− 2 1 1.333 2.667
1.667 − 2 2.333 1.667

5 4.667 − 5 4.333
1 2.667 3 − 2.333
2 1.667 1.667 2 −



• Calculating the groups ranking: By using expressions (3) and (2), the ranking of alternatives groups is
performed. It should be noticed that all the values are expressed in the interval [0,1]. Results are shown in
Table 6.

x1 x2 x3 x4 x5

GNDD 0.8 0.833 1 0.8833 0.8166
GDD 0.15 0.2166 0.933 0.366 0.2166

Ranking value 0.475 0.525 0.966 0.625 0.5166
Ranking x3 x4 x2 x5 x1

Table 6. Ranking of categories.

• Calculating consensus: The three presented levels of consensus are calculated. Results are shown below:

Cc =



− 1 1 0.555 0.555
0.555 − 1 0.555 0.555

1 0.555 − 1 0.555
1 0.555 1 − 0.111

0.333 0.555 0.555 0.333 −



Consensus reached on each alternative group is shown in Table 7. Global consensus value is 0.6533. Since
the obtained value is greater than 0.60, it is considered that there is enough consensus. Therefore, there is
no need of more GDM rounds.

x1 x2 x3 x4 x5

0.82 0.64 0.73 0.64 0.42

Table 7. Consensus results obtained for the categories related GDM process.
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The most preferred alternatives group is the one that have the following alternatives: {x7, x9, x12}. Therefore,
a new GDM process must be carried out over that alternatives. Consensus is again set to 0.6. Also, the same
linguistic label set is is used for providing preferences to the system. The GDM process is repeated in order to
rank the alternatives of the selected alternatives group:

• Preference providing step: Experts provide the following preferences:

P1 =


− s4 s5
s1 − s2
s1 s1 −

 P2 =


− s4 s4
s1 − s2
s1 s2 −



P3 =


− s5 s5
s1 − s2
s1 s2 −



• Calculating the collective preference matrix: The provided preferences are aggregated. The following
result is obtained:

Pc =


− 4.333 4.666
1 − 2
1 1.666 −


• Temporary alternatives ranking calculation: Next, the ranking of alternatives is obtained by using selec-

tion operators. Results are shown in Table 8.

x7 x9 x12

GDD 0.888 0.983 0.111
GNDD 1 0.722 0.666

Ranking value 0.944 0.402 0.388
Ranking x7 x9 x12

Table 8. Ranking of alternatives.

• Calculating consensus measures: In this step, the level of agreement among the experts is obtained by
using consensus measures. For each pair of alternatives, the following results are obtained:

Cc =


− 0.555 0.555
1 − 1
1 0.555 −



Consensus results for each alternative can be seen in Table 9. The obtained level of consensus in this step is
0.707, which is above the established consensus threshold, that is, 0.6. Therefore, the calculated ranking is
considered as the final one and x7 is obtained as the most voted alternative.

x7 x9 x12

0.55 1 0.55

Table 9. Obtained consensus value in the alternative selection process.

5. Conclusions

A novel GDM method that deals with environments that employ a large set of alternatives has been presented.
Clustering methods were used in order to create groups of alternatives that the experts can use to discuss about.
The initial GDM process with a high number of alternatives was converted into two processes where both have a
reduced set of alternatives that the experts have to debate about. Thanks to this, the amount of information that the
experts have to deal with at the same time is drastically reduced. First, experts create groups of alternatives. Next,
they discuss which group is the most adequate. Finally, the ranking of alternatives is calculated by employing a
GDM procedure.
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The most preferred alternatives group is the one that have the following alternatives: {x7, x9, x12}. Therefore,
a new GDM process must be carried out over that alternatives. Consensus is again set to 0.6. Also, the same
linguistic label set is is used for providing preferences to the system. The GDM process is repeated in order to
rank the alternatives of the selected alternatives group:

• Preference providing step: Experts provide the following preferences:

P1 =


− s4 s5
s1 − s2
s1 s1 −

 P2 =


− s4 s4
s1 − s2
s1 s2 −



P3 =


− s5 s5
s1 − s2
s1 s2 −



• Calculating the collective preference matrix: The provided preferences are aggregated. The following
result is obtained:

Pc =


− 4.333 4.666
1 − 2
1 1.666 −


• Temporary alternatives ranking calculation: Next, the ranking of alternatives is obtained by using selec-

tion operators. Results are shown in Table 8.

x7 x9 x12

GDD 0.888 0.983 0.111
GNDD 1 0.722 0.666

Ranking value 0.944 0.402 0.388
Ranking x7 x9 x12

Table 8. Ranking of alternatives.

• Calculating consensus measures: In this step, the level of agreement among the experts is obtained by
using consensus measures. For each pair of alternatives, the following results are obtained:

Cc =


− 0.555 0.555
1 − 1
1 0.555 −



Consensus results for each alternative can be seen in Table 9. The obtained level of consensus in this step is
0.707, which is above the established consensus threshold, that is, 0.6. Therefore, the calculated ranking is
considered as the final one and x7 is obtained as the most voted alternative.

x7 x9 x12

0.55 1 0.55

Table 9. Obtained consensus value in the alternative selection process.

5. Conclusions

A novel GDM method that deals with environments that employ a large set of alternatives has been presented.
Clustering methods were used in order to create groups of alternatives that the experts can use to discuss about.
The initial GDM process with a high number of alternatives was converted into two processes where both have a
reduced set of alternatives that the experts have to debate about. Thanks to this, the amount of information that the
experts have to deal with at the same time is drastically reduced. First, experts create groups of alternatives. Next,
they discuss which group is the most adequate. Finally, the ranking of alternatives is calculated by employing a
GDM procedure.
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