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Abstract—A new nodal hybrid continuous-discontinuous
Galerkin time-domain (CDGTD) method for the solution of
Maxwell's curl equations is proposed and analyzed. This hy-
bridization is made by clustering small collections of elements with
a continuous Galerkin (CG) formalism. These clusters exchange
information with their exterior through a discontinuous Galerkin
(DG) numerical flux. This scheme shows reduced numerical dis-
persion error with respect to classical DG formulations for certain
orders and numbers of clustered elements. The spectral radius
of the clustered semi-discretized operator is smaller than its DG
counterpart allowing for larger time steps in explicit time integra-
tors. Additionally, the continuity across the element boundaries
allows us a reduction of the number of degrees of freedom of up to
about 80% for a low-order three-dimensional implementation.

Index Terms—Continuous-discontinuous Galerkin time-domain
(CDGTD), continuous Galerkin (CG) method, discontinuous
Galerkin (DG) method, discontinuous Galerkin time-domain
(DGTD), Maxwell's equations.

I. INTRODUCTION

ALERKIN finite-element (FEM) techniques are a very

flexible class of numerical methods to solve partial differ-
ential equations (PDEs). For electromagnetic problems in linear
media, they can be implemented either in the frequency do-
main (FD) or in the time domain (TD). Continuous Galerkin
(CG) [1], [2] formulations are more prevalent in FD, either in
nodal [3], [4] or in vector formulations [5]-[7], though they
can also be found in TD [8]. However, discontinuous Galerkin
(DG) formulations are most often found in TD, also either in
nodal [9] or in vector forms [10]. However, the most popular ap-
proach is to evolve the semi-discrete spatial equations by means
of explicit time-integration schemes such as the second-order
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leap-frog (LF2) [11]-[14] or the fourth-order low-storage ex-
plicit Runge—Kutta (LSERK4) [9], [15]-[18]. The maximum
time step allowed for stability by these schemes is constrained
by the spectral radius of the spatial operator, which in turns de-
pend on the inverse square of the polynomial order P and on
the minimum edge length A used for the spatial discretization.
This makes the use of p-refinement in DGTD, not common be-
yond intermediate-orders of 3~5 [14], [19], [20], though higher
order implementations are reported to be more parallelizable in
GPU-based machines [21]. The use of h-refinement in DGTD,
also becomes problematic in multiscale problems, since (local)
smaller elements enforce reduced (global) time-steps to ensure
stability. Strategies to mitigate this exist, like local time-step-
ping techniques [12], [14], [15], and implicit-explicit (IMEX)
time-integration schemes [22], [23]. Reduction on the spectral
radius has been achieved using co-volume filtering [24] and
mapping techniques [25], though these are effective only for
higher orders. Reduction of algebraic complexity and degrees of
freedom (DOFs) has also been addressed by multi-element ap-
proaches exploiting the advantages of, mainly, tetrahedral and
hexahedral mesh elements. In three-dimensional (3-D) prob-
lems this forces the use of nonconforming interfaces [26], [27]
or the use of pyramidal elements [28], for the transitions be-
tween elements of different types.

CGTD schemes present also interesting features. CG methods
use significantly fewer DOFs than DG methods do. They do
not introduce dissipation if a symplectic time integrator, such
as LF2, is used. Moreover, the spectral radius of the assembled
system is smaller than when a DG formalism is used [29], thus
allowing the use of larger time-steps.

In this work, we explore the topic of the hybridization of CG
and DG schemes. This topic is present in the context of elliptic
problems arising to a family of methods known as Mortar
methods [30]-[35], hybridizing mixed finite-element (MFE)
or HDG methods in different regions of the mesh that have
certain homogeneity, while the DG method is used to handle
discontinuities on the material properties or at nonconforming
interfaces. Among some other benefits, the resulting methods
achieve a reduction of DOF and offer the possibility of using a
model reduction in different regions. For nonelectromagnetic
problems, another approach was explored in [36] and [37]
to approximate the shallow water equations using DG for
the primitive continuity equation and CG for the momentum
equation.

In this paper, we present a new nodal hybrid continuous-
discontinuous Galerkin (CDG) method for the solution of the
time-domain first-order coupled Maxwell's curl equations. The
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proposed method is aimed at taking advantage of a reduced
number of DOF and smaller spectral radius in CG while ben-
efiting from the spurious-free and block-diagonal properties of
DG. Previous attempts exist [38], employing a two-dimensional
(2-D) multi-element hybrid continuous—discontinuous scheme:
CG in a structured grid of square elements, and DG in a unstruc-
tured triangular grid. In our approach, rather than applying a CG
formalism over large regions, we apply it only on small clusters
of elements, thus maintaining the easily invertible block-diag-
onal nature of the global system of linear equations. Thus re-
sulting in an important difference in terms of computational
cost. Although we will focus on a nodal CG method, a similar
approach could be followed with HDG techniques and for other
hyperbolic problems. Thus, an added value of the methodology
described in this paper, is to show a possible way of taking profit
of other implicit techniques that, due to their computational ef-
ficiency, cannot be effectively used in TD. Consequently, this
work can potentially be an initial step to connect two branches
of numerical methods: spatially implicit and explicit methods.

The remainder of this paper is organized as follows. In
Section II, we will briefly revisit the classical nodal CG and DG
methods. Next, we will introduce the proposed CDG method
and present a numerical study of its numerical-dispersion
properties and spectral characteristics in one dimension. Next,
a numerical test-case consisting in a 2-D PEC cavity serves to
further analyze its spectral properties and to provide a L*-norm
analysis of its h-convergence, for different numerical fluxes
and spatial basis orders. We will show an analysis of the com-
putational costs of this technique. Finally, we will present some
conclusions from this study and provide an assessment of its
benefits in different scenarios.

II. NODAL GALERKIN TD FORMULATIONS FOR
MAXWELL EQUATIONS

Maxwell’s curl equations in sourceless and homogeneous
lossless media are
xE=—uoH
x H = EatE

< <«

(1)

where E, H , €, j& are, respectively: the electric field, magnetic
field, permittivity, and permeability. For simplicity, we will as-
sume that ¢ and z do not vary in the computational domain Q
and use a system of units where ¢ = ¢ = 1. A lossy media for-
mulation can be straightforwardly derived [39].

Let us begin our discussion by briefly recalling the fundamen-
tals of the continuous (CG) and discontinuous (DG) Galerkin
techniques that can be used to solve (1). Both approaches start
by tessellating the computational domain with k¥ = 1,..., K
nonoverlapping elements. On each of these elements, the solu-
tion is approximated by a projection of the analytical solution
onto a finite expansion basis of functions. In this work we will
use classical Lagrange interpolation polynomials, i.e., a nodal
basis such as the one described in [1]. The Galerkin problem
consists of nullifying the inner product of the approximated
fields with respect to the same basis of functions, leading to
a system of linear equations [29]. However, CG and DG ap-
proaches differ since the first one imposes continuity directly
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on the fields while the second imposes it on a different quantity
so-called numerical flux. Once the spatial semi-discretization
has been obtained, either scheme can be evolved using a time
integration technique. As mentioned before, the two most pop-
ular are the LF2 and LSERK4 schemes [15]. In brief, LSERK4
has a higher accuracy at the expense of a higher computational
cost than LF2. LSERK4 also introduces some numerical dissi-
pation while the LF2 scheme is symplectic.

A. Continuous Galerkin

The CG formulation imposes the continuity of the fields
across element interfaces [1], [29]. This can be expressed
succinctly in matrix form as

ZMZTRE,(t) + ZSZTH,(t) =0
ZMZToH,(t) — ZSZTE,(t) =0

2)

where M is the mass matrix and & is the stiffness matrix, both
built independently for each element and assembled together
using an operator that we will denote by Z that collapses each
pair of associated nodes on the element boundaries into a single
one. E, and H,, are column vectors containing all the degrees of
freedom in the computational domain for the electric and mag-
netic fields, respectively.

B. Discontinuous Galerkin

DG formalism introduces the concept of numerical fluxes as
the quantity for which continuity is enforced across element in-
terfaces [40], rather than the fields themselves [9]. Applying this
concept, we obtain the following system of equations for each
element k:

M &E(t) + SpH(t) — kafHZf(t) =0

MO H(t) — Sy ER(t) + Y FipBrp(t) =0
f

G3)

where F} ¢ is the lift operator [9] for face f and vectors E, s and
Hj,; are the numerical fluxes in that face [40]. The DG method
can be formulated with different types of numerical fluxes, the
centered and upwind fluxes, which are the most commonly used
ones [41], [42]. The dispersive and dissipative properties of the
solution will greatly depend on the flux choice, allowing for
some tuning capability according to the application.

III. CGTD VERSUS DGTD: THE CDGTD METHOD

From the computational point of view, the main disadvantage
of CGTD is that it requires a global linear solver, containing
all of the degrees of freedom, to be solved on each time-step.
DGTD, in turn, when used in conjunction with an explicit time
integration technique, allows for each element to be solved in-
dependently, thus drastically reducing the computational burden
with respect to CG, making it comparable even to that of clas-
sical FDTD [43], [44].

However, there are pros and cons of both methods that make
sense trying to build hybrid approaches by taking the best of
each one, and they are given as follows.
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* A well-known drawback of nodal FEM is the presence

of spurious modes [1]. These are commonly attributed to
a variety of reasons, including an inexact representation
of the underlying de Rham complex [45]-[49]. One way
of removing this source of spurious modes is to resort to
vector-based formulations [2], [7], [50]. Comparing vector
and nodal FEM is beyond the scope of this work; advan-
tages and disadvantages of both of them have been reported
in literature [4], [51] and deserve a full work to be further
analyzed. Another approach to mitigate spurious modes
is by introducing penalty terms associated with the diver-
gence of E or H [3], [41], [52], [53], at the cost of adding
extra terms, and DOFs, that are to be evolved at each time
step [41].
Spurious nodes are present both in nodal DGTD and
CGTD. However, for DGTD, they can be easily mitigated,
with a slight increase in computational cost, by using
upwind or penalized fluxes instead of centered fluxes, at
the cost of introducing some dissipation. This dissipa-
tion especially affects spurious modes which are much
further attenuated than physical ones [54], thus resulting
in a cleaner spectrum and better convergence properties
[12], [16], [55]. Centered flux can also be proven to be
spurious-free in highly regular meshes [41], though this is
not a realistic situation found in a general problem.

* CG nodal methods can drive to globally wrong solutions
when singularities or nonconvex domains are present [3],
[4]. This has not been observed for DG nodal formulations
[41].

* Regarding dissipation, if a symplectic time integrator is
used for (2), CG methods are not dissipative, while DG
becomes dissipative when combined to upwind/penal-
ized fluxes to remove spurious solutions, as mentioned
above.

* CG presents more relaxed stability constraints in the time-
step than DG, thanks to the fact that the spectral radius
of the assembled system (CG) is smaller than that of the
unassembled one (DG) [29]. This is a consequence of the
better representation of long-range interactions [56].

* Regarding the number of DOFs, CG presents advantages
due to the fact that the nodes on the interface between two
elements do not need to be duplicated, as in DG, since
CG collapses them to enforce continuity. Furthermore, DG
also needs to compute one matrix-vector product for each
face of the element at each iteration.

* Finally, the continuous nature of CGTD also makes neces-
sary a special treatment in regions where the electromag-
netic properties of the media exhibit abrupt changes [8],
while DGTD naturally implements these conditions thanks
to the use of fluxes [57], [58].

The discussion above begs the question as to whether one
could formulate a hybrid CDG technique that exploits the ad-
vantages of both formulations. In [38] a hybrid method is for-
mulated in 2-D. For it, the CG formalism is applied in a large
structured region formed of squares, coupled to a DG scheme
applied to another region consisting on an unstructured mesh of
triangles. The use of a continuous formalism in the large region
thus requires the solution of a large global system of equations
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that reduces the performance of such an approach, especially for
large problems.

In contrast, we propose here a new method based on a CG
formulation only on multiple, small clusters of elements. As
usual in CG, the elements within the cluster remove duplicate
DOFs on their boundaries, and they exchange information with
adjacent clusters, or single elements, through classical numer-
ical fluxes in a DG manner. As a result, CG clusters are decou-
pled among them, and the whole domain can be solved by an
explicit marching-on-in-time algorithm. In this work, we will
analyze the tradeoffs of using these CG clusters, which have
to be sufficiently small both to keep the system of equations
frontally invertible and to avoid spurious modes, and as large
as possible to reduce the DOFs, enhance the dissipation, and in-
crease the time-step for stability. If upwind numerical fluxes are
employed for the DG connection, the CDG method is expected
to be spurious-free, partially inheriting from CG the aforemen-
tioned advantages.

In the remainder of this paper, we will assume a translational
symmetry by meshing regions with clusters that are identical to
each other. Though this is not strictly necessary, in general, it is
actually a desirable property, since it allows us to compute the
semi-discretized operators for a single cluster and reuse it for
the rest thus saving memory. Hence, the kind of meshes that
would benefit most of this clustering would be structured or
semi-structured, as further discussed in the Conclusions. This
is also true of multi-element approaches [26]-[28] in which
a reduction of DOFs and increased time-step can be likewise
achieved [59]. In the rest of the mesh, we apply the usual un-
structured DG formalism. We can write the final scheme in ma-
trix notation as

Ny

MOE(t) + SHo(t) = > ForH (1) =0
f

Ny,

MOH (L) — SBo(t) + > FosEip (1) =0 (4)
f

where M, = Z.My,, ZT and S, = Z.8;, ZT are the mass and
stiffness operators assembled as in the CG method but using
only the elements k. belonging to the cluster ¢. The operators
F.y are constructed in the same way as for the DG method but
considering only the Ny, external faces of the cluster.

IV. NUMERICAL PROPERTIES

In order to perform a semi-analytical study of CDGTD, we
will follow a similar approach to [9], [29], [42] for analyzing
the dispersive properties of our method in 1-D. To do so, we
seek spatially periodic solutions of the form

E(t,z) = Egelitiz-wt)
H(t,x) = Hyelilw=t) ®)
that are supported by the spatial semi-discretization. The com-
putational domain 2 is split into K. elements of equal length h.
These K. elements are assembled in the same way as indicated
by (4). We also define a state vector q. = [E., H.]T containing
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all of the V. DOFs in a cluster ¢. The elements at the end posi-
tions of the computational domain are connected assuming pe-
riodic solutions of the form

ithK,. T

T c
€yQct+1 =€ eNch
T —ihK, T
eN.4dc—1 =¢ e qe (6)

and using the DG numerical flux formalism to treat the bound-
aries of the cluster as if they were neighboring other clusters.
We will use the factor L = lh as the normalized numerical
wavenumber. With these assumptions, we can reformulate (4)
as

Qqc(t) = (M| 82 FLEHD) | act). (D
f

A diagonal operator WW containing the spectrum of eigenfre-
quencies is obtained by a similarity transformation via an in-
vertible operator P to obtain

W=iP H (MY ST FlES(D) | P ®)
f

We can also define the eigenstates of the system as
Pe = ,Pilqc- (9)

This change of basis lets us write (7) in the following compact
form:

Op.(t) = —i W(L)p.(t) (10)
with semi-discrete solutions of the form
p.(t) = e WEp (0). (11)

The j = 0,..., N, eigenvalues w; of W correspond to the
eigenfrequencies of the discrete periodic problem.

The real part R[w,] corresponds to the oscillating frequency
and the imaginary part ${w;] corresponds to the numerical dis-
sipation or amplification of eigenstate j, if any. For all Galerkin
methods studied here, we have $[w;] < 0, which is a neces-
sary condition for stability. The phase velocities supported by
the scheme are ¢;(L) = w;h/L. As in our system of units, the
speed of light is 1, and we will consider that the mode with phase
velocity closest to one is the free-space mode. Therefore, we ex-
pect that

[1/1—\1’1,10 C(fs) (L) =1L

(12)

The study of the full spectrum of WV is also useful as its proper-
ties impose limitations with regard to the time-integration. The
LF2 method [60] has the following stability requirement on its
time step h;:

b < 1/R[w;] Vj (13)
and therefore will be constrained by the largest real part among
all eigenvalues. LSERK methods comprise irregular closed loci
in the complex plane [16], [61], in which the eigenvalues must
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lie to ensure stability. Thus, to warranty stability, the following
condition must be enforced for each cluster:

max |w;| < p(hy) Vj (14)

where p is the spectral radius of the LSERK method.

A. Convergence

Figs. 1 and 2 show a comparison of the convergence rates
on the dispersion curves for the DG and CDG schemes with
clusters of two and three elements and for upwind and centered
fluxes, found with the procedure described above. These con-
vergence rates have been calculated for orders ranging from P
= 1 to 3. Table I summarizes the convergence rates where the
component dominating in the global error has been highlighted.
In agreement with what is found for P refinements of centered
DG schemes [42], the convergence rate of CDG depends on
the number of elements assembled with an even—odd pattern.
With an odd number of elements, CDG with upwind and cen-
tered fluxes have the same convergence rates as classical DG
methods. For upwind CDG schemes with an even number of el-
ements, we see an alternating dominance of the error showing
that CDG has a better global convergence for odd orders of P.
Please note that convergence rates depending on even/odd pa-
rameters has been previously in DG analysis [42].

The case of centered CDG with an even number of elements
shows that it has the same 2 P43 convergence as the upwind DG
scheme, therefore improving significantly versus its centered
DG counterpart. Note that for upwind fluxes, spurious modes
are also rapidly attenuated in CDG and therefore should not
impact the time-domain solution, similarly as observed in [9],
[54] for the DG case [cf. Fig. 5, which shows that the free-space
mode observed is much less attenuated than any other supported
mode].

B. Spectral Properties

Fig. 3 shows the full spectrum of DG and CDG operators
with two and three elements and upwind fluxes. Fig. 4 shows
the effect in the spectrum of increasing the number of elements.
The maximum real part, and the spectral radii of the different
schemes are presented in Table II. We note that the CDG assem-
bling, even for a moderate number of elements, reduces signif-
icantly the spectral radius to approximately one half of that of
the DG. As mentioned above, this allows for a larger time step
to be used.

V. COMPUTATIONAL COST

This section presents some estimates about the number of
DOF and computational operations needed for several configu-
rations (Fig. 6) in which we can apply the aforementioned trans-
lational symmetry.

The number of clustered elements and their order have a crit-
ical impact on the number of operations required to evaluate the
semi-discretized operators in CDG. For this reason, only rela-
tively small clusters with low orders are studied. Moreover, the
greater the number of inner faces the cluster has, the greater the
number of DOFs and numerical fluxes eliminated. Fig. 6 shows
the 2-D and 3-D clusters studied in this work that exemplify
such properties.
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Fig. 1. Convergence rates for DGTD and CDGTD schemes with upwind fluxes. Dispersion and dissipation errors are represented in the first and second columns,
respectively. Nonaligned values correspond to other modes also supported by the solutions but that do not correspond to the free-space mode. (a) Dispersion for
P = 1. (b) Dissipation for P = 1. (c¢) Dispersion for P = 2. (d) Dissipation for P = 2. (e) Dispersion for P = 3. (f) Dissipation for P = 3.

Tables III and IV show a comparison of the CDG and DG
methods for different kinds of elements and cluster configura-
tions. We observe that the clustering always causes a reduc-
tion in the DOF by eliminating the need of having duplicated

nodes at the interfaces within the cluster. In 3-D, the reduc-
tion is more significant, e.g., for the cross-hatch cluster with P
= 1 we have a reduction of about 80%. The number of oper-
ations for the lift operations scale as K Ny N, N, and for the
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Fig. 2. Convergence rates for dispersion errors of DGTD and CDGTD schemes with centered fluxes. (a) P = 1. (b) P = 2. (¢) P = 3.

TABLE I
CONVERGENCE RATES USING UPWIND AND CENTERED FLUXES. HIGHLIGHTED
CELLS INDICATE THE DOMINANT TERM

DGTD CDGTD K. even | CDGTD K. odd

P| R@ S | Rw S | RE] @)
o | T 5 4 3 6 5 7
£ |2 7 6 7 6 7 6
213 9 8 9 10 9 8
24 11 10 11 10 11 10
= | 1 3 - 5 - 3 -
sl2| 7 - 7 - 7 -
3] 7 - 9 - 7 -
O |4 11 - 11 - 11 -

curl operations as 2K Ng. The cost of computing the numer-
ical fluxes E* and H* has not been included as it encompasses
only vector-vector operations. For P < 2 the estimates show
that the number of operations needed per time step is similar
for both methods. For higher orders, the term [V,, starts to domi-
nate and the CDGTD method becomes less attractive compared
with the classical DGTD approach. However, it should be noted
that CDG operators have a reduced spectral radius that allows

for a larger time step, as will be shown in Section VI. More-
over, in many cases the bottleneck in speed is related to the
memory bandwidth and data locality. Therefore, having a re-
duced number of DOF that are also contiguous in memory may
result in additional speed-up, as discussed in [21]. The use of the
same spatial operators also alleviates the memory bandwidth,
additionally ideally they can remain in the CPU cache during
the evaluation of the whole clusters. Finally, the fact that the
operator spectrum has a smaller imaginary part when upwind
fluxes are used suggests that the scheme can further benefit from
the use of different LSERK schemes [16] that allow for a larger
time step.

Another question that may arise regarding computational ef-
ficiency is how the configurations under study compare with the
use of a single element covering the same space, i.e., quadrilat-
erals (quads) in 2-D or hexahedrons (hex) in 3-D. Tables III and
IV show a comparison of the estimated numbers of operations
for different orders and dimensions. As it may be appreciated,
for the 3D case, the simple-hatch configuration has the same
number of DOFs and needs the same amount of operations to
calculate the curl than a hex cell of the same order. There is
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Fig. 3. Eigenvalues spectrum loci for upwind fluxes schemes with polynomial basis up to order P = 3. (a) P = 1. (b)) P = 2. (c) P = 3.
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X using CGTD, DGTD, and CDGTD using a cross-hatch clus-
; tering. The simulation runs up to a final time T = 200, with a
] SREAREEEE RREEE AR R AR SRR AR SRR e basis order of P = 2 and a cross-hatch grid mesh with b = 1/8.
: : : : : : : The time integration was performed with the same LSERK4
ki co ... scheme used in the previous section. The cavity was excited
5 -45 -4 -35 -3 25 -2 -15 -1 -05 0 with a white noise similarly as in [11], [15]. As discussed in the
Im [w]

Fig. 4. Eigenvalues spectrum loci for upwind fluxes schemes with polynomial
basis of order P = 2, for different numbers of elements clustered.

Introduction, CGTD presents spurious modes that pollute the
spectrum, with the most important being visible at w ~ 2 and
2.2. When centered fluxes are used, CDGTD also exhibits some
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TABLE II
MAXIMUM REAL PARTS AND SPECTRAL RADIUS. THE INCREASE ON CLUSTERED ELEMENTS ALLOWS THE USE OF LARGER TIME STEPS. NOTE THAT, FOR
CENTERED FLUXES, THE IMAGINARY PART IS ALWAYS ZERO UP TO MACHINE PRECISION AND THEREFORE THE SPECTRAL RADIUS IS EQUAL TO THE
MAXIMUM REAL VALUE

DGTD CDGTD K. = 2 CDGTD K. = 3 CDGTD K. =14
P | max|R@]| plo] || max|R[@)| ple] | max|R@]| plo] | max|R@]| plo]

- |1 1.95 3.00 1.30 1.92 1.06 1.50 0.94 1.25

£ ]2 2.50 3.95 1.72 2.52 1.47 1.95 1.39 1.62

£ |3 2.96 4.79 2.03 3.06 1.76 2.36 1.74 1.96

= |4 3.37 5.57 2.29 3.54 2.03 2.73 2.05 2.27

< | 1 2.00 1.50 .35 1.29

512 2.69 2.18 1.06 2.02

3 3.32 2.79 2.68 2.66

O |4 3.94 3.38 3.30 3.28

Im(o]

Imw]

Ih/n

(b)

Fig. 5. Eigenvalues spectrum loci for upwind fluxes schemes with polynomial
basis of different order for DGTD (black) and CDGTD with K, = 2 (blue)
schemes. As it can be seen, modes that do not belong to the physical eigen-
spectrum (dashed lines) have large imaginary parts and are therefore quickly
attenuated. (a) P = 1. (b) P = 2.

pollution of the spectrum. A small spurious mode appears at w
~ 1.7, and a larger one appears in w ~ 3.3. The use of upwind

Fig. 6. Different clusters assemblies considered for 2-D and 3-D CDG.
(a) Simple-hatch. (b) Cross-hatch. (c¢) Simple-hatch in 3-D, 6 tetrahedrons.
(d) Cross-hatch in 3-D, 24 tetrahedrons. (e) Anisotropic Cross-hatch in 3-D,
24 tetrahedrons.

fluxes eliminates this problem at all frequencies considered, as
expected from our previous discussion.
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TABLE III
DOF AND A ESTIMATION OF THE COMPUTATIONAL COSTS OF THE DGTD AND CDGTD SCHEMES FOR A 2-D CROSS-HATCH CLUSTER
Quad cell Cross-hatch Simple-hatch
DGTD2D DGTD2D CDGTD2D DGTD2D | CDGTD2D
P 1 2 3 1 2 3 1 2 3 1 2 1 2
DOF 4 9 16 12 24 40 5 13 25 6 12 4 9
LIFT | 32 108 256 72 216 480 [ 24 156 400 36 108 | 32 108
Curl 32 162 512 72 2838 800 | 50 338 1250 36 144 | 32 162
Total | 64 270 768 144 504 1280 | 64 494 1650 72 262 | 64 270
TABLE IV
DOF AND A ESTIMATION OF THE COMPUTATIONAL COSTS OF THE DGTD AND CDGTD SCHEMES FOR A 3-D CROSS-HATCH CLUSTER
Hex cell Cross-hatch Anisotropic cross-hatch Simple-hatch
DGTD3D DGTD3D CDGTD3D CDGTD3D DGTD3D CDGTD3D
P 1 2 3 1 2 1 1 2 1 2 1 2
DOF 8 27 64 96 240 15 65 14 63 24 60 8 27
LIFT | 192 1458 6144 1152 5760 1080 9360 1008 4536 288 1440 | 288 1944
Curl 128 1458 8192 768 4800 450 8450 392 7938 192 1200 | 128 1458
Total | 320 2916 14336 1920 10560 | 1530 17810 | 1400 12474 480 2640 | 416 3402

B. Convergence With Respect to h-Refinement

Table V shows the results of calculating the L? error normin a
square cavity using

2= Bula, = | X [ 15 - BlPas
kg,

where E, is the exact (analytical) solution, and E}, is the nu-
merical solution. The L? error norm is calculated after exciting
the first mode of the cavity as initial condition in square meshes
of sizes [0, 1] x [0, 1] with different cell sizes and evolving the
scheme up to a final time 7' = 4//2 (two cycles). Two of the
meshes used for these computations are shown in Fig. 8, where
the pattern followed for the refinement can be inferred from. The
computations have been carried out with upwind and centered
fluxes using spatial basis with P from 1 to 3. For CDGTD the
clustering has been done using the cross-hatch configuration. For
upwind and centered fluxes, we see a clear improvement for P
= 1 in the convergence rate of the L? error norm as it improves
from ~2.4 to ~3.2. For higher orders the results present a similar
convergence rate with the exception of P = 2 for centered flux
inwhich CDG produce a considerably higher error. The time inte-
gration was done using an LSERK4 scheme where h; has been set
heuristically and we find that forupwind fluxes the k; for CDGTD
can be set ~50% larger than for DGTD. With centered fluxes the
gainis more moderate (~20%). As expected, CDGTD used much
less DOF, varying from ~40 to ~60% less depending on P.

Note that, although some improvements are achieved with
CDGTD, if we compare results between different orders the
DGTD method shows that better results can be achieved with
DGTD for a similar number of DOFs by increasing the basis
order. For example, if we compare the upwind cases of DGTD
with P = 3 and h = 1/8 and CDGTD with P = 2 and
h = 1/16, we observe that DGTD achieves a smaller error than
CDGTD using less DOFs. However, CDGTD allows a larger h;
for stability, and needs less number of operations, according to
Table III.

[~

s

VII. APPLICABILITY SCENARIOS

From the analysis performed in this paper, some applicability
scenarios can be devised where the use of CDGTD in certain
parts of the mesh may be of interest.

IE,|

IE,|

Fig. 7. Resonances in a unit square PEC cavity for different methods. The sim-
ulations run up to a final time 7' = 200. The basis order is P = 2 and the
mesh is a cross-hatch grid with h = 1/8. The CDGTD results have been ob-
tained by clustering all cross-hatch cells. With centered fluxes, the CGTD and
CDGTD method have some visible spurious modes polluting the spectrum at w
~1.7,2.2,2.8 .. ..(a) Centered flux. (b) Upwind flux.
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TABLE V
L? ERROR NORM FOR DIFFERENT RESOLUTIONS OF THE FIRST MODE OF A UNIT SQUARE CAVITY AFTER A SIMULATED TIME OF 4/\/5 (Two CYCLES). FOR ALL
CDGTD CASES, THE TIME STEPS CAN BE LARGER THAN THOSE FOR DGTD, WITH SMALLER IMPROVEMENTS FOR CENTERED THAN FOR UPWIND FLUX. THE
NUMBER OF DOFS WITH THE CDGTD CROSS-HATCH CONFIGURATION ARE 40%~-60% LESS DEPENDING ON THE SPATIAL ORDER. CONVERGENCE RATIOS

REMAIN SIMILAR FOR ALL CASES, EXCEPT FOR THE CASE P = 1, WHERE A CLEAR IMPROVEMENT IS OBSERVED

¥
P
—> x

P h DGTD CDGTD Cross-hatch
L? Error  Order ht DOF | L2 Error  Order ht DOF
1/2 4.6E-2 - 120E3 43 3.7E-2 -~ 197E3 20
1/4 1.2E-3 2.5  60E-3 192 1.5E-4 3.8  98E-3 80
1 1/8 3.0E-5 26  30E-3 768 1.2E-6 33  49E3 320
1/16 1.1E-6 2.3 15E-3 3072 1.7E-8 30  25E3 3072
= 1/32 5.9E-8 2.0 7E-3 12288 2.6E-10 2.9 12E-3 5120
£ 1/2 1.2E-4 -~ 595E4 96 1.7E-4 - 984E4 52
2 1/4 1.5E-6 3.0 298E-4 384 1.9E-6 3.1 492E-4 208
P2 ] o1y/8 2.3E-8 29 149E-4 1536 2.3E-8 3.1 246E-4 832
1/16 3.6E-10 29  74E-4 6144 | 3.4E-10 29 123E-4 3328
1/32 5.6E-12 29  37E-4 24576 | 5.2E-12 29  6lE4 13312
1/2 1.2E-6 - 397E4 160 2.8E-6 = 656E-4 100
1/4 5.2E-9 3.8 198E-4 640 7.5E-9 4.1 328E-4 400
3| 1/8 2.1E-11 3.8  99E-4 2560 | 2.0E-11 4.1 164E-4 1600
1/16 8.2E-14 38  S50E-4 6400 | 8.6E-14 38  82E-4 6400
1/32 3.2E-16 3.8  25E-4 40960 | 2.8E-16 40  41E-4 25600
1/2 24E-2 - 166E-3 43 43E-3 -~ 197E3 20
1/4 9.6E-4 22  83E3 192 9.4E-4 1.1 98E-3 80
1 1/8 5.6E-5 20  4IE3 768 1.5E-6 45  49E-3 320
1/16 3.5E-6 1.9 21E-3 3072 1.7E-8 3.1 25E-3 3072
= 1/32 2.2E-7 1.9 10E-3 12288 2.6E-10 2.9 12E-3 5120
5 1/2 1.7E4 = TI6E4 96 1.2E4 - O84E4 52
£ 1/4 2.8E-6 2.8 388E-4 384 4.6E-5 0.7 492E-4 208
O |2 1/8 4.2E-8 29 194E-4 1536 2.3E-6 2.1 246E-4 832
1/16 6.6E-10 29  97E-4 6144 9.4E-8 22 123E-4 3328
1/32 1.0E-11 29  49E-4 24576 5.2E-9 20  6l1E4 13312
172 1.8E-6 - 5I8E4 160 7.9E-6 - 656E-4 100
1/4 7.1E-9 3.8 259E-4 640 5.3E-9 5.1 328E-4 400
3| 1/8 2.1E-11 40 129E-4 2560 1.3E-10 2.6 164E-4 1600
1/16 1.2E-13 36  65E-4 6400 | 4.0E-13 40  82E-4 6400
1/32 3.4E-16 4.1 32E-4 40960 1.4E-15 39  41E4 25600

s
(a) (b)

Fig. 8. h = 1/4 and h = 1/16 meshes used to compute the resonant cavity
results. Each of the cross-hatch elements is assembled to form a cluster. (a)
h=1/4.(b) h = 1/16.

1)

DOF reduction in structured regions: The discussion
carried out in Section V shows that using semi-structured
arrangements of CDG clusters can drastically reduce the
number of DOFs for any P. Fig. 9 shows a situation in
which the use of the CDGTD method could improve per-
formance. When used in this way, an added advantage
of the CDGTD formulation with respect to multi-element
meshes is that the clusters can exist in many different con-
figurations, it suffices for them to have translational sym-
metry to fully cover a region of the space. If we compare
with the costs associated to hex cells we see that we can
have benefits similar to the use of hybrid meshes using

Fig. 9. Suitable partially structured mesh in which the CDGTD formalism
would preferably be used only in cross-hatch regular tetrahedron clusters.

2)

exclusively tetrahedral meshes while we retain their geo-
metric flexibility. Note also that obtaining and operating
with a mesh formed exclusively of tetrahedrons is signifi-
cantly simpler than with hybrid meshes.

Buffering between element types: Multi-element ap-
proaches exploit the advantages of, mainly, tetrahedral
and hexahedral mesh elements. In three-dimensional
problems this forces the use of nonconforming interfaces
[26], [27] or the use of pyramidal elements [28] for the
transitions between elements of different types. CDGTD
can offer a solution to do these transitions by using a
simple-hatch cluster [Fig. 6(c)] between tetrahedral and
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Fig. 10. Interfacing between the simple-hatch cluster and a hex cell for P = 2.

Fig. 11. Region with high stiffness (grayed) can be assembled into a CDG
cluster to improve the maximum time step allowed. The rest of the mesh can
be evolved using a classical DGTD scheme.

hexahedral regions (Fig. 10). When using nodal functions,
the interfacing is simplified because rather than having
multivalued nodes at the diagonal of the tetrahedral region,
we have a single one. This avoids the need of performing
an interpolation or use a nonconformal boundary. We can
directly use the DOF's belonging to the nodes in contact in
order to compute the fluxes.

3) Reduction of high stiffness time constraints: CDGTD
formalism can also be used to assemble stiff elements
to alleviate their time step constraints. As shown in
Section VI the assembling produces a significant reduction
of the size of the spectrum letting us to increase the time
step used. This can drive to a significant gain in certain
situations (Fig. 11) because the maximum time step is
constrained by the maximum allowed time step of the
smallest element.

VIII. CONCLUSION

In this work, we have introduced a new hybrid CDG method
for Maxwell's curl equations and studied some of its numer-
ical properties. The CDG method facilitates the use of implicit
techniques in TD, requires less DOF than conventional DG and
allows for larger time-steps. The overall number of operations
needed is also reduced for certain configurations and for low or-
ders. Combined with improvements in memory locality leaves
open the possibility that the method is computationally more

affordable than pure DG, at least up to order P = 2. Some ap-
plicability scenarios for this technique have been proposed.
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