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1. Introduction.

The propagation of seismic waves in volcanic environments is usually affected by
their  typical  sharp topographies as well  as by multiple kinds of heterogeneities that
cause them to attenuate, deviate from their initial path and/or change their velocity (and,
consequently, to alter their traveltime), either by being reflected, refracted or diffracted.
The study of such waves allows to obtain valuable information about the inner structure
of the volcano and its dynamics (e.g. Kumagai and Chouet, 1999; Chouet et al., 2003;
Di Grazia et al., 2009; Patanè et al., 2006; 2013). For example, traveltime tomography
uses the delays induced on P and S waves by those heterogeneities to characterize the
velocity structure of the area (e.g. Benz et al. 1996; Dawson et al. 1999; Patanè et al.
2002; Monteiller  et al. 2005; Vanorio  et al. 2005; Park  et al. 2007; Koulakov  et al.
2009; Zandomeneghi et al. 2009).  

Seismic  arrays,  or  seismic  antennas,  are  defined  as  a  group  of  similar  and
syncronized seismic stations arranged in a geometric pattern over a homogeneous area.
By comparing  the  seismograms registered  at  each  individual  station,  seismic  arrays
allow to estimate temporal and spatial variations of the propagation properties (usually
direction and apparent  velocity in  the form of the apparent  slowness  vector)  of  the
waves  propagating  across  the  array.  Combining  several  of  them can  be  even  more
advantageous,  as  this  technique  provides  also  information  about  the  position  of  the
source. As array methods do not require seismic waves to contain clearly differenciated
phases, they are an essential tool for volcanic seismicity studies, where seismic signals
do not usually show them (e.g.,  Goldstein & Chouet, 1994; Almendros  et al., 1997,
2002; De Luca et al., 1997; Del Pezzo et al., 1997; Saccorotti et al., 1998, 2004). 

In 2005, an active-source tomographic experiment was carried out at Deception
Island volcano (South Shetland Islands, Antarctica). For that purpose, more than 6000
air gun shots were fired all around the island (including Port Foster, the central bay at its
centre), generating seismic waves in the process which were registered by both land and
ocean bottom seismometers deployed on and around the island. Those seismic stations
were arranged both as individual stations and as part of dense and sparse seismic arrays
located  along  the  inner  coast  of  Port  Foster.  From  those  high-quality  data,
Zandomeneghi et al. (2009) obtained a high-resolution velocity model of the island and
García Yeguas  et al. (2011) studied the propagation of the seismic waves across the
heterogenous medium of the volcano. 

Eight of the aforementioned arrays were used by García Yeguas  et al. (2011) to
estimate the apparent slowness vectors of the wavefields generated by the air-gun shots.
Since the shot locations were known, they were able to study the wave propagation in
detail.  Thus,  they  found  important  wave  propagation  anomalies  which  were
hypothesised as being the effect of the velocity structure of the island. These results
showed the necessity of taking local velocity structure, topography and bathymetry into
account, especially for classical seismology methods, where oversimplified models have
been traditionally  used,  thus  ignoring  the  complexity and heterogeneity of  volcanic
structures.  These  authors  also  pointed  out  the  advantages  of  modern  computational
methods, which are capable of effectively including the effects of topography as well as
precise  velocity  structure  models  in  order  to  perform more  accurate  simulations  of
waves propagation. 
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In the work presented here, I will carry on a series of simulations in order to find
out whether the anomalous results obtained by García Yeguas et al. in 2011 were caused
by the combined effect of the topography and the velocity structure. 

2. Geological and tectonic context.

The whole area around Deception Island is tectonically complex. The Bransfield
Strait is a 400 km long and 60 km wide NE-SW trending back-arc basin (Figure 1) that
developed between the South Shetland Islands and the Antarctic Peninsula due to the
subduction  of  the  Phoenix  plate  beneath  the  Antarctic  plate.  About  4  Ma  ago,  the
expansion along the ridge NW of the South Shetland Islands slowed (Christeson et al.,
2003)  and  the  subducting  slab  began  rolling  back,  thus  originating  an  extensional
regime in the Bransfield Strait and creating a new microplate, the South Shetland Plate.
Today, the expansion rate of the Bransfield Strait is estimated from GPS measurements
at around 10 mm/a (Robertson-Maurice et al., 2003;Vuan et al., 2005), which is thought
to  be  also  the  subduction  rate  of  the  mentioned  Phoenix  plate  (Pelayo  and  Wiens,
1989 ). Besides this,  the transtension along the boundary between the Antarctic and
Scotia  plates  is  another  source  of  extension  in  the  area  around  Deception  Island
(Galindo-Zaldivar et al., 1996; Klepeis and Lawer, 1996; Lawver et al., 1996; Maestro
et al., 2007; Rey et al., 1995; Robertson-Maurice et al., 2003).

Deception Island is a horseshoe-shaped active stratovolcano located in the South
Shetland  Islands,  an  archipelago  about  120  kilometers  northeast  of  the  Antarctic
Peninsula, in the Bransfield Strait (Figure 1). It was visited for the first time in 1820
(Newhall  &  Dzurisin,  1989;  González  Ferrán,  1995)  and  there  have  been  over  20
volcanic eruptions ever since (Pallàs  et al., 2001; Smellie  et al. 2002; Bartolini  et al.,
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Figure 1. a) Simplified regional
tectonic map of the area around
the  SSI,  showing  the  major
fractures  (HFZ  for  Hero
Fracture  Zone  and  SFZ  for
Shetland Fracture Zone) in  the
area  and  type  of  plate
boundaries  (from  Martí  et  al.,
2013).  b)  Precise  location  of
Deception Island (from Martí  et
al., 2013). c) Aerial photo of the
island
(http://lagc.uca.es/web_lagc/orto.
jpg)



2014),  making  it  the  most  active  of  volcanoes  in  the  SSI.  Most  part  of  Deception
Island's surface is covered by glaciers, especially the areas around Mt. Pond (540 m
a.s.l.), the highest point of this 13 km wide island, and Mount Kirkwood (450 m a.s.l.).
However,   its  main  volcano-tectonic  feature  is  Port  Foster,  the  central,  sea-flooded
depression with dimensions of about 6x10 km that has been interpreted as a caldera and
whose origin has been repeatedly questioned. Based on its apparent circular shape and
on the location of the post-caldera vents, some authors suggest that a major eruption
took place and caused the collapse around a ring fault (Hawkes, 1961; González-Ferrán
and Katsui, 1970; Baker et al., 1975; Walker, 1984; Smellie, 1988, 1989) or a series of
intersecting faults (Smellie 2001; Smellie et al. 2002). Other authors, however, consider
that the distribution of the local seismicity along the main structural trends and fault sets
suggests that the origin of Port  Foster is  not related to any volcanic event,  being it
formed instead by the progressive extension along the sets of normal faults that control
the local tectonics (Martí et al., 1996; Smellie et al., 2002; Lopes et al., 2015). 

Two  major  fault  systems,  trending  NE-SW  and  NNW-SSE  respectively
(approximately  perpendicular  to  each  other),  are  present  in  the  island  and  have  an
important effect on the local tectonics (Paredes  et al., 2006). The former is consistent
with the expansion axis of the Bransfield Strait and some of the most recent eruptive
centres appear to be aligned with this direction (De Rosa  et al., 1995). However, the
shape of Costa Recta, on the eastern side of the island, seems to be controlled by the
second fault  set  (Fernández-Ibáñez  et  al.,  2005;  Maestro  et  al.,  2007).  Deformation
studies  in the island have shown contemporaneous activity at  both systems and,  on
occasion, a slow uplifting of the floor of the northern sector of Port Foster which has
been attributed both to rapid accumulation of sediments and to the expansion of the
magma chamber located below the caldera (Dietrich et al., 2001; Robertson Maurice et
al., 2003; Cooper et al., 1999).
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Figure 2. Diagram showing the main structural features of Deception Island region, including the main
fault systems in the area (from Zandomeneghi et al., 2009).



2.1. Volcanic activity.

Analysis of the exposed rocks at Deception Island show that they have normal
magnetic polarity, thus indicating they are not older than 0.75 Ma (Baker et al., 1975;
Valencio  et  al.,  1979;  Keller  et  al.,  2002).  However,  based  on  tephrochronological
studies,  Smellie  (2001) suggested a  more recent  origin for  the subaerial  part  of the
island. 

The last six eruptive episodes took place from 1840 to 1971, with their centres
(multiple, on occasions) generally located near the coast around Port Foster either in
shallow water or onshore (Simkin and Siebert, 2002; Baker et al., 1969, 1975; Smellie,
1988, 2002), being the one happening in 1969 the only one to take place beneath glacier
ice (Baker  et al., 1975). The observed eruptive styles at Deception Island range from
magmatic strombolian explosions (1842, 1969) to phreatomagmatic/surtseyan eruptions
(1967,  1970)  (De  Rosa  et  al.,  1995;  Smellie  et  al.,  2002).  Currently,  evidences  of
volcanic activity in the island include fumaroles, hot soils due to the presence of high
temperature groundwater, and seismicity (e.g. Ortiz  et al.1992, 1997; Rey et al. 1995;
Cooper et al.1998; Ibáñez et al.2000, 2003a, b; Smellie, 1990; Ortiz et al., 1992). 

Recent studies have shown that the fault systems present in the island may have a
major role in its volcanic activity (Zandhomenegi et al., 2009). The extensional regime
around the island make it easier for the magma to rise from the mantle. In addition to
this,  the  most  recent  eruptions  have  been  preceded  or  happened  shortly  after
earthquakes that were too big to be caused by the eruptive process itself and all those
earthquakes  seem  to  have  been  originated  at  the  major  seismogenic  zone  around
Deception Island, which corresponds with the limit between the Bransfield Basin crust
and the SSI platform (Robertson-Maurice et al., 2003; Vuan et al., 2005).

2.2. Seismicity.

Since the first Spanish seismic station was installed at Deception Island in 1986,
multiple surveys have taken place during the Antarctic summers. Seismic networks and
arrays  have  been  deployed,  detecting  the  usual  seismic  activity  around  an  active
volcano,  consisting  of  volcano-tectonic  (VT)  earthquakes,  long  period  (LP)  events,
hybrid events or tremor, but also signals corresponding to avalanches, rockfalls or ice
cracks (e.g. Alguacil  et al.,  1999; Almendros  et al.,  1997;Ibáñez  et al.,  2000, 2003;
Carmona et al., 2012).  

-VT  earthquakes or  high-frequency  earthquakes  are  analogous  to  the
tectonic  ones:  their  waveforms  are  similar  and  their  frequency  content  range
between 2 and 20 Hz, often with clearly distinguishable arrivals of P and S waves,
thus enabling the location of their sources by standard methods based on arrival
times of seismic phases. VT events occur in swarms (McNutt,  2002) and their
origin  is  related  to  shear  faulting  inside  the  volcanic  edifice  in  response  to
variations of pressure in the magma reservoir and conduits, rock failure caused by
magma  intrusions  or  ascent,  or  pore  pressure  effects,  hydrofracturing,  etc.
(McNutt,  2005).  They are one of the earliest  detectable  signs of an upcoming
volcanic eruption (e.g. Roman and Cashman, 2006; Patanè  et al., 2002), so it is
vital to carefully analyse both their spatial and temporal distributions.
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-LP events or low-frequency earthquakes have frequencies between 0.5 and
5  Hz  and  are  usually  linked  to  fluids  and  heat  dynamics  inside  the  volcano
(Chouet, 1996), like magma transport or resonance inside the cracks where it is
stored before an eruption or interactions between magma and underground water,
even if it has been shown that they can appear also in dry mediums (Bean et al.,
2014). These signals are generally emergent and don't show the characteristic P
and S phases of VT earthquakes, so they require different analysis techniques.
Volcanic eruptions are frequently preceded by or appear in conjunction with this
kind of signals, so they are considered precursors to eruptions (Chouet, 1996). 

-Hybrid  events are  characterized  by  two  distinct  phases:  a  first  high-
frequency wave-train (up to 15 Hz and more in some cases) which usually lasts
for less than 5 seconds, followed by a low frequency signal (usually less than 10
Hz) almost identical to those observed on LP events that could be interpreted as
composed of surface waves (Ibáñez  et al., 2000). This kind of events has been
observed at several volcanoes around the world (e.g., Ibáñez et al., 2003; Gil Cruz
and Chouet, 1997; Neuberg et al., 1998; White et al., 1998; Lahr et al., 1994) and
it has been hypothesised that their origin could be the combination of both VT and
LP events source mechanisms or the simultaneous occurrence of a VT and a LP
events  (e.g. Lahr et al., 1994; Ibáñez et al., 2003). 

-Volcanic  tremor is  a  seismic  signal  similar  to  LP events  in  terms  of
waveform and freuency content. However, the main attribute of volcanic tremor is
its continuity in time, as it can last for months. As in LP, VLP or hybrid signals, it
is not possible to distinguish the arrivals of the different body-wave phases and its
frequency content is usually restricted to the 0.1-10 Hz band, with one or more
sharp peaks on its spectra that have been interpreted as source effects (e.g., Fehler,
1983; Almendros et al., 1997; Hagerty et al., 2000). Tremor has been recorded at
many volcanoes  all  around the world and it  has  frequently been associated to
eruptive  dynamics  and interplay between fluids  and rocks  within  the  volcanic
edifice and acknowledged as a common eruption precursor (e.g. Chouet, 1996b;
Gresta et al., 1991; Lombardo et al., 1996; Di Grazia et al., 2006; Alparone et al.,
2007; Cannata et al., 2008, 2009; Patanè et al., 2008) . The quantitative analysis
of  these  signals  in  order  to  obtain  information  about  their  origin  and
characteristics has been a challenge for seismologists, since the loss of coherence
between signals from different stations with spacing between them and, therefore,
from the source, make classical location methods useless for tremor studies, thus
requiring  new  analysis  techniques  to  obtain  information  about  its  origin  and
characteristics. 

At Deception Island, VT earthquakes are usually small (magnitudes below 3) and
their temporal distribution is very irregular. In spatial terms, their location appears to be
related to the main fracture systems in the island (Vila et al., 1992; Ibáñez et al., 2003a).
LP events,  however,  have  been linked to  interactions  between shallow groundwater
reservoirs and the hot rocks surrounding them, usually leading to the resonance of the
fluids within the cracks (Almendros et al.1997, 1999; Ortiz et al., 1997; Alguacil et al.,
1999; Ibáñez et al.2000, 2003), but there is also some evidence of microseismic noise
being capable of triggering periodic or rhythmic swarms of LPs  (Stich et al., 2011 and
references therein). 
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3. TOMODEC experiment.

In January 2005, TOMODEC project, an active source tomographic experiment,
was carried out at Deception Island volcano. For 2 weeks, nearly 7000 air gun shots
were  fired  from the  R/V Hesperides  inside  Port  Foster  and  around  the  island  and
recorded  by  the  seismic  network,  consisting  of  both  land  and  ocean  bottom
seismometers (OBSs) deployed around the island. The main aim of TOMODEC was to
obtain  a  tomographic  image  of  Deception  Island  and  its  surroundings,  but  gravity,
magnetic and bathymetry data were also acquired (Barclay et al., 2009; Zandhomenegi
et al., 2009). The type of seismicity present in the island (mainly LP events) and the
difficulty of establishing and maintaining a permanent seismic network for a long time
in such a hostile environment made it necessary to choose an active source tomographic
experiment for this purpose instead or carrying on a passive tomographic study. 
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Figure 3. Sketch of the TOMODEC experiment configuration. Red triangles indicate the position
of both OBSs and land stations. Blue lines are used to represent shot positions. The location and
date of some of the latest eruptions are also marked on the map. (From Zandomeneghi  et al.,
2009).



Broadband  three  component  OBSs  with  added  broadband  hydrophones  were
sampled at 125 Hz and disposed in a circular pattern around the island and also inside
Port Foster (Zandomeneghi et al., 2009). Their positions were determined by travel time
inversion of nearby shots (Creager and Dorman, 1982). 122 lands seismometers were
deployed both as dense and sparse seismic arrays (their apertures ranged from 0.2 to 1.3
km) and as  autonomous stations  (Zandomeneghi  et  al.,  2009;  García  Yeguas  et  al.,
2011).  The arrays  had twelve channels connected to short-period seismometers with
natural frequency of 4.5 Hz electronically extended to 1 Hz. They were designed and
built at the Andalusian Geophysical Institute (Abril, 2007). All data were acquired by
sampling  at  100  or  125  sps  (depending  on  the  type  of  station)  with  24-bit  A/D
converters (Abril, 2007; Carmona et al., 2012). Within Port Foster, the shots were fired
every 120 m along each line of a 500 m grid that covered the whole bay (Zandomeneghi
et  al.,  2009;  García  Yeguas  et  al.,  2011).  Around the  island,  to  avoid  gaps  in  shot
coverage, three concentric polygons, two straight lines pointing NNW-SSE and WSW-
ENE  respectively  and  radial  lines  spaced  45º  apart  were  traced,  with  along-track
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Figure 4. García Yeguas et al. (2011) results for azimuth anomaly (a) and apparent slowness (b) from the
air gun shots within Port Foster at six of  the eight studied arrays (results for arrays F and K were
neglected due to internal inconsistency). In particular, they refer to (1) azimuth anomalies, indicating that
the  wavefronts  propagate  in  directions  different  from  the  shot-array  directions;  and  (2)  slowness
anomalies,  representing  waves  from sources  at  similar  distances  that  do not  propagate  at  the  same
velocity. (From García Yeguas et al., 2011)  

a) b)



distances  between  shots  of  170 m and  340  m (Zandomeneghi  et  al.,  2009;  García
Yeguas et al., 2011).

 The apparent slowness vectors of the first arrivals of the seismic waves generated
by the air gun shots during TOMODEC experiment were calculated by García Yeguas
et al. (2011) by using the Zero Lag Cross Correlation (ZLCC) method, which looks for
the maximum array-average cross-correlation values of the aligned waveforms within
an  apparent  slowness  grid  (see  chapter  5  for  a  more  detailed  explanation  of  this
method). Seismic arrays methods provide apparent slowness vectors, representing the
direction  (as  the  propagation  angle  measured  from north  or  azimuth)  and  apparent
velocity (or apparent slowness, its inverse) of seismic waves travelling across the array.
Their  analysis  of  both azimuth and apparent  slowness  data  at  eight  different  arrays
showed anomalies at some of them (Figure 4), in the form of wave fronts propagating in
directions  different  from the  shot-array  directions  in  some  areas  or  faster  in  some
directions (thus generating asymmetric wave fronts, instead of radially symmetric ones).
In  general,  positive  anomalies  appeared  in  larger  and more  conspicuous  areas  than
negative ones, being this the most prominent feature. Moreover, it is also remarkable the
absence of radial symmetry in the apparent slowness values, shown in the form of shots
at  similar  distances  from  the  array  yielding  different  apparent  slowness  values.
Specifically, figure 4a contains García Yeguas et al. (2011) results for azimuth anomaly
at each array, defined as the difference between the orientation of the estimated apparent
slowness vector and the geometrical azimuth from the shot position to the array centre.
Thus,  positive values  of  the  azimuth  anomaly represent  a  clockwise  rotation of  the
apparent  slowness  vector,  while  small  negative  anomaly  values  correspond  to
counterclockwise  rotations.  These  results,  showing  several  regions  where  the
wavefronts  propagate  in  directions  different  from  the  shot-array  direction,  are
interpreted as an illustration of the influence of the medium in wave propagation. Some
of them coincide with the hypothesised magma chamber beneath the northern sector of
Port Foster, but this feature is not enough to explain all the observed anomalies, which
were interpreted as the effect of additional  lateral  heterogeneities over the ray path.
Apparent slowness results for each array are displayed on figure 4b. Considering the
position of each array, these results nearly show the expected radial pattern for some
arrays. However, significant differences from this model were observed for others, thus
indicating again the presence of lateral heterogeneities.  

4. Method and data processing.

4.1. The finite-difference method. 

Finite  difference  methods  numerically  solve  differencial  equations  by
approximating the derivatives with finite differences. In this case, the wave propagation
equations are solved by using a finely discretized space and small time steps, so that
derivatives can be approximated by ratios of differences (e.g. Luo and Schuster, 1990;
Virieux, 1984, 1986; Virieux and Madariaga, 1982). The version of the finite-difference
method used for this work was developed by Ohmninato and Chouet in 1997, its main
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purpose being evaluating the effect of 3D topography on wave propagation in volcanic
areas. In the work presented here, I used this method to carry on a series of simulations
on a realistic medium which includes Deception Island's topography, bathymetry and
3D velocity structure (obtained by Zandomeneghi et al. (2009)).

4.1.1. Computational domain.

The computational domain used for the finite-difference method consisted on a 20
x 20 x 5 km model centred at coordinates (620904, 3017311) UTM, thus containing the
entirety of Deception Island. It was divided into 50 x 50 x 50 m cells, thus resulting into
a grid with 401 x 401 x 101 nodes. Mt. Pond, the highest point in the island (550 m
high, after adjusting its elevation to the nearest node), is also at the top of the domain,
then corresponding its bottom to a depth of 4450 m below sea level (Figure 6a, b). To fit
to this mesh, topographic, bathymetric and tomographic data had to be interpolated. 

Topographic data used to create this model are from the Geographical Service of
the Spanish Army (López Martínez et al., 2002), while bathymetric data were obtained
from previous models (Barclay et al., 2009) combined with new measurements obtained
during  TOMODEC experiment.  These  data  needed  some  modifications  in  order  to
acknowledge the presence of water around the island, and so the position of the free
surface was changed to a flat surface at sea level for those nodes originally below it
(Figure 6b). Appendix 1, at the end of this document, contains the Matlab code written
to achieve this purpose and describes the process in more detail. 

The velocity structure of the island was obtained by modifying the tomographic
data  collected by Zandomeneghi  et  al. (2009).  In  their  work,  they used the seismic
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Figure  5.  Tomographic  velocity  perturbations  (with  respect  to  the  starting  model)  obtained  by
Zandomeneghi  et al. 0 km depth (top) and vertical slices along the AA' and BB' profiles (middle and
bottom) (from Zandomeneghi et al., 2009).



tomography  code  of  Toomey  et  al. (1994)  for  their  tomographic  inversion,  which
calculates raypaths and travel times by means of the shortest-path algorithm (Moser,
1991)  and  uses  also  LSQR  algorithm  inversion.  They  performed  two  separate
inversions, the first one using a sparse grid encompassing all shots and receivers and the
second one with a denser grid including only Port Foster. Both results were combined
afterwards  to  produce  the  overall  velocity  structure  of  Deception  Island  and  its
surroundings. As a result, they found several low and high velocity anomalies in and
around Deception Island (Figure 5), being the most remarkable one a large low-velocity
region  beneath  the  northern  sector  of  Port  Foster,  which  was  interpreted  as  the
combination  of  a  thick  layer  (1.2  –  1.4  km thick)  of  sedimentary  deposits  and  an
extensive volume of partial  melt  that  has been related to the presence of a  shallow
magma chamber that extends from 2 km to at least 5 km depth (Zandomeneghi et al.,
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Figure  6.  The  original  topographic  model  for  Deception  Island  (a)  included  both  topography  and
bathymetry, but a more realistic model was needed in order to apply the finite-difference method (b).
Tomographic data were also modified in order to acknowledge the presence of water around the island.
On (c), a series of horizontal sections are showed to illustrate the differences between the original data
(upper row) and the corrected ones (bottom row).

b)a)

c)



2009; Ben-Zvi et al., 2009).  A large high velocity anomaly appears to the NW of the
island, around the area which had already identified as the margin of the Bransfield
Basin crust  (Zandhomenegi  et  al.,  2009) and the most  important  source of regional
seismicity. 

The  method  described  by Ohminato  and  Chouet  (1997)  points  out  that  stable
results  are  possible  even  when  strong  velocity  contrasts  are  included  within  the
computational domain. However, the original density, P-wave and S-wave velocity data
only contained actual data from points at or beneath the topography/bathymetry, being
the rest of the data interpolated to construct the aforementioned domain. Thus, to obtain
a more accurate velocity model, the correct values of P-wave, S-wave and density had
to be changed from their original interpolated values to 1500 m/s, 0 m/s and 1000 kg/m3

respectively at those nodes located in the ocean (Figure 6c). To achieve this, a new piece
of Matlab code was written in order to locate the exact nodes that needed to be modified
and apply the said changes (see Appendix 2).  The cells  above the free surface still
contained wave velocity data  due to  the initial  interpolation process,  but  it  was  not
necessary to  apply any change to  them because the  software  automatically sets  the
Lamé coefficients set to 0 for all of them in order to ignore their effect on the wave
propagation. 

4.1.2. Parameters.

The finite-difference method requires two essential conditions to be satisfied. The
first one establishes that a certain number of grids per wavelength are necessary for
stable computation and avoidance of any numerical artifacts. In their work, Ohminato
and Chouet (1997) establish 25 grids per wavelength as the optimum grid size, but they
also clarify that it can vary depending on the geometry of the problem and mention that
15 grids per wavelength is enough in some cases. Here, with a grid size of 50 metres,
the more restrictive condition (25 grids per wavelength) sets a maximum wavelength of
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Figure 7. Distribution of  shots within Port  Foster and location of array L on its  eastern shore.  The
original positions of the array stations needed to be adjusted in order to fit  to the 50 m grid of  the
computational domain. 



1250 metres.  Now, if we consider that frequency, wave velocity and wavelength are
related through f =v / λ , then, by considering the lowest wave velocity to expect in
our model (1500 m/s), this condition sets 1.2 Hz as an upper limit to the frequency of
the sources. However, if we only take 15 grids per wavelength, it is possible to simulate
sources with frequencies up to 2 Hz. The spectra of the original explosions were centred
at 6 Hz, so ideally the synthetic sources should have as high a frequency as possible. For
this reason, two different series of simulations were carried on as part of this work. The
original sources used for TOMODEC experiment were air gun shots located close to the
sea surface. Those explosions created acoustic waves that travelled through the water
and, eventually, hit the sea floor, generating seismic waves in the process. The synthetic
counterparts  of  the  original  shots  are  331  isotropic  point  sources  with  cosine  time
functions with frequencies of 1 and 2 Hz seconds respectively, all of them located on the
surface of the sea floor within Port Foster (which ranges in depth from 50 to 150 m in
our model) on a 300 m grid (Figure 7). They are numbered from 1 to 331 starting from
South to North and West to East.  García Yeguas et al.  (2011) studied eight different
seismic arrays. For this work, we focused just on array L, located on the southeastern
coast of Port Foster. The experimental results for this array show important propagation
anomalies,  both in  terms  of  anomaly magnitude (up to  60 degrees  in  azimuth)  and
extension. Thus it is a good candidate for our test. 

This method also imposes a condition to the time step in order to ensure that the
derivatives  can  be  replaced  by the  finite  differences  (Ohminato  and  Chouet,  1997;
Alford et al., 1974; Virieux and Madariaga, 1982; Chouet, 1986; Clayton and Engquist,
1977).  This  condition  is  written  as Δ t <(Δh·(0.8)2)/√3α ,  being Δh the  grid
interval,  and  α the  P-wave  velocity.  Thus,  by  considering  only  the  largest  P-wave
velocity (6858 m/s), this condition sets 2.6 ms as the threshold to the time step. Here, it
was finally set to 2.5 ms. 

The  finite-difference  method  was
applied by means of the  topo_v17 software
provided  by  Dr.  Javier  Almendros
(Ohminato  and  Chouet,  1997).  This
programme  required  the  creation  of  a  file
with a set of input parameters for each shot
(Figure 8), specifically:

- Cell dimensions: 50 m. 

-  Spatial  coordinates  of  the
explosions: the horizontal coordinates
were  defined  from  the  southwestern
corner  of  the  domain,  while  the  sea
level  was  the  reference  for  elevation
(both in metres).

-  Position  of  the  synthetic
stations:  also  defined  from  the
southwestern corner of the domain (in
metres).

- Maximum elevation within the
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Figure  8.  Snapshot  of  one  of  the  input  files
containing  all  the  required  parameters  for  the
topo_v17 software. Appendix 3, at the end of this
document, contains a piece of Matlab code which
was  used  to  create  the  662  parameter  files
required for the finite-difference method, as well
as a run file calling each file in turn to be read. 



domain: 550 m.

- Moment tensor components:  isotropic explosions have diagonal moment
tensors with diagonal components equal to M0, which was set to 1011 N·m in this
case.

- Force: as isotropic explosions do not produce any net acceleration over the
source, all three components of the force were set to zero.

-  Time  step:  0.0025  s.  From this  parameter  it  is  possible  to  obtain  the
effective sampling interval of the seismograms, as only 1 out of 4 samples are
taken to create them, thus setting it to 0.01 s.

-Seismogram length: there are big differences in source-to-array distances,
being some of them even more than 5 km away from it. Thus, the seismograms
needed to be long enough to allow all signals to reach the receivers but not as long
as to allow any possible reflection created at the borders of the domain to come
across the array. After all these considerations, it was set to 10 seconds.

- Modified topographic and tomographic data files.

The application of this programme produced a series of array files (one for each
shot) containing the 10 seconds long seismograms registered at each station of the array.
Optionally, the software produces a set of displacement snapshots which visually show
the propagation of the wavefield for each shot. As Appendix 5 shows, two new different
Matlab routines, containing some functions provided by Dr. Javier Almendros, allowed:
1)  the  separation  of  each  signal  into  an  individual  sac file,  thus  obtaining  3310
seismogram files for each series of simulations (1 Hz and 2 Hz); and 2) the addition of
10 seconds of flat signal at the beginning of the synthetic seismograms. The analysis of
these  seismograms  by means  of  the  zero  lag  cross-correlation  method  requires  the
creation of a time window that is then shifted along the seismogram (see next section
for  details  about  ZLCC method).  For  those sources  located near  the array,  the  first
arrival of the seismic waves is quite immediate, thus making it more difficult to analyse
it.  Therefore, the addition of several seconds of flat signal improves the recognition of
the first  arrival  of the seismic waves during the next  phase of the analysis.  Finally,
synthetic noise (filtered white noise) was also added to each signal to make it more
similar to actual seismograms and avoid numerical indeterminations while applying the
ZLCC method (this process is also explained in Appendix 5).

4.2. Zero lag cross-correlation method.

The resulting array data were analysed by using the  cc8mre_sac software (also
provided  by Dr.  Javier  Almendros, which  calculates  the  apparent  slowness  and  the
azimuth of the first arrivals in the synthetic seismograms by using the Zero Lag Cross
Correlation (ZLCC) method (Frankel et al. 1991; Del Pezzo et al. 1997; Almendros et
al. 1999). It consists on evaluating every possible value of the apparent slowness within
a grid in order to maximize the average cross-correlation coefficient. The application of
this  method  implies  the  assumption  of  a  homogeneous  medium below the  array,  a
wavefield composed only of plane waves and the random character of the noise, which
would  make  null  its  correlation  with  the  signal.  The  different  distances  from each
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station to the source leads to travel time differences, given by

τ jk=t k−t j=s (r k−r j)=−s ((xk−x j)sinα+( yk− y j)cosα) ,

where tj and tk are the arrival times for stations j and k respectively, rj and rk are
their respective positions,  s is the slowness vector, s is the apparent slowness and α is
the back-azimuth. The known positions of the stations allows for an estimation of the
delay in the signal arrivals, τjk, and, therefore, the determination of the slowness vector
by minimizing 

∑
j , k=1

N

(τ jk '−s ·(rk−r j))
2

The cross-correlation coefficient, is defined as

c jk (τnm)=⟨u j(t+tm)uk (t+t n)⟩ ,

uj and  uk being  the  seismograms  of  stations  j  and  k  respectively.  Thus,  its
maximum value corresponds to τjk equalling the travel time difference between stations j
and  k.  If  all  possible  pairs  of  stations  are  taken  into  account,  the  average  cross-
correlation coefficient is given by

C=
1
N 2

∑
j ,k=1

N

c jk ·(τ jk)

√(c jj(0)ckk(0))

As before, a series of parameters need to be defined in order to apply this method
to the synthetic data which was previously obtained from the finite-difference method,
like maximum apparent slowness, time window length, position of the array stations,
etc.  The maximum expected  apparent  slowness  can  be obtained from the  empirical
dispersion curves for Rayleigh waves obtained by Luzón et al. (2010) for the same eight
arrays deployed for the TOMODEC experiment. They show that, at array L, surface
waves move with a phase velocity of approximately 0.75 km/s for 1 Hz and nearly 0.5
km/s  for  2  Hz waves.  Since  surface  waves  are  the  slowest,  this  sets  a  limit  to  the
maximum apparent slowness that can be detected with the array. 

The whole set of parameters required for the ZLCC method is:

-Position of the array stations in kilometres.

-Length of the signals: 2001 samples.

-Time window length:  this  is  an important  though delicate  parameter,  as
long windows allow for lower noise levels and short windows improve temporal
resolution, but it has been suggested that, optimally, it should contain at least two
cycles of the signal (Almendros et al., 1999). Therefore, it was set to 200 samples
for 1Hz sources and 100 samples for the 2Hz ones.

-Number of samples to skip at the start of the signal (300 in both cases) and
number of windows (139 for 1 Hz and 298 for 2 Hz).

-Filtering frequencies were set to 0.4 to 3 Hz, a range approximately centred
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at the sources' frequencies.

-Apparent  slowness  grid  size  and
spacing: by inverting the results obtained by
Luzón et al. (2010), we get 1.33 s/km for 1
Hz  sources  and  2  s/km for  2  Hz sources.
Some initial  tests showed that the relevant
wave  phases  for  this  study  moved  with
slownesses lower than 1.5 s/km and so the
grid size was set to this value for both sets
of sources; as for the spacing, the minimum
grid interval can be estimated as the result of
dividing the sampling interval by the array
aperture, thus yielding an approximate result
of 0.01 s/km. 

The  cc8mre_sac programme  requires  all
these parameters to be contained within a sequence of files (Figure 9), being the result
of  its  application three  time series  of  apparent  slowness,  back-azimuth and average
cross-correlation  coefficient  with  their  respective  uncertainties  for  each  shot.  The
uncertainty of the solution depends strongly on the array configuration, as small arrays
suffer from lower resolution and larger uncertainty due to the wide shape of the peaks
within their response functions, while large arrays may be affected by spatial aliasing
due to the superposition of peaks (Figure 10). 

In order to assign a single value of each variable to each shot at each frequency,
the obtained results were analysed with arrayevents, a Matlab routine provided by Dr.
Javier Almendros (Almendros  et al., 2001, a, b) which allows the calculation of the
average value of apparent slowness, back azimuth and correlation in a temporal window
around the arrival of the selected phase, being it either the P-wave (first motion to be
registered in the seismogram) or the surface waves (the most energetic wave phase)
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Figure 10. Array response functions for synthetic array L at 1 Hz (left) and 2 Hz (right). These functions
depend only on the wave frequency and the number and position of the stations. Thus, large arrays like
array L may show a single  wide  peak  and,  therefore,  lower resolution at  low frequencies  (left)  and
narrower ones (better though possibly not unique solutions) at higher frequencies (right). 

Figure  9.  Example  of  an  input  file
containing all the required parameters for
the  cc8_mre_sac  software.  Appendix  4
contains a Matlab script describing how
the 662 files were created and defining all
parameters.



(Figure 11), which are easily identifiable in the apparent slowness vector results. All
solutions were selected according to the following criteria:  1) simultaneous occurrence
of  a  correlation  peak  (at  least  higher  than  0.8)  and  stable  solutions  with  low
uncertainties both in apparent slowness and azimuth values; 2) temporal proximity to
the arrival of the wave phase.  Figure 11 illustrates this procedure for a 2 Hz source
when  selecting  the  arrival  of  the  P-wave  (a)  and  surface  waves  (b).  The  solutions
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Figure 11. Display of the seismogram (top graph a and b) and apparent slowness, azimuth and cross
correlation results(in red, blue and black respectively) for each time window. The grey bars indicate the
uncertainty of each solution and the blue bars the selected solutions according to the aforementioned
criteria in each case (see text for details). 

b)

a)



between the blue bars correspond to those that satisfy the aforementioned criteria and
the values of apparent slowness, azimuth and cross correlation are averaged within this
interval and saved to an output file. It is convenient to note that the number of such
solutions varies with source-to-array distance and frequency. Actually, for 1 Hz sources
close to the array, the larger size of the time windows and the lower resolution made it
impossible to separate the arrival of P-waves from that of surface  waves, so in those
cases both phases were  picked together in order to obtain a unique value of apparent
slowness, back azimuth and correlation.  

5. Results and discussion.

The first  step in  the analysis  of  the  resulting data  was the  observation of  the
evolution of waveforms with distance. Two sets of sources with north-south and east-
west linear distributions were selected for that purpose (Figure 12). As all stations in the
array registered similar signals, only seismograms and results from station 2 (marked
with a black triangle on Figures 12 and 16) will be shown in this section. 

The  small  amplitude  of  the  first  arrivals  made  it  necessary  to  normalize  the
seismograms showed on figures 13, 15a and 17a to their respective P-waves maximum
amplitude in order to be able to see them, even if it entailed the impossibility to properly
observe any changes on the rest of the seismogram. Variations on surface waves are
shown  on  figures  14,  15b  and  17b,  where  data  were  normalized  to  their  absolute
maximum amplitude. As expected, seismograms for 1 Hz (Figure 13a) and 2 Hz (Figure
13b) sources show quite similar waveforms and evolution with distance. For the sake of
simplicity,  only 2 Hz seismograms are shown in figures 14 and 15, which illustrate
waveform changes along the N-S profile for surface waves (Figure 14) and the E-W one
both for P and surface waves (Figure 14). 

As the sources were designed to resemble the original air-gun shots, the synthetic
seismograms  show  the  expected  relatively  impulsive  first  arrivals.  Specifically,  in
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Figure 12. N-S and E-W profiles selected for the evaluation of waveform changes with shot-to-array distance.
In  (a),  sources  numbers  go  from  307  (bottom)  to  318  (top),  consecutively,  while  in  (b),  they  go  non-
consecutively from 12 (left) to 316 (right) .



Figure 13, sources 316 and 307 are the closest and the farthest to the array, respectively,
and it is possible to observe how the initial shape of the P-wave gets wider and even
divides into two different peaks as source-to-array distance increases. However, besides
the expected change in width, sources 307 to 313 show waveforms quite different from
those of sources 314 to 318. Figure 14 shows that, besides the expected delayed arrival
of surface waves to the farthest stations, it is possible to observe the same change in
waveform which was already seen in figure 13. Thus, seismograms corresponding to
sources  along  the  N-S  profile  show a  marked  difference  between  the  northernmost
sources and the southernmost ones. Interestingly, sources 314 to 318 are located over a
high velocity area (Figures 5 and 6c) while the rest lay over a low velocity one, thus
offering  a  possible  explanation  for  the  observed differences  and a  reason to  expect
azimuth  anomalies  and  differences  in
apparent slowness results in these areas. 

The E-W profile, however, crosses
the large low velocity area also showed
by  Zandomeneghi  et  al.,  (2009).
Waveforms along this profile (Figure 15)
change  slowly  from  west  to  east  with
some nearly isolated sources (like 279 or
316)  showing  very  different
seismograms, which could be due to the
irregular shape of the low velocity area at
different  depths  and  the  decreasing
source-to-array  distance.  In  figures  15a
and  15b,  it  is  possible  to  observe  how
waveforms change gradually from west
to  east  from wider  shapes  to  narrower
ones. For example, sources 12 to 71 are
quite similar to each other, as are sources
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Figure 14.  Seismograms for  2 Hz sources  located
along the north-south profile. 

Figure 13. Seismograms for the stations located along the N-S profile for 1 Hz (a) and 2 Hz (b). In both
cases, the signals were normalized to the maximum P-wave amplitude.
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160 to 208, but there are also some which do not seem to fit in, like sources 91 and 303.
Therefore,  it  is  also to  be expected  to  find differences  in  apparent  slowness  and/or
azimuth results for those groups and particular sources.

Figures 13 to 15 show mainly the effect of distance (alongside topography and
tomography)  on  the  resulting  waveforms,  but  García  Yeguas  et  al. (2011),  also
mentioned observing some differences depending on the source azimuth. In order to
look into  those  variations,   14 sources,  all  located  approximately 2  km away from
station 2, were selected (Figure 16, station 2 is marked with a black triangle) and their
seismograms compared (Figure 17). Despite being located almost at the same distance,
it  is possible to observe some differences in their waveforms, specially when studying
surface  waves.  In  the  case  of  P  waves
(Figure 17a),  the first  arrivals  are  nearly
identical  in  all  cases.  However,  it  is
possible to see important differences in the
waveforms for sources 205, 227 and 250,
located  to  the  southwest  of  the  arc  on
figure  16  (sources  inside  the  black
rectangle)  right  after  that  first  impulse.
The  same  distinction  can  be  seen  for
surface waves, as waveforms for sources
205, 227 and 250 notably differ from the
ones generated by the rest of the sources. 

Figures  18  and 19 help  illustrating
these  singularities.  It  has  already  been
mentioned  that  the  topo_v17  software
could also produce a series  of  snapshots
representing  the  motion  of  the  medium
caused  by  the  passing  wavefronts.
Specifically, the snapshots presented here
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Figure 16. Selection of sources according to
their  distances  to  the  northwesternmost  station  of
array,  which  is  highlighted  in  magenta.  Sources
numbers  go  from  205  to  327,  non-consecutively,
starting from left to right and bottom to top. Sources
205,  227  and  250  are  those  inside  the  black
rectangle (see text for details).

Figure 15. Seismograms for all sources located along the east-west profile, conveniently normalized in
order to improve the observation of first arrivals (a) and surface waves (b). 

b)a)



illustrate only vertical motion, its magnitude given in μm by the color scale to the right
of each figure. Matlab routines  snapsurf3 and  snapsurfmovie, provided by Dr. Javier
Almendros, allow the visualization of such snapshots. 

Thus, Figure 18 contains two snapshots taken 2.25 s after the explosions of 2 Hz
sources  205  and  206,  which  are  only  300  m distant  from each  other  (Figure  16).
However, at this time, the wavefronts being registered at station 2 (the black triangle on
the eastern shore of Port Foster) are quite different. For source 206 (Figure 18a), the
first vibrations to arrive to station 2 move upwards (positive values) before taking it
down (wide yellow-orange-red band). The magnitude of the first vibrations to reach
station 2 is approximately 0.2 μm. At 2.25 s, at the location of station 2, the motion is
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Figure 17. Seismograms registered for sources approximately 2 km away from the array. In order to
make  it  easier  to  appreciate  the  differences  in  waveforms,  as  these  sources  are  not  numbered
consecutively, here they are shown from source 260 (the one located most north on Figure 15) and then
turning counterclockwisely.  

b)a)

Figure 18. Snapshots representing the first wavefronts to reach station 2 for adjacent 2 Hz sources 206 
(a) and 205 (b), taken 2.25 s after the synthetic explosions. The colour scale to the right represents the 
magnitude of the vibrations/movement (in mm) caused by the acoustic waves. 

a) b)



negative (-0.3 μm approx.). For source 205 (Figure 18b), however, the movement goes
directly upwards and reaches its maximum magnitude (around 1 μm) just before going
quickly down to its minimum (-1 μm approx.).  

Something similar happens in the case of sources 250 and 273, which are 424.3 m
away from each other. In this case, the snapshots presented on Figure 19 were taken
1.88 s after the synthetic explosion. The resemblance between snapshots from sources
250 and 205, and 206 and 273 is quite clear, even if the distance between these sources
is greater than between the ones being compared here.  Again,  the magnitude of the
movement at 1.88 s at station 2 is positive (nearly 1  μm) for source 250, while it is
negative (approximately -0.3 μm) for source 273. 

The results shown in previous figures point to those areas where it should be more
likely to find differences in azimuth or apparent slowness.  Arrayanomaly, a piece of
software provided by Dr. Javier Almendros, allows to represent azimuth anomaly and
apparent slowness results over Port Foster map (Figures 20 to 24). For each shot, the
apparent slowness and azimuth anomaly results obtained from the ZLCC method at the
array site are assigned to the shot location and then an interpolation process calculates
the anomaly values for the rest of Port Foster. 

Figure 20 shows the azimuth anomaly results for 1 and 2 Hz sources respectively,
comparing those results obtained from P-wave detection data and those from surface
waves data. In all four cases the distribution of the anomaly seems to be quite the same.
A large positive anomaly area appears to the north of Port Foster, with azimuth anomaly
magnitude reaching 20 degrees (this meaning a 20 degrees clockwise rotation of the
apparent slowness vector from the shot-array direction). Another positive anomaly area
to the southeast of the bay is also present in all these graphs, its magnitude much lower
than that of the large one. The small negative anomaly area in the vicinity of the array is
also  a  common  feature,  with  up  to  30  degrees  apparent  slowness  vectors
counterclockwise  rotations.  The  main  difference  among  these  azimuth  anomaly
distributions  is  the  more  “detailed”  distribution  obtained  for  2  Hz  sources,  which
indicates  a  stronger  effect  of  the  topography  and  velocity  structure  over  their
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Figure 19. Representation of the arrival of the wavefronts generated by sources 250 (a) and 273 (b) to
stations 2. The vertical movement of the ground is given by the colour bar to the right (in mm).
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propagation than over the 1 Hz ones. 

Figure  21 is  analogue to  Figure  20,  but  for  slowness.  It  compares  the  results
obtained for 1 and 2 Hz sources and P-wave and surface waves data. However, these
distributions are not as similar among them as the azimuth anomaly ones were. Again, 2
Hz sources show more variations of apparent slowness (therefore, a greater effect of the
topography and velocity structure) than the 1 Hz ones, but the remaining distribution
seems to coincide in all four graphs except for the apparent slowness magnitude, which
is naturally higher  for  surface waves as  they move slower than P-waves.  For  1 Hz
sources, there seems to be some kind of artifact around the position of the southern end
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Figure 20. Azimuth anomaly distribution for 1 Hz (a and b) and 2Hz sources (c and d). Graphs a and c 
contain the results obtained from P-wave data, while b and d show those from surface waves data.

c) d)



of the north-south profile used on Figure 12, both for P-wave and surface waves. As it
has already been explained in section 4.2., it was not possible to separate the arrival of
P-waves  from  that  of  surface  waves  for  these  sources,  therefore  the  abnormal
distribution and magnitude of apparent slowness in this area. 
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Figure 21. Apparent slowness distributions for 1 Hz (a and b) and 2 Hz (c and d) sources. As in Figure
20, left graphs (a and c) show the results for P-wave, while the right ones contain those for surface waves
(c and d). Note that different color scales have been used for P-wave and surface waves graphs in order
to facilitate the visualization of variations in the apparent slowness magnitude.

a) b)
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García Yeguas et al. (2011) 2 Hz, P wave

Figure 22. On the left, graphical display of García Yeguas et al. (2011) apparent slowness and
azimuth anomaly data. Synthetic results are shown on the right for 2 Hz sources. Both colormap and
scale have been set to resemble the original diagrams and make comparisons easier. 

As this study has tried to replicate the results obtained by García Yeguas et al.
(2011), a final comparison between experimental and synthetic apparent slowness and
azimuth anomaly results  is  required.  In order to  facilitate  it,  Figure 22 displays  the
original  results  by  García  Yeguas  et  al. (2011)  for  P-wave  azimuth  anomaly  and
apparent  slowness  next  to  the  same  results  obtained  for  2  Hz  sources  from  these
simulations. The colour map has been changed here in order to make both graphs look
as similar as possible. 

Apparent slowness results show great similarity with García Yeguas et al. (2011)
data, both in distribution and magnitude. Some of the observed singularities on these
figures could also be explained by observing Figures 5 and 6. In the case of sources
205, 227 and 250, for example, tomography data show a transition from a low velocity
area to a high velocity one around the position of sources 205, 227 and 250. Lower
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values of apparent slowness appear around northwestern Port Foster, thus agreeing both
with experimental and tomographic data, as this is where the low velocity region was
located (Figures 5 and 6c). Nearby shots, however, produce larger apparent slowness
values, especially those located around the high velocity area to the south of the array.
Comparing these maps with the seismograms showed on figures 13, 14, 15 and 17, it is
possible to see a correlation between the observed differences and singularities along
the different profiles and the changes in apparent slowness shown on figure 22. Along
the  E-W profile,  there  are  several  small  regions  with  different  values  of  apparent
slowness that approximately coincide with the positions of the sources showing changes
in their seismograms. As for the N-S profile, the northern sources show higher apparent
slowness values, while the southernmost ones produced slightly lower ones. This result
also coincides with the observed changes in the seismograms showed on Figure 13b and
14. Sources 205, 227 and 250 (see Figure 16 for location) also seem to be placed over a
region with lower apparent slowness than its surroundings, thus showing a correlation
with our previous observations. 
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Figure 24. Snapshots showing the wavefront propagation for four different sources. Source (a) is located
above the high velocity area to the south of the array. Source (b), however, is places right in the middle of
the large low velocity area to the North of Port Foster. Sources (c) and (d) are among the closest (c) and
farthest (d) to the array, thus helping observing the effect of distance on wave propagation. As in previous
cases, the colour scale to the right quantifies the vertical motion of the ground in millimetres.

a) b)

c) d)



Azimuth anomaly results are also very similar to the experimental ones. The large
positive azimuth anomaly region to the north of Port Foster (meaning that rays with
origin within this region deviate from the source-to-array direction clockwise) seem to
be located right  above the low velocity area (Figures  5 and 6c)  while  the negative
anomaly region on southwestern Port Foster seem to indicate that seismic rays travel
around the hypothesised magma chamber (thus being deviated counterclockwise from
the path  they would  follow on a  homogeneous  medium) on their  way to the  array.
Again, the observed differences along the profiles coincide with marked differences on
azimuth anomalies. Sources on the northern end of the N-S profile show large negative
azimuth anomalies (up to 30-40 degrees) while those towards the southern end of the
profile show much lower anomalies. Along the E-W profile, azimuth anomaly values
range from small negative values to nearly 20 degrees in irregular distributions, thus
agreeing with the observed changes in the seismograms. However, there do not seem to
be big differences in azimuth anomaly among the sources on Figure 16. 

Finally,  Figure  24  contains  snapshots  from  four  different  sources  located  at
interesting locations. These figures show illustrating the observed irregularities in wave
propagation.  In  an  ideal,  homogeneous  medium,  the  wavefronts  would  be  perfectly
round and symmetric, while the apparent slowness vectors would point in the source-to-
array direction. In all these figures, the white dashed line represents the shot-to-array
direction (to the center of the array), while the black dashed line is a tangent to the
wavefront. As apparent slowness vectors are perpendicular to the propagation direction
(thus, to the wavefront tangent),  the black arrows represent the azimuth of apparent
slowness vectors at those locations.  

Source (a) is located over the right velocity area to the south of the array. This
snapshot was taken 3.75 s after the explosion and it shows how irregular the wavefronts
are (the wide yellow-red wavefront is nearly square and the pale blue one is almost a
semicircle). At the array site, the apparent slowness vector appears to be very slightly
rotated clockwise from the shot-to-array direction, thus coinciding with the small but
positive azimuth anomaly already found for this source. Source (b), on the other hand, is
placed near the centre of the large low velocity area to the North of Port Foster. Again, it
is  possible  to appreciate  some distortion in the wavefront  shapes,  with the apparent
slowness vector appearing turned clockwise again, as expected from this source. As for
sources  (c)  and  (d),  they  are  the  closer  to  the  array  and  one  of  the  farthest  ones
respectively. As in previous cases, the wavefronts do not look symmetric, even at such
short  distances  as  in  figure  24c.  The  apparent  slowness  vectors  are  rotated
counterclockwise  in  both  cases,  thus  agreeing  with  previous  results  which  showed
negative azimuth anomalies in these areas.

6. Conclusions and future work.

Volcanic environments  are  very heterogeneous and their  topography is  usually
very sharp. These factors have been traditionally neglected in order to apply simpler
calculation  methods  but  it  is  necessary  (and  possible)  to  consider  more  realistic
mediums if we want to fully understand volcanic seismicity and dynamics. 
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In  their  work,  García  Yeguas  et  al. (2011)  found important  wave propagation
anomalies which were hypothesised as the result of topography and velocity structure.
In this work, a realistic domain including both the velocity structure of Deception Island
and its topography (both of them acknowledging the presence of the ocean around the
island)  was applied for our  simulations.  Apparent  slowness  vectors  results  can vary
greatly  depending  on  even  small  variations  of  the  position  of  the  source,  thus  the
importance of using an accurate velocity model for array studies. 

The limitations  of  our  method and the  resolution  of  both  the  topography and
tomography data did not allow to recreate the original sources more accurately, as only
frequencies up to 2 Hz were possible and the original sources had spectra centred at 6
Hz. Furthermore, the analysis of sources located near the array showed some problems,
especially at low frequencies. One of the requirements of the ZLCC method was that the
wavefield would be composed by plane waves  only.  However,  for  sources  near  the
array, the curvature of the wavefronts can not be ignored and may have produced the
observed anomalous results. Still, the obtained distributions of apparent slowness and
azimuth anomaly within Port Foster coincide greatly with those of García Yeguas et al.
(2011), thus demonstrating that their results were produced by a combined effect of the
topography and the velocity structure. It is also convenient to note that seismic waves
generated by higher frequency sources are more affected by sharp topographies and
heterogeneities  than  those  with  lower  frequencies,  thus  implying  that  the  observed
differences between the results on figure 22 and those of García Yeguas  et al. (2011)
could be due to differences between the frequency content of their respective sources.
Moreover, it would be reasonable to expect even more similar results by using synthetic
sources with higher frequencies.  

These results prove the accuracy and usefulness of numeric simulations. As they
allow to approximately predict the results, they can help planning experiments like the
one carried out at Deception Island. 

It would be useful to be able to separate the effects of topography from those due
to the velocity structure of the area. A whole new series of simulations could be carried
on using a completely homogeneous medium and the same topography used here and
another one considering only the velocity structure over a flat medium, thus obtaining
the apparent slowness and azimuth anomaly distributions caused by these feature on
their own. 

Another interesting study would be that of the rest of the seismic arrays analysed
by García Yeguas et  al.  (2001). From this work,  we know how the topography and
velocity structure affect the seismic waves received at array L. The work by García
Yeguas  et  al.  (2011)  comprised  six  different  seismic  arrays  located  all  around Port
Foster. Their results not only showed wave propagation anomalies, but also important
differences among the different arrays. Therefore, repeating these simulations for each
of those arrays would improve the knowledge about Deception Island volcano. 
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Appendixes

All Matlab scripts listed here were written specifically for this work by the author.

Appendix 1

%% DECEPTION ISLAND'S TOPOGRAPHY+BATHYMETRY %% 

 
% The data file contains only one column with 160801 numbers, 
% all of them representing the elevation of depth of every node
% of the grid (positive values for those over sea level and ne-
% matrix in order to visualize it.
 
cd('P:\Universidad\TFM\Datos')
 
%Load data:
topo=load('topodec2016_20x20km_50m.dat');
topo_rounded=load('topodec2016rounded_20x20km_50m_nocab.dat');%Rounded
to fit the 50m grid
 
%Create matrix:
topobat=reshape(topo,401,401);%topobat=topobat';
topobat_50m=reshape(topo_rounded,401,401);%topobat_50m=topobat_50m';
 
%Distance vectors (I place the origin at the center of the domain):
x=(-10000:50:10000);y=(-1)*(-10000:50:10000);
 
%UTM distance vectors:
xutm0=610904;ytum0=3007311;%In metres
x2=(0:50:20000);y2=(0:50:20000);
xutm=(xutm0+x2);yutm=(ytum0+y2);
 
%Station coordinates (in kilometres):
stts=load('arrayL_kmSW.dat');
%In metres:
stats=(stts*1000-10000);xstat=stats(:,1);ystat=stats(:,2);
 
%Array centre:
xmin=min(xstat);xmax=max(xstat);ymin=min(ystat);ymax=max(ystat);
x0=(xmin+xmax)/2;y0=(ymin+ymax)/2;
 
 
%% Topography and bathymetry separation  %%
%I need only topography information.
 
topovec=topo_rounded;
 
p=401;
 
for i=1:length(topovec)    
    %I turn every negative value into zero:
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    if topovec(i)<0
        topovec(i)=0;
    end
end
 
solo_topo=[];
 
for n=0:400
    %Definition of topography matrix:
    solo_topo (n+1,:)=topovec(p*n+1:p*(n+1),:);
end
 
%Rename the variable for future plots:
topobat=topobat_50m;
 
%Save variables:
save('topomats.mat','x','y','topobat_50m','topobat','solo_topo','xstat
','ystat','x0','y0','xutm','yutm')
 
%Save data file:
filename='topo_2016rounded_20x20km_50m_nocab.dat';
dlmwrite(filename,topovec,'delimiter',' ','newline','unix')
 
 
%% TOPOGRAPHY AND BATHYMETRY REPRESENTATION %%
 
clear all
load topomats
solo_topo=load('topo_2016rounded_20x20km_50m_nocab.dat');
solo_topo=reshape(solo_topo,401,401);
 
% Plot elevation/depth lines at 50 metres intervals but
% print labels only at 100 metres intervals:
val=[-700:50:600];%Contour lines
val2=[-700:100:600];%Labels
 
figure(1)
pcolor(xutm,yutm,topobat_50m')
shading flat
hold on
contour(xutm,yutm,topobat_50m',val2,'LineWidth',0.1,'ShowText','on','L
ineColor','k')
set(gca,'Ydir','reverse')
ax = gca;
load('MyColormaps','geog')
colormap(ax,geog)
title('Deception Island topography','FontSize',18);
xlabel('Latitude (UTM)');ylabel('Longitude (UTM)');
colorbar
 
%Modified topography representation:
figure(2)
pcolor(xutm,yutm,solo_topo');shading flat;
hold on
contour(xutm,yutm,solo_topo',val2,'LineWidth',0.1,'ShowText','on','Lin
eColor','k')
set(gca,'Ydir','reverse')
hold on
contour(xutm,yutm,topobat_50m',[0 0],'LineWidth',0.1,'LineColor','k')
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ax = gca;
load('MyColormaps','geog')
colormap(ax,geog)
title('Corrected Deception Island topography','FontSize',18);
xlabel('Latitude (UTM)');ylabel('Longitude (UTM)');
colorbar
 
%% Array L %%
 
%Array representation over the topography:
figure(3)
ax = gca;
load('MyColormaps','geog')
colormap(ax,geog)
pcolor(x,y,topobat_50m');shading flat
hold on
contour(x,y,topobat_50m',val2,'LineWidth',0.1,'Showtext','on','LineCol
or','k')
ax = gca;load('MyColormaps','geog');colormap(ax,geog)
hold on
plot(xstat,ystat,'.k')
title('Synthetic array location','FontSize',18);
colorbar
hold on
plot(x0,y0,'^r')%Posición del centro del array
 
close all
 
 

 

 Appendix 2

%% TOMOGRAPHIC DATA CORRECTION %%

% Modification of the original data to include the ocean.
 
% The data file contains three columns (vp, vs, dens), each with 
%+16M values. They need to be transformed into a 401x401x101 matrix.
 
cd('P:\Universidad\TFM\Datos')
 
%Load data:
datos=load('tomo_original.mat');
 
load topomats.mat;
topobat=topobat_50m;
 
%Define variables and create matrices:
vp_dat=datos(:,1);vs_dat=datos(:,2);dens_dat=datos(:,3);
 
vp_na=reshape(vp_dat,401,401,101);
vs_na=reshape(vs_dat,401,401,101);
dens_na=reshape(dens_dat,401,401,101);
 
%For those nodes below sea level but above the sea floor surface, 
%vp, vs and density need to be corrected. The rest must remain 
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untouched.
%There is no need to correct those nodes above sea level and above
%topography, as the finite-difference software ignores them.
 
%Sea level is placed 4500 metres above the bottom of the domain, which
is 
%5050 metres high. On a 50m cell grid, row 11 from the top of the 
domain 
%defines sea level. 
 
for i=1:401
    for j=1:401
 
        if topobat(i,j)<0 
            %Last row to correct:
            m=abs(topobat(i,j))/50;%Índice de la fila hasta la que hay
que corregir
            %Apply corrections:
            vp_na(i,j,12:m+11)=1500;
            vs_na(i,j,12:m+11)=0;
            dens_na(i,j,12:m+11)=1000;
        
        end
        
    end
end
 
 
%Transform matrices into columns again and save results:
vp_corr_na=reshape(vp_na,16240901,1);
vs_corr_na=reshape(vs_na,16240901,1);
dens_corr_na=reshape(dens_na,16240901,1);
 
datos_corr=[vp_corr_na vs_corr_na dens_corr_na];
 
%Save into a new tomo file:
filename='tomo_20x20x5km_50m_corr_naire.dat';
dlmwrite(filename,datos_corr,'delimiter',' ','newline','unix')
 
%Save variables:
save('tomo_nocorr_corr_na.mat','x','y','topobat','vp_dat','vs_dat','de
ns_dat','vp_na','vs_na','dens_na','vp_corr_na','vs_corr_na','dens_corr
_na')
 
%% PLOT SECTIONS TO CHECK CORRECTIONS %%
 
clear all
load('tomo_nocorr_corr_na.mat')
%vs, vp, dens dat are the original (column) variables
%vs, vp, dens na are the corrected matrices
%vs, vp, dens corr_na are the corrected (column) variables
 
%Original matrices:
vp_mat=reshape(vp_dat,401,401,101);
vs_mat=reshape(vs_dat,401,401,101);
dens_mat=reshape(dens_dat,401,401,101);
 
%Top of the domain:
vp_na1=vp_na(:,:,1);
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%200 metres above sea level:
vp_na8=vp_na(:,:,8);vp_mat8=vp_mat(:,:,8);
 
%Sea level:
vp_na12=vp_na(:,:,12);vp_mat12=vp_mat(:,:,12);
 
%50 metres deep:
vp_na13=vp_na(:,:,13);vp_mat13=vp_mat(:,:,13);
 
%100 metres deep:
vp_na14=vp_na(:,:,14);vp_mat14=vp_mat(:,:,14);
 
%150 metres deep:
vp_na15=vp_na(:,:,15);vp_mat15=vp_mat(:,:,15);
 
%200 metres deep:
vp_na16=vp_na(:,:,16);vp_mat16=vp_mat(:,:,16);
 
%700 metres deep:
vp_na26=vp_na(:,:,26);vp_mat26=vp_mat(:,:,26);
 
%Flip color scale:
colormap(flipud(jet));
 
 
%Plot sections:
 
%UTM distance vectors:
xutm0=610904;ytum0=3007311;%In metres
x2=(0:50:20000);y2=(0:50:20000);
xutm=(xutm0+x2);yutm=(ytum0+y2);
 
figure(1)
subplot(241)
contour(xutm,yutm,topobat',[0 0],'LineWidth',0.1,'LineColor','k');
hold on;pcolor(xutm,yutm,vp_mat12');shading flat;colorbar;
set(gca,'Ydir','reverse')
title('Vp - original - sea level');
caxis([min(min(vp_mat12)) max(max(vp_mat12))]);
 
subplot(242)
contour(xutm,yutm,topobat',[0 0],'LineWidth',0.1,'LineColor','k');
hold on;pcolor(xutm,yutm,vp_mat14');shading flat;colorbar;
set(gca,'Ydir','reverse')
title('Vp - original - 100 m below sea level');
caxis([min(min(vp_mat14)) max(max(vp_mat14))]);
 
subplot(243)
contour(xutm,yutm,topobat',[0 0],'LineWidth',0.1,'LineColor','k');
hold on;pcolor(xutm,yutm,vp_mat16');shading flat;colorbar;
set(gca,'Ydir','reverse')
title('Vp - original - 200 m below sea level');
caxis([min(min(vp_mat16)) max(max(vp_mat16))]);
 
subplot(244)
contour(xutm,yutm,topobat',[0 0],'LineWidth',0.1,'LineColor','k');
hold on;pcolor(xutm,yutm,vp_mat26');shading flat;colorbar;
set(gca,'Ydir','reverse')
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title('Vp - original - 700 m below sea level');
caxis([min(min(vp_mat26)) max(max(vp_mat26))]);
 
subplot(245)
contour(xutm,yutm,topobat',[0 0],'LineWidth',0.1,'LineColor','k');
hold on;pcolor(xutm,yutm,vp_na12');shading flat;colorbar;
set(gca,'Ydir','reverse')
title('Vp - corrected - sea level');
caxis([min(min(vp_na12)) max(max(vp_na12))]);
 
subplot(246)
contour(xutm,yutm,topobat',[0 0],'LineWidth',0.1,'LineColor','k');
hold on;pcolor(xutm,yutm,vp_na14');shading flat;colorbar;
set(gca,'Ydir','reverse')
title('Vp - corrected - 100 m below sea level');
caxis([min(min(vp_na14)) max(max(vp_na14))]);
 
subplot(247)
contour(xutm,yutm,topobat',[0 0],'LineWidth',0.1,'LineColor','k');
hold on;pcolor(xutm,yutm,vp_na16');shading flat;colorbar;
set(gca,'Ydir','reverse')
title('Vp - corrected - 200 m below sea level');
caxis([min(min(vp_na16)) max(max(vp_na16))]);
 
subplot(248)
contour(xutm,yutm,topobat',[0 0],'LineWidth',0.1,'LineColor','k');
hold on;pcolor(xutm,yutm,vp_na26');shading flat;colorbar;
set(gca,'Ydir','reverse')
title('Vp - corrected - 700 m below sea level');
caxis([min(min(vp_na26)) max(max(vp_na26))]);
 
 

Appendix 3

%% CREATION OF THE INPUT FILES FOR THE FINITE DIFFERENCE METHOD %%

 
sims=load('P:\Universidad\TFM\Datos\Simulaciones_1Hz\sims.dat');
zsims=sims(:,3);%Depth of each source
 
%The first two lines of the files need to be changed for each N-S 
series of
%shots. The rest are the same for all sources. Parameter j needs to be
%changed for each series as well (depending on the number of shots). 
 
for j=131:153 %
 
    
file=['P:\Universidad\TFM\Datos\Simulaciones_1Hz\source_1Hz_',num2str(
j),'.inp' ];
    
file2=['P:\Universidad\TFM\Datos\Simulaciones_2Hz\source_2Hz_',num2str
(j),'.inp' ];
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    k1=(-1400:300:-500)+10000;    k2=(-1700:300:-200)+10000;
    k3=(-1900:300:-100)+10000;    k4=(-1900:300:200)+10000;
    k5=(-1900:300:1400)+10000;    k6=(-1900:300:1700)+10000;
    k7=(-2200:300:2900)+10000;    k8=(-2200:300:3200)+10000;
    k9=(-2500:300:3500)+10000;    k10=(-2800:300:3500)+10000;
    k11=(-3100:300:3500)+10000;    k12=(-3400:300:3200)+10000;
    k13=(-3700:300:3200)+10000;    k14=(-3700:300:2900)+10000;
    k15=(-3700:300:2900)+10000;    k16=(-4000:300:2600)+10000;
    k17=(-4300:300:2600)+10000;    k18=(-4300:300:-700)+10000;
    k19=(-4300:300:-1000)+10000;    k20=(-4300:300:-3100)+10000;
    k21=(-4600:300:-3700)+10000;    k22=(-4600:300:-3700)+10000;
 
        
        % Open file - 1Hz:
        fid=fopen(file,'wt');
        %Line 1 - 1Hz: cell dimensions
        fprintf(fid,'%d\n',50);
        %Line 2 - 1Hz: source x coord., source y coord., max. 
elevation, source
        %elevation (from sea level)
        fprintf(fid,'%+d %+d %d %+d\n',-1500+10000,k11(j-
130),550,zsims(j));
        
        % Open file - 2 Hz:
        fid2=fopen(file2,'wt');
        %Line 1: cell dimensions
        fprintf(fid2,'%d\n',50);
        %Line 2: source x coord., source y coord., max. elevation, 
source
        %elevation (from sea level)
        fprintf(fid2,'%+d %+d %d %+d\n',-1500+10000,k11(j-
130),550,zsims(j));
        
                
 
        %Line 3: force
        fprintf(fid,'%.1f  %.1f  %.1f\n',0.0,0.0,0.0);
                fprintf(fid2,'%.1f  %.1f  %.1f\n',0.0,0.0,0.0);
        %Line 4: moment tensor
        fprintf(fid,'%.1e  %.1f  %.1f\n',1.0e14,0.0,0.0);
                fprintf(fid2,'%.1e  %.1f  %.1f\n',1.0e14,0.0,0.0);
        %Line 5: moment tensor
        fprintf(fid,'%.1f  %.1e  %.1f\n',0.0,1.0e14,0.0);
                fprintf(fid2,'%.1f  %.1e  %.1f\n',0.0,1.0e14,0.0);
        %Line 6: moment tensor
        fprintf(fid,'%.1f  %.1f  %.1e\n',0.0,0.0,1.0e14);
                fprintf(fid2,'%.1f  %.1f  %.1e\n',0.0,0.0,1.0e14);
        %Line 7: source time function and period
        fprintf(fid,'%d %.1f\n',3,1);
                fprintf(fid2,'%d %.1f\n',3,0.5);
        %Line 8: half-space flag: 1 - data from tomo file / 0- take 
vp, vs,
        %density from this line
        fprintf(fid,'%d %d %d %d\n',1,4000,2000,2650);
                fprintf(fid2,'%d %d %d %d\n',1,4000,2000,2650);
        %Line 9: sampling interval and seismogram length in seconds
        fprintf(fid,'%.4f %.0f\n',0.0025,10);
                fprintf(fid2,'%.4f %.0f\n',0.0025,10);
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        %Line 10: decimation factors for snapshots and seismogram
        fprintf(fid,'%d %d %.0f\n',0,25,4);
                fprintf(fid2,'%d %d %.0f\n',0,25,4);
        %Line 11: snapshot flag: 0 - no snapshots / 1 - snapshots and 
type of snapshots
        fprintf(fid,'%d %s%s%s\n',0,char(39),'d41',char(39));
                fprintf(fid2,'%d %s%s%s\n',0,char(39),'d41',char(39));
        %Line 12: array coordinates file and number of stations
        fprintf(fid,'%s%s%s 
%.0f\n',char(39),'arrayL_mSW.dat',char(39),10);
                fprintf(fid2,'%s%s%s 
%.0f\n',char(39),'arrayL_mSW.dat',char(39),10);
        %Line 13: topography file
        fprintf(fid,'%s%s
%s\n',char(39),'topo_2016rounded_20x20km_50m.dat',char(39));
                fprintf(fid2,'%s%s
%s\n',char(39),'topo_2016rounded_20x20km_50m.dat',char(39));
        %Line 14: output file
        fprintf(fid,'%s%s%s%s
%s\n',char(39),'dec','_1Hz_',num2str(j),char(39));
                fprintf(fid2,'%s%s%s%s
%s\n',char(39),'dec','_2Hz_',num2str(j),char(39));
        %Line 15: tomography file
        fprintf(fid,'%s%s
%s\n',char(39),'tomo_20x20x5km_50m_corr_naire.dat',char(39));
                fprintf(fid2,'%s%s
%s\n',char(39),'tomo_20x20x5km_50m_corr_naire.dat',char(39));
 
        
 
end
 
    fclose(fid);

%% CREATION OF A RUN FILE CALLING THE FIN.DIFF. INPUT FILES %%

%                          1Hz AND 2Hz                      %
 
file=('P:\Universidad\TFM\Datos\Simulaciones_1Hz\run.csh');
 
% PRIMERAS LÍNEAS FICHERO 1 HZ:
fid=fopen(file,'wt');
 
for j=1:331 %number of files
 
    if j>=1 & j<=9
 
        fprintf(fid,'%s%d%s\n','./topo_v17 < source_1Hz_00',j,'.inp > 
tmp');
 
    elseif j>=10 & j<=99
 
        fprintf(fid,'%s%d%s\n','./topo_v17 < source_1Hz_0',j,'.inp > 
tmp');
 
    elseif j>=100
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        fprintf(fid,'%s%d%s\n','./topo_v17 < source_1Hz_',j,'.inp > 
tmp');
 
    end
    
end
 
for k=1:331 %number of files
 
    if k>=1 & k<=9
 
        fprintf(fid,'%s%d%s\n','./topo_v17 < source_2Hz_00',k,'.inp > 
tmp');
 
    elseif k>=10 & k<=99
 
        fprintf(fid,'%s%d%s\n','./topo_v17 < source_2Hz_0',k,'.inp > 
tmp');
 
    elseif k>=100
 
        fprintf(fid,'%s%d%s\n','./topo_v17 < source_2Hz_',k,'.inp > 
tmp');
 
    end
    
end
 
fclose(fid);

Appendix 4

%%               SEISMOGRAM SEPARATION                   %%

 
cd('P:\Universidad\TFM\Datos\Simulaciones_1Hz')
 

%Functions provided by Dr. Javier Almendros:
% fdseis2sac
% readsac
% writesac

%All 10 seismograms are contained within a single file created by the
%finite-difference programme.
%They need to be saved into separate files before analysing them.
 
files = dir('dec_1Hz_*');
numfiles = length(files)
 
    
for K = 1:numfiles
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    fdseis2sac(files(K).name)
    
 
end

%%           SAC READING AND MODIFICATION            %%

% I need to add 1000 noise samples before the proper signal begins
% This noise needs to be filtered in order to obtain a more realistic
% signal. The seismogram will thus be 20 seconds long
 
cd('P:\Universidad\TFM\Datos\Simulaciones_2Hz')
 
% WARNING!! This code must NOT be executed twice over the same files!
% The modified sac files are saved with the same name the original 
ones
% had, they replace the original seismograms.
 
fnames = dir('*.sac');
numfnames = length(fnames)
 
%Creation of the filter:
    dt=0.01;%Sampling interval
    fNy=(1/dt)/2;%Nyquist frequency
    [b,a]=butter(2,[0.5 15]/fNy);
 
    %Create zeros vector:
    ceros=zeros(1000,K);
    %Create noise:
    ruido=2*rand(2001,numfnames)-1;%uniform noise in the [-1 1] range
    %ruido=randn(2001,numfnames);%gaussian noise with mean 0 and std 1
    %Apply filter:
    ruidofilt=filtfilt(b,a,ruido);
    SNR=40;%signal to noise ratio
    
for K = 1:numfnames
 
    %Save each sac into a matrix:
    sacmat(:,K)=readsac(fnames(K).name,'pc');
    maxdat=max(abs(sacmat));%maximum amplitude of the seismogram
    
    %Add zeros:
    sacmat2(:,K)=[ceros(:,K);sacmat(:,K)];
 
    %Apply filter:
    ruidofilt(:,K)=filtfilt(b,a,ruido(:,K));
    %Add noise to seismograms:
    sacmat3=sacmat2+ruidofilt(:,K)*(maxdat/SNR);%add noise with given 
SNR
    %Save sac file:
        % writesac(data,file,platform,delta,tini);
        % data...seismogram
        % file...sac binary file
        % platform...'sun' or 'pc' [default 'pc']
        % delta...sampling interval
        % tini...time of first sample
    writesac(sacmat3(:,K),fnames(K).name,'pc',0.01,0)
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end
 
 

Appendix 5

%% CREATION OF INPUT FILES FOR THE CROSS CORRELATION METHOD %

 
 
 
for j=1:331 %Source number
 
    % 1Hz:
    %Just change 1Hz for 2Hz to generate those input files.
    
    if j<10
        
file1=['P:\Universidad\TFM\Datos\Simulaciones_1Hz\cc_1Hz_00',num2str(j
),'.inp' ];
        fid=fopen(file1,'wt');
        %Line 1: directory containing the seismograms
        fprintf(fid,'%s\n','/home/itahisa/Simulaciones_1Hz/');
        %Line 2: seismogram file name
        fprintf(fid,'%s%s%d%s\n','dec_1Hz_','00',j,'.');
        %Line 3: file extension
        fprintf(fid,'%s\n','.sac');
        %Line 4: number of stations (one + for each station)
        fprintf(fid,'%s\n','++++++++++');
        %Line 5: array coordinates file
        fprintf(fid,'%s\n','/home/itahisa/arrayL_kmSW.dat');
        %Line 6: number of samples to skip at the beginning / number 
of
        %samples / frequency range to filter (min, max)
        fprintf(fid,'%d %d %.1f %.d\n',0,2001,0.4,3);
        %Line 7:  apparent slowness interval to consider / app.slow. 
grid size
        fprintf(fid,'%.1f %.2f\n',1.5,0.01);
        %Line 8: initial sample number / number of time windows / time
        %windows length / time step (% of time window length)
        fprintf(fid,'%d %d %d %.2f\n',300,139,200,0.05);
        %Line 9: uncertainty threshold
        fprintf(fid,'%.2f\n',0.05);
    elseif j>=10 && j<=99
       
file1=['P:\Universidad\TFM\Datos\Simulaciones_1Hz\cc_1Hz_0',num2str(j)
,'.inp' ];
        fid=fopen(file1,'wt');
        %Line 1: directory containing the seismograms
        fprintf(fid,'%s\n','/home/itahisa/Simulaciones_1Hz/');
        %Line 2: seismogram file name
        fprintf(fid,'%s%s%d%s\n','dec_1Hz_','0',j,'.');
        %Line 3: file extension
        fprintf(fid,'%s\n','.sac');
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        %Line 4: number of stations (one + for each station)
        fprintf(fid,'%s\n','++++++++++');
        %Line 5: array coordinates file
        fprintf(fid,'%s\n','/home/itahisa/arrayL_kmSW.dat');
        %Line 6: number of samples to skip at the beginning / number 
of
        %samples / frequency range to filter (min, max)
        fprintf(fid,'%d %d %.1f %.d\n',0,2001,0.4,3);
        %Line 7:  apparent slowness interval to consider / app.slow. 
grid
        %size
        fprintf(fid,'%.1f %.2f\n',1.5,0.01);
        %Line 8: initial sample number / number of time windows / time
        %windows length / time step (% of time window length)
        fprintf(fid,'%d %d %d %.2f\n',300,139,200,0.05);
        %Line 9: uncertainty threshold
        fprintf(fid,'%.2f\n',0.05);
    elseif j>=100
       
file1=['P:\Universidad\TFM\Datos\Simulaciones_1Hz\cc_1Hz_',num2str(j),
'.inp' ];
        fid=fopen(file1,'wt');
        %Line 1: directory containing the seismograms
        fprintf(fid,'%s\n','/home/itahisa/Simulaciones_1Hz/');
        %Line 2: seismogram file name
        fprintf(fid,'%s%d%s\n','dec_1Hz_',j,'.');
        %Line 3: file extension
        fprintf(fid,'%s\n','.sac');
        %Line 4: number of stations (one + for each station)
        fprintf(fid,'%s\n','++++++++++');
        %Line 5: array coordinates file
        fprintf(fid,'%s\n','/home/itahisa/arrayL_kmSW.dat');
        %Line 6: number of samples to skip at the beginning / number 
of
        %samples / frequency range to filter (min, max)
        fprintf(fid,'%d %d %.1f %.d\n',0,2001,0.4,3);
        %Line 7:  apparent slowness interval to consider / app.slow. 
grid
        %size
        fprintf(fid,'%.1f %.2f\n',1.5,0.01);
     %Line 8: initial sample number / number of time windows / time
        %windows length / time step (% of time window length)
        fprintf(fid,'%d %d %d %.2f\n',300,139,200,0.05);
        %Line 9: uncertainty threshold
        fprintf(fid,'%.2f\n',0.05);
    end
 
end
 
    fclose(fid);

%% CREATION OF A RUN FILE CALLING THE ZLCC INPUT FILES  %

%                        1 AND 2 Hz                     %
 
file=('P:\Universidad\TFM\Datos\Simulaciones_1Hz\run_cc_1Hz.csh');
file2=('P:\Universidad\TFM\Datos\Simulaciones_2Hz\run_cc_2Hz.csh');
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fid=fopen(file,'wt');
fid2=fopen(file2,'wt');
 
for j=1:331 %number of files
 
    if j<10
        
        fprintf(fid,'%s %s%d%s %s%d
%s\n','/home/itahisa/fk/cc8mre_sac.linux','cc_1Hz_00',j,'.inp','cc_1Hz
_00',j,'.out > tmp');
        fprintf(fid2,'%s %s%d%s %s%d
%s\n','/home/itahisa/fk/cc8mre_sac.linux','cc_2Hz_00',j,'.inp','cc_2Hz
_00',j,'.out > tmp');
 
    elseif j>=10 && j<=99
 
        fprintf(fid,'%s %s%d%s %s%d
%s\n','/home/itahisa/fk/cc8mre_sac.linux','cc_1Hz_0',j,'.inp','cc_1Hz_
0',j,'.out > tmp');
        fprintf(fid2,'%s %s%d%s %s%d
%s\n','/home/itahisa/fk/cc8mre_sac.linux','cc_2Hz_0',j,'.inp','cc_2Hz_
0',j,'.out > tmp');
   
    elseif j>=100
 
        fprintf(fid,'%s %s%d%s %s%d
%s\n','/home/itahisa/fk/cc8mre_sac.linux','cc_1Hz_',j,'.inp','cc_1Hz_'
,j,'.out > tmp');
        fprintf(fid2,'%s %s%d%s %s%d
%s\n','/home/itahisa/fk/cc8mre_sac.linux','cc_2Hz_',j,'.inp','cc_2Hz_'
,j,'.out > tmp');
 
    end
    
end
 
 
fclose(fid);fclose(fid2);

51



52


