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Introducción

En la década de 1910, la comunidad cient́ıfica descubrió que la tierra estaba continuamente
bombardeada por radiación de origen cósmico. Desde entonces esta radiación, hoy conocida con
el nombre de rayos cósmicos, ha sido profundamente estudiada con el fin de comprender su
composición y su origen. Actualmente se sabe que la enerǵıa de esta radiación cubre un amplio
rango, extendiéndose hasta enerǵıas del orden de cientos de EeV, por lo tanto, estas part́ıculas
tienen enerǵıas imposibles de alcanzar en aceleradores artificiales. El proceso que estas part́ıculas
sufren para alcanzar enerǵıas tan extremas es aun desconocido. El flujo de estas part́ıculas decrece
rápidamente con la enerǵıa. Los rayos cósmicos de baja enerǵıa se pueden estudiar directamente
con detectores instalados en satélites y están compuestos principalmente por fotones y núcleos
atómicos ligeros.

En la parte alta del espectro energético se concentran los llamados Rayos Cósmicos Ultra-
Energéticos (Ultra-High Energy Cosmic Rays; UHECRs) cuyo flujo aproximado es de una part́ıcula
por siglo y por kilómetro cuadrado. Esta cantidad no es suficiente para ser detectada directamente,
por lo tanto conocemos relativamente poco de ellos y propiedades tan importantes como su
origen, su composición qúımica o los mecanismos de aceleración que sufren para alcanzar enerǵıas
tan extremas siguen siendo un misterio actualmente, después de 100 años de su descubrimiento.
Por supuesto, cualquier nuevo conocimiento en el campo de los Rayos Cósmicos se traduce en
nuevo conocimiento en el área de la f́ısica de part́ıculas, contribuyendo a la comprensión de sus
mecanismos de interacción. Cuando estas part́ıculas alcanzan la tierra, colisionan con los núcleos
atómicos de la atmósfera, que actúa como amplificador de la part́ıcula incidente, produciendo
millones de part́ıculas que “llueven” sobre la superficie terrestre. Este proceso es llamado Lluvias
Aéreas Extensas (Extensive Air Showers; EAS) [1]. Actualmente los estudios sobre UHECRs se
centran en extraer información de las part́ıculas primarias a través de las propiedades de las EAS
que provocan.

La búsqueda de Neutrinos Ultra-Energéticos (Ultra-High Energy Neutrinos; UHEνs) emitidos
en objetos astrof́ısicos es uno de los campos más desafiantes de la f́ısica de astropart́ıculas. Los
UHEνs juegan un papel fundamental en la comprensión del origen de los rayos cósmicos. Su
detección abriŕıa una nueva ventana al universo, permitiendo observar regiones hasta ahora
ocultas a los observatorios debido a la gran cantidad de materia interestelar interpuesta en su
campo de visión. Además, los neutrinos no son desviados por los campos magnéticos, por lo
tanto apuntan directamente a su fuente. Aunque los UHEνs no han sido observados hasta el
momento, varios modelos astrof́ısicos y cosmológicos predicen su existencia, por lo tanto, su
detección puede ayudar a confirmar o rechazar modelos de producción y propagación de rayos
cósmicos. Esta tesis está enfocada a la búsqueda de UHEνs usando los datos obtenidos por el
Observatorio Pierre Auger [2].

El Observatorio Pierre Auger ha sido diseñado para estudiar las propiedades de los rayos
cósmicos de enerǵıas mayores de 1018 eV. Es el único observatorio h́ıbrido del mundo, combinando
técnicas de detección mediante fluorescencia y superficie simultáneamente. Aunque el detector de
superficie (surface detector; SD) del Observatorio Pierre Auger ha sido diseñado para la detección
de UHECRs, se ha demostrado que tiene la capacidad de detectar tanto UHEνs interaccionando
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2 Introducción

en la atmósfera a ángulos casi horizontales (downward-going [3]) como neutrinos interaccionando
en la corteza terrestre (Earth- skimming [4]). La discriminación de EAS inducidas por neutrinos
aprovecha la posibilidad de estos de interaccionar profundamente en la atmósfera, alĺı donde los
rayos cósmicos no pueden penetrar.

La principal limitación a la observación de neutrinos viene de la gran cantidad de señal
de fondo comparada con la señal esperada de neutrinos. La búsqueda de neutrinos, hasta el
momento, se ha centrado en lluvias casi horizontales (θ > 75◦), donde la cantidad de atmósfera
es suficiente para absorber la contribución de origen hadrónico y la probabilidad de interacción
del neutrino es mayor. Sin embargo, la detección e identificación de neutrinos usando lluvias
menos inclinadas no está descartada y ha sido estudiada como parte de esta tesis doctoral. La
nueva búsqueda de neutrinos se centras en el rango de ángulo cenital comprendido entre 60◦ -
75◦. Además se han actualizado los resultados del análisis de neutrinos “Earth-skimming”.

También se ha evaluado la sensitividad del Observatorio Pierre Auger a fuentes puntuales de
neutrinos. Como se muestra en este documento, se han calculado ĺımites muy restrictivos al flujo
esperado de neutrinos en función de la declinación para un rango angular de más de 100◦. Esta
región angular se ha visto incrementada por la contribución del análisis a bajo ángulo.

La primera parte de esta tesis (caṕıtulos 1 al 3) se dedica a la introducción de los conceptos
principales en el campo de los rayos cósmicos y las lluvias extensas inducidas por estos, aśı como
a la introducción del Observatorio Pierre Auger, poniendo especial atención en los conceptos más
relevantes para la búsqueda de neutrinos.

La segunda parte del documento (caṕıtulos 4 al 7) está centrada en la descripción del análisis
llevado a cabo para la búsqueda de UHEνs a bajo ángulo cenital. Las simulaciones necesarias
para el estudio se describen en el caṕıtulo 4 mientras que el método usado para su identificación
se describe en el caṕıtulo 5. La exposición del Observatorio a neutrinos a bajo ángulo usando el
método descrito se presenta en el caṕıtulo 6 y los resultados obtenidos para el flujo difuso se
presentan en el caṕıtulo 7.

En la tercera parte de la tesis (caṕıtulos 8 y 9) se presentan los resultados de la búsqueda de
neutrinos provenientes de fuentes puntuales. En primer lugar, en el caṕıtulo 8 se presenta un
ĺımite mejorado para el canal Earth-skimming, dejando los resultados para fuentes puntuales
al caṕıtulo 9. El documento finaliza con dos apéndices donde se exponen los detalles técnicos
relevantes del análisis aśı como las contribuciones realizadas, dentro del marco de esta tesis, al
paquéte de simulación y análisis Offline .



Introduction

In the 1910s, the scientific community discovered that the Earth was continuously bombarded
by radiation of extraterrestrial origin. Since then, this radiation, now know as Cosmic Rays
(CRs), has been deeply studied in order to understand its nature and origin. Nowadays, we know
that the energy of this radiation expands over a wide energy range, extending up to energies
of the order of hundreds of EeV. Thus, these particles carry energies impossible to reach by
human-made accelerators. The processes that particles suffer to achieve those extreme energies
are still unknown. The flux of these particles drops rapidly with energy. Cosmic rays of relativity
low energies can be directly measured with satellite detectors and they are mainly composed of
photons and light nuclei. The highest limit of the energy spectrum is represented by the so called
Ultra High Energy Cosmic Rays (UHECRs) which have a flux of about 1 particle per century per
square kilometre. The amount of these energetic particles is not enough to be detected directly.
Consequently, we know relatively little about them. Very important properties as their origin,
chemical composition and acceleration mechanisms to reach that extremely high energies are a
mystery even today, 100 years after their discovery. Of course, any increase in the knowledge
of cosmic rays translates directly in an increase of knowledge in particle physics, contributing
to improve the understanding of their mechanisms of interaction. When cosmic rays reach the
Earth, they collide with atomic nuclei of the atmosphere which acts as amplifier of the incoming
particle, producing millions of particles falling over the Earth surface. This process is the so
called Extensive Air Shower (EAS) [1]. Current studies of UHECRs aim to extract information
of the primary particles by means of the properties of the EASs they induce.

Searching for Ultra High Energy Neutrinos (UHEνs) emitted from astrophysical objects is
one of the most challenging fields of astroparticle physics. The motivations for such studies
are very strong. UHEνs play a key role in the understanding of the origin of UHECRs. Their
observation would open a new window to the universe since they can give information on regions
that are otherwise hidden by large amounts of matter in the field of view of the observatories.
Moreover, neutrinos are not deviated by magnetic fields and would point back to their sources.
Even though no direct observation of UHEνs has been occurred yet, their existence is predicted
by different astrophysical and cosmological scenarios so the search for neutrinos can confirm
or discard production and propagation models of cosmic rays. This Ph.D. thesis is focused
on the experimental search for UHE neutrinos using the data collected by the Pierre Auger
Observatory [2].

The Pierre Auger Observatory has been conceived to study the properties of cosmic rays from
1018 eV to the highest energies. It is currently the largest cosmic ray observatory in the world
using a hybrid technique that combines both surface and fluorescence detectors at the same
site. Although the primary goal of the surface detector array (SD) is to detect UHECRs, it has
been shown that it can also identify very inclined downward-going [3] and Earth-skimming [4]
neutrinos. The discrimination of EASs induced by neutrinos takes advantage of the possibility
of neutrinos to interact deep in the atmosphere (or in the Earth crust), while cosmic rays of
hadronic origin interact soon after entering the upper part of the atmosphere.

The main limitation to the observation of clear signatures of UHE neutrinos comes from the
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associated background which is extremely huge compared to the expectation rates for neutrinos.
Up to now, the search for neutrinos in Auger has been reduced to the study of nearly horizontal
showers (θ > 75◦), where the amount of atmosphere is large enough to absorb background
of hadronic origin and to increase the interaction probability of neutrinos. Nevertheless, the
detection and discrimination of neutrinos using less inclined showers is not discarded and has
been studied as part of this Ph.D. thesis. The new analysis presented in this document is
focused on the zenith angular region [60◦ - 75◦], extending the exposure of the Pierre Auger
Observatory to the detection of UHE neutrinos. Moreover, an update of the analysis searching
for Earth-skimming τ neutrinos is also reported.

The sensitivity of the Pierre Auger Observatory to point-like sources of neutrinos with UHE
has been also evaluated. As shown in this work, stringent limits to neutrino fluxes as function of
the source declination are established in a large fraction of the sky spanning more than 100◦ in
declination. The contribution of the neutrino search analysis at low zenith angles extends the sen-
sitivity of the Observatory to regions of the sky otherwise hidden to the high zenith angle analyses.

The first part of the thesis (chapters 1 to 3) gives an introductory theoretical background on
cosmic rays, extensive air showers and the Pierre Auger Observatory. In chapter 1, a short review
on the basic features of cosmic rays and multi-messengers is given, including a summary of the
most recent discoveries in these fields. Chapter 2 is devoted to the description of EASs induced
either by cosmic rays or by neutrinos and the experimental tools used for their detection. The
Pierre Auger Observatory is described in chapter 3 with special emphasis on the characteristics
of the surface array, necessary to understand the techniques developed to analyse the data. A
special section is dedicated to describe the neutrino signatures and the way of detecting them.

The second part of the document (chapters 4 to 7) is focused on the description of the analysis
carried out to search for UHE neutrinos in the low zenith angular region. Simulations are needed
to define the most suitable observables which allow the ν identification. Chapter 4 is devoted to
the simulation and reconstruction of neutrino induced EASs while their identification using the
SD is presented in chapter 5. The method follows a blind search procedure based on a Fisher
discriminant algorithm. The exposure of the Observatory to neutrinos using this new analysis
is presented in chapter 6. The search for neutrino candidates in the data collected by Auger,
including the obtained limits to the diffuse flux of UHE neutrinos, is described in chapter 7.

The third part of the thesis (chapters 8 and 9) reports on the results for the search of point-like
sources of UHE neutrinos. First, in chapter 8 we present an improved limit to the diffuse flux of
Earth-skimming τ neutrinos. Then, the sensitivity of the Observatory to point-like sources of
neutrinos as function of the source declination is derived in chapter 9. This study includes the
search for Earth-skimming neutrinos as well as for downward-going neutrinos at low angle. The
document ends with two technical appendices where the results on the Fisher polynomial and
the contributions made in the framework of this Ph.D. thesis to the Auger Offline package are
reported.
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Ultra High Energy Cosmic Rays

After the discovery of radioactivity by Henry Becquerel in 1896 it was generally believed that
atmospheric ionization was caused only by Earth radioactivity. It implied that air ionization
should decrease with height. Different studies were made to confirm this assumption with
controversial results. Finally in 1914 Victor Hess, helped with electrometers and free balloons
flights, proved that the ionization rates increase when increasing height. These results were
better explained assuming incoming radiation to the Earth. He also ruled out the Sun as the
unique origin of this ionization source making measurements during a near total eclipse. His
results were awarded with the Novel Prize in Physics in the year 1936. The term Cosmic
Rays (CRs) was coined by Robert Millikan in 1925 and in those days the cosmic rays were
supposed to be gamma rays. However, during the 1930’s it was found that cosmic rays must
be electrically charged particles because of the East-West asymmetry observed in their arrival
directions. Nowadays, the term “Cosmic Rays” is used to design exclusively charged particles or
nuclei incoming to Earth. Almost 30 years after their discovery it was realized that particles
reaching ground are correlated in time [5] which lead to the detection of Extensive Air Showers
(EASs). Since then, their properties have been deeply analysed. Now we know that cosmic
particles are continuously bombarding the Earth. They arrive at our atmosphere and collide
with one of its atoms generating millions of secondary particles that reach ground (figure 1.1).
The composition of the cosmic rays is dominated by nuclei of atoms, from hydrogen to iron and
even beyond [6], accelerated in places not yet identified. Protons represent approximately 90% of
the primaries at the lower energies (1011 eV) but as we go to energies above ∼ 1018 eV and study
Ultra High Energy Cosmic Rays (UHECRs), heavier nuclei become more abundant. On the
other hand, the experimental determination of their properties becomes more difficult since the
flux drops below one particle per km2 and year. Suitable detectors need huge apertures which is
achieved by exploiting EASs induced by the cosmic rays in Earth’s atmosphere, which effectively
acts as a calorimeter.

1.1 Origin and propagation of Cosmic Rays

It is known that most of the low energy cosmic rays, up to some GeV, come from the Sun.
However, CRs of higher energies must have another origin. There are two main scenarios trying

7
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Figure 1.1: An illustration of cosmic rays inducing extensive air showers in Earth’s atmosphere.

Figure 1.2: The Hillas plot: magnetic field strength and size of possible astrophysical objects
that are candidate sites of UHE particle acceleration. Objects below the diagonal line can not be
sources of ultra high energy cosmic rays.
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to find a solution to the basic problem of how to transfer efficiently a macroscopic amount of
energy, of the order of 20 Jules, to a microscopic particle. The first scenario, so-called bottom-up,
supports accelerating mechanisms at the sources or in their vicinity. In the second, so-called
top-down scenario, the accelerator itself is suppressed and particles are produced directly at such
energies via the decay of super-massive relics of the Big Bang or via the decay of topological
defects.

With the observational facts collected in the last decade by experiments like HiRes [7] and
the Pierre Auger Observatory [2], the situation has been greatly clarified. A cut-off at the end of
the energy spectrum is clearly visible at about 1020 eV [8] and the limits to the fraction of ultra
high energy photons and Ultra High Energy Neutrinos (UHEνs) [9, 4, 3] have disfavoured the
top-down models. On the other hand the possibility of a dominant iron component of cosmic
rays at the highest energies decreases in a factor ∼30 the hard conditions placed by bottom-up
accelerators to reach the 100 EeV barrier. Nevertheless, after many decades of investigation, the
nature of the highest cosmic rays has not been still solved.

1.1.1 Bottom-up scenarios

There are two main and distinctive mechanisms capable to accelerate particles at astrophysical
site: diffusive shock acceleration, based on the Fermi mechanism [10], and one shot acceleration
in very high electric field generated by rapidly rotation of compact magnetized objects [11, 12]
such us young neutron stars.

Diffusive acceleration takes place near shock waves and rely on the repeated scattering of
charged particles on magnetic irregularities back an forth across the shock. This mechanism
naturally provides a power low spectrum whose predicted spectral index is within the range of
the experimental measurements. Figure 1.2 shows the Hillas plot, summarizing the conditions on
potential acceleration sites using a relation between the maximum energy (Emax) of a particle of
charge Ze and the size (R) and strength of the magnetic field (B) of the site in the region of the
shock:

Emax = kβZe

(
B

µG

)(
R

kpc

)
EeV (1.1)

where β represents the velocity of accelerating shock wave (in units of c) and k < 1.
Looking at the Hillas diagram one sees that only a few astrophysical sources satisfy this

necessary but not sufficient condition. Among the possible candidates we can find neutron
stars, Active Galactic Nuclei (AGNs), radio galaxies and Gamma Ray Bursts (GRBs). All the
objects above the iron line are capable to accelerate cosmic rays up to the required energies.
However, these scenarios present some difficulties. The first one is related with the probability
of losing energy in the surrounding of the sources, where the energy density is not negligible,
via synchrotron radiation, Compton processes or photo-disintegration in the case of nuclei. An
additional difficulty is the probability of losing energy by interactions with the Cosmic Microwave
Background (CMB) [13] during their propagation from the source to the Earth as explained in
section 1.1.2.

1.1.2 Propagation of Cosmic Rays

One fundamental problem which must be examined concerns the cosmic ray propagation from
their sources to the vicinity of the Earth where they are observed [14] in the case of bottom-up
scenarios. It is believed that when cosmic rays leave their sources, they are diffused through the
interstellar space by the magnetic fields which control and randomize their motion. Along this
propagation through the interstellar space, cosmic ray composition and spectra are affected by at



10 Chapter 1. Ultra High Energy Cosmic Rays

least two mechanisms. One is fragmentation produced in nuclear reactions with the interstellar
material, and the other is Coulomb interactions including ionization energy loss. Galactic and
extra-galactic magnetic fields affect cosmic ray trajectories. As we have an enormous ignorance
about the strength of magnetic fields as well as about the charge and the sources of cosmic rays,
it is not possible to correct the deflections they suffer during propagation [15].

The GZK mechanism

In the highest-energy region, not only deflection by the intergalactic field, but also the energy
losses of cosmic rays in the intergalactic radiations fields, such as microwave, infra-red (IR), and
radio backgrounds, become important. Soon after the discovery of cosmic background radiation
by Pencias and Wilson [13], the three physicists Greisen [16], Zatsepin and Kuzmin [17] predicted
that there would be a cut-off in the spectrum of protons around 6 × 1019 eV due to photo-
production on the microwave background. This has become know as the Greisen-Zatsepin-Kuzmin
(GZK) cut-off.

The dominant reactions of protons p with background photons (γ2.7K) are the following:

p+ γ2.7K → ∆+(1232) → n+ π+

→ ∆+(1232) → p+ π0 (1.2)
→ p+ e+ + e−

The two first processes (“photo-pion production”) are the dominant ones, with a threshold
energy and mean free path of about 1019.6eV and ∼6 Mpc, respectively. In the case of the third
process (“pair production”) the corresponding thresholds are about 1018 eV and ∼1 Mpc. If
the sources are sufficiently distant, photo-pion production processes should lead to a cut-off in
the energy spectrum of protons around 4× 1019 eV (the GZK cut-off). As a consequence, the
universe becomes opaque to protons with energies above 1020 eV on distance scales above ∼100
Mpc, and ultra high energy cosmic ray sources must be relatively close to Earth to be detected.
The attenuation lengths of protons in the microwave background is show in figure 1.3 for two
different models. Both are in reasonably agreement.

In the case of heavy nuclei of mass A, the situation slightly changes since the dominant
loss processes are photo-disintegration [18] and pair production [19]:

A+ γ2.7K → (A− 1) +N

→ (A− 2) + 2N (1.3)
→ A+ e+ + e−

where N is a nucleon (proton or neutron). The energy loss due to IR photons is only effective
below 5× 1019eV, while energy loss in interactions with microwave background photons is most
significant for energies above 2× 1020eV [20, 21].

In the case of gamma rays, pair creation through interaction with the cosmic background
radiation is most important [22] in a wide energy range above the threshold of 4× 1014,

γ + γ2.7K → e+ + e− (1.4)

It should be noted that attenuation due to pair creation on diffuse background of radio photons
becomes dominant over microwave effects above 2×1019eV. Taking into account the contributions
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of normal galaxies, radio galaxies, and the microwave background to the extragalactic radio
background intensity [23], the attenuation length of gamma rays in the total photon background
spectrum [24] is shown by a dot-dashed line in figure 1.3 [25].

Finally, UHEνs interact manly with the theoretically expected relic neutrino background
(RNB), the dominant interaction modes being the exchange of a W or a Z boson. RNB
interactions dominate over neutrino-nucleon interactions because the RNB particle density is
about 10 orders of magnitude larger than the baryon density. An extensive description on the
origin and expected fluxes of UHEνs is given in chapter 1.3.
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Figure 1.3: Attenuation length of proton (Proton 1 from [26] and Proton 2 from [27]), iron [20]
and gamma-ray [25] in the microwave, infra-red, and radio background radiations as a function
of energy.

1.1.3 Top-down scenarios

The belief that the highest-energy cosmic rays cannot be explained within the current canon
of knowledge has led to a plethora of alternative exotic suggestions. One approach has been to
invent mechanisms to avoid energy losses in the 2.7 K radiation field. For example, the suggestion
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that a stable supersymmetric hadron may be responsible for creating the largest showers [28] and
the speculation that Lorentz invariance might break down at the Lorentz factors of interest so
that the GZK effect is heavily suppressed [29, 30, 31, 32]. Exotic entities from the early universe
have been invoked with the decay of topological defects, such as monopoles or strings, or the
possibility of superheavy relic particles from the post-inflation era, all having their advocates.
Some of these processes predict distinctive signatures in the form of copious fluxes of neutrinos
and gamma rays, in addiction to a hadronic channel.

1.2 UHCRs: recent results

The resolution of the long standing mystery of UHECRs requires a coordinate approach on
different complementary fronts: the energy spectrum, the studies on their apparent arrival
directions, their chemical composition and the so-called multi-messenger interface with high
energy photons, neutrinos and neutrons. In the following sections we briefly describe the most
recent results on these fields except for neutrinos that will be discussed in section 1.3.

1.2.1 Energy spectrum

The energy spectrum of cosmic rays (primary particle flux as a function of energy, J(E)) is
almost featureless. Extending from 109 eV (solar cosmic rays) up to 1020 eV, it follows a power
law with an exponent (spectral index) almost constant and close to 3 (J = dN/dE ∝ E−3). The
flux decreases more than 20 orders of magnitude along this energy range as expected in the
case of stochastic acceleration of charged particles at astrophysical shocks [10]. Figure 1.4 shows
the highest part of the spectrum as measured by several experiments (multiplied by E2.7). At
lower energies the flux is proportional to E−2.7 (appearing flat), whereas at higher energies, two
changes in the spectral index are evident, one at ∼ 1015 eV [33, 34] and other at 1018 eV [35]
referred to as the knee and the ankle, respectively. All the spectral features might be interpreted
either as a change of the acceleration mechanism at sources, either as a propagation effect or as
a change of the hadronic interaction cross section with increasing energy.

Recent observations of UHECRs reveal a spectrum whose shape supports the long-held notion
that sources of UHECRs are extragalactic. As show in figure 1.4, the crucial spectral feature
recently established at the highest energies is a steeper decline in flux above about 30 EeV [36].
This feature was first established by the HiRes Observatory [7, 37] (but not by AGASA [38]),
and confirmed with higher statistics by the Pierre Auger Observatory [8, 36]. The preliminary
data from Telescope Array [39, 40] is in good agreement given an overall energy re-scaling of 0.8
which is within the systematic errors in the absolute energy scale of 22%.

The confirmed presence of a spectral feature similar to the predicted GZK cut-off, settles the
question of whether acceleration in extragalactic sources can explain the high-energy spectrum,
ending the need for exotic alternatives designed to avoid the GZK feature. However, the possibility
that the observed softening of the spectrum is mainly due to the maximum energy of acceleration
at the source, Emax, is not easily dismissed. A confirmation that the observed softening is
the GZK feature, awaits supporting evidence from spectral shape (at energies above 100 EeV),
anisotropies (which are expected above GZK energies), composition, and the observation of
produced secondaries such as neutrinos and photons.

1.2.2 Anisotropies

One of the keys to understand the nature of UHECRs is their distribution over the sky, which
depends on the location of the UHECR sources, as well as on the UHECR mass composition
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Figure 1.4: Upper end of the cosmic ray spectrum (multiplied by E2.7) as measured by several
experiments.

and large-scale magnetic fields. The GZK effect limits the horizon from which UHECRs can be
observed below 100 Mpc. At these scales the matter is distributed very anisotropically, dominated
by the Centaurus-Hydra-Virgo-Pavo supercluster, and so must be the distribution of UHECR
sources.

Thanks to its excellent pointing accuracy (∼ 1◦), the Pierre Auger Observatory can search
for point-like sources of UHECRs, the main obstacle being the presence of magnetic fields on the
way from extragalactic sources to the Earth. Such searches have given evidence for a positive
correlation [41, 42, 43] within an angle of 3.1◦ between the arrival directions of showers having
energies in excess of 55 EeV and the positions of nearby (<75 Mpc) AGNs from the VCV
catalogue [44]. The most recent update of the results (figure 1.5, data up to June 2011) yields a
total of 28 of 84 events showing a correlation with a nearby AGN, which amounts to a (33±5)%
correlation –much smaller than the (62±10)% measured with the first period of data– versus
21% expected from isotropy. The chance probability of observing such a correlation from a
random distribution remains below 1%. The Telescope Array has recently showed that 11 out of
25 events correlate [45], finding a signal strength of 44% while 24% is expected from isotropy.
The two observations are consistent and show that an anisotropy signal is weak at these energies
probably due to a large isotropic background.

Finally, searches for directionally-aligned events have been also performed showing no signifi-
cant evidence for the existence of correlated multiplets in the present data set [46].

1.2.3 Mass Composition

The third key that can help to resolve the mystery behind the origin of UHECRs is their
composition as a function of energy observed on Earth. Direct composition measurement of the
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Figure 1.5: Pierre Auger correlation studies: the most likely value of the degree of correlation
pdata is plotted as function of the total number of time-ordered events (see [41, 42, 43] for details).
The 68%, 95% and 99.7% confidence level intervals around the most likely value are shaded.
The horizontal dashed line shows the isotropic value piso = 0.21 and the full line the current
estimate of the signal piso = 0.33± 0.05. The black symbols show the correlation fractions bins
of independent 10 consecutive events.

primaries can not be achieved for energies above ≈ 100 TeV with space-based experiments. For
higher energies, composition is derived from the extracted information of the EAS created by
the primary cosmic ray when it interacts with the atmosphere (see chapter 2).

The main difference between showers induced by a proton and an iron nucleus of the same
energy is that the latter interact higher in the upper atmosphere than the former do. In the
UHECR region the average depth < Xmax > at which shower development reaches maximum is
smaller by about 100 g cm−2 for iron than for proton, and the fluctuation of Xmax around the
mean, RMS(Xmax), is lower by about 40 g cm−2. These estimates, obtained from models of the
shower development, are quite robust. The dependence on energy of these quantities is predicted
to be linear in the logarithm of the energy.

The Auger measurements of these quantities obtained with the Fluorescence Detector data [47,
48] are presented in figures 1.6a and 1.6b. Both quantities show a characteristic change at
E ' 5 · 1018 eV suggesting an evolution from lighter to more massive nuclei when compared to
EAS simulations. However, the issue is not yet settled. Data from other observatories [49, 50, 51]
do not show such a trend as clearly as the Auger data do.

Since the Fluorescence Detector has a limited duty cycle of about 10%, Surface Detector
array observables sensitive to the longitudinal shower development are also being investigated.
The Pierre Auger Collaboration has presented measurements of the mean depth < Xµ

max > of
muon production [52, 53], determined by tracking the space-time coordinates of muon signals
back from the ground along their light-like paths to their production point on the shower axis
(see figure 1.6c). Additionally, the asymmetry Θmax in the rise time of signals [48] between the
earliest and the latest triggered tanks for non vertical events is sensitive to mass composition
(see figure 1.6d). These analyses also indicate an increasing faster shower development as the
energy rises, compatible with Fluorescence measurements. The challenge for hadronic interaction
models is to describe all these observations consistently for a given mass composition assumption.
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Figure 1.6: Pierre Auger Mass composition sensitive variables as function of energy [47, 48].
Data (points) are shown with the predictions for proton and iron for several hadronic interaction
models. The error bars correspond to the statistical uncertainty. The number of events in each
bin is indicated. Systematic uncertainties are indicated as a band. 1.6a < Xmax > as a function
of the energy. 1.6b RMS(Xmax) as a function of the energy. 1.6c Average < Xµ

max > as a
function of the energy. 1.6d Θmax as a function of the energy.

1.2.4 The Multi-messenger information

The detailed composition of UHECRs is still to be understood, but it is clear that primaries are
not dominated by photons or neutrinos [54]. The search for Ultra High Energy (UHE) photons and
neutrinos is part of the research program of CR Observatories for several reasons. All the scenarios
invoked to explain the origin of UHECRs predict fractions of primary photons and neutrinos,
along with a nuclear component. They are produced as a result of the decay of charged pions
generated in interactions of cosmic rays within the sources themselves (“astrophysical” origin),
and/or in their propagation through background radiation fields (“cosmogenic” origin) [55]. In
fact, charged pions, which are photo-produced by UHECR protons interacting with the CMB
radiation, decay into UHEνs. However, the predicted flux has large uncertainties, since it depends
on the chemical composition of primaries and on the nature, cosmological evolution and spatial
distribution of astrophysical sources [56, 57]. If UHECRs are heavy nuclei, the UHEν yield is
strongly suppressed [58]. Top-down models of UHECR origin [24] including topological defects
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of super-heavy dark matter models predict a significant fraction of photons and neutrinos at the
highest energies. Whatever the production, their detection or their absence can throw valuable
information about the origin of cosmic rays. Finally, both photons and neutrinos point back to
the sites of production, revealing details of sources and of their acceleration mechanisms and
opening a new window to the most extreme universe.

UHEνs are very useful because they are not absorbed by the cosmic backgrounds while
propagating through the universe. However, their small interaction cross-section makes it difficult
to detect them on the Earth. They will be discussed in detail in section 1.3.

Current upper limits on the photon flux from Auger, AGASA and Yakutsk experiments [54]
are shown in figure 1.7 together with predictions for the GZK photon flux and for top-down
models [59]. The derived limits by the Auger Collaboration on the photon fraction of 0.4%, 0.5%,
1.0%, 2.6% and 8.9% above 1, 2, 3, 5 and 10 EeV demonstrate that particle physics motivated
top-down models are strongly disfavoured giving support to an astrophysical origin of UHECRs.
The bounds also help to reduce the systematic uncertainties on primary mass composition, energy
spectrum and proton-air cross section measurements in the EeV range.

Figure 1.7: Integral photon flux limits at 95% C.L. from Auger, AGASA and Yakutsk [54]. The
shaded region and the lines give the predictions for the GZK photon flux [59] and for top-down
scenarios (SHDM, TD and Z-burst) [59].

1.3 Ultra High Energy Neutrinos

The neutrino [60, 61] is a neutral elementary particle, carrying spin 1/2, that scatters only
through the weak interaction, and consequently rarely interacts in matter. Neutrinos come in
three flavours labelled according to the charged lepton that accompany neutrino production



1.3. Ultra High Energy Neutrinos 17

in charge-changing weak interactions, namely, electron, muon or tau. Neutrinos play a very
special role in astrophysics [62, 63]. They are predicted in a large kind of astrophysical processes
such us the Big Bang, supernovae core-collapse, cooling of neutron starts or nuclear reactions
inside the stars. Each one of this processes generate a different and characteristic neutrino
spectrum. Figure 1.8 shows the diffuse “grand unified” neutrino spectrum from the lowest
energies corresponding to the cosmological relic blackbody spectrum of temperature ' 1.9 K to
the highest energy neutrinos. This section is focused on the study of the so-called UHEν, with
energies above 1017 eV. As explained in section 1.1, the puzzle of cosmic rays above this energy
is still not solved. The detection (or the absence) of UHEν can shed some light to the question
about the origin and propagation of UHECR.

Figure 1.8: The “grand unified” neutrino spectrum (taken from http://www.aspera-
eu.org/images/stories/files/Roadmap.pdf). Solar neutrinos, burst neutrinos from SN1987A,
reactor neutrinos, terrestrial neutrinos and atmospheric neutrinos have been already detected.
Another guaranteed although not yet detected flux is that of neutrinos generated in collisions of
ultra-energetic protons with the 3 K CMB, the so-called GZK neutrinos.

1.3.1 Origin of Ultra High Energy Neutrinos

UHEνs are predicted by different models. Depending on the production mechanism they can
be classified in three categories: astrophysical, cosmological and exotic neutrinos. The later are
produced in top-down models of cosmic ray generators as discussed in section 1.1.3. This models
predict large fluxes of neutrinos and photons and, as explained in section 1.2.4, are seriously
disfavoured by the current limits to photon and neutrino fluxes. Consequently, only astrophysical
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and cosmological neutrinos will be discussed in the following sections. Neutrinos from bottom-up
scenarios can be produced by the interaction of primaries in their sources or in their vicinity as
well as during their propagation to the Earth. Depending on the interaction point, they can be
classified as astrophysical or as cosmological neutrinos.

Astrophysical Neutrinos

Neutrinos produced inside an astrophysical source of cosmic rays or in its vicinity are embraced
together as astrophysical neutrinos. Their main importance is that due to their low interaction
cross-section, they carry almost unaltered information from the source. Astrophysical neutrinos
are generated when accelerated protons interact with matter (p+ p̄→ π+ +π−+π0) or radiation
fields (p+ γ → ∆+(1232)→ p+ π0 or n+ π+) of the source or in his surroundings.

While the resulting neutrons are likely to interact before decaying, charged pions decay and
produce neutrinos:

π+ → µ+ + νµ → e+ + νe + ν̄µ + νµ (1.5a)
π− → µ− + ν̄µ → e− + ν̄e + νµ + ν̄µ (1.5b)

Assuming that pions of negative and positive charge occur equally, the production flavour
ratio of neutrinos at the source is

(νe : νµ : ντ ) = (ν̄e : ν̄µ : ν̄τ ) = (1 : 2 : 0) (1.6)
This implies that tau neutrinos are not produced in astrophysical sources. However, since
neutrinos have non-vanishing mass eigenvalues, they oscillate [64] on their way to Earth. Neutrino
flavors-eigenstates | να〉 and mass-eigenstates | νj〉 are connected via

| να(t)〉 =
3∑
j=1

Uαje
−iEjt | νj〉 (1.7)

where the mixing matrix (Uαj) depends on three angles (θ12, θ13, θ23) and a phase δ. Assuming
values for the mixing angles (π6 ,π4 ,0) as described in [65, 66], and applying the equation for a
neutrino flavour changing from the source to the Earth, the ratio would be [67]:

(νe : νµ : ντ ) = (ν̄e : ν̄µ : ν̄τ ) = (1 : 1 : 1) (1.8)
for path lengths exceeding the size of solar system. Since tau neutrinos are essentially absent
above 100 GeV in the atmospheric neutrino background, identification of a ντ would be a strong
evidence for astrophysical origin.

Depending on the source, astrophysical neutrinos can be classified as galactic and extragalactic
neutrinos. The striking difference is their maximum energy. Since galactic sources can not
accelerate protons above 3 × 1018 eV, and the neutrino carries only a fraction of the proton
energy, galactic neutrinos are out of be classified as UHEνs.

Potential UHEν sources are almost the same types of objects that may accelerate extragalactic
cosmic rays, an upper limit to the flux can be extracted from the measured spectra of cosmic rays.
Waxman & Bahcall [68] compute an upper limit for neutrinos produced in GRBs assuming a
cosmic ray injection flux of E−2 power law spectrum in the range from 1019 to 1021 eV. Accounting
for a proper normalization of luminosity, the maximum diffuse neutrino flux is:

E2
ν Φνµ+ν̄µ = 1.5× 10−8 ξz GeV cm−2 s−1 sr−1 (1.9)

which only depends on ξz, a constant summarizing the product of the cosmological evolution of
the UHECR sources. For an evolution proportional to (1− z)3, ξz has a value of about 3. The
upper limit of Waxman & Bahcall is not universally accepted. Another, more detailed, model for
the upper limit of the neutrino flux was derived by Mannheim, Protheroe & Rachen [69].
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Cosmological Neutrinos

They were suggest by Berensinsky and Zatsepin in 1969 [55]. Cosmological neutrinos are the
by-product of the GZK mechanism as discussed in 1.1.2. They are the result of the decay of
pions and neutrons produced in the GZK interaction. The production chain is similar to the
astrophysical neutrinos, but the interaction of the primary particle (proton, neutron or nuclei)
occurs with thermal photons of the CMB instead of photons from the radiation field of the
astrophysical source. This source of neutrinos is independent of whether the UHECRs are
produced inside jets or at the termination shocks of AGNs or GRBs, or indeed from some other
source altogether. The exact flux of these cosmogenic neutrinos depends on many factors of
UHECRs, such as the total emissivity of the universe, the acceleration spectrum, the maximum
acceleration energy in the sources, the cosmological evolution or the chemical composition.
Multiple calculations on the flux of cosmogenic neutrinos combining different production models
and composition [57, 56, 58] can be found in the literature. As an example, the neutrino flux at
production from model [58] is shown in figure 1.9. The peak around 1015eV is due to the ν̄e from
neutron decay whereas one at 1018eV corresponds to the νµ and ν̄µ from pion and muon decays.

Figure 1.9: Electron and muon neutrino fluxes for primaries with a maximum energy at ac-
celeration of 4Z × 1020 [58]. Left: results for proton primaries including the results from [70].
Right: result for iron primaries. The thick solid line in both plots shows the Waxman-Bahcall
limit [68, 71].

A measurement of neutrino fluxes would be of great help in addressing the question of the
origin of the UHECRs. For example, if the composition is dominated by heavy nuclei, the
individual nucleons will cut off at a relatively low energy which will decrease the fluxes of the
≥ 1018 eV neutrinos. The flux of neutrinos corresponding to the decay of neutrons will increase,
as show in figure 1.9. A question that remains open is whether the observed steepening at the
highest energies corresponds to the GZK effect or whether it is simply the source reaching his
maximum energy as shown by the Hillas diagram (Fig. 1.2). As an illustration of the relevance
of this point for neutrino astronomy, figure 1.10 shows the dependence of the predicted flux of
cosmogenic νµ+ ν̄µ on the maximum energy assumed at the sources. The peak and the maximum
flux are energy dependent, consequently a measurement (or an upper bound) of the flux at these
energies could help on the understanding of the question about the GZK cut-off.
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Figure 1.10: Muon neutrinos and antineutrinos generated in the propagation of protons on 200
Mpc for different values of the maximum proton energy at acceleration [72].

1.3.2 Neutrino detection techniques and recent results

As mentioned before, the only extraterrestrial neutrinos observed up to now are low energy
neutrinos (in the MeV range) from the Sun [73] and Supernova SN1987A [74]. The challenge for
current neutrino telescopes is the detection of higher energy neutrinos.

Neutrinos can interact with nucleons of matter via charged current (CC) or neutral current
(NC) interactions:

νl (ν̄l) + N
CC−−→ l− (l+) + X (1.10a)

νl (ν̄l) + N
NC−−→ νl (ν̄l) + X (1.10b)

Here, X denotes the hadronic product of the interaction, leading to a hadronic cascade,
and l is a charged lepton. The NC interaction of the three flavours results in purely hadronic
showers which arise from nuclear recoil. In CC interactions, around 20% of the total energy goes
into the hadronic cascade and the remaining 80% is carried by the lepton. Electrons produce
electromagnetic cascades in the propagation medium. Taus have very distinct signatures. In the
first ντN interaction an hadronic cascade is produced, the resulting τ propagates and eventually
decays producing a second cascade in which a further ντ is generated. In contrast, muons only
undergo radiation losses and leave track-like signatures. The track and the energy of the muon
can be reconstructed if the lepton leaves Cherenkov radiation [75]. Underwater and ice telescopes
are able to detect such neutrinos and, at the same time, are able to keep the background from
atmospheric muons negligible, since they are placed several kilometers below the Earth’s surface
and detect up-going neutrinos. This has, nevertheless, a limitation. Above 1015 eV, the Earth
starts becoming opaque to neutrinos and only downward-going or Earth-skimming neutrinos
can be observed. The background is due to a plethora of downward-going cosmic rays and
high-energy atmospheric muons.
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The interaction of neutrinos with atomic electrons is also possible, although suppressed except
for the resonance ν̄e + e− →W−, which dominates over all processes but in a very narrow energy
range around Eν̄e = 6.4× 1015 eV [76].

A crucial ingredient in the study of UHEν is the high energy neutrino-nucleon cross section,
which provides a probe of quantum chromodynamics (QCD) in the kinematic region of very
small values of Bjorken x –fraction of the momentum of the incoming nucleon taken by the struck
quark– and large values of Q2 –invariant mass of the exchanged vector boson–. Through their
interactions in the Earth or the atmosphere, neutrinos above 1017 eV probe higher center-of-mass
energies than those accessible by human-made accelerators. According to the equation:

√
SνN ≡

√
2MEν ' 14

(
Eν

108 GeV

) 1
2

TeV (1.11)

for neutrino incoming energies bigger than 1017 eV, the energy at center-of-mass is above 14
TeV, a factor two bigger than the 7 TeV provided currently by the LHC accelerator. At this
energies one has x . 10−4 at Q2 ≈ 104 GeV2. The description of QCD dynamics in this high
energy range is still a subject of intense debate and there are several calculations in the literature
taking into account different effects and parameter values [77, 78], including predictions with
physics beyond the Standard Model [79].

Figure 1.11 shows predictions from [80] for the neutrino cross-sections including associated
uncertainties, which derive essentially from the uncertainties on the parton distribution functions
(PDFs) of the nucleon. Reference [80] uses the conventional next-to-leading-order DGLAP
formalism [81] of QCD considering modern PDF sets which include the latest HERA data [82] in
order to provide the best benchmark cross-sections and uncertainty estimates. We anticipate
here that predictions from [80] will be used in section 6.1 to compute the neutrino exposure at
the Pierre Auger Observatory.

Typically, the neutrino-nucleon interaction cross-sections σCC,NC
νN increases as E1/3

ν , which
translates in a reduction of the free mean path of neutrinos with energy. Interactions lengths are
given by:

L = 1
NA × σCC,NC

νN

= 1.7× 107
(

1
σCC,NC
νN [pb]

)
km of water equivalent (1.12)

where 1 km in water ≈ 103 km in air.
Both, the increase of cross-section and the decrease of interaction length give the chance of

detecting neutrinos in the Earth with large volume detectors. Current detection techniques for
UHEν are based on very different techniques like the study of the extensive air showers produced
in the atmosphere by the neutrino interactions, the observation of the Cherenkov radiation
(light or MHz-GHz waves) produced by the resulting interaction products or the search with
radio telescopes. Depending on the detection medium and technique, neutrino detectors can be
classified as follows:

Ice Detectors: The largest neutrino detector, called IceCube [84] and built based on the
AMANDA [85] technique, is located in the Antarctic ice, at a depth between 1500 m and
2500 m below the surface covering a geometric volume of 1 km3 with 80 strings carrying 60
photomultiplier (PMT) each. IceCube can identify the three neutrino flavours through the
detection of the Cherenkov light emitted by the charged debris of their collisions in ice.
The muonic channel is favoured since muons can travel in straight line paths for several
kilometers, enhancing the interaction volume and making easier the angular reconstruction.
The detector is optimized for the detection of upward-going neutrinos in the PeV energy



22 Chapter 1. Ultra High Energy Cosmic Rays

Figure 1.11: Neutrino cross-sections on isoscalar target for CC and NC scattering according to
HERAPDF1.5 [83]. Data taken from [80].

range. It is also equipped with an array of surface detectors able to identify EASs (see
chapter 2).

Water Detectors: The optical detection of Cherenkov light in water has already been probed
for low energy neutrinos from the Sun, reactors and accelerators. Increasing the neutrino
energy requires an increase of the detector volume. For this reason natural reservoirs of
water are used. Examples of this kind of detectors are BAIKAL [86, 87] in the Lake Baikal,
and some experiments in the Mediterranean sea, such as ANTARES [88], NEMO [89] or
NESTOR [90], the goal in the next years is being to build a 1 km3 large-scale detector [91].

Radio Detectors: They are based in the Askaryan effect [92]. The Cherenkov effect is not only
present at optical and UV wavelengths, but has a strong component at radio wavelengths.
The power of the effect is proportional to the number of ionizated particles in the medium.
While cascade signals produce a significant radio signal, single mouns do not radiate enough
to be observed. The Askaryan effect was observed for cascade-like events in sand [93],
salt [94] and ice [95]. It is used for neutrino detection in experiments like RICE [96], and
ANITA [97] in the Antarctic ice. SALSA [98] detects the Askaryan effect in salt domes
and LUNASKA [99] tries to observe the Askaryan effect produced by neutrinos interacting
in the Moon.

Acoustic Detectors: Neutrino induced cascades are compact and have high energies densities,
which produce acoustic detectable signals. On contrary muons do not have enough energy
density to produce a detectable acoustic pulse. The SAUND [100] was the first array build
for acoustic neutrino detection. AMADEUS [101] is deployed along with ANTARES for
acoustic detection in sea water. In the same way SPATS [102] is deployed within IceCube
in order to test acoustic properties in Antarctic Ice.
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Air Shower Detectors: This is the case of the Pierre Auger Observatory. The Earth at-
mosphere has a maximum depth of about 0.36 km of water equivalent when traversed
horizontally (θ = 90◦) at sea level, far smaller than typical UHEνs interaction lengths.
Therefore, neutrinos can induce extensive air showers developing deep in the atmosphere
–in contrast to cosmic ray hadrons which interact on top of the atmosphere– that can
be used as distinctive signature. With this kind of techniques, neutrino energies in the
EeV range and above can be explored. A detailed review of the EAS properties and the
application to neutrino detection is given in chapter 2.

The most basic approach on astronomy is to look for an excess of neutrinos from a particular
direction in the sky. AMANDA, BAIKAL, ANTARES, and IceCube make systematic sky maps
and no significant excess has been seen in any of them. A related approach is to look for an
excess of events from a list of objects selected because they are likely neutrino sources. IceCube
is by far the most sensitive detector in this category. Other interesting analysis is to look for
events correlated in time, either with each other or with a gamma-ray event [103]. The strongest
limit from IceCube in terms of constrain models that relate cosmic ray origin with production
of neutrinos is the absence of neutrinos in coincidence with GRBs. Recently data sets from
two years of IceCube have been combined to obtain a significant limit [104] on models [105] in
which GRBs are the main source of extragalactic cosmic rays. No neutrino was found during the
intervals of observed gamma-ray emission.

It is also important to search for neutrinos from the whole sky instead of only from specific
sources. This search has to be focused at extremely high energies, where the atmospheric
background contamination is negligible. The most stringent limits to this flux comes from the
Pierre Auger Observatory [3, 106] at energies above 1017 eV and from IceCube [107] for energies
in the range 5× 1014 − 1017 eV as shown in figure 1.12. Even though a preliminary result, the
IceCube Collaboration has recently claimed the observation of two neutrino candidates in the
1–10 PeV energy range and of unknown origin [107]. The detection of these two events, for an
expected background of 0.14 events in 672.7 days of analysed data, encourages the search of
these elusive particles.
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Figure 1.12: Differential and integrated upper limits at 90% C.L. to the diffuse flux of UHEνs
(single flavour assuming equipartition) from the Pierre Auger Observatory [3], the IceCube
collaboration [108] and the Anita-II experiment [109]. The IceCube differential limit has been
scaled by a factor 1/2 due to the different binning in energy. Thin lines are the expected fluxes
for three theoretical models of cosmogenic neutrinos (scaled to a single flavour when necesary).
“p, Fermi-LAT” [56] corresponds to the best fit to UHECR spectrum incorporating Fermi-LAT
bound with dip transit at 1019 eV. “p, evol-FRII” [57] assumes the FRII strong source evolution
with a pure proton composition, dip transition model and maximum energy of UHECRs at the
sources Ep,max = 1021.5 eV. “Fe. uniform” [57] represents the iron rich composition, low Ep,max,
uniform evolution of the UHECR sources case.
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Extensive Air Showers

Extensive Air Showers (EASs) are the result of the collision of cosmic rays arriving to the Earth
with air atoms in the top layers of the atmosphere. This interaction produces a cascade of new
particles carrying a portion of the energy of the primary incoming particle. These secondary
particles fall over the Earth surface like a shower, covering an extension of hundred or thousand
of meters which qualify them as extensive. The atmosphere acts as a calorimeter of variable
density with a vertical depth of more than 11 interaction lengths and 26 radiation lengths.

In this chapter we discuss on the basic properties of the extensive air showers induced by
nuclei (section 2.1) and neutrinos (section 2.3) and review on the current experimental techniques
used for their detection at ground (section 2.2).

2.1 Proton/Nucleus Induced Extensive Air Showers

For an incoming proton of 1019 eV hitting vertically the top of the atmosphere, the amount
of cascade particles at sea level is about 3 × 1010 with a mean kinematic energy of 200 keV
and it extends over a surface of a few km2. The 99% of these particles are photons and
electrons/positrons (electrons in the following) in a ratio of about 6 to 1, carrying the 85% of
the energy. The remaining particles are either muons, with an average energy of 1GeV (10%
of the total energy), pions with few GeV (4% of the energy), and neutrinos and baryons. The
different nature of the constituent particles allow to separate the shower in three components as
show in figure 2.1: electromagnetic, muonic and hadronic component. The exact development of
the shower is a complicated process and there is a plethora of models in the literature trying to
explain the cascade behaviour. Nevertheless the basic properties of the cascade can be extracted
from a simplified model of the electromagnetic cascade evolution [110] together with an extension
to hadronic cascades [111].

2.1.1 Electromagnetic Showers: the Heitler‘s model

The evolution of an extensive air shower in his first epoch is dominated by electromagnetic
processes [112]. When a baryonic cosmic ray interacts with an air nucleus high in the atmosphere,
it leads to a cascade of secondary mesons and nucleons that stay close to the shower axis. The
earliest generations of charged pions interact again and produce a hadronic core that continues

25



26 Chapter 2. Extensive Air Showers

Eo 

muonic component   10% Eo 

neutrinos                    1% Eo 

(nuclear fragments) 

hadronic component  4% Eo 

electromagnetic component  85% Eo 

  e+e- 

e-  e-    

o      (98.8%)    +    (99.9%) 

K   +    (63.5%) 

K   + o   (21.2%) 

Primary Particle 

Nuclear interaction 

with air molecule 

Hadronic 
cascade 

Cherenkov & 
fluorescence 

radiation 

pair-creation 

Figure 2.1: Main components of an extensive air shower.

to feed the muonic and electromagnetic components of the cascade. Electromagnetic particles
are essentially produced by the photons produced via the decay of neutral pions and η particles.
The evolution of the electromagnetic component is driven by electron bremsstrahlung and pair
production [113].

Heitler presented a simplified model to describe the evolution of electromagnetic cascades as
a perfect binary tree. At each step all particles interact and produce two secondaries of equal
energy. This description assumes that electrons split their energy in half via bremssstrahlung
emission of a single photon (e− → e−γ) that eventually produces an electron-positron pair
(γ → e−e+) of equal energy. In this simplified approach, energy losses by collision are ignored and
cross sections are taken as independent of energy. The interaction step length d in the cascade is
therefore given by the radiation length of the medium λr (λr = 37 g/cm2 in air) as d = λr ln 2.
After n steps the particle number is Nn = 2n (see figure 2.2 (a)) and their individual energy is
E0/Nn, where E0 is the initial energy of the primary particle. This development continues until
the individual energy drops below a critical value where the rate of energy loss of electrons via
bremsstrahlung is equal to the rate of energy loss by ionization. This energy is about Eγc = 80
MeV in air. At this point, the electromagnetic cascade has reached his maximum development
and the number of particles (Nmax = 2Nc) is given by the ratio of the original energy to the
critical one. What follows is the gradual extinction of the electromagnetic cascade. Despite their
simplicity, the Heitler model reproduces correctly three properties of electromagnetic cascades:

1. The number of particles at the maximum of the cascade is proportional to the energy of
the particle that induces the air shower: Nmax = E0/Eγc .

2. The evolution of the depth of maximum development of the shower has a logarithmic
dependence with energy: Xmax = X0 + λr ln(E0/Eγc ), where X0 is the position of the
primary interaction, usually expressed in units of atmospheric depth (g/cm2).
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3. The elongation rate (rate of evolution of Xmax with energy) defined as:

D10 ≡
dXmax
d logE0

= 2.3λr (2.1)

is given by the radiation length of the medium. The elongation rate in air is about 85
g/cm2.

Figure 2.2: Schematic representation of the Heitler model for electromagnetic (a) and hadronic
(b) cascade development.

Simulations of electromagnetic cascades confirm these properties although the particle number
at maximum is overestimated in a factor 2 to 3 and the predicted ratio of electrons to photons is
2 while measurements show a value of 1/6. This is because electrons lose energy much faster
than photons and multiple photons are emitted during bremsstrahlung processes.

For an accurate description of the shower, more ingredients have to be taken into account.
The relevant quantities participating in the development of the electromagnetic cascade are the
probability for an electron to radiate a photon and the probability for a photon to produce a pair
e+e−. These probabilities are determined by the properties of air and the cross sections of the
two processes. Moreover, at a given energy the change from radiation losses to ionization losses
depopulates the shower. One can thus categorize the shower development in three phases: the
growth phase, in which all the particles have energy bigger than Eγc ; the shower maximum, Xmax;
and the shower tail, where the particles only lose energy, get absorbed or decay (see Figure 2.3).

An additional difficult problem is the lateral spread of the shower particles, the so called
Lateral Distribution Function (LDF). In bremsstrahlung and pair production the secondary
particles are not emitted exactly in the direction of the primary one. The average transverse
momentum in these processes is of the order of the electron mass me. In addition, electrons
change their direction by Coulomb scattering. The theory of the lateral spread of the shower
particles was developed by Greisen [114] and by Kamata & Nishimura [115]. The approximate
solution for the lateral distribution of electrons is called the Nishimura-Kamata-Greisen (NKG)
formula, that gives the density of shower electrons as:

ρ(r) = k

(
r

rM

)−β (
1 + r

rM

)−(β−γ)
(2.2)
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where ρ(r) is the charged particle density at a distance r from the core, rM is the Molière radius1,
β and γ are determined experimentally and k is a normalization constant proportional to the
shower size.

All the formulae above give the average shower behaviour, which may be different from
the shower profile of an individual shower. Each shower starts at different depth which cre-
ates significant fluctuations in the shower development. In addition, one should add intrinsic
fluctuations which depend on the interaction lengths of each particle. Given the difficulty to
compute analytically such fluctuations in the shower development, the best estimation is obtained
using Monte-Carlo techniques. There are different maintained codes, of which the best known is
EGS4 [116] that will be used in this work (see section 4.1.2).
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Figure 2.3: Example of a longitudinal development of an EAS, generated with CORSIKA [117],
for a proton of 10 EeV entering the atmosphere with an incident zenith angle of 60◦.

2.1.2 Extension to hadronic showers

Heitler’s model can be adapted to describe hadronic showers [111, 118]. In this case the relevant
parameter is the hadronic interaction length λI . At each step of thickness λI ln 2 it is assumed
that hadronic interactions produce 2Nπ charged pions and Nπ neutral ones. While π0 decay
immediately to two photons and feed the electromagnetic part of the shower, π+ and π− interact
further. The hadronic cascade continues to grow, feeding the electromagnetic part at each
step, until charged pions reach an energy where decay is more likely than a new interaction. A
schematic of an hadronic cascade is shown in figure 2.2 (b).

The interaction length and the pion multiplicity (3Nπ) are energy independent in the model.
The energy is equally shared by the secondary pions. For pion energy between 1 GeV and 10
TeV a charged multiplicity of 10 (Nπ = 5) is an appropriate number. One third of the available

1The Molière radius varies inversely with the density in the medium and it is of the order of 100 m at the
Pierre Auger Observatory altitude (1400 m ≡ 875 g/cm2).
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energy goes into the electromagnetic component while the remaining 2/3rd continues as hadrons.
Therefore the longer it takes for pion to reach the critical energy Eπc (20 GeV in air) the larger
will be the electromagnetic component. Pions only decay to muons below the critical energy,
consequently, in long developing showers the energy and the number of muons will be smaller.
Moreover, because of the density profile of the atmosphere, Eπc is larger high above ground than
at sea level and deep showers will produce fewer muons. According to those principles, primaries
with larger cross sections will have a larger muon to electron ratio at ground.

To obtain the number of muons in the shower one simply assumes that all charged pions
decay into muons when reach the critical energy. Nµ = (2Nπ)nc where nc = ln(E0/Eπc )/ ln 3Nπ

is the number of steps needed for the pions to reach Eπc . Introducing β = ln 2Nπ/ ln 3Nπ we
have:

Nµ = (E0/E
π
c )β (2.3)

Detailed simulations give values of β in the range 0.9 to 0.95 [119]. On contrast to electrons, the
muonic component does not scale linearly with the primary energy but at lower rate.

The determination of the position of the shower maximum depends not only of the energy,
but also on the cross section, the inelasticity of each interaction and the energy transfer from
hadronic to electromagnetic component. A good approximation of the elongation rate can be
obtained when introducing the cross section and multiplicity energy dependence. For a proton air
cross section of 550 mb at 1018 eV and a rate of change of about 50 mb per decade of energy [120]
one obtains:

λI ' 90− 9 log(E0/EeV) g/cm2 (2.4)

With the assumptions of [111], the elongation rate can be calculated:

Dp
10 = 4

5D
γ
10 − 9 ln 2 ' 62 g/cm2 (2.5)

This result that only depends on the cross section and multiplicity evolution with energy is
quite robust and it is in good agreement with simulation codes [119]. Long time ago, Lindsley
introduced the elongation rate theorem that stipulates that the elongation rate for electromagnetic
showers (Dγ

10) is an upper limit to the elongation rate for hadronic showers (Dp
10) as show in

equation 2.5.
The extension of this description to nuclear primaries can be done by the superposition model,

which assumes that the nuclear interaction of a nucleus with atomic number A is equivalent to
the superposition of A nucleons of individual energy E0/A. Consequently, showers from nuclei
will develop higher, faster and with less shower to shower fluctuations than showers initiated by
lighter nuclei. Moreover, pions will reach the critical energy faster and the relative number of
muons increase with the atomic number. From this simple assumptions one can directly see that:

1. Shower induced by nuclei with atomic number A will develop higher in the atmosphere.
The offset with respect to proton showers is simply: XA

max = Xp
max − λr lnA.

2. Showers initiated by nuclei with atomic number A will have a larger muon number:
NA
µ = Np

µA
1−β

3. The evolution of the primary cross section and multiplicity with energy for nuclei is the
same as for protons. Different nuclei will have identical elongation rates and will show up
as parallel lines in an Xmax vs. energy plot.

4. The fluctuation of the position of Xmax from one shower to another is smaller for heavy
nuclei than for light ones.
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Simulations confirm qualitatively all the above properties. Nevertheless, as interaction
cross sections and particle production at these high energies are not known, they have to be
extrapolated from measurements at lower energies leading to big systematics uncertainties. This
makes difficult the design of efficient algorithms, so models of showers are continuously evolving.

The NKG formula (eq. 2.2) may also be extended to describe showers initiated by baryons [121].
The modified NKG formula provides a good description of the e+e− lateral distribution at all
stages of shower development at shower core distances, r, sufficiently far from the hadronic
core. One of the earliest parameterizations of the muon LDF in vertical showers was empirically
derived by Greisen [114],

ρµ(r) ≈ k′
(
r

rG

)−0.75 (
1 + r

rG

)−2.5
(2.6)

where rG = 320 m is analogous to the Molière radius.

2.2 Detection of Extensive Air Shower

The main experimental difficulty to measure the properties of cosmic rays at the highest energies
is the extremely low flux expected at these energies (about 1 particle per km2 per year at 1018

eV). Only detectors covering vast areas of thousands of km2 can collect a significant number of
events to perform statistical analyses. The observation of cosmic rays is indirect, through the
detection of their induced showers. The atmosphere acts in both ways, as a calorimeter and as
amplifier of the particle multiplicity.

Nowadays, the most commonly used detection techniques exploit Cherenkov, fluorescence
and radio emission by the EAS during the propagation into the atmosphere, as well as the direct
detection of particles in the shower reaching ground. The election of the method strongly depends
on the energy range of interest and on the magnitude under study.

2.2.1 Cherenkov Detection

The first effect is the emission of Cherenkov light [75] by the charged particles moving along the
propagation in the atmosphere. The Cherenkov intensity is proportional to the primary energy,
while the slope of the lateral distribution is related to the depth of maximum shower development.
Nevertheless, the Cherenkov cone is collimated around the shower axis, consequently one needs
small spacing between detectors to allow a measurement of the lateral distribution. In addition,
the duty cycle is low because it can only operate in clear dark nights. These two restrictions
make inappropriate this technique to study EASs beyond 1017 eV where a detector of large
extension is needed to measure a flux. The most active current array is Tunka [122], located in
the Tunka valley (Siberia).

2.2.2 Fluorescence Detection

Nitrogen molecules of air are excited by the passage of charged particles of EASs. The result of
this process is an isotropic emission of ultraviolet light (UV). The fluorescence yield is 4 photons
per electron per meter at ground level pressure. Under clear moonless night conditions, using
square meters telescopes of sensitive photo-detectors, the UV emission of the most energetic EASs
can be observed at distances up to 20 km. This large aperture compensates the low duty cycle
compared to ground arrays. The technique is specially suitable for energies above 1018 eV where
the number of excited molecules is enough to produce a detectable signal over the background.
Fluorescence telescopes directly measure the longitudinal profile of electrons along the shower
axis, consequently it is sensitive to composition of the primary cosmic ray through the Xmax
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variable. In addition a calorimetric estimate of the primary energy can be extracted. Nevertheless
a constant monitoring of atmosphere conditions is necessary to account for corrections of the
scattering and the absorption of fluorescence light from the production point to its detection
by the telescopes. The first fruitful detection of fluorescence light from UHECRs was made by
Tanahashi and his collaborators [123]. As explained in chapter 3, the Pierre Auger Observatory
combines this technology with surface array detectors.

2.2.3 Surface Detector Arrays

Depending on the primary energy of the incoming cosmic ray, the induced EAS can spread
over hundreds or thousands of m2 at ground level. The direct detection of individual particles
belonging to the shower is possible with an array of surface detectors deployed over large surfaces
and spaced by hundreds of meters. These detectors have to be able to measure the energy and
arrival time of the shower secondaries to allow the reconstruction of the direction of the primary
cosmic ray. Angular resolutions of ∼1◦–3◦ are reached with current operating arrays, much
smaller than the deflections suffered by cosmic rays in the magnetic fields of the universe. The
primary energy can be estimated from the lateral distribution of the signal in the perpendicular
plane to the shower axis. The two most popular types of surface detectors are plastic scintillators
and water Cherenkov tanks.

Plastic scintillators are equally sensitive to all charged particles. They can be deployed either
at the surface where they detect all charged particles traversing them, or underground at different
depths where they detect muons at different threshold energies. Their main disadvantage is the
drop of efficiency when the zenith angle of the shower increases due to their small thickness.
The KASCADE [124] experiment uses this kind of array [125] in combination with a hadronic
calorimeter.

Water Cherenkov tanks are sensitive to the Cherenkov light of charged particles traversing
the water. In principle the amount of signal coming from electrons and from muons is different
and can be distinguished. In addition, their dimensions allow the detection of horizontal showers
(θ ∼ 90◦). On the other hand, they are harder to deploy. As discussed in chapter 3, this
technology is used by the Pierre Auger Observatory.

2.2.4 Radio Detection

Radio signals induced by EASs are of geosynchronous origin. When shower electrons and
positrons propagate through the geomagnetic field they are bent in the opposite direction. This
creates an electric dipole that propagates with the velocity of light and generates radio waves
through synchrotron radiation [126]. At the characteristic emission frequencies (less than 100
MHz) the atmospheric absorption is very low. The threshold energy for detectable EAS by radio
emission is around 1017 eV. The signal depends on the angle between the shower axis and the
direction of the geomagnetic field, as well as the atmospheric conditions. Radio signals are very
efficient for highly inclined air showers. In addition, the deploy of antennas over wide surfaces is
cheap. In most of the detections, the radio antennas are triggered by an air shower array, this
is the case of LOPES [127] which works together with KASCADE. Current research on radio
signals focuses on the improvement of shower reconstruction and the possibility of self-triggering.
The last has been achieved by the AERA project [128], as part of the Pierre Auger Observatory.
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Figure 2.4: Representation of the different interactions produced by cosmic rays and neutrinos of
different channel.

2.3 Neutrino Induced Extensive Air Showers

UHEνs induce EASs which develop different in the atmosphere than those induced by cosmic
rays mainly by two reasons. First, the neutrino-nucleon cross section at 1018 eV (∼10 nb) is
smaller than the proton-nucleon cross section (550 mb) in more than 7 orders of magnitude.
This small value of the cross section makes the atmosphere quasi-transparent for neutrinos and
they can interact at any depth while protons and nuclei only interact in the top layers of the
atmosphere (see figure 2.4). Second, neutrinos interact via weak interaction while protons interact
mainly via the strong force. In addition, in the weak interaction the interchanged boson can
be either a W± (resulting in the so called CC channel of interaction), or a Z0 (which mediates
in the NC channel of interaction). The different nature of the first interaction translates in
a different shower development. Attending to the flavour of the primary neutrino and to the
interaction channel (CC or NC) the products of the first interaction can be very different. This
is summarized in the figure 2.5.

Electron neutrinos interacting through CC channel produce two overlapped showers: a
hadronic shower which carries a variable fraction of the primary neutrino energy and a pure
electromagnetic shower induced by the resulting high energy electron/positron of the first
interaction that carries the rest of the energy. Depending on the fraction of energy carried by
the resulting electron, the electromagnetic to hadronic ratio of the mixed shower can be very
different.

The CC interaction of muon neutrinos produces a hadronic shower carrying a fraction of
the primary energy and an energetic muon. The resulting muon is hardly detectable by current
air showers detectors and the probability to decay before reaching the detector is quite small,
consequently the energy carried by the muon is lost and only the hadronic shower can be
identified.

Neutrinos of any flavour can induce air showers through NC interactions that are indistin-
guishable from CC muon induced cascades. Again the resulting neutrino of the first interaction
escapes carrying in average the 80% of the primary energy. The discrimination between EASs
induced by the two processes is impossible with the current detectors.

Finally, CC interactions of tau neutrinos are particularly interesting. After the first collision,
a hadronic shower plus a tau lepton are generated. While the hadronic shower develops in
the atmosphere and can be detected at ground, the resulting tau lepton has a decay length of
about 10 km. If the amount of atmosphere is large enough, the decay of the tau will produce
a secondary shower that will be unsynchronized with the primary hadronic shower. This is
the so called double-bang effect, which might be identified by EAS detectors. In addition,
quasi-horizontal (“Earth-skimming”) tau neutrinos can interact in the Earth crust or even in the
mountains surrounding the detector producing a hadronic shower –that will be absorbed by the
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Figure 2.5: Sketch of the different kind of interactions and induced showers by UHE neutrinos.



34 Chapter 2. Extensive Air Showers

rock– plus a tau lepton which can scape and decay giving again a detectable shower close to
ground. Even though this process is not restrictive only to tau neutrinos, the contribution to the
total Earth-skimming channel from νe and νµ processes is very small since the electron is easily
absorbed by the rock and the muon escapes with no detectable signal produced.

2.3.1 Detection of Neutrino Induced Extensive Air Showers

Detection of neutrino induced showers lies mainly in the identification of EASs initiated very deep
in the atmosphere, which have a characteristic signature, over a large repertory of backgrounds.
As explained above, hadronic primaries interact in the top of the atmosphere while neutrinos can
interact deeper. This translates in a different muonic to electromagnetic ratio between hadronic
and neutrino induced showers. The bigger the difference between both points of first interaction,
the stronger the difference in the ratio. Moreover, protons interact deeper in the atmosphere
than nucleus do, and have a bigger fluctuation of the first interaction point (section 2.1.2).
Consequently proton primaries are the main source of background for neutrino searches.

Therefore, the neutrino detection is focused in the identification of inclined showers, where
the amount of atmosphere is enough to allow a big volume of atmosphere where neutrino can
interact and the probability of a proton to penetrate is strongly suppressed. For proton showers
at zenith angles above ≈ 60◦ the electromagnetic component of the induced shower is almost
extinguished before they reach ground. This kind of showers are commonly called “old showers”.
On contrary, deep neutrino showers (“young showers”) can reach ground with a large amount of
electromagnetic component if their first interaction point is deep enough.

For all these reasons, the typical (distinguishable) neutrino EAS signature is a inclined young
shower. This concept is also valid for ντ interacting in the mountains or Earth-skimming neutrinos
since the EAS induced by the resulting tau lepton is also a “young shower”. Muons, which travel
in straight lines, reach the detector mainly at the same time producing a narrow time signal
characteristic of an old shower. On contrary, the electromagnetic component is delayed due to
its multiple interactions, leaving the typical wide signal of a young shower. The capability of
a detector in distinguishing this two kind of signals is strongly related with the capability of
identify neutrino induced EASs.

Nevertheless a carefully treatment of the background should be considered. Deep interacting
protons or a delayed shower development can exhibit some electromagnetic component even
for inclined showers and could be misidentified as neutrino candidates. Another source of
background comes from high energetic muons propagating into the atmosphere which can induce
an electromagnetic shower by the emission of bremsstrahlung photons. The probability of muon
bremsstrahlung is larger when increasing the zenith angle. An additional process that could
contribute to the background is the production, propagation and interaction of B mesons as
described in [129]. Finally signals of atmospheric muons or low energy showers in coincidence with
an EAS that could not be properly resolved by the detector can contribute to the background.
An special treatment of this accidental signals was the object of the dedicated study reported in
section B.1.



3
The Pierre Auger Observatory

The Pierre Auger Observatory [2] aims at measuring the properties of the highest-energy cosmic
rays (above 1018 eV) using a large array of surface detectors (SD) combined with air fluorescence
detectors (FD). From its original inception, the Pierre Auger Observatory was meant to achieve
full sky coverage through the operation of two sites, one in each Earth hemisphere. The southern
site of the Observatory, officially completed in November 2008, consists of an array of over 1660
surface detectors and 27 telescopes deployed at 4 sites and overlooking the ground array. It is
located outside the city of Malargüe (Argentina), and covers an extension of around 3000 km2

of the “pampa amarilla”. The site is relatively flat, near the base of the Andes and the mean
altitude is 1400 m above sea level, which correspond to a vertical atmosphere depth of ∼875 g
cm−2. The detector layout is shown in the figure 3.1. In the following we will refer only to the
southern site.

The Pierre Auger Observatory is the unique hybrid cosmic ray detector in the world. The
fluorescence cameras detect scintillation light of excited nitrogen molecules when an EAS traverses
the atmosphere. It allows a calorimetric estimation of the shower and inter-calibration of the
surface detector. Nevertheless, the FD only works on clear moonless nights, which translates in
a low duty cycle of around ∼12%. On contrary, the SD provides data near the 100% of lifetime.

Although the detector was mainly designed for detection of cosmic rays, it has the capability
of detecting neutral particles through their induced EASs and particularly neutrinos as described
in section 2.3. The low duty cycle of the FD combined with the low probability of neutrino
interaction derives in a negligible exposure to neutrinos of the fluorescence technique compared
to the SD. Consequently the work presented in this Ph.D. thesis will concentrate in the search of
EASs induced by neutrinos using only the information collected by the SD of the Pierre Auger
Observatory. In the next sections the main features of the experiment are described, with more
attention given to the properties and performances of the SD in order to better understand the
typical neutrino signatures which are searched for.

3.1 Fluorescence detector (FD)

Detection of UHECRs using nitrogen fluorescence emission induced by EASs is a well established
technique, used previously by the Fly‘s Eye [130] and HiRes [131] experiments. It is also used by
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Figure 3.1: Layout of the Pierre Auger Observatory near Malargüe, Argentina. The dots represent
the SD stations. The lines show the field of view of the fluorescence telescopes.

the Telescope Array [132] that was recently constructed.
Charged particles generated during the development of EASs excite atmospheric nitrogen

molecules, and these molecules emit fluorescence light in the ∼ 300− 430 nm range. The number
of emitted fluorescence photons is proportional to the energy deposited in the atmosphere due to
electromagnetic energy losses by the charged particles. By measuring the rate of fluorescence
emission as function of atmospheric slant depth X, an air fluorescence detector measures the
longitudinal development profile dE/dX of the air shower. The integral of this profile gives the
total energy dissipated electromagnetically, which is approximately 90% of the total energy of
the primary cosmic ray.

For any waveband, the fluorescence yield is defined as the number of photons emitted in
that band per unit of energy loss by charged particles. The absolute fluorescence yield in air
at 293 K and 1013 hPa for the 337 nm fluorescence band is 5.05± 0.71 photons/MeV of energy
deposited, as measured in [133]. For reconstruction of cosmic ray showers at the Pierre Auger
Observatory, this absolute measurement is combined with the relative yields at other fluorescence
bands [134]. Since a typical EAS develops along 10 km in altitude, it is also important to
stress that the fluorescence yield is also dependent on pressure, temperature and humidity of
the air [134, 135]. Consequently, a detailed atmospheric monitoring program including light
detection and ranging (LIDAR) stations [136] (small receiver telescope and pulsed laser beam
emitter) mounted at each FD building makes routine surveys of the vertical profile of aerosols
and atmosphere inhomogeneities to reduce as much as possible the uncertainties in the energy
estimation. In addition, systems which monitor clouds, the horizontal attenuation length, the
scattering phase function and the meteorological situation are deployed on site [137].

The fluorescence detector [138] comprises four observation sites: Los Leones (figure 3.3a), Los
Morados, Loma Amarilla and Coihueco. They are located at small elevations on the perimeter of
the SD array. Six independent telescopes, each with a field of view of 30◦ × 30◦ in azimuth and
elevation, are located in each FD site. The telescopes face towards the interior of the array so
that the combination of the six telescopes provides 180◦ coverage in azimuth (figure 3.3b). This
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arrangement of four FD sites ensures 100% FD triggering efficiency above 1019 eV over the entire
area of the surface detector. In addition to these 24 peripheral telescopes, the Observatory includes
three “high elevation telescopes” located inside the SD array, near Coihueco (see section 3.3 for
more details).

Figure 3.3c depicts an individual FD telescope, housed in a clean climate-controlled building.
Nitrogen fluorescence light enters through a large UV-passing filter window and a Schmidt optics
corrector ring. The light is focused by 10 square meter spherical mirror onto a camera of 20× 22
pixels with PMT light sensors. Light pulses in the pixels are digitized every 100 ns, and a
hierarchy of trigger levels culminates in the detection and recording of cosmic ray air showers.
Each camera is calibrated individually by and end to end procedure once per year. It accounts
for cumulative effects in the data taking process. Also, before and after each night of data taking,
a relative calibration of the PMT is performed. This relative calibration tracks both short and
long term changes in detector response.

For a reliable reconstruction of the geometry and the energy of an EAS the information of
one fluorescence telescope is not enough. It needs information of the surface detector in order to
fix the impact point of the shower core with ground, which breaks the ambiguity over all the
possible contained axis in the same shower detector plane (see figure 3.2). These are the so called
“hybrid events”. Other possibility is the simultaneous detection of the shower by two or more
telescopes (“stereo events”). The intersection of the shower detection plane of each telescope
defines the axis of the EAS.

Figure 3.2: Illustration of the geometrical shower reconstruction from the observables of the
fluorescence detector.

3.2 Surface detector (SD)

The SD array of the Pierre Auger Observatory consists on 1660 water Cherenkov detectors
arranged on a triangular grid of 1.5 km spacing and covering an area of about 3000 km2. These
surface stations detect at ground level the secondary particles of the EAS and thus samples their
lateral density distribution.

Each water Cherenkov detector of the surface array has a 10 m2 surface circular area and
1.2 m height, with three 9 inch PMTs looking through optical coupling material into the 12
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tonnes of water volume, which is contained in a Tyvek® reflective liner [2, 139]. Each detector
operates autonomously, with its own electronics and communications systems powered by solar
energy as show in figure 3.4. Each PMT provides two signals, which are digitized by a 40 MHz
10 bit Flash Analog to Digital Converter (FADC) (25 ns time bin) [139]. One signal is directly
taken from the anode of the PMT, and the other signal is provided by the last dynode, amplified
and inverted within the base of the PMT electronics to a total signal nominally 32 times the
anode signal. The two signals provide sufficient dynamic range to cover with good precision both,
the signals produced near the shower core (∼ 1000 particles/µs) and those produced far from
it (∼ 1 particle/µs). The signals from the three PMT are sent to a Central Data Acquisition
System (CDAS) once a candidate shower event triggers the surface array. Previously, the signals
are calibrated locally as discussed in section 3.2.1 and selected by an hierarchical trigger system
(section 3.2.2).

3.2.1 SD calibration

The calibration of each detector is performed locally and automatically because the total
bandwidth available for data transmission from the detectors to the CDAS is 1200 bits per
second, which precludes the possibility of any remote calibration. Calibration relies on the
measurement of the average charge collected by a PMT from the Cherenkov light produced by a
vertical and central through-going muon, named vertical-equivalent muon (VEM or QV EM ) [140].
The SD station in its usual configuration has no way of distinguish vertical muons. However
the distribution of the light of atmospheric muons gives a peak on both the charge distribution
QpeakV EM and the pulse height IpeakV EM (figure 3.5) which are proportional to those produced by
a vertical muon. The peak QpeakV EM is at approximately 1.09 VEM for the sum of the 3 PMTs
and (1.03 ± 0.02) VEM for each PMT, both measured with a muon telescope providing the
trigger for vertical and central muons in a reference tank [141]. The difference between these two
values is due to the fact that the three PMTs measure the total signal, whereas the individual
PMT primarily measure the portion of the signal deposited closest to them. In figure 3.5, the
second peak produced by the response of atmospheric muons is clearly visible, while the first
peak is caused by the convolution of the trigger on a steeply falling distribution from low energy
particles. The dashed histogram is produced by an external muon telescope providing the trigger
to select only vertical and central muons. The shift observed is caused by the convolution of
photo-electron statistics on an asymmetric peak in the track length distribution and local light
collection effects.

The SD calibration procedure can be summarized in three main steps:

1. Set up the end-to-end gains of each of the 3 PMTs to have IpeakV EM at channel 50.

2. Continually perform a local calibration to determine IpeakV EM in channels to adjust the
electronics-level trigger. This compensates for drifts which occur in the previous step.

3. Determine the value of QpeakV EM to high accuracy using charge histograms, and use the known
conversion from QpeakV EM to 1 VEM to obtain a conversion from the integrated signal in
VEM units.

The calibration parameters are determined with a 2% accuracy every 60 s and transmitted to
the CDAS with each event.
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(a) FD site at Los Leones.

(b) Schematic top view of a fluorescence eye. (c) Scheme of a fluorescence detector.

Figure 3.3: The fluorescence detector FD of the Pierre Auger Observatory. 3.3a Los Leones
fluorescence telescope. 3.3b Top view of the 6 bays enclosing the PMT cameras. The angular
range of 180◦ in azimuth is clearly visible. 3.3c Scheme of the components of a fluorescence
camera.
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(a) Photo of a station of the surface array deployed in the
field with the Andes in the background.

(b) Schematic view of the station components.

Figure 3.4: View of a SD station of the Pierre Auger Observatory with its components.

(a) (b)

Figure 3.5: Charge and pulse height histograms from a SD station triggered with a 3-fold
coincidence between the three PMTs at trigger level of five channels above the baseline. The
signal is summed for the three PMTs. In the solid histogram the second peak is due to the
vertical through-going atmospheric muons (VEMs), while the first peak is a trigger artifact (see
text). The dashed histogram is produced by vertical and central muons selected with an external
muon telescope.
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3.2.2 SD Trigger

The SD Data Acquisition (DAQ) trigger must fulfil both physical and technical requirements.
The main limitation to the rate of recordable events comes from the wireless communication
system which must serve continuously 1660 stations spread over 3000 km2, each using an emitter
consuming < 1 W power to transmit to collectors as far as 40 km away. The maximum sustainable
rate of events per detector is < 1 per hour, to be compared to the 3 kHz counting rate per
station due to the atmospheric muon flux. The trigger thus must reduce the single station rate,
without inducing loss of physics events. To deal with all these requirements, the design of the
SD DAQ trigger has been realized in a hierarchical form, where at each level the single station
rate becomes less and less, by means of discrimination against background stricter and stricter.
At the same time it is designed to allow the storage of the largest possible number of EASs
candidates. Two levels of trigger (called T1 and T2) are formed at each detector. T2 triggers are
combined with those from other detectors and examined for spatial and temporal correlations,
leading to an array trigger T3, which is performed by the CDAS. The T3 trigger initiates data
acquisition and storage. The logic of this trigger is summarized in figure 3.6.

Figure 3.6: Schematics of the hierarchy of the trigger system of the Auger surface detector.

The T1 triggers data acquisition in each surface detector: data are stored on the local disk
for 10 s waiting for a possible T3. Two independent modes are implemented as T1, having been
conceived to detect, in a complementary way, the electromagnetic and muonic components of an
EAS. The first mode is a Threshold trigger (TH) which requires the coincidence of the three PMTs
each above 1.75 IpeakV EM . If the station only has active two (one) PMTs, the threshold becomes 2
(2.8) IpeakV EM . This trigger is used to select large signals that are not necessarily spread in time. It
is particularly effective for the detection of showers with a dominant muonic component. This
trigger reduces the rate due to atmospheric muons from ∼ 3 kHz to ∼ 100 Hz. The second T1
mode of trigger focus in the selection of broad signals, produced usually far from the shower
core where the particles are more dispersed in time. This mode is called Time-over-Threshold
trigger (ToT) and at least 13 bins (>325 ns) in 120 FADCs bins of a sliding window of 3 µs are
required to be above a threshold of 0.2 IpeakV EM in coincidence in 2 out of 3 PMTs. This trigger is
optimized for the selection of near-by, low energy showers, dominated by the electromagnetic
component, or for high energy showers where the core is distant. The time spread of the signals



42 Chapter 3. The Pierre Auger Observatory

arises from a combination of scattering (electromagnetic component) and geometrical effects
(muons) [142, 143]. Since the average signal duration of a muon is only about 150 ns, the time
spread of the ToT (325 ns) is very efficient eliminating the random muon background. The ToT
rate at each detector is <2 Hz and comes mainly from the coincidence of two muons arriving
within the 3 µs sliding window.

The T2 trigger is applied in the station controller to reduce to about 20 Hz the rate of events
per detector. This reduction is needed to cope with the bandwidth of the communication system
between the detectors and the central campus. Only T2 triggers are sent to the CDAS for the
formation of the next level trigger. All ToT-T1 triggers are promoted to the T2 level, whereas
TH-T1 triggers are requested to pass a further higher threshold of 3.2 IpeakV EM in coincidence
among the three PMTs. For detectors with only two (one) PMTs the threshold becomes 3.8 (4.5)
IpeakV EM .

The T3 trigger is not a local station trigger but a central trigger processed by the CDAS. It
is based in spatial and temporal combination of T2 triggers over the whole array. This array
trigger has two modes. For easier explanation it is convenient to define the concept of crown for
a given detector. The first crown corresponds to the six nearest stations forming an hexagon
around the given station. The extension to a crown of order n is trivial as show the figure 3.7.

The first T3 trigger mode requires for at least three stations that have passed the ToT
condition and fulfil a minimum requirement of compactness, namely, one of the detectors must
have at least one T2 station in the first crown and another T2 station in the second crown
(see figure 3.7a). It is called “ToT2C1&3C2”, where Cn denotes nth crown. Once the spatial
coincidence is imposed, timing criteria is required: each T2 must be within (6 + 5Cn) µs of the
first one. Since ToT as a local trigger has a very low background, this trigger selects 90% of
physical events and it is mostly efficient for showers below 60◦.

The second T3 mode is more permissive. It requires a four-fold coincidence of any T2 with a
moderate compactness. Among the four fired stations within appropriate time windows, at least
one must be in the first crown, another must be in the second crown and the last one can be
as far as the four crown. This trigger is called “2C1&3C2&4C4”. The time criteria is the same
as for the “ToT2C1&3C2”. An example of such T3 configuration is show in figure 3.7b. This
trigger is efficient for the detection of horizontal showers that, being rich in muons, generate in
the detectors signals that have narrow time spread, with triggered detectors having wide-spread
patterns on the ground. Nevertheless, only the 10% of the selected events are real showers.

Once a T3 is formed, all FADC signals from detectors passing the T2 are sent to the CDAS,
as well as those from detectors passing T1 but not the T2, provided that they are within 30 µs
of the T3. With the full array configuration this trigger selects about 2800 events per day of
which the 56% are real showers.

Next level of trigger is performed offline and requires for a space and time configuration of
triggered stations compatible with a plane shower front moving at the speed of the light. Thus
it is a physics trigger. Two criteria are defined, with different aims. The first, so-called 3ToT,
requires three nearby stations, passing the T2-ToT, in a triangular pattern (figure 3.8b). Due to
their compactness, events with zenith angles below 60◦ are selected with an efficiency above the
98%. The second criterion, so-called 4C1, requires four nearby stations, with no condition on the
kind of T2 (figure 3.8a). This 4C1 trigger brings to ∼ 100% the efficiency for showers below 60%
and favour the selection of events with larger zenith angles.

The last trigger condition is a fiducial trigger called T5. This trigger deals with events falling
close the border of the array, where important information can be missing. Such events could have
wrong core position, and consequently incorrect energies. The main goal of this trigger is thus to
select only events well contained in the array, ensuring that the core is properly reconstructed.
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(a) ToT2C1&3C2 trigger. (b) 2C1&3C2&4C4 trigger.

Figure 3.7: The two possible minimal T3 configurations.

T5 requires that the station with highest signal has all the stations of the first crown working at
the time of the event. This is the so-called 6T5 trigger. A less restrictive criteria requires only 5
stations working in the first crown an it is called 5T5 trigger (figure 3.8c). It is important to
stress that due to the large number of stations in the surface array, a 1% of the detectors are
expected to be not functioning at any moment, even with constant maintenance, consequently
the T5 trigger protects also against showers falling at any hole of the detector. We advance here
that the shower selection criteria designed in this work to search for neutrinos will require a 6T5
trigger in order to ensure that the core and the signal in the surrounding stations are properly
reconstructed (section 5.2).

3.3 Enhancements

The Pierre Auger Observatory was designed to be fully efficient detecting the most energetic
EASs above ∼ 1018.5 eV. However, for a better discrimination between astrophysical models,
a knowledge of the evolution of the cosmic ray composition in the expected transition region
between galactic to extragalactic cosmic rays (1017 to 1019 eV) is required. To achieve this
objective two improvements to the original conception have been developed.

The Auger Muons and Infill for the Ground Array (AMIGA) project aims at the construction
of both, a dense surface of water Cherenkov detectors set out on an hexagonal spacing with sides
of 750 m and 433 m, named “infill array”, together with an associated set of muon detectors,
each of 30 m2 buried at a depth of 2.3 m which corresponds to a vertical depth of 540 g cm−2.
The 750 m infill facility extends over 23.5 km2 while the 433 m infill covers only 5.9 km2. The
spacing between detectors enables detection of cosmic rays down to an energy of 3 × 1017 eV
and 1017 eV respectively. The muon extension is composed by 64 scintillator counters situated
near the water Cherenkov detectors. They will allow a direct estimation of the number of muons
above 1 GeV of energy. Thus a muonic to electromagnetic ratio can be extracted aiding primary
particle identification.

Regarding the fluorescence technique improvements, three High Elevation Auger Telescopes
(HEAT) have been installed overlooking the AMIGA facility. The design of the HEAT is very
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(a) Three minimal 4C1 configurations.

(b) Two minimal 3ToT configurations. (c) 6T5 and 5T5 trigger quality configuration.

Figure 3.8: T4 (minimal) and T5 configurations. 3.8a The three minimal compact configurations
for the 4C1-T4 trigger. 3.8b The two minimal compact configurations for the 3ToT-T4 trigger.
3.8c The 6T5 hexagon (shadow area) and the 5T5 hexagon (dark shadow area).

similar to the original FD system, except for the ability to tilt the telescopes upwards by 29◦. It
brings a field of view of 30◦× 40◦ when tilted. It enables the observation of the shower maximum
for cosmic rays of energy down to 1017 eV.

As discussed in section 2.2, UHE EASs can be detected by the radio emission they induced.
For this purpose, the Pierre Auger Collaboration has develop the Auger Engineering Radio Array
(AERA) project, which aims to the detection of the 10 – 100 MHz radio band emitted by EASs
in a self-triggered way. AERA consist in three stages. Stage 1 has 21 radio-detection stations
arranged in a triangular grid with 150 m spacing. Stages 2 and 3, with larger detector spacings
of 250 m and 375 m, increase the total area covered to nearly 20 km2. AERA has an energy
threshold of approximately 1017 eV.

The Pierre Auger Observatory is also developing various projects to demonstrate whether or
not the detection of microwave radiation from EASs [144] is feasible. Three of these projects
are prototypes for a large imaging antenna, namely, the Air-shower Microwave Bremsstrahlung
Experimental Radiometer (AMBER), Microwave Detection of Air Showers (MIDAS) and FDWave.
A different project aims to the detection of microwave emission through antenna horns located
on each surface detector of the Observatory, this is called the Extensive Air Shower Identification
using Electron Radiometer (EASIER) project. MIDAS is a self-triggering system while AMBER,
FDWave and EASIER use the trigger from the Auger detectors to record the emission.

A review on all the enhancements of the Pierre Auger Observatory was recently published
in [128].
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(a) Typical broad signal from a “young” EAS. (b) Typical narrow signal from an “old” EAS.

Figure 3.9: FADC traces of SD stations at 1 km from the shower core for two showers of 5
EeV collected by the Pierre Auger Observatory. 3.9a Shower arriving in the early stages of
development (“young” shower). 3.9b Shower arriving in the late stage of development (“old”
shower).

3.4 Neutrino signatures in the surface detector

The surface detector of the Pierre Auger Observatory has the capability of detecting and iden-
tifying neutrinos in the EeV range and above through their specific signatures in the surface
detector. Up to now, the zenith angular range between 75◦ to 95◦ has been explored and the
searches have produced negative results [3, 106]. The main goal of this Ph.D. thesis is the study
of the possibility of detecting UHEνs with the surface array of the Pierre Auger Observatory in
a lower zenith angular region, between 60◦ to 75◦.

The concept for UHEν identification is relatively simple (section 2.3): while protons, heavier
nuclei and even photons interact shortly after entering the atmosphere, neutrinos can generate
showers initiated deeply into the atmosphere. When considering vertical showers (θ < 60◦), even
the ones initiated by protons or heavy nuclei have a considerable amount of electromagnetic
component at the ground (“young” shower front). However, when looking at higher zenith angles
the atmosphere is thick enough (thicker than about three vertical atmospheres) so that the
cosmic rays interacting high in the atmosphere have shower fronts dominated by muons at ground
(“old” shower front). A neutrino with θ > 60◦ interacting deep will present a young shower front
and, consequently, can be distinguished.

At the SD level, young showers induce signals spread in time over hundreds of nano-seconds
in a fraction of the stations triggered by the shower, while old showers induce narrow signals
spreading over typically tens of nano-seconds in practically all the stations of the event. With the
25 ns time resolution of the FADC of the water Cherenkov stations, the distinction between traces
induced by young and old shower fronts can be easily accomplished. Figure 3.9 shows examples
of those two types of traces. In summary, the search for UHEνs relies in the identification of
inclined “young” showers, i.e. with a large electromagnetic component.

Two magnitudes are particularly effective on the discrimination between old and young
showers: the number of ToT triggered stations and the signal Area over Peak (AoP). As discussed
in section 3.2.2, ToT-T2 triggers are especially suitable for the selection of broad signals, a high
number of ToT-T2 triggered stations in an inclined event being an evidence of a young shower.
The AoP is defined as the ratio of the integrated signal of the station over the biggest value of
the signal. Narrow signals exhibit an AoP∼ 1 while wide signals have values of AoP� 1. The
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combination of these variables together with a good inclined shower selection is the key for an
efficient neutrino discrimination.

Exploring the sky looking for UHEνs down to θ ∼ 60◦ implies a sizeable improvement on the
exposure and hence on the limit in case no candidates are found. The extension of the angular
window below 60◦ has, however, some drawbacks. Decreasing the zenith angle also reduces the
amount of atmosphere, i.e. the effective target volume for the neutrino to interact. For instance,
at θ = 80◦ the maximum slant depth is about 5030 g cm−2 while at 65◦ becomes 2070 g cm−2.
As a consequence, the nucleonic-induced showers look “younger” when arriving at ground –they
exhibit a higher electromagnetic component, especially in the first triggered stations– making
their separation from ν-induced showers more difficult. Finally, “accidental signals” (sections B.1
and B.2) become especially dangerous at this angular range since they can bias the angular
reconstruction in more than one decade. All the previous issues make the UHEν search in the
low angular region more challenging than in the already explored 75◦ to 95◦ window.



Part II

Neutrino analysis in the 60◦ to 75◦ of
zenith angle
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4
Simulation and Reconstruction of ν-induced Showers

at the Surface Array

The identification of EASs induced by UHEνs is based on their characterization by means of
Monte-Carlo simulations. These simulations should reproduce the first interaction of the neutrino
with an air nucleus as well as the propagation of the secondary particles through the atmosphere
and the response of the surface detector array at ground. The Monte-Carlo simulation is a key
ingredient on the challenge of detecting UHEνs since the selection criteria, the detector sensitivity
to neutrino-induced showers and the expected event rates strongly rely on them.

In this work, a complete end-to-end Monte-Carlo chain was developed involving a sequence
of three steps. As described in section 4.1.1, the first step consists on the generation of the
ν-nucleon primary interaction and the bulk of secondary particles which initiate the shower.
Then, the shower evolution in the atmosphere is simulated and the particles propagated to
ground as explained in section 4.1.2. In a later step the detector response to particles hitting the
surface stations is simulated (section 4.1.3).

The shower properties are reconstructed with the official simulation and reconstruction
package Offline [145] of the Pierre Auger Collaboration. As explained in section 4.2, some
improvements to the standard Offline code have been developed in the frame of this Ph.D.
thesis to increase the neutrino detection efficiency. The outcome of the full simulation chain
for the generated neutrino-induced showers is reported in section 4.3 in terms of reconstruction
efficiencies.

4.1 The Shower Simulation

The six possible neutrino interaction channels (depicted in figure 2.5) have been characterized by
the generation of only two sets of simulations. Since the resulting neutrino of a NC interaction
is undetectable, EASs induced by the three neutrino flavours νe, νµ and ντ interacting trough
the NC channel are indistinguishable. Therefore, only one set of hadronic showers (νe NC was
chosen in our case) was simulated to calculate the NC contribution to the exposure.

The same principle applies to νµ CC interactions since the produced µ is very penetrating,
escaping detection. Also, since the inelasticity distributions for the NC and CC interactions are
very similar [76, 77], it is a good approximation to use the same set of NC showers to simulate
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the νµ CC channel, accounting of course for their difference in cross-section. On average, the
secondary neutrino produced in a NC interaction carries about 80% of the primary energy. Given
that the probability that this neutrino escapes detection is very high, only a small fraction of the
primary particle energy is transferred to the shower.

The ντ CC channel requires a special treatment since at EeV energies the decay length of
the τ is comparable to the length of the atmosphere and the τ can initiate a second shower that
might trigger the SD increasing the exposure of the Observatory to ντ events. In this work,
this “double-bang” showers were not included in the simulation and the ντ CC channel will be
treated as the νµ CC channel, an approximation that underestimates the detection efficiency for
ντ events.

Finally, the electron produced in a νe CC process interacts on average one radiation length
after production, initiating an electromagnetic shower aligned with the hadronic shower from the
nuclear debris which can be fully detected.

Consequently the νe channel was taken as reference for the simulations and events in the CC
and NC generated and used to estimate the contribution from the other channels.

4.1.1 Primary neutrino interaction

UHEνs interact with atmospheric atoms through a deep inelastic process. This process is simulated
with the HERWIG code [146, 147] which is integrated into the COsmic Ray SImulations for
KAscade (CORSIKA) package (see section 4.1.2. It is worth mentioning that a small modification
had to be made in HERWIG to force the interaction channel (CC or NC) of the primary collision.
The parton momentum fraction distributions of the beam particles are used in the generation of
initial-state parton showers and also in the non-perturbative process of linking the shower with
the beam hadron and its remnant. Since the parton showering is done in leading-logarithmic
order, and the differences between leading order and next-to-leading order are not expected to be
distinguishable at ground level after the propagation of the secondaries through the atmosphere,
there is no strong motivation to use next-to-leading order parton distribution functions. The
structure function used for this analysis is the average of two of the published fits in [148], the
so-called MRST98 distribution. Systematic uncertainties related with the parton distribution
function and with the primary interaction generator will be discussed in section 6.2.

For the CC channel, fixed energies were simulated in the range 1017 to 1020.5 eV in logarithmic
energy steps of 0.5. For NC events the hadronic shower is expected to carry in average the 20% of
the incoming νe energy. Consequently the simulated energy range was shortened to 1018 − 1020.5

eV since lower energies show a negligible trigger probability. For both interaction channels fixed
zenith angles between 60◦ to 75◦ in steps of 3◦ have been simulated using random azimuth angles
between 0◦ to 360◦ (see table 4.1). To maximize the simulation efficiency all injected neutrinos
are forced to interact at fixed injection points D, uniformly distributed along the shower axis in
steps of 100 g cm−2 (atmospheric depth units). Injection points too close to ground having a
trigger efficiency below 10% are omitted, as well as points very close to the top of the atmosphere
where the neutrino induced showers are expected to be indistinguishable from proton showers.
Figure 4.1 shows all the injection depths simulated for each Monte-Carlo zenith angle.

For each bin of energy, zenith and injection depth (E, θMC, D) a total of 50 primary neutrinos
of each channel were injected and the induced EAS tracked down to the detector surface. Then,
each shower was injected (“replicated”) 5 times in the detector simulator with random core
positions to account for signal fluctuations due to differences in the impact point of the shower
core. The whole simulation was produced using the GRID technology [149, 150].
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Figure 4.1: Atmospheric slant depth at the altitude of the Pierre Auger Observatory, located at
1400 m above the sea level, as function of the zenith angle (solid line). The dots indicate the
depths at which primary Monte-Carlo neutrinos have been injected. The top of the atmosphere
is at 0 g cm−2.

log10(E/eV ) 17.0 17.5 18.0 18.5 19.0 19.5 20.0 20.5

θMC 60◦ 63◦ 66◦ 69◦ 72◦ 75◦

# interaction depths (D) 13 14 17 19 23 29

Max. interaction depth 1640 1820 2040 2330 2720 3270
(g cm−2)

Min. interaction depth 140 220 140 230 120 170
(g cm−2)

Table 4.1: Summary of the simulated neutrino energies, zenith angles and injection depths. For
each angle, a different number of interaction depths ranging from a Max. to a Min. value in
steps of 100 g cm−2 is simulated. Each (E, θMC, D) bin contains 50 simulated primary neutrinos
and 250 showers at ground. The two first energy bins were not considered in the NC interaction
channel.
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4.1.2 Atmospheric Shower Simulation

In a second step, the secondaries produced by the first collision are injected in the EAS simulation
CORSIKA package [117]. This code tracks the particles across the atmosphere up to their
arrival at ground level. The program allows one to simulate interactions and decays of nuclei,
hadrons, muons, electrons, photons and the corresponding antiparticles into the atmosphere
up to energies of some 1020 eV. It allows to combine different high and low energy hadronic
interaction models, use either explicit (EGS4) or analytic (NKG) electromagnetic development
as well as explicit generation of Cherenkov light if required. In combination with PYTHIA [151],
it allows the simulation of the tau lepton decay. For the Monte-Carlo set of this analysis we used
QGSJET01c [152] as high energy hadronic model. When the particle energy drops below 200
GeV, the QGSJET01c model is replaced by the FLUKA [153] low hadronic model. Differences
between hadronic models are not expected to be very significant for neutrino analysis because the
neutrino discrimination mainly depends on the electromagnetic component. An estimation of the
systematic uncertainties contribution from high energy hadronic models is given in section 6.2.

The development of the electromagnetic component of the shower is fully simulated with the
EGS4 [116] Monte-Carlo method. The analytic NKG [114, 115] method is not recommended
since it does not account for Earth curvature, which is important at angles above 60◦. For
example, in a 1019 eV γ-induced shower, θ = 60◦ and assuming no pre-conversion with the Earth
magnetic field, the maximum of the electromagnetic component simulated by EGS4 is reached
deeper in the atmosphere by ∼ 100 g cm−2 slant depth than predicted by NKG.

For primary energies above 1016 eV the computing times become excessively long even for
the GRID technology. To reduce the times to tolerable duration the so called “thin sampling”
mechanism is introduced [154]. With the thinning algorithm all particles below an adjustable
fraction of the primary energy (thinning level εth = E/E0) which emerge from an interaction are
exposed to the thinning algorithm. Only one of these particles is followed and an appropriate
weight is given to it while the other particles below the thinning level are dropped. For further
details see references [116, 154, 155]. An additional improvement which uses a limitation of the
particle weights [156], is included to reduce undesired statistical fluctuations on particle densities
far from the shower core. For our simulations a thinning value of 10−6 has been assumed.

Realistic values of magnetic field and Earth curvature at the detector position are used.
We include an steering CORSIKA input file as example of the parameters used for one of the
simulated showers.

RUNNR 556954
PRMPAR 66
ERANGE 3.162e+10 3.162e+10
THETAP 7.500e+01 7.500e+01
FIXHEI 1.321e+06 1
NSHOW 1
THIN 1.000000e-06 3.162278e+04 1.000000E+04
PHIP -180. 180.
ATMOD 1
SEED 1670860 0 0
SEED 1670861 0 0
SEED 1670862 0 0
SEED 1670863 0 0
SEED 1670864 0 0
OBSLEV 1452.E2
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MAGNET 19.812 -14.3187 Malargue at 06/2009
ECUTS 0.05 0.05 0.00025 0.00025
MUADDI T
MUMULT T
ELMFLG F T
STEPFC 1.
LONGI T 5. T T
ECTMAP 2.5E5
MAXPRT 1
DIRECT ./
DATBAS T
USER juliolb
PAROUT T T
QGSJET T 0
QGSSIG T
HILOW 200
HADFLG 0 0 0 0 0 2
FLATOUT F
THINH 1 100
EXIT

Once the CORSIKA simulation is completed, the program provides a file with all the surviving
particles at ground level containing all the relevant information for posterior analysis. It includes
among others, timing, energy, momentum, weight (if thinned) and Particle Data Group code [157]
of each particle. If required, the same information can be extracted at different observation
levels. It also provides a table with the energy deposit and the number of particles along the
atmosphere, which is particularly interesting for fluorescence telescope simulations.

4.1.3 Surface Detector Response

The last step on the production of the ν-induced showers corresponds to the simulation of
the surface detector response, which is achieved using the Offline package. This code is a
framework which provides the mechanisms for encapsulating the steps involved in the simulation
and reconstruction into well defined modules. They can be configured and sequenced by external
files. As an example, the simulation sequence module used on this analysis is shown below:

<sequenceFile>
<enableTiming/>
<moduleControl>
<loop numTimes="1" pushEventToStack="yes">

<module> EventFileReaderOG </module>
<loop numTimes="5" pushEventToStack="yes">

<module> EventGeneratorOG </module>
<loop numTimes="unbounded" pushEventToStack="no">

<module> CachedShowerRegeneratorOG </module>
<module> G4TankSimulatorOG </module>

</loop>
<module> SdSimulationCalibrationFillerOG </module>
<module> SdPMTSimulatorOG </module>
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<module> SdFilterFADCSimulatorMTU </module>
<module> SdBaselineSimulatorOG </module>
<module> TankTriggerSimulatorOG </module>
<module> TankGPSSimulatorOG </module>
<module> CentralTriggerSimulatorXb </module>
<module> CentralTriggerEventBuilderOG </module>
<module> EventBuilderOG </module>
<module> EventFileExporterOG </module>

</loop>
</loop>
</moduleControl>

</sequenceFile>

The simulation of the detector response starts by reading the files containing the shower
particles at detector level (EventF ileReader module). Then, the EventGeneratorOG module
chooses the position where the shower axis impacts over the detector. This module allows the
user to choose a fixed position over the surface array or randomize the impact point of the shower.
In our analysis the core position is randomized in a square area of 5 × 5 km2 around a fixed
station at the center of the surface array, ensuring that fluctuations of the station signals due to
different relative positions of the core with respect to each station are taken into account.

In the next step the module CachedShowerRegeneratorOG iterates over all the particles
at detector level undoing the thinning applied by the CORSIKA shower simulator. For each
thinned particle, a set of new particles is generated with a Gaussian distribution of timing and the
corresponding momentum, and energy. Then, particles hitting a surface station are piled up and
tracked with the G4TankSimulatorOG module, which simulates the Cherenkov light produced
by the particles crossing the tank and all the absorption and reflections processes of light up
to its arrival to the PMT. The calibration constants described in section 3.2.1 are simulated in
the module SdSimulationCalibrationF illerOG while the output signal of the photo-multiplier
tubes (FADC traces for all stations) as well as the filter response and the baseline of the
signal are simulated by the modules SdPMTSimulatorOG, SdFilterFADCSimulatorMTU
and SdBaselineSimulatorOG respectively.

The decision of whether or not a signal from a certain station fulfils the local trigger criteria
(defined in section 3.2.2) is taken in module TankTriggerSimulatorOG, and once all local
trigger stations are computed, the event trigger (performed by the CDAS) is simulated by
the CentralTriggerSimulatorXb. If the event fulfils the T3 trigger condition, the remaining
modules of the sequence copy the information from the simulation container class to the event
class and store the data in a file for the posterior reconstruction. For this simulation process an
“ideal” SD array, i.e. with fully efficient stations, all working continuously in time and placed at
1400 m above the sea level on a perfect triangular distribution of 1.5 km spaced grid, is used.
As anticipated previously, each EAS generated by the simulated primary neutrinos is injected 5
times with random core positions in the Offline detector simulation chain in order to increase
the statistics to 250 events for each (E, θ, D) bin.

4.2 Shower Reconstruction

The event reconstruction is another crucial step of the analysis. It is also performed within
the Offline package where the modular approach allows one to adapt effortlessly the generic
reconstruction procedure to a specific reconstruction developed and tuned in the framework of
this Ph.D. thesis to increase the neutrino identification efficiency. In the following sections the
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role of each module involved in the Offline shower reconstruction (listed below) is described with
detail.

<sequenceFile>
<enableTiming/>
<moduleControl>

<loop numTimes="1" pushEventToStack="yes">
<module> EventFileReaderOG </module>
<module> EventCheckerOG </module>

<!-- Sd Event pre-selection Chain -->
<module> SdCalibratorOG </module>
<module> SdEventSelectorOG </module>
<module> SdMonteCarloEventSelectorOG </module>
<module> SdTopDownSignalSelectorUGR </module>

<!-- Sd Event Reconstruction Chain -->
<module> SdPlaneFitOG </module>
<module> LDFFinderKG </module>

<!-- Sd Event post-selection and exporting -->
<module> SdEventPosteriorSelectorOG </module>
<module> RecDataWriterNG </module>

</loop>
</moduleControl>

</sequenceFile>

The first six modules concern the event reading and pre-selection, the next two have to do
with the angular reconstruction of the shower and the two last modules are related to the event
trigger and relevant information storage for posterior analysis. It is important to stress that the
reconstruction sequence and procedure followed with simulated and real data events is exactly
the same, with the exception of the SdMonteCarloEventSelectorOG module which is obviously
not called in the later.

4.2.1 Event pre-Selection Chain

The reconstruction procedure starts opening and checking the integrity of the file containing
the event data to be reconstructed. It is performed by the EventF ileReaderOG and the
EventCheckerOG modules respectively. The event data contains the FADC traces of all the
stations participating in the event (candidate stations in the following). Applying the calibration
constants of each station at the time of the event, the FADC traces are converted to calibrated
VEM traces and the arrival time of the signal to each station (start time hereafter) is computed.
Both, calibration of the traces and start time computation are performed by the SdCalibratorOG
module.

The module SdEventSelectorOG carries out different actions, all of them related to the
candidate station selection and the T4 and T5 trigger level (see section 3.2.2). The summary of
these actions is the following:

Lightning event removal: Lightning event is detected as a series of oscillations in the FADC
traces of all tree PMTs. If the signal does not exceed 1000 FADC counts and makes more
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than 3 baseline crossings, the signal is considered as originating from a lightning event.
The whole event, or only the affected station can be rejected. In our analysis we reject the
whole event if lightning signal is detected at any station.

Engineering Array stations: These stations were used to test the viability of a hybrid detector
at the beginning of the experiment. Their construction and electronic implementation
differs from the final stations used. Consequently they are discarded for standard event
reconstruction.

Doublet and infill stations: Doublets of stations are used for timing studies. The station
with the highest identification number (ID) is always rejected even if the partner station is
not present in the event. All the infill stations (see section 3.3) are also discarded.

Bottom Up selection: This step pretends the rejection of triggered stations non participating
in the event. It selects a seed of three stations that maximize the sum of the signals. It
requires for compatibility with a planar shower front propagating at speed of light with
relative large tolerance. In addition it checks for geometrical compactness removing isolated
stations. This selection is especially suitable for events below 60◦, consequently we use an
alternative approach (Top Down selection) described in the following module.

T4 trigger calculation: This module computes the T4 trigger criteria (see section 3.2.2). In
addition it allows to discard events that do not pass the T4 trigger. In our analysis the T4
trigger is not used.

T5 trigger calculation: Finally the module computes the T5 trigger criteria. For our analysis
we discard events not fulfilling the 6T5 trigger (see section 3.2.2).

For specific Monte-Carlo studies, a dense ring of virtual stations at a certain distance of
the core can be placed. These stations that do not represent the real array are rejected by the
module SdMonteCarloEventSelectorOG.

The last module of the event selection, SdTopDownSignalSelectorUGR, was specifically
designed and developed in the frame of this work to improve the neutrino selection efficiency [158]
carrying out two basic and inter-related functions: the top down selection of stations and the
rejection of accidental signals. We concentrate here on the description of the top down procedure
which concerns both Monte-Carlo and real data events, leaving for the next section the discussion
on the treatment of the accidental signals (absent in simulated events).

The method, inspired from [159], identifies and piles up signal elementary segments of the
VEM traces of all the stations. Then a top down procedure [160] is applied over the elementary
segments to select the physical ones, fitting a shower front plane over the segments. If the fit
does not converge, segments are recursively rejected until the convergence is achieved. After this
procedure, stations with no segments are rejected, while the others are selected as candidate
stations. If one station has two selected segments, the one with the biggest fit residual time
is rejected. Finally the trace is scanned to search for possible sub-segments after the selected
one following the same criteria defined in [159]. This procedure is also very efficient rejecting
accidental signals and selecting inclined shower events. For high multiplicity events (with more
than 20 stations) the computing time required by the module becomes excessive due to the large
number of signals to be analyzed and the standard Offline treatment of accidentals and top down
selection is applied [159, 160]. A detailed explanation of the SdTopDownSignalSelectorUGR
module functionality is given in appendix B.
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At the end of the station selection process, only events with three or more candidate stations
are kept for the angular reconstruction.

4.2.2 Treatment of Accidental Signals

Along with the secondary particles belonging to the main shower, the surface detector stations
are continuously hit by a continuous flux of atmospheric muons and, in a lesser extent, by little
showers developing close to the detector. Indeed, muons are the most numerous charged particles
at sea level (mean energy of '4 GeV), mostly produced from pion decays in the upper part of
the atmosphere (∼15 km). Local showers are initiated by secondary particles interacting with
the atmosphere close to ground. Signals produced by atmospheric muons consist typically of
narrow peaks in the FADC traces which, when occurring in a station already hit by shower
particles, appear most of the times to be isolated (either before or after the main shower signal)
due to their random time occurrence. On the other hand, low energy showers hitting a single
station produce either broader signals or larger and narrow signals similar to the ones produced
by atmospheric muons.

We recall here that the search for neutrino induced showers is based on the selection of
inclined and young showers (section 2.3.1). Both, atmospheric muons and local showers are
specially dangerous in neutrino searches for two reasons. First, they are able to trigger locally the
detector array on isolated stations distorting the zenith reconstructed angle or, in the worst case,
making the reconstruction fail. This effect is specially dangerous for nucleonic showers coming at
zenith angles close to the edge of the criteria to select inclined neutrinos. A bias of few degrees on
the reconstructed angle produced by an accidental signal might allow those vertical background
showers to pass the inclined selection cuts, being accepted as fake neutrino candidates. Second,
they modify the FADC trace of the stations hit by the main shower which can strongly bias both
the reconstructed angle and the discriminating analysis variables. An increase on the total signal
makes the shower looking younger than it is, increasing the probability to pass the neutrino
selection criteria.

The pernicious effect of the accidental signals on the event reconstruction is nicely depicted
in figure 4.2, where a real data event is reconstructed with a zenith angle of 58.6± 0.4 degrees
using seven stations. A look to the distribution of time residuals and the high value of the
resulting fit χ2 already indicate strong inconsistencies between the start times of the selected
stations. A careful inspection of the FADC traces recorded by the photo-multipliers of station no

641 (the one with the biggest signal in this case) reveals the presence of a small signal arriving
about 65×25 ns before the main signal, a clear candidate for being an accidental signal. The
standard reconstruction algorithm considers this early prompt signal as the start time for the
shower reconstruction (vertical dashed lines in the plot) which causes a miss-reconstruction of
the zenith angle, spoiling the residual time fit.

In order to improve the accidental signal rejection in an automated way, a dedicated code was
developed in the framework of this Ph.D. thesis as a part of the SdTopDownSignalSelectorUGR
module already introduced in section 4.2.1. The algorithm identifies all the elementary signals
of all the stations in the event and applies a top down selection procedure over them, rejecting
signals recursively until a pattern compatible with a quasi planar front shower moving at the
speed of light is found. Signals which have large residual times with respect to the front shower
fit are rejected, which automatically selects the physical EAS signals rejecting the accidental
ones. In addition to the top down procedure, an extra safety cut on the minimum signal of the
stations is imposed by the module. Since accidental signals exhibit typically a charge of few
VEMs, the stations with total signal below 3 VEMs are considered as accidental and discarded
from the analysis, starting by the one with the smallest signal and stopping if the remaining
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(a) SD Event 1207345 affected by the presence of an accidental signal.

(b) FADC traces of the three photo-multipliers placed at the station affected by the accidental signal.

Figure 4.2: Example of real data event (SD ID 1207345) recorded with the surface detector
array affected by an accidental signal. Figure 4.2a shows the results of the standard event
reconstruction using the seven selected stations. Figure 4.2b shows the FADC traces of the three
PMTs of the station affected by the accidental signal (station ID 641). The signal start time
(indicated by the dashed lines) is given by the accidental signal.
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(a) SD Event 1207345 after accidental signal correction.

(b) FADC traces and start times of station 641 after accidental signal correction.

Figure 4.3: Same event as shown in figure 4.2 after the accidental signal correction made by the
SdTopDownSignalSelectorUGR module. The start times of PMTs in station ID 641 (dashed
vertical lines in bottom plot) are fixed and the angular reconstruction improved.
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Figure 4.4: Charge distribution of true accidental signals recorded in SD stations and extracted
from real data events [161]. The muon bump appears clearly above a background and peaking at
∼1 VEM. Stations with a total charge smaller than 3 VEM are excluded from the analysis (see
text for details).

number of stations is below 6. As shown in figure 4.4 this selection rejects most of the stations
affected by accidental signals, the impact on the angular resolution being smaller than 0.1◦.

Figure 4.3 shows the result of applying the accidental signal rejection algorithm on the event
depicted in figure 4.2. In this example, the correction of the signal start times in station 641
shifts the reconstructed angle by −5◦ improving the residual fit. The use and technical details of
the module are reported in section B.2.

4.2.3 Angular Reconstruction Chain

The angular reconstruction is one of the pillars of this analysis. It is performed in various
stages by the modules SdP laneF itOG and LDFFinderKG. Additionally, the LDFFinderKG
module allows the energy reconstruction of the shower from the lateral distribution of signal as
mentioned in section 2.2. Nevertheless, the energy reconstruction of the incoming neutrino can
not be performed and the energy of the shower is not used in the current analysis due to different
reasons. First, depending on the nature of the first interaction, the fraction of energy carried by
the induced EAS can be very different. Moreover, the possibility of the neutrino to interact at
different deeps in the atmosphere introduces an extra parameter of dependence that is not taken
into account in the current energy reconstruction algorithms. In addition, the LDFFinderKG
module uses a lateral distribution function based on an approximation of the NKG formula. The
NKG treatment is not accurate for inclined showers above 60◦ of zenith angle. An alternative
energy reconstruction can be performed for inclined showers. It relies on the number of muons at
ground, but the large amount of electromagnetic component of neutrino induced shower makes
this treatment unusable.

Regarding the angular reconstruction, it is performed as follows. A shower track (see figure
4.5) can be visualized as a point (

x(t) moving with the speed of light c along the straight line
with axis â (normalized), and hitting the origin at time t0,

−â((x(t)−
(

b) = c(t− t0). (4.1)
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The signal-weighted barycenter of the stations involved in the fit is set as the origin
(

b from where
all the distances are measured. Similarly, the weighted bary-time is set as time origin. The initial

Figure 4.5: Schematic of the plane front arrival.

shower impact point on the ground is equal to the weighted barycenter (origin). But subsequently
is replaced by more accurate estimations.

The shower plane is a plane perpendicular to the shower axis (first rough approximation to
the shower front), moving along with the same speed and containing the shower forehead. To
infer on the time t((x) when the shower plane is passing through some chosen point (

x (on the
ground), the point is projected to the shower axis,

ct((x) = ct0 − ((x−
(

b)â (4.2)

Let us assume that the positions of the stations are given with absolute precision and the only
deviations can be due to the time uncertainty σt of the signal start. The function to minimize is
thus the squares of the time differences between the measured signal start and the model (4.2)
time prediction

χ2 =
∑
i

[ti − t(⇀xi)]2

σ2
ti

=
∑
i

[cti − ct0 + ⇀
xi â]2

c2σ2
ti

(4.3)

with ⇀
xi = (

xi −
(

b the position and ti the signal timing of the station i with variance σ2
ti .

Writing the axis with â = (u, v, w), the station coordinates with ⇀
xi = (xi, yi, zi), and

cσti = σi, we are left with

χ2 =
∑
i

[cti − ct0 + xiu+ yiv + ziw]2

σ2
i

(4.4)

Note that with the functional χ2 also a constraint

u2 + v2 + w2 − 1 = 0 (4.5)
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is inherited. Due to this constraint, the problem is obviously not linear (easily seen when
w =

√
1− u2 − v2 is inserted into the χ2 expression).

Nevertheless, an approximate solution can be obtained from the simplified linear model. If
all stations lay close to some plane, then zi � xi, yi. So, the z-component is neglected and the
linear χ2 is obtained.

The approximate solution can serve as a starting point to more elaborate fitting attempts. It
can fail only in one case, when a linear dependence of the (z-projected) station positions is found
(as when having three stations in a line). For higher station multiplicity the occurrence of such a
situation is highly improbable.

A more realistic shower front model is based on a curved front fit. It extends the plane fit
method with a parabolic term that describes the curvature of the shower front near the impact
point (

c, i.e. ρ� Rc. Using ⇀
x = (

x−(
c, we extend Equation 4.2 to

ct((x) = ct0 − â
⇀
x+ ρ(⇀x)2

2Rc
(4.6)

with perpendicular distance ρ(⇀x)2 = (â × ⇀
x)2 = x2 − (â⇀x)2. But, in order to obtain the first

approximation to the radius of curvature let us first consider a slightly different model.

Figure 4.6: Schematic of the spherical shower front development.

The shower development is approximated as starting at time t0 from one single point (see
figure 4.6) and propagating towards the stations, so the timing ti at the station i is

c(ti − t0) = |
(

Rc −
(
xi| (4.7)

with
(

Rc the apparent origin of the shower. Time propagation of the shower front is thus described
as an expanding sphere. In this form the timing information is clearly decoupled from any
information on the impact point. The only relevant geometrical parameter of the spherical model
is the apparent origin of the shower

(

Rc. The shower axis is a derived quantity obtained only
after the position of the impact point is known. The spherical model thus effectively separates
the timing and LDF fit.
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The expected solid angle differences between the plane-fit and curvature-fit axis â are of the
order of a half degree.

The exact curvature fit involves a 3D minimization of a function

χ2 =
∑
i

[c(ti − t0)− |Rcâ−
⇀
xi|]2

c2σ2
ti

(4.8)

with accurate zi 6= 0 treatment.
The differences to the approximate estimation of Rc and this one are about 10 m, while the

solid angle difference between the axes is of the order of a few 0.1◦.
In all start-time related issues the intrinsic time variance model [162] is used by default. In

this model the number of particles (muons) n in the signal is estimated from VEM station signal
S, corrected for the zenith angle dependence of the average track length ¯̀,

¯̀(θ) = V

A(θ) = πr2h

πr2 cos θ + 2rh sin θ (4.9)

and the number of particles is

n = S
¯̀(0◦)
¯̀(θ)

= S [cos θ + (2h/πr) sin θ] (4.10)

where h and r are tank height and radius, respectively.

Posterior Trigger Selection

The shower reconstruction ends with the SdEventPosteriorSelectorOG module, which computes
the 6T5 posterior trigger requiring the 6 stations of the first crown around the nearest station to
the reconstructed axis to be active at the time event. Note that this trigger condition differs from
the previous 6T5 criteria since now the station of reference is the one closest to the reconstructed
axis. Events not passing this 6T5 posterior trigger criteria are rejected.

Finally, all the relevant information of the simulation and the reconstruction process is stored
in light files by the RecDataWriterNG module.

4.3 Results on the Reconstruction of ν-induced Showers

In this section we report on the performances of the reconstruction of ν induced showers in terms
of efficiency and angular resolution. Figure 4.7 shows the reconstruction efficiency as function of
the first neutrino interaction depth and simulated zenith angle. The region of maximum efficiency
is well contained inside the range of simulated depths for all angles. On the other hand, figure 4.8
shows the distribution of the reconstructed impact points (shower cores) of the simulated events
passing the reconstruction selection criteria. Even though the showers were randomly generated
in a square surface using a uniform distribution function, the distribution of reconstructed events
is clearly non-uniform: smaller efficiencies are obtained for events with the simulated core very
close to a station. This effect has two origins. First, in these cases, the mean distance of the
three closest stations to the core is maximized, decreasing the event trigger probability, especially
for low energy showers. In addition, the FADC traces of the photo-multipliers in the station
closest to the core are often saturated and the station is removed from the analysis, decreasing
the performance of the reconstruction algorithm.
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Figure 4.7: Efficiency of reconstructed showers at each injection depth as function of θMC. Since
the values of injection depths and θMC are discrete, the size of the bins has been increased for a
better visualization. The black line shows the detector slant depth. The top of the atmosphere is
at 0 g cm−2.

Figure 4.8: Distribution of simulated core positions for all simulated Monte-Carlo events fulfilling
the reconstruction criteria. Black dots indicate the locations of the SD stations.
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(a) Reconstructed angle for νe CC simulated events.
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(b) Reconstructed angle for νe NC simulated events.

Figure 4.9: Reconstructed zenith angles for the data sets νe CC (4.9a) and νe NC (4.9b). The
open histogram includes all events while the full histogram includes only events interacting high
in the atmosphere (interaction slant depth < 300 g cm−2).
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(a) Angular resolution for simulated νe CC events.
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(b) Angular Resolution vs Energy.
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(c) Angular Resolution vs θMC.
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(d) Angular Resolution vs Slant Depth.

Figure 4.10: Results on the angular resolution (θMC − θRec) for simulated νe CC showers. 4.10a:
Angular resolution distribution. The open histogram includes all events while the full histogram
includes only events interacting high in the atmosphere (interaction slant depth < 300 g cm−2).
4.10b, 4.10c, 4.10d: Angular resolution dependence with energy, zenith angle and interaction
depth. Top of the atmosphere at 0 g cm−2. Error bars are not on the mean but account for the
spread of the distribution.
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Figure 4.9 shows the distribution of reconstructed angles for the simulated data set of
neutrinos. Six peaks corresponding to the simulated Monte-Carlo angles (table 4.1) are clearly
visible. The open histogram containing the full Monte-Carlo data set shows a long tail extending
to small values of the zenith angle and produced by neutrinos interacting deep in the atmosphere.
These particular neutrinos exhibit a larger curvature of the shower front than verticals ones
(θ < 60◦), being poorly reconstructed by the standard reconstruction algorithms which are
optimized for nucleonic showers initiated in the top of the atmosphere. The tail disappears
when only neutrinos interacting at slant depths smaller than 300 g cm−2 are represented (full
histogram). A worsening of the resolution is observed for neutrinos interacting through the
NC channel (figure 4.9b) compared to the νe CC events (figure 4.9a), mainly due to the severe
reduction of the detectable energy carried by the shower. The impact on the efficiency due to
this effect is discussed later in section 5.4.

The angular resolution, defined as the standard deviation of the distribution of differences
between the reconstructed and Monte-Carlo simulated zenith angle (θRec − θMC), is shown in
figure 4.10. In the case of the CC channel, the angular resolution is of about 2◦ when all events
are considered (open histogram), whereas for neutrinos injected at a high altitude (full histogram)
it improves to ∼1◦ (i.e. of the order of the resolution quoted by Auger for standard vertical
nucleonic showers). Moreover, the quoted angular bias between the measured and simulated
zenith angles is very small (below ∼2◦ in all cases).

The evolution of the angular resolution with the energy, zenith angle and interaction depth is
shown in figures 4.10b, 4.10c and 4.10d. As expected, the angular resolution improves with the
neutrino energy whereas no sizeable dependence on the resolution with θMC is observed. On the
other hand, both the mean and the spread of the distribution (shown by the error bars) of the
angular resolution increase with the slant deep of the first neutrino interaction.



5
Identification of ν-induced Showers

This chapter is devoted to the description of the criteria defined to identify neutrino induced
showers. The analysis is based on a blind search approach to avoid any artificial bias on the
choice of the discriminating variables and on the final values of the cuts.

Therefore, to tune the algorithms needed to separate neutrino induced showers from the much
larger background of hadronic showers and optimize the numerical values of the cuts, the data
sample of real events collected by Auger was divided in two groups (excluding periods of array
instability). A fraction of the data, the so called background training sample, was dedicated to
define the selection algorithms. This is done together with the generated Monte-Carlo neutrino
samples detailed in chapter 4, in order to minimize the background contribution by keeping
the highest possible signal detection efficiency. The training data, described in section 5.1, are
assumed to be overwhelmingly constituted of background showers. Moreover it intrinsically
contains, by construction, any kind of physical and detector effects that could be absent in
the even most sophisticated Monte-Carlo simulation. The remaining fraction of data events,
called signal search sample, is not used until the selection procedure is established, and then it is
unblinded to search for neutrino candidates.

The procedure to select potential neutrino induced showers, based on the inclined and young
criteria, is described in section 5.2. The ultimate decision of whether or not a shower becomes a
neutrino candidate relies on a Fisher multivariate discriminant method [163], which is fed with
several experimental observables obtained from the properties of the shower signals at ground,
as reported in section 5.3. The data training sample and the neutrino Monte-Carlo events are
injected to the Fisher algorithm as background and signal training samples, respectively. The
stability of the analysis against temporal evolutions of the surface detector array is studied in
section 5.3.3. Finally, the performances of the whole procedure in terms of neutrino detection
efficiencies is discussed in section 5.4.

5.1 The “training” and “search” Event Samples

As mentioned before, the Fisher discriminant method used in this work requires the input of two
different samples of events (signal-like and background-like events) that are used to train the
algorithm. Signal-like induced showers are obtained from Monte-Carlo simulations as described

67
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in section 4.1.
At the UHEs, the uncertainties on hadronic models, the ignorance of unknown physical

processes and the unpredictable detector effects make very difficult a reliable estimation of the
background using Monte-Carlo simulations. In addition, the minimum number of simulated
showers that would be required to properly populate the tails of the distributions with a
statistically significant number of entries is currently unaffordable with the current resources
given the high CPU time required for the full simulation of a shower and the huge parameter
space present in the neutrino search.

In the absence of a reliable and complete Monte-Carlo simulation of the background processes,
the alternative approach consists on the use of a portion of real data events as background
estimator. Given the low neutrino fluxes predicted by current theoretical models this sample
is assumed to be overwhelmingly, if not completely, made of standard nucleonic background
showers. This training data sample should be large enough to ensure that it represents also the
search data sample where neutrinos will be searched for and, in particular, that it contains all
possible physical and detector effects present in the search data sample. In other words, even
though smaller in size the training sample should be like a “twin” of the search sample. On the
other hand, a compromise has to be taken on the size of the samples since the larger the training
sample the smaller the remaining data sample to search for neutrinos.

In the case of the analysis presented in this work, the background training sample is made
by the 20% of the full data sample of events collected by the surface detector array in the
period from 01 January 2004 to 31 December 2011, which is equivalent to a full surface detector
array composed of 1420 6T5 hexagons recording data continuously during (0.81±0.01) years (see
table 5.1). Periods of surface detector instabilities are rejected. The selection of the 20% fraction
of events in the mentioned period of time is based on the Auger SD event ID, which must be
divisible by 5 to be selected, ensuring a fully randomized sample uniformly distributed in time in
which all time dependent detector effects are taken into account.

Concerning the data search sample, only events dated before 31 May 2010 are considered.
This date was established by the Collaboration as the end of the blind search period for all
published analyses searching for UHEνs in Auger, namely the downward-going ν channel at high
angle, the Earth-skimming ντ search and the search for point-like sources of UHEνs [3, 106]
(see also chapters 8 and 9). Given that there is a work in progress within the Pierre Auger
Collaboration aiming at combining the three neutrino searches currently in use, and in order to
avoid any possible influence on the final criteria of such a combination (that still remains to be
defined), the same date for the end of the search sample was fixed.

Therefore, the data search sample is made by showers with Auger identification number
non-divisible by 5 in the period from 01 January 2004 to 31 May 2010, which corresponds
to an equivalent exposure of (2.21±0.03) years of data recorded with a full surface detector
array working continuously. These events are kept unprocessed until the full analysis procedure
and selection cuts are defined. Only at this moment the sample is “unblinded” and neutrino
candidates searched for (see section 7.1).

5.2 Pre-Selection of Neutrino-like Showers

While hadrons and even photons interact soon after entering the atmosphere, neutrinos can
penetrate large amounts of matter and generate a “young” shower close to the SD array.
Examining inclined showers enhances the differences between young showers and those produced
early in the atmosphere. Young showers are expected to have a significant electromagnetic
component at the ground, while the electromagnetic component of nucleonic inclined showers
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Downward-going neutrino search
MC ν training Monte-Carlo simulated events

sample θMC ∈ [60◦, 75◦] (table 4.1)
Analysed data period

from 01 January 2004 to 31 December 2011
Background training 20% of analysed data

data sample ≡ (0.81± 0.01) yr of full Auger equivalent exposure
(surface events with ID divisible by 5)

Signal search 80% of analysed data (only up to 31 May 2010)
data sample ≡ (2.21± 0.03) yr of full Auger equivalent exposure

(blind) (surface events with ID non-divisible by 5)

Table 5.1: Training and blind search periods for the search for downward-going neutrino candidates.
The equivalent period of time of a full surface detector array is also indicated.

is largely suppressed due to attenuation in the atmosphere. The first step on the analysis is
therefore the pre-selection of young and inclined showers, which is done together with a fiducial
cut to guarantee a good shower containment inside the SD array. We recall here that exactly the
same reconstruction procedure is applied to the background and to the Monte-Carlo ν training
samples.

Inclined Shower Selection: Showers are only pre-selected if their reconstructed zenith angle
is in the range 58.5◦ < θRec ≤ 76.5◦. This angular window exceeds by ±1.5◦ the minimum
and maximum simulated values of θMC in order to account for the angular resolution quoted
in section 4.3. A further cut on the quality of the angular reconstruction is applied: the
absolute error on the reconstructed angle ∆θRec is required to be smaller than 3◦. The
efficiency of this cut is 92.0% (80.0%) for νe CC (NC) neutrinos. Figure 5.1 shows the
distribution of reconstructed angles for the events in the background training sample after
these first pre-selection cuts.

Fiducial quality Cut: The aim of this cut is to ensure that the relevant stations that will be
further used in the analysis (the ones close to the shower core) are operational and fully
contained into the surface array when the shower triggers the detector. This is achieved
by imposing the 6T5 trigger condition so that only the events conforming the 6T5 trigger
(T5 stations hereafter) are pre-selected. Even in the case that a shower falls at the edge of
the SD array and the total footprint is not fully contained, the choice of the 6T5 trigger
ensures that the stations carrying the relevant information for the analysis are kept. The
impact of the 6T5 cut is a reduction on the number of background events of ∼23% almost
uniform for all zenith angles (light gray histogram in figure 5.1).

Young Shower Selection: Among the selected showers fulfilling the previous requirements we
select those with FADC traces that spread in time, a feature of young showers in the early
stage of development. As already described in section 3.2.2, the ToT trigger is indicative of
the presence of a high electromagnetic component in the FADC trace and hence of a young
shower. The cut requires that at least 75% of the triggered T5 stations have a ToT local
trigger. This criteria has a high background rejection efficiency (64.5% in total), specially
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at high angles as shown in figure 5.1, while rejecting only 2.5% of the neutrino events.
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Figure 5.1: Distributions of the reconstructed angle for events in the background training sample
passing the pre-selection criteria. Cuts (1) on the reconstructed angle value and error, (2) on the
shower containment and (3) on the shower age are applied sequentially.

5.3 Identification of Neutrino Events

The final neutrino identification criteria follow the pre-selection cuts. The discrimination power
is optimized with the aid of a multi-variate technique known as Fisher discriminant [163]. In
this method the event selection is performed in a transformed variable space with zero linear
correlation, by distinguishing the mean values of the signal and background distributions. The
linear discriminant analysis determines an axis in the correlated hyperspace of the input variables
such that, when projecting the output classes (signal and background) upon this axis, they are
pushed as far as possible away from each other, while events of a same class are confined in a
close vicinity. The linearity property of this classifier is reflected in the covariance matrix of the
discriminating variable space C, which can be decomposed into the sum of a within-class matrix
W and a between-class matrix B. They respectively describe the dispersion of events relative
to the means of their own class and relative to the overall sample means. The elements of the
covariance matrix are given by Ckl = Bkl +Wkl where:

Wkl =
∑

U=S,B
〈xU,k − x̄U,k〉〈xU,l − x̄U,l〉 = CS,kl + CB,kl (5.1)

where S and B denote the signal and background samples, respectively, and x̄U,k is the average
of a variable xU,k for the sample,

Bkl = 1
2
∑

U=S,B
(x̄U,k − x̄k)(x̄U,l − x̄l) (5.2)

where x̄k denotes the average for the entire sample.
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Thus the Fisher coefficients Fk are given by:

Fk =
√
NSNB

NS +NB

nvar∑
l=1

C−1
kl (x̄S,l − x̄B,l) (5.3)

The Fisher discriminant value F for an event i is given by:

F(i) = F0 +
nvar∑
k=0

Fkxk(i) (5.4)

where the offset F0 centres the sample mean ȳFi of all events (background + signal) at zero, k
runs over the variables xk used to construct the lineal discriminant and Fk is the Fisher coefficient
defined in equation 5.3.

By construction of the method, no discrimination at all is achieved when a variable has the
same sample mean for signal and background, even if the shapes of the distributions are very
different. The method is implemented within the package Toolkit for Multivariate Data Analysis
with ROOT (TMVA) [164] which has been used in this analysis.

5.3.1 Building the Fisher: discriminating variables and training

The Fisher method maximises the discrimination power between events of two samples, but the
efficiency of the method strongly depends on training the algorithm with the proper variables.
A careful and systematic work was carried out looking for the optimal set of discriminating
variables, the ones providing the better signal to background (S/B) separation together with a
convenient behaviour of the Fisher distribution tail.

The AoP of a station is defined as the total signal of the station trace divided by the peak
value. The station trace is defined as the average of the FADC signals of each working PMT
belonging to this station. The AoP is very sensitive to the spread on time of the FADC signal
trace. It typically peaks at the value of one for pure muonic signals, increasing the value as the
electromagnetic component of the trace increases. The power of this variable on discriminating
between signal and background events is very strong as shown in figure 5.2.

Out of all triggered stations of an event, the ones closed to the shower core exhibit the highest
S/B discrimination power in terms of AoP. The first triggered stations (“early stations”) can
still contain some electromagnetic component for background events, specially for those arriving
at the smaller zenith angles. On the other hand, the electromagnetic component on the last
triggered stations (“late stations”) can be reduced also for ν-induced showers, in particular at
the larger zenith angles (see figure 5.3).

This effect can be visualized in figure 5.4 where the AoP of the stations is represented as
function of their distance to the core. Negative (positive) values of the distance to core correspond
to early (late) stations. The maximum separation between both samples is reached for distances
smaller than 1500 m. T5 triggered stations are typically placed at distances below this value so
they are pre-selected as candidates to be included in the Fisher algorithm (regardless of their
distance to the core and provided they are not saturated, in which case they are excluded).
Moreover, among all triggered T5 stations the earliest ones exhibit the best S/B separation as
shown in figure 5.5.

Also important is to survey the evolution of the AoP with zenith angle. As shown in figure 5.6
these two parameters are anti-correlated, the S/B discrimination becoming weaker at lower
angles. In order to cope with this effect the search angular window 58.5◦ < θ < 76.5◦ was
split in five sub-regions as indicated by the dashed vertical lines in the figure, and five different
Fisher polynomial were trained independently. The first four regions covering the smaller angles



72 Chapter 5. Identification of ν-induced Showers

Area over Peak
0 5 10 15 20 25 30

-610

-510

-410

-310

-210

-110

 

 Background. Mean = 1.6

MC Neutrinos. Mean = 4.1

 

Figure 5.2: Area over Peak distribution for all stations on events passing the pre-selection cuts
(inclined + fiducial + young shower criteria described in section 5.2) for the background training
sample (full histogram) and for all simulated νe CC events (empty histogram).

have a size of 3◦ whereas the size of the last region is twice this value. The use of five angular
regions instead of a single one gives more flexibility to the Fisher algorithms to incorporate the
differences observed on the properties of the showers according to their age. This additional
degree of freedom certainly increases the performances of the analysis.

On the three regions covering the smaller angles (58.5◦ < θRec ≤ 67.5◦) where the discrimina-
tion becomes more difficult, the first five triggered T5 stations are selected to build the Fisher
variables. On contrast, in the higher angular regions (67.5◦ < θRec ≤ 76.5◦) only the first four T5
stations are used. Finally, the variables selected to be used in the Fisher discriminant analysis
are the individual AoP of the selected stations and the product of them. The aim of the product
is to break the linearity of the Fisher polynomial allowing a better discrimination power for some
of the events. The typical AoP values in the first selected station range between 4 and 6 for deep
inclined showers, well above the average value measured in standard nucleonic showers (left-hand
panel of figure 5.7). The product of the AoP of the selected stations in the event is also a very
good discriminator as shown in the right-hand panel of figure 5.7. The full analysis procedure
(pre-selection cuts and Fisher discriminant variables) described in this chapter is summarized in
table 5.2.

Once the Fisher variables are defined, the training procedure starts. As earlier described
in section 5.1 (see also table 5.1), the signal sample is composed by all Monte-Carlo ν-induced
showers whereas the background training sample is made by 20% of the events in the analysed
data period (0.81 yr of full Auger SD data). Each individual Monte-Carlo neutrino event is
weighted by a factor ω = E−1

MC · sin(θMC) · cos(θMC) which accounts for the different probability
of occurrence according to the zenith angle (changes the projection of the detector area in the
direction of the shower axis) and the energy (the diffuse neutrino flux and the interaction cross
section are function of the primary neutrino energy). In figure 5.8 we show the distributions
of the Fisher value F in the five sub-regions for both, the background training sample and the
Monte-Carlo ν showers. An excellent separation is achieved for events in each of the five angular
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Figure 5.3: Illustration of the footprint of an inclined shower on the SD array. The black line
represents the shower axis. The light gray stations are not triggered by the shower and do not
participate in the event reconstruction. Stations triggered in the early (late) stage of the shower
development are located before (after) the shower core. Red + green tanks represent the 6T5
stations. Among them, green stations are selected to build the Fisher discriminant.

regions.

5.3.2 Fisher cut and background estimation

The next step after training the Fisher algorithm, is to define a numerical value of the Fisher cut
(Fcut) that separates neutrino candidates from regular hadronic showers. The criteria adopted in
this work was to select the value Fcut such that the number of background events expected after
20 years of data taking with a full Auger SD is 0.2 for each sub-region, i.e. 1 background event
expected in the full studied angular region.

In absence of Monte-Carlo background events, the background estimation is done by analysing
the shape of the distribution of the largest values of F . The tails of the F distributions for
the five sub-regions shown in figure 5.9 exhibit a clear exponential shape that can be used to

Region 1 Region 2 Region 3 Region 4 Region 5

Inclined Sel. (58.5◦, 61.5◦] (61.5◦, 64.5◦] (64.5◦, 67.5◦] (67.6◦, 70.5◦] (70.5◦, 76.5◦]
θRec ∈

Quality Cuts 6T5 + ∆θRec < 3◦

Young Selection 75% of T5 stations to be ToT

AoPn
Fisher Disc.

∏
n AoPn

(F) (n = number of first T5 triggered stations)
n ≤ 5 n ≤ 4

Table 5.2: Summary of the pre-selection cuts and variables used to build the Fisher discriminant
algorithm in each angular region.
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Figure 5.4: Evolution of the AoP of the stations with their distance to the shower core for events
fulfilling the pre-selection cuts defined in section 5.2, for the background training sample (light
gray) and for all simulated νe CC events (black).
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Figure 5.5: Evolution of the AoP of the T5 stations with their relative time to the shower core for
events fulfilling the pre-selection cuts defined in section 5.2, for the background training sample
(light gray) and for all simulated νe CC events (black).
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Figure 5.6: Evolution of the AoP of the T5 stations with the reconstructed zenith angle θRec.
Blue dashed lines delimit the five angular sub-regions in which the analysis is split. The small
triangles indicate the θMC simulated values.
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(a) AoP of the first triggered T5 station.
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(b) Product of AoP of selected stations.

Figure 5.7: Distribution of the Area over Peak of the first T5 station (left) and of the product of the
AoP of the selected stations (right). In each panel we show the distribution of the corresponding
variable in background events, i.e. data events in the training sample (full histograms), and in
simulated electron neutrino charged current events (empty histograms). These are two of the
variables used in constructing the multi-variate Fisher discriminant linear polynomial to optimize
the separation between background and neutrino-induced showers.
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(a) 58.5◦ < θRec ≤ 61.5◦
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(b) 61.5◦ < θRec ≤ 64.5◦
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(c) 64.5◦ < θRec ≤ 67.5◦
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(d) 67.5◦ < θRec ≤ 70.5◦
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(e) 70.5◦ < θRec ≤ 76.5◦

Figure 5.8: Distribution of the value of the Fisher polynomial (F , see text for details) for events
with reconstructed zenith angle in the five sub-regions. Data in the training period (see Table 5.1)
describe the nucleonic background, while Monte-Carlo simulated downward-going neutrinos
correspond to the signal.
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Number of events in F distribution tails:
“Observed” - “Predicted”

Region 1 Region 2 Region 3 Region 4 Region 5

µ+ 1σ 277 - 270.3 120 - 110.0 70 - 74.7 121 - 112.7 72 - 71.9
µ+ 2σ 91 - 89.8 42 - 41.2 25 - 27.4 31 - 35.6 24 - 29.5
µ+ 3σ 16 - 17.2 12 - 15.4 7 - 10.1 4 - 11.2 2 - 9.0
µ+ 4σ 4 - 5.7 2 - 3.5 1 - 3.7 0 - 3.5 0 - 3.7
µ+ 5σ 1 - 1.9 0 - 1.3 0 - 1.4 0 - 1.1 0 - 1.5
µ+ 6σ 0 - 0.6 0 - 0.3 0 - 0.5 0 - 0.5 0 - 0.6

Table 5.3: Number of events “observed” in the background training sample (full histograms in
figure 5.9) and “predicted” by the exponential tail assumption (solid lines in figure 5.9). The
reported number of events in each row is computed by integrating the tail of the distributions
starting from the value indicated in the first column.

estimate the number of expected background events in each region as function of Fcut and of the
years of data taking. In all cases, the training samples lack statistics beyond a certain value of F
(around F > −0.1 in figure 5.9e, for instance) and the exponential fit can be only considered as
a reasonable guess of how the tail of the background distribution would behave if more statistics
would be added.

In practice, the calculation of the exponential shape is done through a fit to the tail of the
distributions in logarithmic scale (A · F +B), starting at the bin located at µ+ σ and ending at
the last bin containing events (non-empty bin), where µ and σ are the mean and the RMS of
the F distribution. Even though marginally, the histogram bin size can influence the estimated
fit parameters due to the low statistics populating the tails. The final bin size assumed in each
case was determined by these values minimizing the residual fit. In table 5.3 we give, for the five
angular regions, the number of events observed in the tail of the background training sample and
the number of events predicted by the exponential fit. The numbers in each row are computed by
integrating the most right part of the F distribution starting from the value indicated in the first
column. The estimation given by the exponential fit is in good agreement when the number of
events is high, and slightly overestimates the observed number of events in the extreme regions
of highest F values, where predictions are more difficult due to the absence of statistics.

In order to account also for the uncertainties on the obtained exponential fit parameters (σA
and σB), the tail of the F distribution is finally assumed to be represented by a function that
includes the fit errors, [A+ σA] · F + [B + σB], a conservative approach which slightly increases
the predicted number of background events. Figure 5.9 shows the Fcut values obtained following
the procedure described before for the five sub-samples of background events. The number of
expected background events estimated to pass the Fcut cut after 20 years of data taking with a
full SD array is 0.2 on each sub-sample.

A two dimensional view of the Fisher values as function of the zenith angle is given in
figure 5.10. The contour plot represents the number of Monte-Carlo ν signal events passing
the pre-selection cuts, the black dots are the background training events and the horizontal
blue lines represent the value of Fcut determined previously. The discontinuities observed in
the sub-samples reflect the fact that different Fisher discriminants achieving different selection
efficiencies are used at each angular region. As expected, the background events with higher F
value in each region tend to accumulate near the lower angular edge. In other words, the number
of background events in a given region is observed to be non-uniformly distributed inside the
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(a) 58.5◦ < θRec ≤ 61.5◦
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(b) 61.5◦ < θRec ≤ 64.5◦
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(c) 64.5◦ < θRec ≤ 67.5◦
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(d) 67.5◦ < θRec ≤ 70.5◦
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(e) 70.5◦ < θRec ≤ 76.5◦

Figure 5.9: Distribution of the F value for the background training sample (0.81 yr of full Auger
SD data) and exponential fit to the tail (solid line). The vertical dashed lines indicate the value
of the Fisher cut (Fcut) needed to expect 0.2 events in each sub-sample in 20 years of data taking
by a full Auger SD.
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Figure 5.10: Distribution of F as function of the reconstructed zenith angle. The MC ν events
(contour plot), the background events (black dots) and the discrete Fcut values at each sub-region
(blue lines) are displayed.

angular interval.
Rather than a fix Fcut for each region, a more natural and effective cut results from the lineal

interpolation of the five Fcut values over the full angular region as shown in figure 5.11. The
result is a Fisher cut which depends discretely on θRec: events above the line will be considered
as neutrino candidates. With such a cut, the events on the tails of the background distributions
remain roughly at the same distance from the cut line for each region and the expected number
of events is almost constant with the angle.

5.3.3 Time stability of the discriminating variables

In this section we report on the time stability of the most relevant variables used in the ν search
analysis. Given that the idea behind a blind analysis like the one proposed in this work is to fix
the cuts according to the information provided by the training samples and keep the analysis
unaltered (i.e. “frozen”) until the end of the data taking, any temporal evolution not present
or foreseen during the training procedure might have an influence on the results in a long term
experiment like Auger. For instance, the appearance of fake neutrino candidates.

The composition of the background training sample chosen in this work minimizes the impact
of possible time instabilities that might appear since it contains selected real data events collected
by the Observatory in such a way that they randomly spread over the full data taken period
where the neutrinos are searched for. Therefore, they should be representative of the search
data sample. In any case, a check to the time evolution of the angular reconstruction, the ToT
fraction, the AoP and the Fisher value as obtained from the background training sample remains
interesting.

The angular reconstruction is very robust against temporal variations. Even in the case of
geographical changes of some stations (i.e. Earth-quake, stations replaced, etc) it uses the real
position of the station and the estimated angle should be robust enough. Larger changes could
be expected in case the reconstruction algorithms were improved. The systematic uncertainty of
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Figure 5.11: Same as figure 5.10 but with continuous Fcut (blue line) obtained from linear
interpolation of discrete values.

different reconstruction procedures is discussed in section 6.2.
The ToT fraction of the T5 triggered station is more likely to be time dependent [165, 166].

Since the ToT criteria is based in a signal threshold, the ToT fraction can be affected by changes
in the surface detectors (changes in the liner reflectivity, water absorption length, PMTs and/or
electronics ageing, etc). Figure 5.12 shows the ToT fraction of the T5 triggered stations as
function of the event ID number. Since event ID numbers are correlative in time, they represent
the evolution with time. A decrease with time of the order of 10% in the average value is observed
for events taken after 2009. This effect, in case to persist, would degrade the neutrino detection
efficiency.

The most important variables on the ν selection are the AoP of the stations (which influences
the Fisher) and, of course the Fisher discriminant F . Figures 5.13 and 5.14 show how these two
magnitudes behave with time. The AoP shows a smooth modulation which can be related to the
already observed effect described in [165, 166]. Nevertheless, this modulation is attenuated in
the Fisher variable at low angles and disappears at the highest zenith region. From this result we
can conclude that the dependences with time, if any, are very weak and not expected to influence
the ν search with the used search data sample.

5.4 Neutrino Identification Efficiency

In table 5.4 we give the summary list of the sequential cuts applied in the analysis and their
impact on the selection efficiency of νe CC and NC events. Numbers are relative, i.e. computed
with respect to the events remaining after the precedent cut in each case. The inclined selection
efficiency is calculated with respect to the reconstructed ν events only. The numbers are obtained
through Monte-Carlo simulations assuming a full surface detector array (large enough to fully
contain all showers, complete and fully operational). In general, the efficiency depends on the
neutrino flavour, type of interaction, neutrino energy, zenith angle and slant depth of interaction.

The inclined selection removes ∼ 7% of the reconstructed events in the two channels. These are
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Figure 5.12: Average fraction of T5 stations with ToT trigger in the hexagon as function of the
SD event ID. Data from the background training sample.
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Figure 5.13: Average AoP of the selected Fisher stations as function of the SD event ID. Data
from the background training sample.
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Figure 5.14: Average Fisher value F as function of the SD event ID. Data from the background
training sample.

Efficiency

Cut CC NC

Inclined Selection 58.5 < θRec ≤ 76.5 94.4% 93.0%

Quality Cuts 6T5 + ∆θRec < 3◦ 92.3% 80.4%

Young Shower Selection 75% of T5 stations to be ToT 98.0% 93.6%

Number of T5 ≥ 5 ∀ θRec ∈ (58.5, 67.5] 78.6% 52.7%
triggered Stations ≥ 4 ∀ θRec ∈ (67.5, 76.5]

Neutrino Selection Fisher Discriminant Fcut 79.6% 40.2%
(linear interpolation in θRec)

Table 5.4: Selection efficiencies on Monte-Carlo neutrinos simulated in the charged and neutral
current interaction channels (all simulated energies, zenith angles and interaction depths included).
Inclined selection efficiency normalized with respect to reconstructed events only. Efficiencies for
the other cuts normalized with respect to the events remaining after the precedent cut.
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Relative Efficiency (%)
Angular Region (58.5, 61.5] (61.5, 64.5] (64.5, 67.5] (67.6, 70.5] (70.5, 76.5]

Quality Cuts 97.8 (97.0) 97.2 (94.9) 95.4 (89.9) 92.0 (80.6) 87.6 (64.7)
T5 Candidates 63.1 (31.0) 62.6 (31.3) 66.3 (31.7) 88.3 (73.9) 91.0 (75.8)
Fisher Selection 71.1 (13.5) 85.1 (33.2) 83.7 (31.6) 84.8 (47.5) 76.0 (44.8)

Table 5.5: Relative efficiency of the three cuts with bigger impact on the ν selection. Values
quoted at the five angular regions for νe CC (NC) simulated events.

mainly showers interacting very close to ground which populate the tails of the θRec distributions
as discussed in section 4.3.

The quality cut on ∆θRec gives a stronger reduction of NC events than CC events. On
average, a clear worsening on the error of the reconstructed angle is observed when the zenith
angle increases (figure 5.15a) and also when the shower energy diminishes (figure 5.15b). The
tail of the ∆θRec distribution above the cut (dashed line) is dominated by the contribution from
showers for which the reconstruction algorithms are less efficient: low energetic (triggering less
stations at ground) and coming at large zenith angles. The quality of the reconstructed showers
in terms of ∆θRec is, however, better for CC than for NC events as shown in table 5.5.

Regarding the requirement on the minimum number of T5 candidate stations, a stronger
reduction of surviving events is observed for events below 67.5◦ due to the more restrictive cut
imposed in this low angular region (needed to maintain a small background level). As summarized
in table 5.5, the impact of this cut is much stronger in the NC sample due, again, to the smaller
number of triggered stations compared to the CC events.

Concerning the Fisher selection cut, the efficiency achieved on the NC channel is about
half the obtained on the CC channel. As an example, we compare in figure 5.16a the Fisher
distributions for the training sample and for νe CC and νe NC simulated showers, all in the
lower angular region (58.5◦ < θRec ≤ 61.5◦). The performance of the method to separate the
background from NC events is clearly smaller compared to CC events. The F distribution for
the NC sample is sitting between the background and the CC samples. As shown in figure 5.16b,
the reason for that can be found on the different behavior of the main variable used to build
the Fisher polynomial: the AoP of the stations. Showers in the NC channel exhibit small values
of the AoP when initiated in the top of the atmosphere (similar to the values obtained for the
background training sample), smoothly increasing for deeply interacting showers. Showers in
the CC channel at high zenith angle (θMC > 70◦) exhibit a similar behavior, even though with
higher values of AoP (on average) which help on the background discrimination. On the other
hand, CC showers at small zenith angles (θMC < 67◦) retain at ground a higher electromagnetic
component than more inclined ones, showing an even higher value of AoP (on average) provided
the shower is not initiated too deep in the atmosphere.

An example of the efficiency that can be achieved in a full SD array as function of the slant
depth of interaction for νe CC neutrinos of two energies and zenith angles is shown in figure 5.17.
The “T3 trigger + reconstruction” efficiencies almost saturate for 1019.5 eV showers interacting
from the top of the atmosphere up to slant depths of ∼ 1800 g cm−2. For primary interaction
vertices closer to ground (i.e big values of slant depth) the efficiency dramatically drops since
a minimal amount of matter is needed for the ν-induced shower to reach a sufficient lateral
expansion which triggers the array and allows an angular reconstruction. On the other hand,
the neutrino selection efficiency also drops for 1018.5 eV showers if the interaction takes place
near the top of the atmosphere (low values of slant depth) and the angle is large because the
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(a) Error on the angular reconstruction for different angles: all νe NC showers (full histogram),
θMC ≤ 66◦ showers (red histogram) and θMC ≥ 69◦ showers (black histogram).
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(b) Error on the angular reconstruction for different energies: all νe NC showers (full
histogram), Eν = 1020.5 eV showers (red histogram) and Eν ≤ 1018 eV showers (black
histogram).

Figure 5.15: Distribution of the absolute error on the reconstructed zenith angle (∆θRec) for
νe NC Monte-Carlo showers for several values of the zenith angle (top) and neutrino energy
(bottom).
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(a) Fisher Value (58.5◦ < θRec ≤ 61.5◦).
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(b) Area over Peak of the first T5 station.

Figure 5.16: Figure 5.16a: Distribution of the Fisher value in the lower angular region for the
background training sample (gray shaded histogram), the νeNC Monte-Carlo (light histogram)
and the νe CC Monte-Carlo (black histogram). Figure 5.16b: Average of the AoP of the first
T5 station used in the Fisher discriminant as function of the slant depth for all the νe NC
Monte-Carlo and for the νe CC showers in different angular regions. The background has been
shifted to 150 g cm−2 for a better visualization.
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(a) log10(Eν/eV) = 19.5, θMC = 72◦.
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(b) log10(Eν/eV) = 18.5, θMC = 69◦.

Figure 5.17: Fraction of electron CC neutrinos triggering the array and reconstructed (blue
dashed line) and passing all the analysis cuts in table 5.4 (red line) as function of the slant depth
of the interaction above the ground. Efficiencies calculated with a full SD array. The top of the
atmosphere corresponds to 0 g cm−2. Detector depth at ∼ 2500 g cm−2.

electromagnetic component of the shower is almost extinguished at ground level and hence the
neutrino cannot be identified with the present criteria. In general, the efficiency as well as the
slice of atmosphere where it is different from zero, typically increase with the neutrino energy,
and depend on the neutrino flavour and interaction channel. This has an impact on the effective
mass of the SD array as discussed in section 6.1.

In figure 5.18 we show the dependence of the ν identification efficiency with the zenith angle
for three νe CC energies. The increase of the efficiency with energy is clear, reaching maximum
values of ∼ 70% for energies above ∼ 1019.5 eV. The behaviour with zenith angle is smooth in most
of the explored range with the peak of efficiency observed at around θMC ∼ 70◦ for all energies.
Showers reconstructed with zenith angles above ∼ 73◦ suffer a significant decrease on the ν
identification efficiency. This is so because in these very inclined showers the electromagnetic
component present on the stations close to the core is smaller than on more vertical ones (it has
been partially absorbed), making the discrimination more difficult. In these cases, a better ν
identification could be achieved by selecting the earliest triggered stations rather than the T5
ones. As mentioned before in this section, to a lesser extent the drop on efficiency at the highest
zenith angles is due to the cut on the reconstruction error ∆θRec which removes more signal
events at higher zenith angles (we remind here that the angular reconstruction algorithm used in
this work is not optimized for very inclined showers). A similar behavior, with a reduced global
efficiency, is observed for showers interacting in the NC channel (figure 5.19).

5.5 A look to the showers induced by UHE photons

The same astrophysical and cosmological scenarios predicting the existence of UHEνs also predict
the existence of UHE photons. So far, no UHE photon has been identified in the bulk of data
collected by the Pierre Auger Observatory. The most recent comparisons of the upper limits on
the integral photon flux to the measured Auger spectrum allow to set stringent upper bounds on
the fraction of photons of about 0.4% for energies above 1 EeV [54] (section 1.2.4).

Photons induce EASs mainly trough electromagnetic interaction. Due to the nature of
this interaction, photon showers are likely to start deeper than the hadronic induced ones.
Moreover, this kind of showers usually exhibit a lower number of muons together with an
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Figure 5.18: Fraction of electron CC neutrinos passing the analysis cuts in table 5.4 as function
of the true zenith angle for three neutrino energies.
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Figure 5.19: Fraction of electron NC neutrinos passing the analysis cuts in table 5.4 as function
of the true zenith angle (all neutrino energies included).
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important electromagnetic component. For very inclined showers, it is generally believed that the
amount of atmosphere is enough to absorb the electromagnetic component, therefore they do not
represent and important source of background for neutrino searches. Nevertheless, in the angular
region of our study, where the amount of atmosphere becomes smaller than for very inclined
showers, photon induced showers exhibit features at ground which can be very similar to the
ones characterizing the ν-induced showers, thus representing a potential source of background.

Given that showers induced by photons can be more similar to, for instance, νe CC events
than to hadronic induced showers, it is interesting to study the response of the neutrino selection
described in this chapter to this kind of events. To do so, a specific Monte-Carlo data set of photon
induced showers was produced under the GRID technology in a number of 60000 events. The
production covers the θ angular region between 60◦ and 70◦ following a (sinθ · cosθ) distribution,
whereas the energy follows a E−1 power law in the range from 1017.5 eV to 1020 eV. Photons
were simulated without the Landau-Pomeranchuk-Migdal effect [167, 168], so they represent an
upper limit to the real expected background. The same reconstruction and selection procedures
applied for the ν analysis and described in previous sections is used on the Monte-Carlo photon
sample. The same Fisher discriminant is also applied to the reconstructed photons.

In figure 5.20 we compare the Fisher distributions of the background training sample (full
histogram), Monte-Carlo neutrinos (gray line) and simulated photons (black line). The photon
events are weighted by a E−1 power law and the distributions normalized to the events present
on the background training sample. The scatter plot of the Fisher values as function of the zenith
angle is given in figure 5.21 (there is no normalization in this case, i.e. each event is shown as a
point in the graph). Despite the reduced statistics in the higher angular bin, the result confirms
the expected behavior: the estimated contribution from photon showers to the background on
the UHEν search analysis strongly decreases with the zenith angle.

At the lower angles, photon showers show F distributions with long tails extending to the
region populated by the ν signal events, far from the hadronic background (see figure 5.20a).
At zenith angles below ∼ 65◦ a fraction of the photon showers become indistinguishable from
neutrinos interacting high in the atmosphere, representing an irreducible background for the
current ν analysis. The fraction of photon events passing the Fisher selection is, nevertheless,
very small (∼1%). Increasing the angle decreases the photon trigger and selection probability
and the pattern of the F distribution obtained for photon events gets closer to the distribution
of the hadronic background, shifting towards smaller values of F (figure 5.20e). Above θ ∼ 65◦,
the photon selection efficiency drops below 0.2%.
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(e) 70.5◦ < θRec ≤ 76.5◦

Figure 5.20: Distribution of the value of the Fisher polynomial (F) for events in the background
training sample (full histogram), neutrino Monte-Carlo showers (gray line) and photon Monte-
Carlo showers (black line) with reconstructed zenith angle in the five sub-regions.
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background training sample (black dots) and photon Monte-Carlo showers (light dots). Events
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6
Detector Exposure

In the previous chapter the observables and the methodology defined to identify ν-induced
showers with the SD array of the Pierre Auger Observatory were described and the detection
efficiencies evaluated. These efficiencies are necessary to estimate the detector exposure and the
expected neutrino rates. In the next sections, a study of the contribution of individual neutrino
flavours to the calculated exposure is presented (section 6.1) together with a discussion on the
systematic uncertainties arising from the method (section 6.2).

6.1 Effective Mass and Exposure

One of the techniques that can be applied to calculate the exposure of the SD array to UHEνs
consists in randomly distributing the simulated neutrino showers over the actual configurations
of the array, applying to the showers at ground the trigger and neutrino identification conditions
to obtain the active (effective) area of the array at every instant t, and as a function of the
parameters of the neutrino-induced showers (neutrino energy, zenith angle,...). This is a extremely
high CPU time-consuming process given the large number of real detector configurations that
have to be taken into account, even in a daily basis. As explain below, a different approach is
followed in this work taking advantage of the 6T5 trigger required to the showers as part of the
pre-selection cuts.

The effective aperture of the SD array can be understood as the effective area which is
seen by the incident cosmic neutrino flux and can be calculated geometrically based on the
elementary surface detector unit used in our analysis: the 6T5 hexagon. At full efficiency, the
detection area of such a elementary detector unit is A6T5 = 1.95 km2 [169], correspond to the
Brillouin area shaded in figure 6.1. The full SD array (1660 stations covering a geometrical area
of about 3000 km2) contains 1420 hexagons. The effective acceptance for UHEνs with energy
Eν initiating a shower at a slant injection depth D is the convolution of the aperture with the
detector identification efficiency calculated in section 5.4. Therefore, the effective acceptance of a
single hexagon can be written as:

Ahex(Eν , D) =
∫ φ=2π

φ=0
dφ

∫ θmax

θmin
A6T5 · ε(Eν , θ,D) · sin θ cos θ · dθ [cm2 sr] (6.1)
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Figure 6.1: Drawing of a 6T5 hexagon of SD stations (represented by circles) and the Brillouin
effective area A6T5 (shaded hexagon around the central station) for a triangular grid.

where ε(Eν , θ,D) is the neutrino detection efficiency and the integral over the zenith angle
goes from θmin = 58.5◦ to θmax = 76.5◦.

The effective mass inside which if a neutrino interacts it will be identified is obtained by
integrating the aperture over the neutrino slant injection depths. In other words, it accounts for
all the effective mass target over the hexagon which is effective for neutrino identification in the
angular region of search:

Mhex(Eν) =
∫
D
Ahex(Eν , D) · dD [g sr] (6.2)

where the integral over the injection depth runs over the values simulated at each zenith
angle (see table 4.1).

Figure 6.2 shows the SD effective mass for ν detection corresponding to a single 6T5 hexagon,
for both νe CC and NC interaction channels (numerical values also given in table 6.1). The
effective mass is a monotonically increasing function of the energy, the expected behaviour since
it is directly proportional to the neutrino detection efficiency. The contribution to the effective
mass of the CC channel relative to the NC is a factor ∼ 10 at 1 EeV, increasing to ∼ 20 at 100
EeV due to the much higher detection efficiencies.

During the search period considered in this work, the surface detector array of the Pierre
Auger Observatory was growing continuously. Since the number of working stations and their
status (they can eventually have periods of instability) are monitored every second, the SD
configuration at any instant as well as its evolution with time is known with very good accuracy.
In particular n(t), the instantaneous number of active 6T5 hexagons at a given time t.

The calculation of the exposure of the Observatory to UHEνs involves folding the SD array
effective mass with the ν interaction probability, and integrating in time. For each neutrino
channel (i = CC, NC) and flavour (α = e, µ, τ) it can be expressed as follows:

ξi,α(Eν) = σi,α(Eν)
mN

∫
t
M i,α

hex(Eν) · n(t) · dt = σi,α(Eν)
mN

·M i,α
hex(Eν) ·Nhex [cm2 sr yr] (6.3)

where σi,α(Eν) is the ν-nucleon interaction cross-section [80], mN is the mass of a nucleon
and Nhex is the total number of active 6T5 hexagons integrated in time over a data taking period.
For the calculation of the exposure, the actual number of active 6T5 hexagons was computed
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Figure 6.2: Effective mass of one 6T5 hexagon of the SD array to electron neutrinos interacting
through CC (red line) and NC (blue dashed line) channels (α = e, µ, τ).

Effective Mass [g sr] Exposure [cm2 s sr]
log(Eν/eV) (6T5 hexagon unit) (2 yr full SD array)

νe CC να NC νe CC νµ & ντ CC να NC

17.5 8.76× 108 – 3.81× 1011 – –

18.0 1.62× 1011 1.35× 1010 1.06× 1014 8.79× 1012 3.51× 1012

18.5 2.01× 1012 1.48× 1011 1.95× 1015 1.44× 1014 5.74× 1013

19.0 6.59× 1012 3.40× 1011 9.35× 1015 4.82× 1014 1.93× 1014

19.5 1.21× 1013 4.35× 1011 2.46× 1016 8.84× 1014 3.56× 1014

20.0 1.40× 1013 6.66× 1011 3.97× 1016 1.89× 1015 7.88× 1014

20.5 1.36× 1013 6.63× 1011 5.39× 1016 2.62× 1015 1.05× 1015

Table 6.1: Effective mass of one 6T5 hexagon unit and exposure for a data period equivalent to 2
yr of a full SD array, to neutrinos of different studied channels. να stands for the three neutrino
flavours.
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Figure 6.3: Exposure of the Pierre Auger Observatory to downward-going neutrinos in the angular
range 58.5◦ to 76.5◦ for a data period equivalent to 2 years of full SD array (equation 6.3).

and updated every minute. Overall, the uncertainty on the determination of n(t) amounts to
about 1.5% [169].

Assuming a 1:1:1 flavour ratio (as expected due to the effects of neutrino oscillations during
propagation from the sources), the total exposure can be written as:

ξ(Eν) =
∑
i

∑
α

ξi,α(Eν) (6.4)

The exposures to neutrinos on the different channels obtained for an equivalent period of 2 yr
of full SD array are listed in table 6.1 and plotted in figure 6.3. As expected the exposure follows
the same behaviour of the effective mass, convoluted with the ν cross-section. We remind here
that the possibility that downward-going ντ produce double bang showers is not accounted for in
the calculation, which underestimates the real exposure of the Observatory to this particular
channel.

The contribution of the different channels to the final result is clearly different. The effective
mass increases rapidly with energy on the first bins and then slowly saturates. The exposure
follows the same pattern but still increases with energy due to the contribution of the cross-section
which grows like ∼ E1/3. The fast rise at the first energy bins is dominated by the increase of
the trigger efficiency of the SD which saturates at 1018.5 eV. On the other hand, the contribution
from the NC channel is very small compared to the CC channel due to the much smaller detection
sensitivity shown by the analysis to NC showers (see discussion in section 5.4).

In summary, the total quoted exposure of the Observatory to the detection of UHEν induced
showers in the explored low zenith angular region is dominated by the νe CC channel, which
contributes to ∼ 85% of the total exposure. In this channel, the energy carried by the primary
particle is fully transferred to the shower. The νµ + ντ CC channels follow in importance (∼ 10%
contribution), taking advantage of the higher value of the cross section compared to the ν NC
channels (∼ 5% in total).

In figure 6.4 we show the dependence of the sensitivity to the detection of UHEνs with the
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Figure 6.4: Sensitivity to the detection of ν-induced showers in the “energy – zenith angle”
parameter space. The number of neutrino events expected to be detected by this analysis
(assuming a E−2

ν flux) is shown normalized to the events expected in the maximum bin.

neutrino incident zenith angle and energy. Assuming an incoming flux of neutrinos with power
J(Eν) ∝ E−2

ν , the number of expected events in each (Eν , θMC) bin is computed. The peak of
sensitivity, corresponding to the bin where most of the events would be detected, is observed
around Eν ∼ 1018.5 eV and θMC ∼ 72◦. In figures 6.4 and 6.5, the number of events in each bin
(shown in the vertical axis) is normalized with respect to the events computed in the bin with
highest sensitivity. Many effects contribute to explain the observed shape of the distribution.
For instance, the decrease on sensitivity at the highest energies is driven by the chosen energy
spectrum whereas the reduction at the lower energies comes from the small trigger efficiency.
On the other hand, the increase of the atmospheric depth with the zenith angle (and hence, the
neutrino interaction probability) contributes to enhance the sensitivity with θ.

6.2 Systematic uncertainties

The calculation of the actual exposure for each class of event requires the input of several
ingredients, each having its specific uncertainty. Some of these uncertainties are directly related
to the Monte-Carlo simulation (generator of first interaction, air shower development, ...) and
some come from the limitations on the theoretical models estimating, for instance, the interaction
cross section or the hadronic interaction models. On this regime, available parametrisations and
the underlying data are not always suitable for the simultaneous description of all kinematic
ranges. According to the parameters of which the exposure depends, the systematic uncertainties
can arise from the neutrino cross-section or from the detection efficiency since the number of
hexagons and the rest of parameters are well determined numbers. The uncertainties on the
efficiency mainly depend on the simulation and reconstruction procedure while the uncertainties
on cross-section depend on the model used.

A complete and exhaustive evaluation of the systematic uncertainties in the full parameter
space, i.e. changing every single ingredient which might modify the detection efficiency ε(Eν , θ,D),
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Figure 6.5: Projection of figure 6.4 in the “energy – zenith angle” plane.

would require an unaffordable number of simulated events. Instead, the comparison between
models was done in a reduced region of the parameter space [170]. First, the new showers
were produced using only electron neutrinos as primary particles interacting through the CC
channel, since this is the channel that contributes the most to the total exposure. Concerning the
energy of the primary νe, three representative values of the energy were re-simulated (0.3 EeV, 1
EeV and 3 EeV). The value of the zenith angle of the incident neutrino is expected to have a
marginal impact on the final result since most of the dominant sources of systematic uncertainty
(interaction generator, parton distribution functions, cross-section, etc) do not depend on θ. In
order to simplify the problem and to facilitate a posterior combination of systematics with the
analysis searching for neutrinos at high angle (75◦ − 90◦), only showers incident at the highest
angle considered in our analysis were simulated. Finally, all injected neutrinos were forced to
interact at fixed injection points D, uniformly distributed along the shower axis in steps of 100 g
cm−2, i.e. the full range of interaction depths was explored. This ensures a better estimation
of systematic changes in the exposure given that ξ(Eν) is proportional to the integral of the
efficiency with D.

Primary Interaction Generator: Three interaction generators have been compared: PYTHIA [151]
and HERWIG, the later in FORTRAN [146] and C++ [171] versions. The reference genera-
tor used in this analysis is the HERWIG FORTRAN version. The systematic uncertainties
quoted for this source becomes (+2.6%, −3.7%).

Parton distribution function: The differences observed on neutrino showers generated with
different PDF were produced with the PYTHIA generator. This program contains several
internal PDF functions but also offers the possibility of free choice of external PDFs. No
big differences are observed between the different models. The systematic fluctuations are
below 5% and at the level of the statistical errors (< 3%) in most of the cases. Taking as
reference the MRST98 [148] model used in this analysis, the estimated uncertainty on the
exposure is (+4%, −5%).

Hadronic Model: Another source of uncertainty in the shower simulation process arises from



6.2. Systematic uncertainties 97

the assumed hadronic model because the accelerator data have to be extrapolated to
the shower energies under study. Since the trigger efficiency is mainly sensitive to the
muon content and the electromagnetic component of the shower (the most relevant part
for neutrino identification) is believed to be better reproduced by simulations, these
uncertainties in the hadronic model are expected to have a small effect on the final result.
Some of the most popular high energy hadronic models have been compared: QGSJET [152],
QGSJETII [172] and SIBYLL [173]. In general, a very good compatibility between them
within statistical errors is observed. The highest difference, appearing between QGSJET
and QGSJETII remains small: −5.5% with a ∼3% statistical error. On the other hand,
the measured discrepancy between QGSJETII and SIBYLL (−0.5%) is well below the
statistical error. A total systematic uncertainty of −6% is therefore assumed to come from
the change of hadronic model.

Shower Simulator and thinning algorithm: Two different atmospheric shower development
simulators have been tested in order to quote the uncertainty affecting the exposure:
AIRES [174] and CORSIKA (see section 4.1.2). An overall increase of the exposure of
+17% is quoted for showers simulated with AIRES compared to CORSIKA. Regarding the
thinning algorithm, a more realistic value of 10−7 was also compared with the 10−6 value
used in the analysis, leading to a contribution of +7% to the total systematic uncertainty.

Detector simulator version: There are different detector response simulators, nevertheless
only the Offline performs a full simulation of the detector using the well tested code
GEANT4 [175]. Other simulators infer the total signal from the total length of the muons
crossing the detectors. Differences between both treatments have been computed for other
analysis and are in agreement within the ±5% in the worst case (see for instance [176]).
Additionally we checked the differences between the simulations performed by the official
Offline release used in GRID and the latest trunk version SVN:21443 available when this
report was written. No sizeable differences were found between them.

Reconstruction algorithm The basis of the reconstruction algorithm were described in sec-
tion 4.2.3 but the implementation can be different among different packages. We compared
the angular reconstruction of two Offline modules, LDFFingerKG andHASReconstructionOG,
quoting differences below ±1% in the exposure.
On the other hand, reconstruction algorithms are continuously evolving to account for
curvature corrections, improvements on minimization procedures, etc. We contrasted the
results between the version used in this analysis and the latest available of the module
LDFFinderKG SVN:21443. Again the difference in the exposure is well below 1%.

Systematic uncertainty from neutrino cross-section: In this work we assumed the ν-nucleon
cross-section values and uncertainties published in [80], which amount to ±7%. Nevertheless,
the effective mass given in table 6.1 is independent on the ν-nucleon cross-section allowing
to recompute the expected event rate (and neutrino flux limit) for other models if required.

In table 6.2 we give the summary of the different contributions to the systematic uncertainties
studied in this work [170] and described in this section. All sources of uncertainty have a
contribution smaller than 10%, with the exception of the shower simulator. The total impact on
the central value of the exposure computed with the reference Monte-Carlo sample (section 4.1)
is [+21% , −12%], obtained from the quadratic sum of the individual contributions. As described
later in section 7.2.3, the final uncertainty will be incorporated in the value of the limit itself
through a semi-Bayesian extension [177] of the Feldman&Cousins approach [178].
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Source of uncertainty

Interaction Generator +3% −4%
Parton Distribution Function +4% −5%
Hadronic Model −6%
Shower Simulator +17%
Thinning Algorithm +7%
Detector Simulation +5% −5%
Reconstruction Algorithm +1% −1%
ν cross-section +7% −7%

Total systematic +21% −12%

Table 6.2: Main sources of systematic uncertainty and their impact on the exposure. The numbers
correspond to the maximum positive and negative deviations from the reference exposure.

Figure 6.6: Total exposure of the Pierre Auger Observatory for down-going neutrinos in the
angular range 58.5◦ to 76.5◦ (this analysis) for a data period equivalent to 2 years of full SD array.
The central value (solid line) is shown together with the [+21% , −12%] systematic uncertainty
band (gray area).



7
Limits to the Diffuse Flux of UHE neutrinos

In the previous chapters the “blind” analysis searching for ν-induced showers at low zenith angle
has been defined. It has been characterized by means of a set of pre-selection cuts, which intend
to select well reconstructed young showers in the angular range of interest, followed by a Fisher
discriminant method based on the AoP values of the selected SD stations. The optimization of
the cuts to discriminate neutrino events from ordinary cosmic ray signatures is carried out by
training the Fisher algorithm with a sub-sample of data events (flagged as “background” events)
and a sample of simulated ν showers (the “signal” events). A final cut on the Fisher variable is
set such that 1 background event is expected to be selected by the analysis in 20 years of full
Auger data.

In this chapter we show the result of the data unblinding, i.e. we open the box (as it is
colloquially known) and look for ν candidates in the remaining sub-sample of data events (the
“search” sample). This is reported in section 7.1, together with some compatibility checks between
the training and search distributions. We anticipate here that no events in the search data
sample passed the selection criteria. The absence of neutrino candidates was translated into an
upper limit on the incoming flux of UHEνs. In section 7.2 different statistical approaches are
discussed and the final integral and differential limits presented. Finally, a first attempt to the
combination of the ν search results obtained in this work with the downward-going ν search at
high zenith angle (θ ∈ [75◦ − 90◦]) [3] is discussed in section 7.3.

7.1 The Data Unblinding: searching for neutrino candidates

As described in section 5.1, the search sample was constructed as a complementary set of the
background training sample. It is composed by all events collected by the Observatory in the
period 1 January 2004 to 31 May of 2010 except those events whose SD event number is divisible
by 5 (already used to build the training sample). The search period corresponds to 2.21± 0.03
years of full Auger data (see table 5.1).

After applying to the search sample the full set of cuts listed in table 5.4, 0 events survive
the selection. Figure 7.1 shows the Fisher distribution of the events in the training (black dots)
and search (red dots) samples as a function of the zenith angle. The solid line indicates the
Fcut value: events above the line would be considered neutrino candidates. Events from the two
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Figure 7.1: Fisher value as function of the reconstructed angle θRec for the background training
sample (black dots) and the search sample (red dots). The black line represents the Fisher cut.
The two events from the search sample with Fisher value closer to Fcut are indicated (Event 1
with ID 9084924 and Event 2 with ID 1335567).

samples clearly overlap.
The five plots shown in figure 7.2 give the distributions of the Fisher values corresponding to

the search (open histograms) and training (full histograms) samples, for each angular region. The
dashed line indicates the result of fitting the tail of the training distributions to an exponential
function, as described in section 5.3.2. Several conclusions can be drawn out of this result.
First, the training and search distributions are compatible within statistical fluctuations. No
statistical significant differences on the shapes or systematic shifts between the two distributions
are observed. Second, the prediction made by the exponential fit to the training sample describes
properly also the tail of the distribution of the search sample. Moreover, the search sample
containing about 2.7 times more data than the training one, tends to populate the “holes” (bins
with no entries) present in the training sample below the exponential extrapolation. Table 7.1
gives a more quantitative information of the goodness of the exponential tail extrapolation by
comparing the number of observed events in the search sample and the ones predicted by the fit.
Both data are compatible within statistical fluctuations and, when compared to numbers from
table 5.3, a better agreement on the most extreme bins of the tail is achieved due to the increase
of statistics in the search sample. Finally, the two events with F value closer to Fcut (with ID
numbers 9084924 and 1335567) appear in the last angular region and are still far from the cut
value (see figure 7.2e).

The first event, with ID number 9084924, is shown in figure 7.5. The footprint is clearly
elongated and it is reconstructed with a zenith angle of 70.9± 0.1 degrees. The time residual
of the stations nicely fits to a curved shower front. Nevertheless, two out of the four stations
selected to build the Fisher have only one active PMT, and one of the remaining stations has
two active PMTs. The biggest value of AoP (> 3) arises from station 164, which falls at the edge
of the footprint where deflected muons can be delayed with respect to the front shower plane
(this can potentially increase the AoP value). A cut on the total fraction of active PMTs in the
T5 stations can be envisaged for future analysis upgrades.

Additionally, for this particular event we have obtained the so called muon production
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(a) 58.5◦ < θRec ≤ 61.5◦.
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(b) 61.5◦ < θRec ≤ 64.5◦.
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(c) 64.5◦ < θRec ≤ 67.5◦.
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(d) 67.5◦ < θRec ≤ 70.5◦.
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(e) 70.5◦ < θRec ≤ 76.5◦.

Figure 7.2: Comparison of the F distributions for the background training and search data
samples. Both distributions are compatible within statistical errors. The dashed line corresponds
to the exponential fit and extrapolation used to estimate the behaviour of the distribution tail.
The two events with F value closer to the corresponding Fcut are indicated in the bottom figure.
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Number of events in F distribution tails:
“Observed” - “Predicted”

Region 1 Region 2 Region 3 Region 4 Region 5

µ+ 1σ 245.6 - 270.3 118.9 - 110.0 68.4 - 74.7 108.3 - 112.7 72.5 - 71.9
µ+ 2σ 78.2 - 89.8 45.3 - 41.2 38.0 - 45.3 27.4 - 35.6 13.0 - 22.0
µ+ 3σ 22.6 - 29.9 7.0 - 9.4 9.7 - 16.6 5.8 - 11.2 3.7 - 9.0
µ+ 4σ 7.4 - 9.9 1.4 - 3.5 2.1 - 6.1 1.1 - 3.5 1.0 - 2.8
µ+ 5σ 2.8 - 3.3 1.0 - 1.3 0.0 - 2.2 0.0 - 1.1 0.7 - 1.1
µ+ 6σ 0.7 - 1.0 0.0 - 0.3 0.0 - 0.8 0.0 - 0.5 0.3 - 0.5

Table 7.1: Number of events “observed” in the search sample (empty histograms in figure 7.2)
normalized to the background training sample (full histograms in figure 7.2) and “predicted”
by the exponential tail assumption (dashed lines in figure 7.2). The reported number of events
in each row of the table is computed by integrating the tail of the search sample distributions
starting from the value indicated in the first column.

distribution (MPD) (see figure 7.3). This observable is defined as the distribution of produced
muons as a function of the slant depth measured along the shower axis [179]. This parameter
can be computed using the information of the SD with the method described in [53], where it is
also shown that the maximum of this distribution, Xµ

max, contains valuable information related
to the primary mass composition. The value of Xµ

max extracted from the fit to a Gaisser-Hillas
function is around 680 g cm−2. Figure 7.4 shows how this value compares to the MPD elongation
rate for protons and irons. Although uncertainties in Xµ

max are large, at the given energy
(E = 6.3 · 1019 eV), this event is most likely classified as a light and deep primary.

The display of the second event with ID 1335567 is shown in figure 7.6. It falls at the
edge of the array, with part of the footprint probably lost outside the SD sensitive area. The
reconstructed core has a large uncertainty in the direction of the shower axis suggesting that
what was detected is indeed only a fraction of the complete shower whose real core would be
located outside the array. We remind here that the position of the core defines the selected T5
stations. A cut on the uncertainty on the core position can be envisaged for future analysis
upgrades.

Besides these 2 events, the 10 events of the search sample with bigger Fisher value in each
angular region were carefully scanned and no special pathology, no particular feature was found
in any of them.

7.2 Diffuse Limit to the UHE neutrino flux

Given that no neutrino candidates are found in data, we can compute an upper limit to the flux
of incoming UHEνs J(Eν) = dN

dE . This magnitude is usually given in units of [GeV−1 cm−2 s−1

sr−1]. The expected number of detected neutrinos can be computed as:

NExpected =
∫ Eνmax

Eνmin
J(Eν) · ξ(Eν) · dEν (7.1)

where ξ(Eν) is the exposure defined in equation 6.4 and showed in figure 6.3. We recall here
that the contribution of the three neutrino flavours is added, assuming the same differential flux
for the three channels and a νe : νµ : ντ ≡ 1 : 1 : 1 relative ratio on Earth. Under the assumption
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Figure 7.3: Muon production depth distribution (MPD) extracted from the SD event ID 9084924.
The line shows the fit to a Gaisser-Hillas fuction from which the Xµ

max is extracted.

that the UHEν flux behaves with energy as J(Eν) = k · E−2
ν , the integrated upper limit on the

value of k is:

kUp = NUp∫ Eνmax

Eνmin
E−2
ν · ξ(Eν) · dEν

(7.2)

where the actual value of the upper limit on the signal events NUp at a given confidence
level (C.L.) depends on the number of events observed in data and on the number of events
expected from background. Moreover, given that the problem of quoting a confidence interval
or an upper limit for a parameter given a measure of a related observable in the presence of
background can be confronted from several approaches, different statistical methods can lead to
different values of NUp as discussed in the next sections. Among all the possible elections we
will use the Feldman and Cousins treatment [178] and extensions to it which incorporate the
systematic uncertainty on the exposure, in consistency with what is commonly used in UHEν
experiments. It is important to stress that other alternative treatments exist in the literature.

7.2.1 The Feldman&Cousins treatment

When a parameter estimate is not significantly far away from the boundary, it is natural to
report a one-sided confidence interval (often an upper limit). If, however, the data come out such
that the parameter estimate is not so close to the boundary, one might wish to report a central
(two-sided) confidence interval. As pointed out by Feldman&Cousins [178], if the decision to
report an upper limit or a two-sided interval is made by looking at the data (“flip-flopping”),
then in general there will be parameter values for which the resulting intervals have a coverage



104 Chapter 7. Limits to the Diffuse Flux of UHE neutrinos

(E/eV) 
10

Log
19 19.2 19.4 19.6 19.8 20

]
2

 [
g
 c

m
m

a
x

µ
 X

450

500

550

600

650

700

 

QGSJetII

Epos

Sibyll

Protons

Irons

 

Figure 7.4: Evolution of Xµ
max with the energy. The predictions for proton and iron primaries

following different hadronic models (lines) is shown together with the value obtained for the SD
event ID 9084924 (point).

Figure 7.5: Display of SD event ID 9084924, recorded on January, 28th 2010 (before noon). The
selected Fisher stations have ID numbers 162, 164, 166 and 172.
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probability less than the expected. With the confidence intervals suggested by Feldman&Cousins,
the prescription determines whether the interval is one- or two-sided in a way which preserves
the coverage probability. Interval constructions having this property and avoiding the problem
of null intervals are said to be unified. For a given choice of confidence level, if the parameter
estimate is sufficiently close to the boundary, the method gives a one-sided limit. For parameter
estimates increasingly far away from the boundary, the interval makes a smooth transition from
one- to two-sided, and far away from the boundary, one obtains a central interval.

A potential difficulty with unified intervals arises if, for example, one constructs such an
interval for a Poisson parameter s of some yet to be discovered signal process with, say, C.L. = 0.9.
If the true signal parameter is zero, or in any case much less than the expected background, one
will usually obtain a one-sided upper limit on s. However, in a certain fraction of experiments,
a two-sided interval for s will result. Since, however, one typically chooses C.L. to be only 0.9
or 0.95 when setting limits, the value s = 0 may be found below the lower edge of the interval
before the existence of the effect is well established. It must then be communicated carefully
that in excluding s = 0 from the interval, one is not necessarily claiming to have discovered the
effect. This situation can arise if one neutrino candidate is found in the future in the Auger data.
This issue is solved when the background and the signal sample are considered to be affected by
statistical errors (see section 7.2.2).

The Feldman&Cousins approach is implemented in a ROOT [180] class named TFeldman-
Cousins [181] which was used for this analysis. If no neutrino events are observed, for a 90% C.L.
coverage interval and with the conservative assumption of zero background, the upper and lower
limits to the number of signal events are N90%CL

Up = 2.44 and N90%CL
Low = 0, respectively. In case

1 signal event is found, this belt becomes [4.36, 0.11]. Note that in this case the lower limit is
not zero (in spite of which and in the presence of a Poisson background it would not mean a

Figure 7.6: Display of SD event ID 1335567, recorded on May, 5th 2005 (before noon). The
selected Fisher stations have ID numbers 884, 886, 888 and 893.
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discovery).

7.2.2 Including statistical uncertainties: The Rolke approach

The Feldman&Cousins treatment needs to have a fairly precise knowledge of the background
rate, which can be estimated either from the data or through Monte-Carlo simulations. Indeed,
in many cases it is not possible to ignore the uncertainty in the background estimation and the
method can fail if this uncertainty is high [182]. The extension of the problem to the case of a
signal with a Poisson distribution, a background with either a Poisson or a Gaussian distribution
and an efficiency with either a Binomial or a Gaussian distribution has been studied by Rolke
and others [183].

The method is implemented in a ROOT class [184]. For no signal observed and with the
assumption of zero background, the 90% confidence belt on the number of signal events is [2.21,
0], assuming a Poisson distribution for both, signal and background.

It is worth to mention that despite the fact that this method has an additional uncertainty,
the upper limit is smaller than the one obtained by the Feldman&Cousins treatment. This
apparent paradox is explained if one considers the question whether a single detected event
observed in the signal region is a signal or a background event. Using the Feldman&Cousins
the answer is clear: having assumed zero background, the event has to be signal. In fact, the
treatment also quotes a lower limit greater than 0. On the other hand, in the Rolke approach
zero background has to be understood as a Poisson number. It is therefore still possible that the
event in the signal region is in fact a background event. Then, it should come as no surprise that
in those cases the method quotes smaller upper (and lower) limits than the Feldman&Cousins.
This effect is even more clear if one candidate were found in the data sample, in which case
the confident belt would become [3.65, 0]. Note that with this treatment one candidate is still
compatible with no signal.

7.2.3 Including systematic uncertainties: The Conrad approach

Neither the Feldman&Cousins nor the Rolke method account for systematic uncertainties both
in the signal and background efficiencies as well as theoretical uncertainties in the background
prediction. The method proposed by Conrad [177] accounts for them by integrating over the
probability density functions parametrizing the uncertainties. The method is based in the
likelihood ratio ordering (proposed by Feldman&Cousins) and allows one to use newer ordering
schemes. It is, therefore, a semi-Bayesian extension of the Feldman&Cousins treatment.

The systematic uncertainty on the neutrino exposure was estimated in this work to [−12%,
+21%] as reported in table 6.2. Assuming zero signal and no expected background events, the
upper and lower limits at 90% C.L. are:

N90%CL
Up = 2.37 (7.3)

N90%CL
Low = 0.00

These numbers are obtained under the assumption of a uniform PDF function to characterize
the exposure and a Gaussian PDF to characterize the background. Since the positive systematic
on the exposure is bigger in absolute value than the negative one, the upper limit is smaller than
the one quoted by following the Feldman&Cousins method. In the case 1 candidate event is
assumed, the confident belt becomes [4.14, 0.11].
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7.2.4 Calculation of the Integral and Diffuse Limits to the flux

Once the confident belt for the expected number of events is computed by the Conrad procedure
described above, the limit to the constant k of the incoming flux can be easily computed by
resolving equation 7.2. A relevant information that has to be computed together with the central
value of k90%CL

Up concerns its range of validity. Even though the integration in equation 7.2 is
performed between Emin (1017.5 eV) and Emax (1020.5 eV), the k90%CL

Up limit will be valid in a
smaller energy window. Indeed, one could extend the integration to smaller (up to zero) or
bigger (up to infinity) values of the energy, but this would not change significantly the final limit
since the contribution of the extended energy range becomes negligible given the E−2

ν factor and
the fact that ξ(Eν) rapidly decreases for small energy values. The adopted criteria to define
the applicability of the k90%CL

Up limit consists on finding the energy range over which 90% of the
events are expected for a neutrino flux J(Eν) ∝ E−2

ν .

The quoted value on the integral limit to the diffuse flux of UHEνs at 90% C.L., for zero
candidates found and assuming zero background events, is:

k90%CL
Up = 6.3× 10−7 GeV cm−2 s−1 sr−1 (7.4)

for the energy range Eν ∈ [1.9× 1018 − 2.0× 1020] eV

This result is indicated in figure 7.7 by the horizontal black line, which extends over the energy
range covering the 90% of the events as mentioned above. Dashed lines represent theoretical
predictions for cosmogenic and astrophysical neutrinos.

Another standard way of presenting the results on neutrino searches is the so called differential
limit. In this less model dependent format, it is assumed that the diffuse neutrino flux follows
a E−2

ν dependence within energy bins of given width on a given energy scale. In our case, the
bin width is 0.5 on decimal logarithmic scale (∆ log10(Eν/eV) = 0.5). Therefore, the 90% C.L.
differential limit on the neutrino flux (no candidates found and zero background expected) for
the i-th energy bin is:

differential limit
(i-th Eν bin) = NUp∫ log10(Ei+(∆ log10 E)/2)

log10(Ei−(∆ log10 E)/2)
E−1
ν · ξ(Eν) · ln(10) · d(log10(Eν))

(7.5)

Alternatively, a rough estimate of the differential upper limit can be obtained in a more
simplistic way by assuming that both the E−2

ν flux and the exposure are constant in each energy
interval. Under this approximation the differential limit is given by:

Approx. differential limit
(i-th Eν bin) = NUp

E−1
ν · ξ(Eν) · ln(10) ·∆(log10(Eν))

(7.6)

The differential limit obtained including systematic uncertainties is shown in figure 7.7 (small
horizontal black lines) together with some theoretical predictions on UHEν fluxes.
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Figure 7.7: Differential (sort lines) and integral upper limits (90% C.L.) for a diffuse flux of
down-going ν in the period from 1 Jan 2004 to 31 May 2010 scanning the angular region
58.5◦ < θRec ≤ 76.5◦. Predictions of three calculations of cosmological flux [56, 57] together with
the astrophysical Waxman-Bahcall [68] flux are also plotted.

7.3 On the combination of the low and high zenith angle neutrino
analyses

In this section we present a first attempt for the combination of the low angle analysis (DGlow
hereafter) described in this Ph.D. thesis and designed to search for UHEνs in the region
θ ∼ 60◦ − 75◦, with the high angle analysis [3] (DGhigh in the following) optimized in the
75◦ − 90◦ zenith angular range. Several questions have to be addressed when combining the two
analyses. For instance, how to deal with the (tiny) angular region shared by them, the use of a
common angular reconstruction algorithm, the estimation of the background, or the calculation
of the common systematics to be included in the limit calculation. All these considerations are
currently under careful investigation inside the Auger Collaboration.

7.3.1 Brief summary of the DGhigh neutrino analysis

The search for UHEνs with the Pierre Auger Observatory in the θ ∈ [75◦ − 90◦] angular range is
described with detail in [3]. The analysis is based in the selection of very inclined young showers.
The selection of nearly horizontal showers is made by requesting a reconstructed zenith angle
larger than 75◦ and in the same way, putting an upper bound of 0.313 m ns−1 on the mean
ground speed of the shower front (〈V 〉). As an extra quality cut the event is rejected if the
relative spread of its ground speed is larger than 0.08%. Also the “footprint” (configuration of
triggered stations on ground) is requested to be elongated. For this purpose an inertia tensor
with the position of the stations weighted by their signal is constructed. Both eingenvalues of
the tensor correspond to magnitudes which are proportional to the length L and the width W of
the footprint, and a cut on the minimum value of L/W is imposed. The neutrino selection is
based in a Fisher discriminant method using the AoP of the first four stations, an asymmetry
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DGlow cuts DGhigh cuts

Inclined Selection 58.5◦ < θRec ≤ 76.5◦ θRec > 75◦
〈V 〉 < 0.313 m ns−1

RMS(V)/ 〈V 〉 < 0.08%
L/W > 3

Young Shower Selection ToT fraction Fisher AoP

Neutrino Selection Fisher AoP of T5 stations of early stations

Table 7.2: Summary of the selection cuts applied on the two downward-going neutrino analyses.

variable between the AoP of the first and the last stations and combinations of the AoP. Three
independent Fishers are trained depending on the multiplicity (number of triggered stations) of
the event. Table 7.2 summarizes the whole selection procedure of the DGhigh analysis.

7.3.2 Combined Exposure and Limit

The low and high angular regions exhibit a target mass for the interaction of neutrinos which is
clearly favourable to the second region. We remind here that the effective target mass of the SD
array to the neutrino detection is computed by integrating not only on the zenith angle (equation
6.1) but also on the interaction depth D (equation 6.2), which extends over much larger distances
in the high angular region. A rough calculation assuming full efficiency to neutrino detection in
the range of injection depths where Monte-Carlo neutrinos were simulated for the two analyses
gives a factor 2 more target mass for the high region as compared to the low region.

The unified analysis should clearly ensure that no overlapping is produced between the two
analyses, i.e. should exclude any over-counting of events that can appear in the (very small)
shared angular region, close to the border at θ ∼ 75◦ and which could artificially overestimate
the final exposure. This is achieved by applying to each event the DGhigh inclined selection:
if the event passes the cuts, it is then processed (only) through the DGhigh neutrino selection;
otherwise, the DGlow inclined selection is applied. At this point it is worth noticing that the
two different reconstruction algorithms are currently used on the two analyses. On the DGlow
selection, the standard reconstruction for vertical showers implemented in the Offline package
is used, whereas a dedicated reconstruction algorithm optimized for neutrino detection at very
high angle is adopted in the DGhigh selection. Tests on differences between the two methods are
under study in view of defining a common angular reconstruction.

Following this approach, table 7.3 gives the quoted exposures for the search period up to
31 May 2010, for the two independent analyses and for the combination (see also figure 7.8).
Values on the DGhigh column have been recomputed by us by re-scaling the numbers published
in [3] with the ν interaction cross-section proposed in [80] (the reference used in this thesis).
As discussed in section 6.1 the DGlow exposure is strongly suppressed at the lower energies but
exhibits a significant contribution above ∼ 1019.5 eV, extending the sensitivity of the detector at
the highest energies. The exposure of the DGhigh analysis at low energy is enhanced thanks to
the contribution of low energy showers producing long elongated patterns at very high angles
triggering the array.

Before computing the combined limit, a consideration can be done on the background
estimation. For a combined analysis it is desirable, even though not mandatory, that the two
searches apply the same convention to estimate the contribution from background events and even
the final number on the estimated background to be similar. In our case, the two analyses use
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log10(Eν/eV ) Exposure (cm2 s sr)

DGlow DGhigh Combined
60◦ < θRec ≤ 75◦ 75◦ < θRec ≤ 90◦ 60◦ < θRec ≤ 90◦

16.75 – 1.68 · 1013 1.68 · 1013

17.0 – 8.76 · 1013 8.76 · 1013

17.5 3.81 · 1011 9.21 · 1014 9.21 · 1014

18.0 1.34 · 1014 4.55 · 1015 4.68 · 1015

18.5 2.39 · 1015 1.28 · 1016 1.52 · 1016

19.0 1.09 · 1016 2.55 · 1016 3.62 · 1016

19.5 2.73 · 1016 4.18 · 1016 6.88 · 1016

20.0 4.57 · 1016 6.62 · 1016 1.11 · 1017

20.5 6.20 · 1016 – 6.20 · 1016

Table 7.3: Exposure of the surface detector array on the data search period (up to 31 May
2010) to downward-going neutrinos on the DGlow, DGhigh and combined analysis accounting
for all neutrino channels. DGhigh data from [3] rescaled by us using ν interaction cross sections
from [80].

DGlow DGhigh Combined
Analysis 60◦ < θRec ≤ 75◦ 75◦ < θRec ≤ 90◦ 60◦ < θRec ≤ 90◦

(statistical method) Conrad Conrad Feldman&Cousins

Limit k90%CL
Up < 6.3 · 10−7 < 1.54 · 10−7 < 1.15 · 10−7

(GeV cm−2 s−1 sr−1)

Energy range (EeV) ∼ [ 1.9, 200 ] [ 0.13, 50 ] [ 0.16, 75 ]

Table 7.4: Summary of integral limits at 90% C.L. to the diffuse flux of UHEνs (single flavour
assuming equipartition) for the DGlow, DGhigh and combined analysis in the search period (up
to 31 May 2010). The energy range where the limits apply are indicated in the last row.

an exponential extrapolation to estimate the behaviour of the tail of the background distribution
(see figure 7.2). On the other hand, the predicted number of events in 20 years of full Auger data
is 1 for DGlow and 3 for DGhigh.

The numerical values of the 90% C.L. limit to the normalization k of a diffuse flux of UHEνs
assumed to behave with energy as J(Eν) = kE−2

ν are shown in table 7.4. In the last row we
indicate the energy range where the limits apply, typically the energy interval where 90% of the
events are expected. In the case of the DGlow and DGhigh limits, the systematic uncertainties are
included in the value of the limit following in both cases the semi-Bayesian approach described
in section 7.2.3. Even though the two analyses suffer from common systematic uncertainties, in
absence of a precise estimation of the combined analysis systematic and cross-correlations (this is
currently the subject of study inside the Collaboration), the combined limit has been computed
following the Feldman&Cousins approach described in section 7.2.1. Regardless of the moderate
improvement on the absolute value of k90%CL

Up (∼30%), the contribution of the DGlow analysis
on extending the sensitivity of the Pierre Auger Observatory to the detection of UHEνs at the
highest energies is notable. As a consequence, the sensitivity to neutrino fluxes with spectral
index γ smaller than −2 assumed here (J(Eν) ∝ E−γν ) is also enhanced.
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Figure 7.8: Exposure of the surface detector array on the data search period (up to 31 May 2010)
to downward-going neutrinos on the DGlow, DGhigh and combined analysis accounting for all
neutrino channels (see also table 7.3).
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Figure 7.9: Differential (sort lines) and integral upper limits at 90% C.L. to the diffuse flux of
UHEνs (single flavour assuming equipartition) from the DGlow, DGhigh and combined analysis in
the search period (up to 31 May 2010).
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8
Improved Limit on the Diffuse Flux of

Earth-skimming Tau Neutrinos

The Pierre Auger Collaboration published in PRL [185] and PRD [4] an analysis to search for
UHE tau neutrinos entering the Earth just below the horizon (the so called Earth-skimming ντ
channel). No τ neutrino candidates were found by this analysis in data collected from 1 January
2004 to 30 April 2008 and a limit to the diffuse neutrino flux was computed.

In this chapter we present an update of the results obtained on the search for Earth-skimming
tau neutrinos in a larger data sample which extends from 1 January 2004 until 31 May 2010, i.e.
3.5 years of full Auger equivalent time. The same analysis cuts defined in [4] are used here. On
contrary, the treatment of the tau polarization is revised: tau leptons simulated in this work
are fully polarized according to its electrical charge. We anticipate here that no events pass
the selection cuts in the new search sample. In section 8.1 a short review on the published
Earth-skimming analysis is presented, whereas the discussion on the time evolution of the Auger
exposure to ντ events and the obtained limits to the flux is given in section 8.2.

It is worth mentioning here that the sensitivity of the Auger SD array to the detection of
UHE tau neutrinos coming from point-like sources was also evaluated in this work (see chapter 9).
This novel study, complementary to the downward-going analysis presented in the same chapter,
extends the point source search to zenith angles below the horizon (θ ∈ 90◦–95◦). The results on
the search for point-like sources of UHE tau neutrinos together with the improved limit on the
diffuse flux with the extended statistics presented in this Ph.D. thesis were recently published
in [106].

8.1 Brief summary of the Earth-skimming ντ analysis

The Earth-skimming ντ diffuse search analysis is explained with detail in PRL [185] and PRD [4].
The simulation of astrophysical neutrino events is essential for the determination of the signal
detection efficiency and thereby for the calculation of flux limits or detected fluxes. Three
separate calculations based on Monte-Carlo techniques can be identified. The first one deals
with incident neutrinos entering the Earth which may interact by NC or CC. If the later occurs,
the generated τ lepton can emerge from Earth and its energy, direction and decay position are
stored. The second one involves the tau decay in flight and the development of an up-going
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Ldecay ( ) 50 km  (E = 1018 eV)

a hdecay

from decay to shower center 10 km

hc a + 10 cos [km]

emerging

decay

shower center

Figure 8.1: Sketch with the geometry of the induced τ shower. The definitions of the τ decay
height (a) and shower center (hc) as well as their relation with the zenith angle (θ) are also given.

atmospheric shower (figure 8.1). And finally, a third one dedicated to simulate the tank response
to the through-going particles.

The applied selection criteria are summarized in table 8.1. Note that the ToT cut in the
young shower selection is defined by requiring that the signal after cleaning of the FADC trace
has at least 13 bins above 0.2 VEM and the ratio of the integrated signal over the peak height
exceeds by a factor 1.4 the average ratio observed in signals of isolated particles.

Inclined shower selection:

Number of stations ≥ 3
0.29 m ns−1 < “average ground signal speed” < 0.31 m ns−1

r.m.s. ground speed < 0.08 m ns−1

shower footprint (Length / Width) > 5
Young shower selection:

Fraction of triggered stations with Offline ToT > 0.6
For closest station to barycenter: first crown with > 4 active stations

≤ 3 speeds between pairs of ToT stations satisfying: 0.285 m ns−1 < vij < 0.31 m ns−1

Table 8.1: Summary of the Earth-skimming ντ analysis cuts [4].

Regarding the calculation of the exposure to ντ -induced showers, the geometry considered
in the Earth-skimming simulations is depicted in figure 8.2. For a parallel flux of Nsim mono-
energetic neutrinos crossing the Earth with equal probability in terms of sin2 θ, the simulations
provide a realisation of the differential probability of an emerging τ as a function of tau
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Figure 8.2: Geometry considered in the Earth-skimming ντ simulations.

energy Eτ , tau decay altitude a and sin2 θ. In the following, this differential probability is
denoted by d3pτ/dEτd sin2 θda, while the realisation provided by the simulations is denoted by
d3pMC

τ /dEτd sin2 θda. The relationship between both expressions is:

d3pτ
dEτd sin2 θda

' 1
N

d3pMC
τ

dEτd sin2 θda
(8.1)

where N is the total number of injected neutrinos crossing the Earth. Actually, since any
incoming neutrinos with an incident angle α greater than αm = 0.3 rad has no chance to produce
an emerging τ that produces an observable shower at ground level, incident angles in simulations
are restricted between 0 and αm so that the effective number of events normalising the realisation
is N = Nsim/ sin2 αm where Nsim is the actual number of injected neutrinos crossing the Earth
crust between 0 and αm:

d3pτ
dEτd sin2 θda

' sin2 αm
Nsim

d3pMC
τ

dEτd sin2 θda
(8.2)

The directional exposure1 ξ(Eν , θ) to ντ -induced showers with energy Eν and zenith angle θ
is obtained by folding these simulations to the effective detection surface Seff of the SD array:

ξ(Eν , θ) =
∫ Eν

0
dEτ

∫ ∞
0

da
d3pτ

dEτ da d sin2 θ
Seff(Eτ , θ, a) (8.3)

' sin2 αm
Nsim

1
sin 2θ

∫ Eν

0
dEτ

∫ ∞
0

da
d3pMC

τ

dEτ da dθ
Seff(Eτ , θ, a) (8.4)

The effective detection surface Seff accounts for the evolution of the SD array with time as
well as the instabilities of each station, by integrating the probability ε to identify a τ (including
the detection efficiency which depends on Eτ and θ) over the position of the shower in the array
(x, y) and on the instantaneous configuration of the array at time t (denoted below as SD(t)):

Seff(Eτ , θ, a) =
∫

∆T
dt

∫
S
dx dy ε(Eτ , θ, a;x, y, SD(t)) (8.5)

1Here, we assume a constant exposure in terms of the azimuthal angle so that we drop the azimuth label.
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Actually, it is observed that the SD detection efficiency as function of the height of the shower
center2 (hc) shows a common dependence for any fixed zenith (θ) or height of the τ decay (a).
Moreover, as pointed out in [186] the altitude of the shower center can be written as:

hc = a+ cos(θ) · 10 km (8.6)

Therefore, there is effectively only one relevant geometrical parameter determining the
efficiency of trigger and identification. The procedure to calculate the exposure ξ(Eν) in the
case of diffuse neutrino fluxes has been described with detail in [185, 4]. We remind here that in
order to add contributions from the whole sky, an integration in solid angle has to be performed:

ξ(Eν) = 2π
∫ π/2

π/2+αm
dθ cos θ sin θ

∫ Eν

0
dEτ

∫ ∞
0

dhc
1

sin 2θ
d3pτ

dEτ dhc dθ

∣∣∣∣∂(Eτ , θ, hc)
∂(Eτ , θ, a)

∣∣∣∣Seff(Eτ , hc)

= π

∫ Eν

0
dEτ

∫ ∞
0

dhc
d2pτ

dEτ dhc
Seff(Eτ , hc)

' π sin2 αm
Nsim

∫ Eν

0
dEτ

∫ ∞
0

dhc
d2pMC

τ

dEτ dhc
Seff(Eτ , hc)

' π sin2 αm
Nsim

Nsuccess∑
i=1

Seff(Eiτ , hic) (8.7)

As mentioned in the introduction of this chapter, the sensitivity of Auger to point-like neutrino
sources on the Earth-skimming channel has been also explored for the first time. The details of
such analysis are given in chapter 9 of this document.

8.2 Exposure and Limit to the Diffuse ντ Flux

In [4], the central values of the exposures for Earth-skimming ντ detection were computed using
not polarized tau leptons. The choice of the tau polarization influences the energy distribution
among the tau decay products and hence the final detection efficiency. The most and least
favourable cases in the range of possible polarizations were used in [4] to estimate the uncertainty
associated to this parameter, resulting on a fluctuation on the final exposure not larger than
+17%
−10%.

The updated work presented in this Ph.D. thesis considers fully polarized tau events according
to its electrical charge, removing from the systematic calculation any contribution related to the
tau polarization uncertainty.

In order to evaluate the impact of the τ polarization on the final integral diffuse limit, we
have recomputed the limits for the same search periods of the PRL [185] and PRD [4] publications,
but with fully polarized taus (τpolarized). The comparative result is shown in the first two columns
of figure 8.3. As expected, the total systematic uncertainty3 quoted for the not polarized scenario
contains the central limit value of the fully polarized scenario. Moreover, the full polarization
case gives a small worsening of the limit.

2The shower center is very close to the maximal lateral extension of the tau decay shower for the energies
relevant in this analysis.

3Several sources of systematic uncertainty are considered: shower simulation, topography, neutrino interaction
cross section, tau energy losses, etc.
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Figure 8.3: Comparison of diffuse Earth-skimming ντ integral limits: PRL [185] and PRD [4]
computed with not polarized taus; fully polarized taus (τpolarized) recomputed in this work for
the same search data periods; and update of the limit until May 2010 with fully polarized taus
(Nov’04 and Dec’04 search sample excluded). Solid lines refer to central limit values while dotted
lines indicate the upper and lower total systematic bounds.

8.2.1 The SD Exposure

In this work, the neutrino search period has been extended from 1 January 2004 until 31 May
2010 with negative result: no events in the Auger SD data pass the selection cuts.

Due to the fact that the SD array has a dynamic configuration (detector incomplete and
growing until 2008, blank tanks, instability periods, etc.) the 75 months covered by the search
period4 correspond to a smaller sample if one normalizes to the so called full Auger detector, i.e.
to a complete and fully operational SD array.

In table 8.2 the 1 year full Auger exposure (third column) is compared to the search period
accumulated exposure for each neutrino energy bin. The values are also plot in figure 8.4. The
distance between the two sets of points is an almost constant factor close to 3.5, giving a first
hint on the value of full Auger accumulated time (Tfull Auger).

The time evolution of the exposure from 2004 until 2010 is shown in figure 8.5 where a quick
increase of the exposure is appreciated in the first years of data taking due to the fast growing of
the SD array. On the other hand, the 2009 contribution to the exposure appears to be smaller
than expected because of a big period of instabilities in the SD.

The increase of the SD array active surface with time and how it affects the tau acceptance
is even more clear from figure 8.6. In this plot, the value obtained for the second month of each
year is divided by the value obtained for one month with an ideal full Auger detector (taken as
reference). Despite statistical fluctuations, an increase on the acceptance of about a factor 2 per
year is observed until 2008, when the detector was completed. Then, a saturation is reached. The
top triangles in the graph trace the maximum reachable value in ideal conditions. As expected,
data points beyond 2008 approach this optimal value at the highest energies (above ∼ 1018 eV)
where the event tank multiplicity is higher and the ν detection efficiency less affected by missing
stations.

4Note that November and December 2004 were used as training sample to define the selection cuts and are
therefore excluded from the exposure calculation.
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Full Auger Current Auger Current Auger
log10(Eν / eV) Eν Exposure Exposure Differential limit (E2 · dNdE )

(1 year) (Jan 04 – May 10) (Jan 04 – May 10)
[EeV] [cm2 s sr] [cm2 s sr] [GeV cm−2 s−1 sr−1]

17.0 0.1 9.4 ×1013 30.9 ×1013 5.3 ×10−7

17.5 0.316 1.6 ×1014 53.3 ×1014 1.3 ×10−7

18.0 1.0 5.4 ×1015 19.1 ×1015 1.2 ×10−7

18.5 3.16 10.9 ×1015 38.8 ×1015 1.8 ×10−7

19.0 10.0 16.7 ×1015 59.9 ×1015 3.5 ×10−7

19.5 31.6 20.8 ×1015 75.1 ×1015 8.7 ×10−7

20.0 100.0 22.1 ×1015 79.8 ×1015 2.5 ×10−6

20.5 316.0 22.5 ×1015 81.3 ×1015 1.2 ×10−5

Table 8.2: Accumulated exposure to Earth-skimming ντ events integrated over time for a full SD array
(1 year) and for the real detector over the search period (from 1 January 2004 until 31 May 2010). The
last column gives the obtained differential limit assuming a E−2

ν flux (eq. 7.5).

8.2.2 Integral and Differential limits

Based on the computed exposures reported in table 8.2, a limit on the neutrino diffuse flux can
be derived (see equation 7.2). Since zero candidates are found and assuming zero background
events, the upper limit on the number of signal events is NUp = 2.44 at 90% C.L. following
the Feldman&Cousins treatment described in section 7.2.1. Changing to a logarithmic binning,
dE = E · ln(10) · d(log10(E)), the upper limit on the value of k is:

k90%CL
Up <

2.44∫ log10(Emax)

log10(Emin)
E−1
ν · ξ(Eν) · ln(10) · d(log10(Eν))

(8.8)

The denominator is computed with a multidimensional numerical integration algorithm which
uses importance sampling for variance reduction [187]. The exposure as function of the energy
has been estimated from the eight data points (table 8.2) using a combination of two kinds of
interpolations in a (log10(ξ(Eν)), log10(Eν)) plane:

1. Linear interpolation (small blue dots in figure 8.4). This simple interpolation gives a good
description of the exposure for energies above ∼1 EeV, where the behaviour is smooth. On
contrary, straight lines seem to underestimate the exposure at the lowest energies, specially
on the region between the first and second energy points (0.1–0.5 EeV).

2. Exponential interpolation (dashed line in figure 8.4). In order to improve the estimation of
the exposure on the low energy region, the first three data points were fit to an exponential
function5 and the obtained parameters used as interpolator in the region between 0.1 and
1 EeV. For energies above 1 EeV the linear interpolation was used.

5ξ(Eν) = a − b · e(−c·Eν )
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Figure 8.5: Earth-skimming ντ accumulated exposure as function of the energy computed for a
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Figure 8.6: One month tau acceptance (February) for different years divided by the 1 month full
Auger SD array acceptance for each energy bin.

The use of this combined interpolation (exponential below and linear above 1 EeV) slightly
increases the estimated exposure at the lower energies as compared to the simple linear interpo-
lation in the whole energy range, improving the final limit on k90%CL

Up by a ∼7%.

Table 8.3 summarizes the diffuse integral limits (upper bounds in k90%CL
Up ) obtained for an

ideal full SD array in 1 year of data taking (which gives the sensitivity of the detector), and
the one reached after the integration over the search period for a real dynamic SD array (which
gives the real limit). In both cases, the central limit value is shown together with the most
pessimistic and optimistic scenarios given by the upper and lower contributions of the systematic
uncertainties of the analysis.

The way we compute the equivalent period in units of full Auger years (Tfull Auger) is the
following: we first quote the 1 year sensitivity of the SD array by computing the diffuse limit
with a 1 year full Auger configuration k90%CL

full Auger. Then, for a given diffuse limit, obtained through
the search period time integration with the real dynamic SD configuration (k90%CL

current Auger), the
equivalent period is simply:

Tfull Auger =
k90%CL

full Auger

k90%CL
current Auger

[years] (8.9)

The ratio between the two central limit values results in a search period equivalent to 3.5
full Auger years. The error on this number, found to be below 3%, is estimated through the
comparison of a number of k90%CL

full Auger limits calculated over several years. Even though the
detector configuration remains the same (full SD), the final value of the limit might slightly
vary between simulations due to the randomization of several parameters inside the exposure
calculation procedure (the position of the shower core at ground, for instance).
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k90%CL
Up limit [GeV cm−2 s−1 sr−1]

Upper systematics < 16.0× 10−8

Full Auger Central < 12.4× 10−8 ⇒< 12.4 +3.6 (≡+29% )
−6.3 (≡−51% ) × 10−8

(1 year) Lower systematics < 6.1× 10−8

Current Auger Upper systematics < 4.53× 10−8

ICRC′11 Central < 3.55× 10−8 ⇒< 3.55 +0.98 (≡+28% )
−1.81 (≡−51% ) × 10−8

(Jan 04 – May 10) Lower systematics < 1.74× 10−8

semi-Bayesian ⇒< 3.2× 10−8

Table 8.3: Earth-skimming ντ integrated diffuse limits calculated in this work for a 1 year full
SD array configuration (full Auger) and for the real SD configuration along the search period
(Current Auger). In the later case, the limit obtained with the semi-Bayesian [177] extension of
the Feldman&Cousins [178] approach to include uncertainties in the exposure is also given.

In summary, the new updated limit computed from 1 Jan 2004 to 31 May 2010 equivalent to
3.5±0.1 full Auger years (labelled “This work” in figure 8.3) is:

k90%CL
Up < 3.5 +1.0

−1.8 × 10−8 GeV cm−2 s−1 sr−1 (8.10)

for the energy range Eν ∈ [1.6× 1017 − 20.8× 1018] eV

The upper (∼ 30%) and lower (∼ 50%) errors in the above limit come from several sources of
systematic uncertainties that affect the analysis (see reference [4] for a detailed discussion). The
new bounds in equation 8.10 and table 8.3 come from a recalculation of the systematics where
the contribution from the tau polarization uncertainty has been removed. This result, together
with other experimental limits, is presented in figure 8.7. The Auger Earth-skimming neutrino
limit remains the strongest constraint to date on the cosmogenic UHEν flux at energies above
∼ 6× 1018 eV. Below this energy, the recent IceCube-40 results6 improve the model independent
limit down to 1.2 × 10−8 GeV cm−2 s−1 sr−1.

Based on the results quoted in equation 8.10, the upper limit on the diffuse neutrino flux
can be recomputed using a the semi-Bayesian extension of the Feldman&Cousins approach to
include uncertainties in the exposure (section 7.2.3). If zero background events are assumed, the
upper limit on the number of signal expected events results to be 2.24 at 90% C.L. (instead of
2.44) and the limit translates into:

k90%CL
Up < 3.2 × 10−8 GeV cm−2 s−1 sr−1 (8.11)

It is also interesting to observe the evolution of the Auger integral limit with time. Figure 8.8
shows how the upper bound in the diffuse flux has been smoothly decreasing since 2004, following
the increase on the number of tanks in the field and data statistics. As indicated by the dashed
line, the 1 year ideal full Auger limit was reached after the first ∼ 3 years of data taking.

In the same way, the differential limit as defined in section 7.2.4 is plot in figure 8.9 and
detailed in the last column of table 8.2.

6Data collected between April 2008 and May 2009 with half of the completed IceCube array. Absence of signal
candidate events in the sample of 333.5 days of lifetime.
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Figure 8.7: Earth-skimming ντ integrated upper limit at 90% C.L. for a diffuse neutrino
flux as obtained in the search period from 1 January 2004 to 31 May 2010. Limits from
other experiments [188, 189, 190, 191, 192, 193, 194] are also plotted: ANITA II and IceCube
recomputed by us from all to single flavour limits (factor ×1
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Figure 8.8: Dots: time evolution of the Auger Earth-skimming ντ integral upper limit on the
diffuse neutrino flux (90% C.L.) from December 2004 until May 2010. The 1 year full detector
limit is reached early in 2007 (dashed line).
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The differential limit format is useful to demonstrate explicitly that the sensitivity of the
Pierre Auger Observatory to Earth-skimming neutrinos peaks in a narrow energy range close to
where the GZK neutrinos are expected. This is clearly shown in figure 8.10 where differential
and integral limits are shown together with some theoretical diffuse flux predictions in the EeV
range [3]. In table 8.4 (left) the expected event rates from these models after folding the fluxes
with the Earth-skimming (table 8.2) exposure are given. In all cases, the spectral shape and
flux strength are sensitive to parameters with unknown value so the predicted final number
of expected events can vary substantially in a model if the assumed values are changed. As
an example, two predictions from [56, 59] are given. Models labelled as GZK [56, 57] consider
cosmogenic neutrinos and represent the so called “guaranteed” source of neutrinos. Predictions
from [69] and [195] come from neutrinos produced in accelerating sources while [59] are examples
of fluxes from neutrinos of exotic origin.

Diffuse Model Nexpected

GZK-Fermi [56] 4.0
[56] 0.6

GZK-evolFRII [57] 1.4
MPR-max [69] 12.1

BBR [195] 5.1
TD-Necklaces [59] 3.0

[59] 0.6
Z-Burst [59] 7.0

Table 8.4: Expected number of Earth-skimming ντ events predicted by several diffuse neutrino flux
models.
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9
Sensitivity to Point-like Sources of UHEνs from the

Downward-going and Earth-skimming channels

One of the most exciting topics in astronomy is the search for neutrino sources in the sky map.
The detection of UHEνs coming from cosmic objects is crucial in order to understand the most
energetic processes of the universe. A positive result would mean a tremendous breakthrough in
the studies about the origin of cosmic rays and also in the understanding of the γ-ray production
processes at high energies. Moreover, the detection of unknown sources invisibles with other
techniques is not discarded.

In this chapter the sensitivity of the SD array to the detection of ν events coming from single
point sources in the sky is studied. The analysis is performed for the downward-going ν selection
at low zenith angle DGlow (presented in section 5.3 and sensitive to the region θ ∈ [58.5◦–76.5◦])
and also for the Earth-skimming ντ selection (which covers the range θ ∼ [90◦–95◦] as described
in chapter 8). The final goal of this study is to quote, for the two analyses, a limit on the neutrino
flux as function of the source declination given that zero neutrino candidates are found in data.
To do so the SD exposure from each channel as function of energy, declination δ and right
ascension α (Equatorial coordinates) is computed using Monte-Carlo simulations. In section 9.1
we introduce the principles and methodology for a discrete search of neutrinos in the sky. Then,
in section 9.2 the final results for the downward-going and Earth-skimming analyses are reported.
This study was published in reference [106].

9.1 Methodology of the point-like sources analysis

The procedure followed to estimate the sensitivity of the Pierre Auger Observatory to the
detection of neutrinos coming from point-like sources can be summarized in three steps:

1. For each source declination δ, the fraction of time t in 1 sidereal day the source is visible,
i.e. within the field of view of the analysis (θ ∈ [θmin, θmax]), is calculated. Then, for the
current declination the SD exposure ξ(Eν , δ) is evaluated using the detection efficiency as
function of zenith angle and the time spent by the source at each zenith angle (relationship
between θ, δ and t shown in equation 9.1).

129
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Figure 9.1: Point source analysis: for an observer located at the Auger latitude, the curves
indicate the change on zenith angle (cos(θ)) of three point sources with declinations δsource, as
function of time along 1 sidereal day (eq. 9.1). The horizontal lines mark the regions where the
DGlow (θ ∼ [60◦–75◦]) and Earth-skimming (θ ∼ [90◦–95◦]) neutrino search analyses are sensitive.
The gray vertical bands show the segments on the sidereal day in which a source at δ = −43◦
would be within the Earth-skimming analysis field of view.

2. Given that no candidates are found and assuming a neutrino flux J(Eν) = k ·E−2
ν , a limit

on k90%CL
PS (δ) is derived.

3. Steps 2 and 3 are repeated for all declinations in the sky.

Time a source is visible in the sky

For a given source at a declination δ (in Equatorial coordinates) the zenith angle at which it
is visible from the SD is a periodic function θ(t) depending on the sidereal time. Hence, for a
source at declination δ, the dependency of the zenith angle θ of the source at a certain time t is
given by the equation:

cos θ(t) = sinλ sin δ + cosλ cos δ sin(2πt/T − α) (9.1)

where λ is the latitude of the observer, T is the duration of one sidereal day, and α is the right
ascension in Equatorial coordinates.

Figure 9.1 shows this relation for the case of an observer located at the Pierre Auger
Observatory (coordinates ∼ 35◦ 28′ S – 69◦ 18′ W). The horizontal lines indicate the field of
view of the downward-going DGlow (θ ∼ [60◦–75◦]) and Earth-skimming (θ ∼ [90◦–95◦]) neutrino
search analyses: sources placed at declinations crossing these regions at any time along 1 sidereal
day are visible. The result for δ = −43◦ (Centaurus A) is given by the solid line. Larger (smaller)
declination values would move the curve down (up) in the graph.

Figure 9.2 gives the information on the fraction of 1 sidereal day the sources are visible
for DGlow and Earth-skimming searches. This fraction of time depends only on the source
declination. For both analyses the data structure is similar: zero sensitivity in the corners, i.e.
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Figure 9.2: Fraction of time a source (δ) is within the field of view of the DGlow (black) and
Earth-skimming (light gray) neutrino analyses. The extreme values of declinations beyond which
the analyses are not sensitive are indicated in the figure.

above and beyond a certain δ value; a plateau in the central part; and two horns indicating the
most sensitive declination values, which are a consequence of the relative smaller rate of variation
of zenith angle with time for directions near the edges of the range accessible to this analysis.
At the latitude of the Pierre Auger Observatory (λ = −35.2◦), the field of view of the DGlow
analysis covers a range in declination from about −85◦ to +40◦, whereas the Earth-skimming
analysis is sensitive to sources with declinations in a window from about −55◦ to +50◦. As
expected, for a given declination the fraction of visible time is in general higher for DGlow than
for the Earth-skimming analysis since the angular sensitivity window of the former is three times
larger than for the later. As an example, the declination of Centaurus A, which is shown as
a vertical black dashed line in figure 9.2, is visible a ∼ 16% (∼ 7%) of one sidereal day in the
DGlow (Earth-skimming) analysis.

Exposure Calculation

The exposure of the SD as function of the neutrino energy Eν and the source position in the
sky δ is evaluated in the same way to that used for the calculation of the diffuse flux, except
for the solid angle integration over the sky. The way in which the exposure is computed for
each analysis is slightly different. For the DGlow selection, where the 6T5 trigger is required, the
exposure is given by:

ξ(Eν , δ) =
∑
i

ωiσ(Eν)i

mN

∫
t

∫
D
ε(Eν , θ(t), D)A6T5 n(t) dt dD (9.2)

where the integration is performed over the interaction depth D an the search period t.
The dependency on δ comes from θ(t) as obtained from equation 9.1. Changes in the number
of hexagons as function of the time can induce a dependence of the exposure with the right
ascension. Since the search is performed over a large period, the overall effect is expected to
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be small, providing that the average number of hexagons in the period of one sidereal day is
roughly a flat distribution with random fluctuations.

For the Earth-skimming analysis, the exposure is given by:

ξ(Eν , α, δ) = 1
4π

∫
2π
dt cosθ(2πt

T
− α, δ) ξ(Eν , θ(

2πt
T
− α, δ)) (9.3)

and averaging the exposure over a full sidereal day, the time integral is equivalent to integrate
over right ascension:

ξ(Eν , δ) = 1
4π

∫
2π
dα cosθ(α, δ) ξ(Eν , θ(α, δ)) (9.4)

where ξ(Eν , θ(α, δ)) is defined in equation 8.3 by adding the θ dependency of equation 9.1.
In both cases, when integrating over time only those periods when the source is within the

zenith angle range of the neutrino selection are considered. Changes in the detector configuration
during data taking, due to the dead times of the SD stations, and to the increase of the array
size during the construction phase, may introduce a dependence of the exposure on the right
ascension. In particular, fluctuations in the number of stations cause a small diurnal variation,
but this effect is only apparent in solar time. When averaged over a large number of sidereal
days, as in this analysis, the modulation in right ascension caused by this effect is less than 1%
[196]. For this reason, the dependence of the exposure on α has been neglected in the evaluation
of the upper limits.

9.2 Limits to the neutrino flux from point-like sources

Using a similar approach than the one applied on the calculation of the limits to the diffuse ν
flux (equation 7.2), under the assumption that the UHEν flux from a given source at declination
δ behaves with energy as J(Eν) = k ·E−2

ν , the integrated upper limit on the value of k from each
particular source is:

k90%CL
PS (δ) = NUp∫ Eνmax

Eνmin
E−2
ν ξ(Eν , δ) dEν

(9.5)

Notice that, since no integration in solid angle is performed, k90%CL
PS is expressed in units of

[GeV cm−2 s−1].
As reported in section 8.2, the search for UHEνs in the Earth-skimming channel over the

whole sky has produced negative results: no events pass the selection cuts in the search period
(from 1 January 2004 to 31 May 2010). This has allowed to set stringent limits on the diffuse
neutrino flux as shown in figure 8.10. The exposure for each declination has been computed
using equation 9.4. As an example, figure 9.3 gives the exposures obtained at the Centaurus A
and Galactic Center declinations as function of the neutrino energy for the search data period.

In Figure 9.4, the 90% C.L. upper limits on kPS derived from the Earth-skimming and DGlow
analyses are shown as a function of source declination (search period from 1 January 2004 to
31 May 2010). A E−2

ν flux from any point-like source at a declination δ is assumed. The shape
of the declination-dependent upper limits is largely dominated by the fraction of time a source
is within the field of view of the analyses (see figure 9.2) but in an inverted form as expected
(the larger the time a source is seen by the analysis, the higher the exposure and the better the
limit), and, to a lesser extent, by the zenith angle dependence of the exposure.
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Figure 9.3: Point source Earth-skimming ντ analysis: accumulated exposure in the real SD array
from 1 January 2004 to 31 May 2010 for Centaurus A (δ = −43◦) and the Galactic Center
(δ = −29◦). The dashed line connecting points corresponds to a linear interpolation.
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Figure 9.4: Upper limits at 90% C.L. on a single flavour E−2
ν flux from a specific point-like source

as function of the source declination (search period from 1 January 2004 to 31 May 2010).
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The upper limits are derived for neutrinos in the energy range ∼ 1.6 × 1017 eV – 2.0 × 1019

eV for the Earth-skimming analysis, and in the range ∼ 2.0 × 1018 eV – 2.0 × 1020 eV for the
DGlow analysis, with a negligible dependence of these energy intervals on the source declination.

As compared to figure 9.2, data points show a similar but inverted distribution: a smaller
upper bound in k90%CL

PS is obtained for declinations expending longer time within the Earth-
skimming search field of view (horns in figure 9.2). The highest sensitivity is reached by the
Earth-skimming analysis close to −50◦ and +55◦ where limits around 5 × 10−8 GeV cm−2 s−1

are obtained. In the broad plateau region (δ ∈ [−40◦,+40◦]), the limit increases by a factor
∼6–10.

The correlation between the flux upper limit and the time spent by the source is even
more evident in figure 9.5 where the decimal logarithm of k90%CL

PS is plotted as a function of
the declination for the Earth-skimming analysis. These values are also shown in figure 9.6
in the form of a sky map. The limits (z-axis) are drawn in a (δ, α) Equatorial coordinates
plane using the Aitoff -projection. The black dots in the graph indicate the location of some pre-
defined source candidates of neutrinos (listed in table 9.1 together with their respective flux limit).
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Figure 9.5: Same as Earth-skimming limit in figure 9.4 in units of − log10(k90%CL
PS ).

As a cross-check, a diffuse limit can be computed from the results obtained in the point
source analysis by double integration of the exposure ξ(Eν , δ) in declination angle and energy
(eq. 9.4):
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k90%CL
PS <

NUp∫ log10 Emax

log10 Emin

∫ +π/2

−π/2
2π · cos(δ) · E−1

ν · ξ(Eν , δ) · ln(10) · d(log10(Eν)) · dδ
(9.6)

The resulting diffuse limit from the point source analysis is:

k90%CL
PS < 3.6 × 10−8 GeV cm−2 s−1 sr−1 (9.7)

in good agreement with the one quoted in eq. 8.10.

Note that a second (faster but less precise) cross check between the diffuse and the point
source results can be done by comparing the quoted exposures or final limits after correcting
by the solid angle and the fraction of time the source is visible. The exposure for a given
point source could be estimated as the ratio between the diffuse exposure (figure 8.4) and
the solid angle covered by the diffuse analysis (∼ 2π · cos(95◦)), multiplied by the fraction
of time the source is visible. For instance, in the case of Centaurus A (visible ∼ 6.8% of
the time) the rough estimated exposure at 1018 eV would give a value of ∼ 2.3 × 1015 cm2

s, to be compared with the one quoted in figure 9.3. The same kind of quick comparison
could be done between the DGlow and the Earth-skimming limits since the ratio between the
two limits for a given point source should be close to the ratio between the respective diffuse
limits weighted by the solid angles and by the fraction of time the source is visible to each analysis.

Limits for the particular case of the active galaxy Centaurus A, a potential source of UHECRs,
are shown in figure 9.7, together with constraints from other experiments. The predicted fluxes
for two theoretical models of UHEν production (in the jets [197] and close to the core of
Centaurus A [198]) are also shown for comparison. The expected number of events in our blind
search samples for a flux like in [197] is about 0.1 and 0.02 for the Earth-skimming and DGlow
selection respectively, the expected number for [198] being one order of magnitude smaller.

As a conclusion, even though the sensitivity window of the Earth-skimming and DGlow
analyses in zenith angle is tiny, it allows a potential point source survey in a broad range in
declination angles spanning more than 100◦ in the sky.
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Figure 9.6: Sky map in Equatorial coordinates (declination δ vs. right ascension α) with the
Earth-skimming ντ point source limits at 90% C.L. in units of − log10(k90%CL

PS ). Positions of
sources listed in table 9.1 are also shown (black dots).
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of UHEν production also shown.



9.2. Limits to the neutrino flux from point-like sources 137

Object Dec. R.A. k90%CL
PS Object Dec. R.A. k90%CL

PS
δ [◦] α [◦] ×107 δ [◦] α [◦] ×107

Cas A 58.8 350.8 5976 HESS J1833-069 -6.9 279.4 5.82
1ES 2344+514 51.7 356.8 1.80 PKS 2023-07 -7.6 306.4 5.81
XTE J1118+480 48.0 169.5 2.56 PKS 1406-076 -7.9 212.2 5.79
3C 661 43.0 37.7 3.33 PKS 1510-089 -9.1 228.2 5.78
H 1426+428 42.7 217.1 3.37 1ES 0347-121 -12.0 57.3 5.69
QSO B2200+420 42.3 330.7 3.41 PKS 1730-130 -13.1 263.3 5.66
NGC 1275 41.5 50.0 3.52 LS 5039 -14.8 276.6 5.58
Cyg OB2 41.3 308.3 3.54 PKS 1830-21 -21.1 278.4 5.25
Cyg X-3 41.0 308.1 3.58 W28 -23.3 270.4 5.14
Cyg A 40.7 299.9 3.61 1ES 1101-232 -23.5 165.9 5.13
Mrk 501 39.8 253.5 3.73 PKS 1622-253 -25.5 246.4 5.01
4C 38.41 38.1 248.8 3.93 Sgr A∗ (Gal.Cent.) -29.0 266.4 4.71
MGRO J2019+37 36.8 304.8 4.07 PKS 1622-297 -29.9 246.5 4.65
Cyg X-1 35.2 299.6 4.24 PKS 2155-304 -30.2 329.7 4.62
Mrk 421 33.2 166.1 4.43 H 2356-309 -30.6 359.8 4.59
GRO J0422+32 32.9 65.4 4.46 PKS 0548-322 -32.3 87.7 4.41
Crab Nebulae 22.0 83.6 5.28 PKS 1454-354 -35.6 224.4 4.09
Geminga 17.8 98.5 5.51 RX J1713.7-3946 -39.8 258.2 3.59
3C 454.3 16.4 343.5 5.58 Centaurus A -43.0 201.4 3.17
PKS 0528+134 13.5 82.7 5.67 PKS 0537-441 -44.1 84.7 3.01
M87 12.4 187.7 5.71 RX J0852.0-4622 -46.4 133.0 2.62
GRS 1915+105 10.9 288.8 5.77 GX 339 -48.8 255.7 2.17
HESS J0632+57 5.8 98.2 5.88 PKS 2005-489 -48.8 302.4 2.17
SS 433 5.0 288.0 5.91 HESS J1615-518 -51.8 243.6 1.38
3C 273 2.1 187.3 5.92 CIR X-1 -57.2 230.2 –
RGB J0152+017 1.8 28.2 5.91 HESS J1023-575 -57.8 155.8 –
PKS 0420-014 -1.3 65.8 5.89 ESO 139-G12 -59.9 264.4 –
PKS 0336-019 -1.8 54.9 5.92 RCW 86 -62.5 220.7 –
3C279 -5.8 194.1 5.88 PSR B1259-63 -63.8 195.7 –

Table 9.1: Earth-skimming ντ limits in units of [GeV cm−2 s−1] for predefined point source
neutrino candidates.





Summary and Conclusions

Although the Pierre Auger Observatory was conceived to detect Ultra High Energy Cosmic Rays
(UHECRs), it has been shown that Ultra High Energy Neutrinos (UHEνs) can also be identified
with the surface detector array (SD). UHEνs play a key role in the understanding of the sources
and acceleration mechanisms of UHECRs. Their observation should open a new window to the
universe. Unlike cosmic rays, neutrinos point directly to the source where they were produced,
without being deflected by Galactic and extragalactic magnetic fields. Unlike photons, they
travel undisturbed from the sources carrying a footprint of the production model. Predicted
by different astrophysical and cosmological models, they are expected to be produced in the
same sources where UHECRs are thought to be accelerated, as well as during the propagation
of UHECRs through the cosmic microwave background radiation. Their detection or absence
would either confirm or exclude these models.

The idea behind the detection of UHEνs with a ground detector like the SD is that, having
very small cross-sections, they can interact at any point along their trajectories, while protons,
nuclei or photons interact shortly after entering the atmosphere. Downward-going neutrinos of
all flavours can induce Extensive Air Showers (EASs) close to ground (“young” showers) which
present a large electromagnetic component (i.e. photons, electrons and positrons). When looking
at high zenith angles (θ > 75◦) the atmosphere is thick enough (thicker than about three vertical
atmospheres) so that the cosmic rays interacting high in the atmosphere have shower fronts
dominated by muons at ground (“old” shower front). A very inclined neutrino interacting deep
will present a young shower front and, consequently, can be distinguished.

However, when considering more vertical showers, even the ones initiated by protons or heavy
nuclei have a considerable amount of electromagnetic component at ground and the differences
between EASs induced by neutrinos gradually become less evident. Up to now the identification
of UHEνs in Auger through the EASs they induce has been restricted to very inclined showers
(θ > 75◦) [3]. The work presented in this document demonstrates that a search for UHEνs with
the surface detector array of the Pierre Auger Observatory in the region of lower zenith angles
(60◦ ≤ θ ≤ 75◦) is also feasible.

The most relevant contributions presented in this Ph.D. thesis are summarized in what
follows:

� Search for UHEνs in the region of low zenith angle.

We have presented a new analysis aiming at detecting downward-going ν-induced showers
impinging the surface detector array of the Pierre Auger Observatory at low zenith angles, in the
region θ ∼ [60◦ − 75◦].

The essential point for the identification of ν-induced showers is the definition and choice of
the observables which select inclined–young showers in the overwhelming background of normal
showers induced by cosmic rays. The analysis is based on a blind search approach to avoid any
artificial bias on the choice of the discriminating variables and on the final values of the cuts.
The procedure includes an end to end simulation chain to reproduce the EASs generated by
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UHEνs in the atmosphere and the signals recorded in the water Cherenkov stations at ground.
These Monte-Carlo neutrinos (signal sample) together with a fraction of the data collected by
the Observatory (background sample) are used to tune the selection algorithms, to find the
most discriminating variables, and to build and to train a Fisher discriminant polynomial. The
reconstructed zenith angle is used to filter inclined showers, and the young selection is done by
requiring a high fraction of T5 stations with Time-over-Threshold trigger (ToT) trigger. The
Fisher polynomial is built with the Area over Peaks (AoPs) of the selected stations. The final
neutrino selection is based in a cut on the Fisher value for each event, Fcut(θ).

Once the selection criteria were fixed, the remaining fraction of data in the period from 1
Jan 2004 to 31 May 2010 was unblinded and used as search sample. No neutrino candidates
were selected using the analysis described in this work. Assuming a differential spectrum
J(Eν) = dNν/dEν = k · E−2

ν for the diffuse flux of UHEνs, a (1:1:1) flavour neutrino ratio
and zero background, a 90% C.L. upper limit on the integrated flux of UHE neutrinos was
derived. Using a semi-Bayesian extension of the Feldman&Cousins approach which allows to
incorporate in the calculation the systematic uncertainties on the exposure, the quoted limit to
the normalization k on the diffuse flux is:

k90%CL
Up < 6.3× 10−7 GeV cm−2 s−1 sr−1 (Downward-going ν low angle)

valid in the energy range Eν ∈ [1.9× 1018 − 2.0× 1020] eV, where ∼ 90% of the neutrino events
would be detected for an E−2

ν flux.
The new selection described in this thesis intends to complement the existing ν search at

high zenith angles [3]. A first attempt to combine the two analyses is discussed in this thesis.
The results from this work show a significant contribution to the exposure from the low angle
analysis at the highest energies, extending the sensitivity of the Observatory to the most energetic
neutrinos. Despite the fact that the linear sum of the SD exposures in the whole energy range
gives a similar number for the two selections, the contribution from the low angle analysis to
the absolute value of the combined limit is moderate due to the assumed behavior of the flux
(∝ E−2

ν ) which penalizes the highest energies. The definition of a unified criteria to combine the
three existing analysis searching for UHEνs in Auger is currently the subject of work inside the
Auger Collaboration.

� Improved limit on the diffuse search of Earth-skimming tau neutrinos.

The analysis searching for Earth-skimming tau neutrinos in Auger has been revisited, specially
on what concerns the treatment of the tau polarization having an impact on the estimated
systematic uncertainty. Moreover, the search data period has been extended by about 2 years
with respect to the latest Auger publication [4], going from 1 January 2004 until 31 May 2010.
No candidate events are found in data. In order to derive a limit on the diffuse neutrino flux, the
exposure as a function of the energy and zenith angle have been re-calculated in the new data
search period. Assuming a differential spectrum J(Eν) = k ·E−2

ν for the diffuse flux of UHEνs
and zero background, the following 90% C.L. upper limit on the integrated flux of tau neutrinos
is derived:

k90%CL
Up < 3.2 × 10−8 GeV cm−2 s−1 sr−1 (Earth-skimming ντ channel)

valid in the energy range Eν ∈ [1.6× 1017 − 20.8× 1018] eV, where ∼ 90% of the neutrino events
would be detected for an E−2

ν flux. The results of this work were published in [106].
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Note that the maximum sensitivity shown by the downward-going and the Earth-skimming
analyses, obtained for Eν ∼ 1018 − 1019 eV, matches well the region where Greisen-Zatsepin-
Kuzmin (GZK) models predict the strongest fluxes of cosmogenic neutrinos. Therefore, although
not excluded that future theoretical predictions may shift the predicted fluxes down, with the
current selection criteria the exposure accumulated in ∼10 more years with the Pierre Auger
Observatory can be sufficient to clearly identify a neutrino candidate. On the other hand, the
absence of neutrino candidates should strongly constraint some neutrino production models.

� Sensitivity to point-like sources of UHE neutrinos.

Based on the negative result obtained on the search for UHEνs reported in this work, the
sensitivity of the SD detector to neutrinos coming from point-like sources was evaluated. The
methodology to compute the exposures to Earth-skimming and downward-going neutrinos at
low zenith angles is described and the sensitivity calculated as a function of the energy and
declination δ of the source. In absence of neutrino candidates in data collected through 31 May
2010, upper limits on the neutrino fluxes from point-like sources as function of the source position
in the sky k90%CL

PS (δ) were derived and published in [106].
The Earth-skimming analysis places limits which are currently the most stringent at energies

around and above 1 EeV in a large fraction of the sky spanning more than 100◦ in declination.
The declination-dependent upper limit is found to have a minimum value around 5 × 10−8 GeV
cm−2 s−1 close to −50 and +55 degrees, smoothly degrading for declinations between these two
values up to ∼ 6 × 10−7 GeV cm−2 s−1. Even though the limits quoted from the downward-going
analysis at low angle are modest as compared to the Earth-skimming channel, exploring the
θ ∈ [60◦, 75◦] angular window extends by about 30◦ the field of view of the Observatory at
negative declinations. Moreover, the downward-going search at low angle shows the maximum
sensitivity to sources located at declinations from about −80◦ to −60◦, a portion of the sky
hidden to the Earth-skimming analysis.





Resumen y Conclusiones

Aunque el observatorio Pierre Auger fue concebido para la detección de UHECRs, tiene la
capacidad de detectar UHEνs usando la información proporcionada por el detector de superficie.
Los UHEνs juegan un papel clave en la comprensión de las fuentes y los mecanismos de aceleración
de los UHECRs. Su detección puede abrir una nueva ventana al universo ya que, al contrario
que los UHECRs, los neutrinos apuntan directamente a las fuentes que los produjeron sin ser
desviados por los campos magnéticos galácticos ni extragalácticos. Por otro lado, al contrario
que los fotones, la información que los neutrinos portan sobre su modelo de producción no se
ve alterada hasta el momento de su detección. Diferentes modelos astrof́ısicos y cosmológicos
predicen la producción de neutrinos tanto en las fuentes de UHECRs como en la interacción de
estos con el fondo cósmico de microondas durante su propagación. La detección de neutrinos
puede confirmar o excluir estos modelos.

La idea original de detección de UHEνs con un detector de superficie como el de Auger se
basa en el hecho de que, con los valores tan pequeños de sección eficaz de los neutrinos, estos
pueden interaccionar en cualquier punto a lo largo de su trayectoria en la atmósfera, mientras
que los protones, nucleos o fotones interaccionan solo en las capas más altas de la atmósfera.
Los neutrinos de cualquier sabor que interaccionan en la atmósfera (“downward-going”) pueden
inducir “lluvias extensas” cerca del detector de superficie (“lluvias jóvenes”) que presentan una
gran cantidad de componente electromagnética (fotones, electrones y positrones). Cuando la
búsqueda se centra en ángulos cenitales altos (θ > 75◦) la atmósfera es suficientemente gruesa
como para absorber la componente electromagnética de los rayos cósmicos que interaccionan en
las primeras capas y por lo tanto el frente de la lluvia está dominado por la componente muónica
a su llegada al detector de superficie (“lluvias viejas”). Una lluvia muy inclinada provocada por
un neutrino profundo puede presentar las caracteŕısticas de una lluvia joven y puede por lo tanto
ser discriminada.

Sin embargo, cuando se analizan lluvias menos inclinadas, incluso las iniciadas por protones
o núcleos en las primeras capas de la atmósfera pueden presentar una parte importante de
componente electromagnética, provocando que las diferencias con las lluvias iniciadas por
neutrinos sean cada vez menos evidentes. Hasta ahora, los estudios de neutrinos realizados en el
Observatorio Pierre Auger han considerados solo lluvias muy inclinadas (θ > 75◦). El trabajo
presentado en esta tesis demuestra que es posible identificar lluvias inducidas por neutrinos a
ángulos menores, concretamente en la región angular (60◦ ≤ θ ≤ 75◦).

Las contribuciones más relevantes presentadas en este documento son las siguientes:

� Búsqueda de Ultra High Energy Neutrinos (UHEνs) en la región de bajo
ángulo cenital.

Se ha presentado un nuevo análisis que pretende la detección de “lluvias extensas” inducidas
por neutrinos interaccionando en la atmósfera en la región angular θ ∼ [60◦ − 75◦].

La clave para la identificación de lluvias inducidas por neutrinos recae en la elección de las
variables que permiten seleccionar las lluvias jóvenes inclinadas de entre todo el fondo provocado
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por los rayos cósmicos. El análisis se basa en una búsqueda “blindada” para eliminar cualquier
posible sesgo en la definición y elección de las variables de selección aśı como en sus valores de
corte. El procedimiento incluye una cadena de simulación de las lluvias inducidas por UHEνs y
de las señales inducidas en los detectores Cherenkov de superficie. Este Monte-Carlo de neutrinos
(muestra de señal), junto con un subconjunto de datos recolectados por el Observatorio (muestra
de fondo) se han usado para ajustar los algoritmos de selección, encontrar las mejores variables de
discriminación y construir y entrenar un polinomio de discriminación basado en un discriminante
Fisher. El ángulo reconstruido de la lluvia se usa para filtrar las lluvias inclinadas mientras que la
selección de lluvias jóvenes se hace exigiendo que una alta fracción de las estaciones usadas para
definir el máximo nivel de calidad de cada evento tenga señales de larga duración. El polinómio
Fisher es entrenado usando una variable definida como la señal integrada en tiempo dividida
por su valor de pico para cada estación seleccionada. La decisión final sobre si un evento es o no
provocado por un neutrino, se basa en un corte en su valor Fisher que depende del ángulo del eje
de la “lluvia”.

Solo una vez que los criterios de selección e identificación están fijados, los datos no usados como
muestra de entrenamiento en el periodo comprendido entre el 1 de Enero de 2004 y el 31 de Mayo
de 2010 son usados como muestra de búsqueda. No se ha encontrado ningún candidato a neutrino.
Por lo tanto, asumiendo un flujo difuso de UHEνs en la forma J(Eν) = dNν/dEν = k ·E−2

ν , una
fracción de sabor (1:1:1) y cero fondo esperado, se ha calculado un ĺımite superior al flujo al 90 %
C.L. Usando una extensión semi-Bayesiana del tratamiento de Feldman&Cousins, que permite
incorporar las incertidumbres sistemáticas en la exposición del detector a neutrinos, el ĺımite
para la constante de normalización k del flujo es:

k90 %CL
Up < 6,3× 10−7 GeV cm−2 s−1 sr−1 (Downward-going ν bajo ángulo)

válido en el rango energético Eν ∈ [1,9× 1018 − 2,0× 1020] eV, donde el ∼ 90 % de los neutrinos
emitidos con un flujo de la forma E−2

ν seŕıan detectados.
Este nuevo análisis complementa al publicado anteriormente por la colaboración Pierre Auger

a ángulos mayores [3]. En este documento se describe un primer intento de combinación de ambos
análisis. Los resultados de este trabajo muestran una contribución significativa a la exposición a
neutrinos, especialmente a las mayores enerǵıas, extendiendo la sensibilidad del Observatorio
a neutrinos más energéticos. A pesar del hecho de que la combinación lineal de la exposición
a neutrinos en todo el rango energético es similar para el análisis a alto y bajo ángulo, la
contribución final al ĺımite del segundo es moderada debido al comportamiento asumido del flujo
(∼ E−2

ν ) que penaliza las enerǵıas más altas. Actualmente la colaboración Pierre Auger trabaja
para combinar los tres análisis existentes para la búsqueda de neutrinos.

� Mejora del ĺımite al flujo difuso de neutrinos tau interaccionando en la
corteza terrestre.

El análisis basado en la búsqueda de neutrinos interaccionando en la corteza terrestre ha sido
actualizado y revisado, especialmente en lo que concierne al tratamiento de la polarización del tau
y su impacto en las incertidumbres sistemáticas. Además, el periodo analizado por este análisis se
ha extendido hasta el 31 de Mayo de 2010. No se han encontrado candidatos a neutrino en los datos.
La exposición a neutrinos con este análisis se ha recalculado en el nuevo periodo de búsqueda y
de nuevo, asumiendo un flujo difuso de UHEνs de la forma J(Eν) = dNν/dEν = k · E−2

ν , y cero
fondo esperado, se ha calculado un ĺımite superior al flujo al 90 % C.L.

k90 %CL
Up < 3,2 × 10−8 GeV cm−2 s−1 sr−1 (Canal Earth-skimming ντ )
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válido en el rango energético Eν ∈ [1,6× 1017 − 20,8× 1018] eV, donde el ∼ 90 % de los neutrinos
emitidos con un flujo de la forma E−2

ν seŕıan detectados. Los resultados de este trabajo han sido
publicados en [106].

Es importante remarcar que la máxima sensibilidad de los análisis presentados en este trabajo
coincide con la región energética en la que los modelos de producción de neutrinos cosmológicos
(neutrinos GZK) predicen el mayor flujo. Por lo tanto, la exposición acumulada en ∼ 10 años
de toma de datos podŕıa ser suficiente para detectar un candidato a neutrino, suponiendo que
los modelos teóricos no reduzcan sus predicciones en el futuro. Por otra parte, la ausencia de
candidatos en ese periodo podŕıa restringir algunos modelos de producción.

� Sensitividad a fuentes puntuales de UHEνs.

Basado en el resultado negativo de la búsqueda de UHEνs documentada en este trabajo, se
ha evaluado la sensibilidad a fuentes puntuales de producción de neutrinos. Se ha descrito el
método utilizado para evaluar la exposición de cada análisis como función de la enerǵıa y la
declinación de cada fuente. Con la ausencia de candidatos, se ha calculado un ĺımite superior al
flujo proveniente de cada declinación (k90 %CL

PS ) al 90 % C.L. El cual ha sido publicado en [106].
El análisis de neutrinos interaccionando en la corteza terrestre consigue los ĺımites más

restrictivos para enerǵıas mayores de 1 EeV y para una región angular de más de 100◦ de
declinación. El ĺımite al flujo como función de la declinación consigue un valor mı́nimo cercano a
5× 10−8 GeV cm−2 s−1 cerca de los -50◦ y los +55◦, decreciendo suavemente para declinaciones
entre esos dos valores hasta ∼ 6× 10−7 GeV cm−2 s−1. Aunque los ĺımites al flujo conseguidos
por el análisis a bajo ángulo son modestos en comparación con los conseguidos por el análisis de
“Earth-skimming”, el primero extiende las declinaciones visibles hasta los −80◦, una región del
cielo que el análisis “Earth-skimming” no puede observar.





A
The Fisher Discriminant: Polynomial and Cut

The Fisher discriminant was trained using the Toolkit for Multivariate Data Analysis with ROOT
(TMVA) package which allows to define different data sets (categories) with specific charac-
teristics. Five different categories (one for each angular region) were trained in this analysis.
The package treats each category in an independent way providing a Fisher Polynomial for
each region. Prior the training process TMVA performs automatically some transformations of
variables, namely, decorrelation, gaussanization, normalization and principal component analysis.
For an explanation on each procedure see the TMVA handbook [164].

In our analysis, the Fisher polynomial is defined as:

F = C0 + C1 ·AoP1 + C2 ·AoP2 + C3 ·AoP3 + C4 ·AoP4 + C5 ·AoP5 + Cp

5∏
i=1

AoPi (A.1)

for angular regions using five stations, and by:

F = C0 + C1 ·AoP1 + C2 ·AoP2 + C3 ·AoP3 + C4 ·AoP4 + Cp

4∏
i=1

AoPi (A.2)

for angular regions using only four stations for the Fisher. Table A.1 shows the Fisher coefficient
Ci for each angular region. It is worth to remind that numbers quoted in the table have been
rounded off. Hence, it is recommended to use the TMVA weight file containing the polynomial
function together with the classification application script, both provided by the TMVA applica-
tion, to compute the Fisher value for each event.

The TMVA package provides some additional information related to the result of the training
procedure, in particular it gives a classification of the relevance of the input variables for the
discrimination. In our case, the most valuable variable for discrimination is the Area over Peak
(AoP) of the first station, followed by the AoP of the remaining stations (showing a similar
discrimination power) and finally the product of the AoP.

Table A.2 gives the values of the coefficients obtained by fitting the tail of the F distribution
of the background training sample (0.81 years of full Auger data) to an exponential function
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Region 1 Region 2 Region 3 Region 4 Region 5

C0 −1.37 −1.21 −8.42 · 10−1 −7.71 · 10−1 −4.08 · 10−1

C1 9.10 · 10−2 1.04 · 10−1 9.11 · 10−2 1.29 · 10−1 7.62 · 10−2

C2 7.46 · 10−2 6.30 · 10−2 4.77 · 10−2 5.80 · 10−2 2.58 · 10−2

C3 1.36 · 10−1 1.33 · 10−1 9.39 · 10−2 8.66 · 10−2 5.16 · 10−2

C4 8.13 · 10−2 5.89 · 10−2 3.28 · 10−2 5.80 · 10−2 3.56 · 10−2

C5 8.08 · 10−2 6.46 · 10−2 4.18 · 10−2 – –
Cp −3.16 · 10−5 −3.30 · 10−5 −2.92 · 10−5 −3.78 · 10−4 −2.71 · 10−4

Table A.1: Fisher Coefficients for each angular region.

Region 1 Region 2 Region 3 Region 4 Region 5

a −9.1± 0.4 −12.8± 0.8 −16.3± 1.2 −21.7± 1.4 −40.2± 3.9
b 0.9± 0.2 −1.4± 0.3 −1.6± 0.4 −2.6± 0.4 −3.3± 0.6

Table A.2: Coefficients obtained from the exponential fit to the tail of the background training
distribution (y = ea·x+b).

(y = ea·x+b). These functions are used to give an estimate of the expected number of background
events passing the cuts on each region.

We remind here that the F cut is placed to allow 0.2 events in 20 years using the most
conservative extrapolation (i.e. including the errors in the coefficients). In table A.3 we give
the central values of (θ,Fcut) for each angular region. The final Fisher cut as function of θ is
obtained by linear interpolation between these points.

Finally, the most relevant data and results obtained on the search for UHEνs in the framework
of this Ph.D. thesis have been compiled in a ROOT file and made available to the Pierre Auger
collaborators [201], in order to facilitate the foreseen combination of the ν search analyses or any
future revision of the selection criteria.

Region 1 Region 2 Region 3 Region 4 Region 5

(θ,Fcut) (60◦, 0.68) (63◦, 0.31) (66◦, 0.24) (69◦, 0.13) (73.5◦, 0.06)

Table A.3: Pairs (θ,Fcut) used to construct the Fisher cut function by lineal interpolation.



B
Contributions to Offline Package

The Offline package [145] has been designed to provide an infrastructure to support a variety
if distinct computational tasks necessary to analyse the data collected by the Pierre Auger
Observatory. The requirements of this project place rather strong demands on the software
framework underlying data analysis. The framework must be flexible and robust enough to
support the collaborative effort of a large number of physicists developing a variety of applications
over the projected lifetime of the experiment. Specifically, the software supports simulation and
reconstruction of events using surface, fluorescence and hybrid methods, as well as simulation
of calibration techniques and other ancillary tasks such as data preprocessing. Further, as the
experimental run will be long, it is essential that the software be extensible to accommodate
future upgrades to the Observatory instrumentation.

To fulfil all these requirements the Offline framework comprises three principal parts: a collec-
tion of processing modules which can be assembled and sequenced through instructions provided
in an eXtensible Markup Language (XML) file, an event data model through which modules can
relay data to one another and which accumulates all simulation and reconstruction information,
and a detector description which provides a gateway to data describing the configuration and
performance of the Observatory as well as atmospheric conditions as a function of time.

To perform the analyses described in this Ph.D. thesis, some new Offline modules were
developed in order to adapt the standard analysis procedure to the special features of a neutrino
search. In the following sections we give a brief description of the contributions to the Offline
package.

B.1 SdAccidentalSignalInyectorGP

As already discussed in section 4.2.2, accidental signals can have a pernicious effect on data
quality. Therefore, it is recommended to include the effect of the accidentals, naturally present
in real data, in the Monte-Carlo simulated air showers in order to evaluate their impact on the
different physics analyses. The use of a realistic accidental background estimation is specially
needed when searching for rare events (e.g. photons or neutrinos), selected from the shape of
the traces. Some modules for the Offline were developed to simulate accidental signals based
mainly in parametrizations of the atmospheric muon flux model (for instance [202]). However, as
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mentioned in section 4.2.2, atmospheric muons are not the only source of accidental signals.
The characterization of accidental signals from real data published in [161] was a turning

point for the simulation of such signals. Since those signals were selected from real data they
include all possible effects (not only atmospheric muons) in a model independent way, providing
a fair unbiased sample of the background to the event simulation. It may also account for long
term variations or periodic oscillations of these fluxes.

Taking advantage of the set of real accidental signals, an Offline module has been developed
to include them in the detector simulation. The module randomly selects an accidental signal
from the sample and introduces the signal directly in the trace of each photomultiplier (PMT).
The user can chose the time window around the shower front plane arrival time where the
accidental signal will be injected. For each station the module computes the appropriate number
of accidental signals to be inserted assuming Poisson distributions and the signal rates computed
in [161].

The module provides the user some freedom to select the stations were accidental signals will
be injected. By default, detectors triggered by at least one simulated particle from the simulated
shower are always considered. Additional stations can be also considered crown by crown around
the footprint as well as the full array.

A detailed description of the module and the use can be found in the Auger internal note [203].

B.2 SdTopDownSignalRejectorUGR

Despite the importance of the accidental signals, the Offline package does not provide any
treatment against them. The SdTopDownSignalRejectorUGR module was specially developed
to clean the traces of the surface detectors identifying accidental signals and rejecting them. The
module can operate in two modes:

Only Accidental treatment In this mode the module only performs accidental signals re-
jection. The treatment is inspired in the accidental signal identification method already
published in [159]. The module identifies segments of signals with criteria defined by the
user. If two or more segments are found the election of the good one is made based in three
user eligible criteria, namely, the one with biggest signal, the one with biggest AoP or the
one with the biggest product of Signal × “number of bins of the segment”. Following the
Offline philosophy, all the parameters defined in [159] can be customized using an XML
file. With this treatment almost all accidental signals are properly identified and rejected.

Top Down Selector The accidental signal rejection described above is powerful enough for
most of the analyses that could be performed in Auger. Nevertheless, some stations are
triggered only by an accidental signal fulfilling the criteria of a true shower signal. Moreover,
the triggered station can be situated near the triggered stations of a real event fulfilling
the geometrical compactness criteria. This signals can not be identified with the previous
treatment. Therefore, an advanced algorithm has been developed to identify these signals.
The algorithm is based in a “top down” selection criteria [160] and works as follows:

1. First it selects elementary segments with a looser criteria than the one specified
in [159]. The segment together with the geographical position of the station and other
parameters of interest are stored and piled up. It allows to treat each segment as an
independent station.

2. A top down procedure as the one published in [160] is applied over the segments
instead of over the stations. All the segments are sorted by increasing signal and
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the top down procedure tries to find a compatible pattern with a front plane shower
propagating at speed of light with certain user defined tolerance. It recursively rejects
station by station until a pattern is accepted. The algorithm automatically selects the
proper segments, rejecting the accidental ones.

3. The stations with all segments rejected are flagged as accidental stations. For the
stations with two or more segments selected, the one with the biggest residual time to
the expected front plane shower fit is rejected.

4. The Flash Analog to Digital Converter (FADC) trace of all accepted stations is
scanned. If any segment after the selected one fulfils the criteria of [159] it is also
accepted.

5. Finally, for each selected station, the start bin (start time) and the end bin (end time)
together with some common variables (i.e. rise time, fall time, AoP) are computed
and properly stored in the Offline event class.

Note that this option performs both accidental signal rejection and candidate station
selection through a top down procedure.

This module plays a key role in the rejection of background, and rejecting most of the fake
neutrino candidates due to bad angular reconstruction induced by spoil signals. The XML
configuration of the module is given below:

<SdTopDownSignalSelectorUGR>

<Verbose> 4 </Verbose>

<!-- Select procedure for Accidental Rejection -->
<!-- 0=Signal, 1=SignalQuality, 2=AoP, 3=AoPQuality, 4=TopDownSelection -->
<RejectionProcedure> 4 </RejectionProcedure>

<!-- Only Accidental Rejection -->
<!-- For a full description of the parameters see GAP 2005-074 from Pierre Billor -->
<SignalThreshold> 0.015 </SignalThreshold>
<Nmin > 10 </Nmin>
<Smin > 1.0 </Smin>
<N0 > 20 </N0>

<MinStationSignal> 3 </MinStationSignal>
<MinNumberOfStationForSignalCut> 5 </MinNumberOfStationForSignalCut>
<AnodeSignalFactor> 32 </AnodeSignalFactor>

<!-- Accidental + Station selection -->
<!-- Top Down signal selection parameters -->
<PreSignalThreshold> 0.015 </PreSignalThreshold>
<PreNmin > 3 </PreNmin>
<PreSmin > 0.3 </PreSmin>
<PreN0 > 0 </PreN0>
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<RejectNonT4Events> 0 </RejectNonT4Events>
<MinNumberStations> 3 </MinNumberStations>
<MaxNumberStations> 20 </MaxNumberStations>
<MaxRejectedSignals> 8 </MaxRejectedSignals>
<BaryPower> 1 </BaryPower>
<TimeResidualTolerance> 190 </TimeResidualTolerance>
<MTimeResidualTolerance> 230 </MTimeResidualTolerance>
<IsolatedDistance1> 4700 </IsolatedDistance1>
<IsolatedDistance2> 6200 </IsolatedDistance2>
<IsoTime1> 15700 </IsoTime1>
<IsoTime2> 20700 </IsoTime2>
<Curv0> 0.00014 </Curv0>
<AreaMin> 0.2e6 </AreaMin>
<AreaMax> 1.2e6 </AreaMax>
<DistMax> 2800 </DistMax>
<Ana3RatMin> 1.6 </Ana3RatMin>

</SdTopDownSignalSelectorUGR>

The official XML file provides explanations (omitted here) for each parameter. An internal
Auger document with the detail description of the module is in preparation.

B.3 SdFootprintAnalyzerOG

The original Offline framework does not provide any module to compute variables commonly used
in neutrino analyses. This prevents, for instance, to reproduce in an easy way the results of the
already published analyses. The SdFooprintAnalyzerOG module is designed to allow any Auger
collaborator to run the DGlow neutrino analysis in an easy way. Moreover, the module computes
the variables used in other ν analyses and add to the Offline event class the proper containers
for such variables to store the data. The module is highly customizable, allowing the user to add
new variables that could appear in future analyses. Some of the currently implemented variables
are:

Length: Computed as the first eigenvalue of the tensor constructed with the signal weighted
station positions at ground as defined in [4]. This variable is proportional to the length of
the major axis of the ellipse formed by the footprint.

Width: The complementary variable to the Length extracted from the second eigenvalue of the
tensor.

Speed: Mean of all the apparent speeds of the shower front plane moving between pairs of
stations. The parameter is defined in [4]. The criteria established to use a pair of stations
for the speed histogram computation can be user defined.

Speed Standard Deviation: The standard deviation of apparent speed histogram. All ac-
cepted pairs of stations correspond to an entry in the histogram.

Time over Threshold fraction: The fraction of triggered stations with AoP above an user
definable threshold which have a Time-over-Threshold trigger (ToT) local trigger. This
variable is used in [4, 185].
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Area over Peak Asymmetry: Asymmetry between the mean value of the AoP of the first
and the last triggered stations.

Alignment: Computes whether or not a surface event has all the triggered stations aligned.
The algorithm also returns the status “ill” when all stations are aligned and one of them is
not. This parameter is used on the DGhigh analysis [3].

B.4 T2StatFileManager

The surface array of the Pierre Auger Observatory has a dynamic behaviour in the sense that
stations can connect and disconnect independently at any time. Thus, the effective area of the
surface array can be different at any time. To account for the status of the stations at each instant
of time a monitoring files are produced. The format of those files has been changed with time.
The T2StatF ileManager was created to read the monitoring files in “T2Stat” format [204]. The
module also allows for corrections of the “comms-crisis” period [205], a period of high instability
and communication problems of the surface detectors (SD) during 2009. An station delays for
120 seconds in sending the data of an event to the Central Data Acquisition System (CDAS).
Consequently, to consider an station alive at a certain time, it should be also alive during the
next 120 seconds. The probability of an station failing within the 120 seconds after an event is
low, except for the “coms-crisis” period. The module allows the user to account for this effect
activating a flag. This module was the first Offline module accounting for this effect and it is
currently included in the official production release of the framework.
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