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**Abstract**

Measurements of the per-event charged-particle yield as a function of the charged-particle transverse momentum and rapidity are performed using $p + \text{Pb}$ collision data collected by the ATLAS experiment at the LHC at a centre-of-mass energy of $\sqrt{s_{\text{NN}}} = 5.02$ TeV. Charged particles are reconstructed over pseudorapidity $|\eta| < 2.3$ and transverse momentum between 0.1 GeV and 22 GeV in a dataset corresponding to an integrated luminosity of $1 \text{ pb}^{-1}$. The results are presented in the form of charged-particle nuclear modification factors, where the $p + \text{Pb}$ charged-particle multiplicities are compared between central and peripheral $p + \text{Pb}$ collisions as well as to charged-particle cross sections measured in $pp$ collisions. The $p + \text{Pb}$ collision centrality is characterized by the total transverse energy measured in $-4.9 < \eta < -3.1$, which is in the direction of the outgoing lead beam. Three different estimations of the number of nucleons participating in the $p + \text{Pb}$ collision are carried out using the Glauber model and two Glauber–Gribov colour-fluctuation extensions to the Glauber model. The values of the nuclear modification factors are found to vary significantly as a function of rapidity and transverse momentum. A broad peak is observed for all centralities and rapidities in the nuclear modification factors for charged-particle transverse momentum values around 3 GeV. The magnitude of the peak increases for more central collisions as well as rapidity ranges closer to the direction of the outgoing lead nucleus.
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1. Introduction

Proton–nucleus collisions at ultrarelativistic energies provide an opportunity to understand the role of the nuclear environment in modifying hard scattering rates. Several physics effects are expected to induce deviations from a simple proportionality between the scattering rate and the number of binary nucleon–nucleon collisions [1]. First, nuclear shadowing effects have long been observed in deep-inelastic scattering on nuclei, as well as in proton–nucleus collisions, indicating that nucleons embedded in a nucleus have a modified structure. This modification tends to suppress hadron production at low to moderate momentum, and is addressed by a variety of theoretical approaches [2,3]. Some of these approaches describe hadron production cross sections in terms of a universal set of nuclear parton distribution functions (nPDF), which are parameterized as modifications to the free nucleon PDFs [4–12]. Second, energy loss in “cold nuclear matter” is expected to modify hadron production rates at high transverse momentum ($p_T$) [13–16]. Third, a relative enhancement of hadron production rates at moderate momenta is observed in proton–nucleus collisions [17], which can be attributed to initial-state scattering of the incoming nucleon [18,19] or radial flow effects [20]. Finally, the appearance of “ridge-like” structures in high-multiplicity $pp$ and $p + \text{Pb}$ events [21–25] suggests that small collision systems have the same hydrodynamic origin as $\text{Pb} + \text{Pb}$ events [20], or that there are already strong correlations in the initial state from gluon saturation [27]. All these effects can be explored experimentally by the measurement of charged-hadron production as a function of transverse momentum.

For proton–lead ($p + \text{Pb}$) collisions, assuming that the initial parton densities are the incoherent superposition of the nucleonic parton densities, the per-event particle production yield can be estimated by the product $\sigma_{\text{NN}} \times (T_{\text{Pb}})$. Here $\sigma_{\text{NN}}$ is the cross section for the analogous nucleon–nucleon collision process and $T_{\text{Pb}}$ is the average value of the nuclear thickness function over a distribution of the impact parameters of protons incident on the nuclear target. It can be thought of as a per-collision luminosity. The nuclear modification factor, $R_{p+\text{Pb}}$, is defined as the ratio of the measured charged-particle production yield in $p + \text{Pb}$ collisions, normalized by $(T_{\text{Pb}})$, to the cross section of the charged-particle production yield in $pp$ collisions.
\[
R_{\text{pPb}}(p_T, y^*) = \frac{1}{N_{\text{pp}}} \frac{d^2N_{\text{pPb}}}{dy^*dp_T} \frac{1}{d^2\sigma_{pp}/dy^*dp_T},
\]

where \(N_{\text{pp}}\) is the number of \(p + Pb\) events, \(d^2N_{\text{pPb}}/dy^*dp_T\) is the differential yield of charged particles in \(p + Pb\) collisions and \(d^2\sigma_{pp}/dy^*dp_T\) is the differential charged-particle production cross section in pp collisions. Both numerator and denominator are presented in terms of \(y^*\), the rapidity in the nucleon–nucleon centre-of-mass frame. In the absence of initial-state and nuclear effects, the ratio \(R_{\text{pPb}}\) is expected to be unity at high \(p_T\) [28]. Another measure of nuclear modification is the quantity \(R_{\text{CP}}\), which is defined to be:

\[
R_{\text{CP}}(p_T, \eta) = \frac{\langle T_{\text{pPb}} \rangle}{\langle T_{\text{pp}} \rangle} \frac{(1/N_{\text{Lev},C})d^2N_{\text{pPb},C}/dydp_T}{(1/N_{\text{Lev},P})d^2N_{\text{pp},P}/dydp_T},
\]

and can be constructed without the need for a pp reference spectrum. The indices “P” and “C” label peripheral (large impact parameter) and central (small impact parameter) centrality intervals, respectively. The \(R_{\text{CP}}\) is presented as a function of pseudorapidity \(\eta\) rather than \(y^*\) since both numerator and denominator are from the same colliding systems. Measurements of \(R_{\text{pPb}}\) and \(R_{\text{CP}}\) provide useful input for constraining models of shadowing, energy loss and radial flow effects. They should also provide useful input for the determination of nuclear parton distribution functions, in particular as a function of proton impact parameter [6]. The absolute values of the nuclear modification depend on the \(\langle T_{\text{pPb}} \rangle\) values and should be interpreted with respect to the assumptions underlying the particular model used to calculate the normalization.

A recent ATLAS publication [29] has reported measurements of the mean charged-particle multiplicity as a function of pseudorapidity and collision centrality and explored the relationship between the centrality dependence of the particle production and models of the initial nuclear geometry. The results presented here utilize the same centrality definition and geometric models, but build upon that work by exploring the \(p_T\), \(\eta\) and \(y^*\) dependence of per-event charged-particle yields in \(p + Pb\) collisions at a centre-of-mass energy \(\sqrt{s_{NN}} = 5.02\text{ TeV}\) and comparing that dependence to the expectations from pp collisions through the quantities \(R_{\text{pPb}}\) and \(R_{\text{CP}}\).

These measurements are an extension of a similar programme carried out at the Relativistic Heavy Ion Collider, where all experiments reported the absence of charged-particle suppression at \(2 < p_T < 10\text{ GeV}\) in \(d + Au\) collisions [30–35], in contrast to the strong suppression found in \(Au + Au\) collisions [31,33]. Measurements of nuclear modification factors as a function of transverse momentum in a narrow pseudorapidity window relative to the centre-of-mass frame \(|\eta_{\text{CM}}| < 0.3\) have been reported by ALICE integrated over centrality [36,37] and differentially for several centrality classes [38,39]. Similarly, CMS results have been reported integrated over centrality and in a broader pseudorapidity window, \(|\eta_{\text{CM}}| < 1\) [40].

### 2. The ATLAS detector

The ATLAS detector [41] at the Large Hadron Collider (LHC) covers almost the entire solid angle \(^1\) around the collision point. It consists of an inner tracking detector surrounded by a thin superconducting solenoid, electromagnetic and hadronic calorimeters, and a muon spectrometer incorporating three large superconducting toroidal magnets.

The inner detector (ID) system is immersed in a 2 T axial magnetic field and provides charged-particle tracking in the pseudorapidity range \(|\eta| < 2.5\). The ID tracker is composed of three detector subsystems. Closest to the interaction point is a high-granularity silicon pixel detector covering \(|\eta| < 2.7\), which typically provides three measurements per track. Next is a silicon microstrip tracker (SCT), which typically yields four pairs of hits per track, each providing a two-dimensional measurement point. The silicon detectors are complemented by the straw-tube transition radiation tracker, which enables radially extended track reconstruction up to \(|\eta| = 2.0\).

The calorimeter system covers the pseudorapidity range \(|\eta| < 4.9\). Within the region \(|\eta| < 3.2\), electromagnetic calorimetry is provided by high-granularity liquid-liquid-argon (LAr) electromagnetic calorimeters, with an additional thin LAr presampler covering \(|\eta| < 1.8\), to measure the contribution of showers initiated in the material upstream of the calorimeters. Hadronic calorimetry is provided by a steel/scintillator-tile calorimeter, segmented into three barrel structures within \(|\eta| < 1.7\), and two copper/LAr hadronic endcap calorimeters covering 1.5 < \(|\eta| < 3.2\). The calorimeter coverage is completed with forward copper/LAr and tungsten/LAr calorimeter modules optimized for electromagnetic and hadronic measurements, respectively, covering 3.1 < \(|\eta| < 4.9\).

The minimum-bias trigger scintillators (MBTS) detect charged particles over 2.1 < \(|\eta| < 3.9\) using two hodoscopes, each of which is subdivided into 16 counters positioned at \(z = \pm 3.6\text{ m}\).

A three-level trigger system is used to select events [42]. The Level-1 trigger is implemented in hardware and uses a subset of detector information to reduce the event rate to 100 kHz. This is followed by two software-based trigger levels which together reduce the event rate to about 1000 Hz, which is recorded for data analysis.

### 3. Datasets and event selection

#### 3.1. Event selection in \(p + Pb\) collisions

The \(p + Pb\) collisions were recorded by the ATLAS detector in September 2012 using a trigger that selected events with at least one hit in each side of the MBTS, with the resulting dataset corresponding to an integrated luminosity of 1 \(\mu b^{-1}\). During that run the LHC was configured with a clockwise 4 TeV proton beam and an anti-clockwise 1.57 TeV per-nucleon \(^{208}\text{Pb}\) beam that together produced collisions with a nucleon–nucleon centre-of-mass energy of \(\sqrt{s} = 5.02\text{ TeV}\) and a longitudinal rapidity boost of \(y_{\text{lab}} = 0.465\) units with respect to the ATLAS laboratory frame. Following a common convention used for \(p + A\) measurements, the rapidity is taken to be positive in the direction of the proton beam, i.e. opposite to the usual ATLAS convention for \(pp\) collisions. With this convention, the ATLAS laboratory frame rapidity, \(y\), and the \(p + Pb\) centre-of-mass system rapidity, \(y^*\), are related by \(y^* = y − 0.465\).

Charged-particle tracks and collision vertices are reconstructed from clusters in the pixel detector and the SCT using an algorithm optimized for minimum-bias \(pp\) measurements [43]. The \(p + Pb\) events are required to have a collision vertex satisfying \(|z_{\text{CM}}| < 150\text{ mm}\), at least one hit in each side of the MBTS, and a difference between the time measurements in the two MBTS hodoscopes of less than 10 ns. Events containing multiple \(p + Pb\) collisions (pile-up) are suppressed by rejecting events that contain a second reconstructed vertex with a scalar transverse momentum
sum of associated tracks of $\Sigma E_L^p > 5$ GeV. The residual contamination from pile-up events has been estimated to be $10^{-4}$ [24].

To remove contributions from electromagnetic and diffractive processes, a rapidity gap criterion is applied to the p + Pb data using the procedure outlined in Ref. [29]. The procedure utilizes energy deposits in the calorimeter identified using so-called topological clusters [44]. The detector is divided into slices of $\Delta \eta = 0.2$, and “edge” gaps are calculated as the distance from the edge of the calorimeter ($\eta = -4.9$) to the nearest slice that contains a cluster with a minimum transverse energy of 200 MeV. Events with a large edge gap ($\Delta \eta_{edge} > 2$) in the negative $\eta$ (Pb) direction are excluded from the analysis. The gap requirement removes 1% of the events passing the vertex and MBTS timing cuts, which yields a total of $2.1 \times 10^6$ events used for further analysis.

3.2. Event selection in pp collisions

The pp spectrum used as a reference for the $p + Pb$ measurement is based on an interpolation of two data samples taken at $\sqrt{s} = 2.76$ TeV and 7 TeV. Proton–proton collisions at $\sqrt{s} = 2.76$ TeV with total integrated luminosity 200 nb$^{-1}$ were obtained by the ATLAS experiment in March 2011. Proton–proton collisions at $\sqrt{s} = 7$ TeV with total integrated luminosity 130 pb$^{-1}$ were obtained in April 2010. In both cases, the trigger selected events with at least one hit in the MBTS detector. The average number of collisions per bunch crossing during these data-taking periods is 0.4 and 0.01 for the $\sqrt{s} = 2.76$ TeV and $\sqrt{s} = 7$ TeV datasets, respectively. Events are required to satisfy the same $z_{CT}$ and MBTS requirements as for p + Pb analysis.

3.3. Monte Carlo event simulation

The response of the ATLAS detector and the performance of reconstruction algorithms are evaluated using one million simulated minimum-bias $p + Pb$ events at $\sqrt{s} = 5.02$ TeV, produced by version 138b of the Hijing event generator [45]. Diffractive processes are disabled. To match the LHC $p + Pb$ beam conditions, the four-momentum of each generated particle is longitudinally boosted by a rapidity of $-0.465$. The generator-level events are then passed through a Geant4 simulation of the ATLAS detector [46,47]. The simulated events are digitized using data conditions appropriate to the $p + Pb$ run and are reconstructed using the same algorithms that are applied to the experimental data.

For the pp analysis, 20 million events were produced using the Pythia8 [48] event generator with the AUE2B parameter set [49] at both $\sqrt{s} = 2.76$ TeV and 7 TeV (with versions 6.423 and 6.421 respectively). Additional samples produced using Pythia8 [50] with the 4C parameter set [51], and Herwig++ with the UEEES parameter set [52], are used for studying systematic uncertainties (see Sections 6 and 7).

4. Centrality selection

The centrality determination for $p + Pb$ collisions in ATLAS uses the total transverse energy, $\Sigma E_L^p$, measured in the negative pseudorapidity sections of the forward calorimeter in the range $-4.9 < \eta < -3.1$ (in the direction of the Pb beam) [29]. The transverse energies in the forward calorimeter are evaluated at an energy scale calibrated for electromagnetic showers and are not corrected for hadronic response [44]. Centrality intervals are defined in terms of percentiles of the $\Sigma E_L^p$ distribution after accounting for an estimated inefficiency of approximately $(2 \pm 2)$% for inelastic $p + Pb$ events to satisfy the applied event selection criteria. This inefficiency affects mainly the most peripheral events. The following centrality intervals are used in this analysis: 0–1%, 1–5%, 5–10%, 10–20%, 20–30%, 30–40%, 40–60%, 60–90% (with the 0–1% interval defined by the highest $\Sigma E_L^p$ values). Since the composition of the events and the uncertainty on the inelastic $p + Pb$ events selection efficiency in the most peripheral 90–100% interval is not well constrained, these events are excluded from the analysis, and events from the 60–90% centrality interval are used as the reference for $R_{CP}$.

Following the procedure adopted in Ref. [29], three different estimates of the average number of nucleons participating in the $p + Pb$ collisions ($N_{part}$) are carried out in each centrality interval. The first estimation uses the standard Glauber model [53], which is characterized by a fixed total nucleon–nucleon cross section. The other two estimations use the Glauber–Gribov colour-fluctuation (GGCF) model [54,55], which includes event-by-event fluctuations in the nucleon–nucleon cross section $\sigma_{NN}$ ($N + N \rightarrow X$). In the GGCF model, the magnitude of the fluctuations is characterized by the parameter $\omega_{GS}$, with $\omega_{GS} = 0$ corresponding to the standard Glauber model. Two values, $\omega_{GS} = 0.11$ and $\omega_{GS} = 0.2$, are used based on the calculations in Refs. [54,55], are used in this measurement.

In both geometric models the value of ($T_{PB}$) is directly related to ($N_{part}$) via the relation ($N_{part}$) = ($T_{PB}$)$\langle \sigma_{NN} \rangle$ with $\sigma_{NN}$ taken to be $70 \pm 5$ mb [58]. The obtained ($T_{PB}$) values for the Glauber and Glauber–Gribov models in different centrality intervals are listed in Table 1. For central collisions, the ($T_{PB}$) uncertainties are dominated by the uncertainty in the Glauber/Glauber–Gribov modelling. For more peripheral collisions, the uncertainty in the efficiency for selecting inelastic events also makes a significant contribution.

<table>
<thead>
<tr>
<th>Centrality</th>
<th>Glauber</th>
<th>Glauber–Gribov</th>
</tr>
</thead>
<tbody>
<tr>
<td>0–10%</td>
<td>42.3 $^{+18}_{-0.1}$</td>
<td>36.6 $^{+2.9}<em>{-2.2}$(1+12.5) $^{+11.5}</em>{-6.0}$</td>
</tr>
<tr>
<td>0–20%</td>
<td>42.3 $^{+18}_{-0.1}$</td>
<td>36.6 $^{+2.9}<em>{-2.2}$(1+12.5) $^{+11.5}</em>{-6.0}$</td>
</tr>
<tr>
<td>0–30%</td>
<td>42.3 $^{+18}_{-0.1}$</td>
<td>36.6 $^{+2.9}<em>{-2.2}$(1+12.5) $^{+11.5}</em>{-6.0}$</td>
</tr>
<tr>
<td>0–40%</td>
<td>42.3 $^{+18}_{-0.1}$</td>
<td>36.6 $^{+2.9}<em>{-2.2}$(1+12.5) $^{+11.5}</em>{-6.0}$</td>
</tr>
<tr>
<td>0–50%</td>
<td>42.3 $^{+18}_{-0.1}$</td>
<td>36.6 $^{+2.9}<em>{-2.2}$(1+12.5) $^{+11.5}</em>{-6.0}$</td>
</tr>
<tr>
<td>0–60%</td>
<td>42.3 $^{+18}_{-0.1}$</td>
<td>36.6 $^{+2.9}<em>{-2.2}$(1+12.5) $^{+11.5}</em>{-6.0}$</td>
</tr>
<tr>
<td>0–70%</td>
<td>42.3 $^{+18}_{-0.1}$</td>
<td>36.6 $^{+2.9}<em>{-2.2}$(1+12.5) $^{+11.5}</em>{-6.0}$</td>
</tr>
<tr>
<td>0–80%</td>
<td>42.3 $^{+18}_{-0.1}$</td>
<td>36.6 $^{+2.9}<em>{-2.2}$(1+12.5) $^{+11.5}</em>{-6.0}$</td>
</tr>
<tr>
<td>0–90%</td>
<td>42.3 $^{+18}_{-0.1}$</td>
<td>36.6 $^{+2.9}<em>{-2.2}$(1+12.5) $^{+11.5}</em>{-6.0}$</td>
</tr>
</tbody>
</table>

5. Reconstruction of charged-particle spectra

5.1. Track selection

The analysis of the charged-particle spectra presented in this paper refers to primary charged particles directly produced in the $p + Pb$ or pp interactions and having a mean lifetime greater than $0.3 \times 10^{-10}$ s, or long-lived charged particles created by subsequent decays of particles with a shorter lifetime [43]. All other particles are considered secondary. Tracks produced by primary and secondary particles are referred to from now on as primary and secondary tracks, respectively.
Tracks are required to be in the kinematic range of transverse momentum $p_T > 0.1$ GeV and absolute pseudorapidity $|\eta| < 2.3$. Additional requirements on the number of hits in the ID subsystems are imposed in order to reduce the contribution from 'fake' tracks that do not correspond to the passage of charged particles through the detector. All tracks are required to have at least one hit in the pixel detector and a hit in the first pixel layer if one is expected by the track trajectory. Tracks with $p_T < 0.2$ GeV are required to have at least two hits in the SCT, tracks with $0.2 < p_T < 0.3$ GeV are required to have at least four hits in the SCT, and all other tracks are required to have at least six hits in the SCT. To ensure that the tracks originate from the event vertex, the transverse $(d_0)$ and longitudinal $(z_0 \sin \theta)$ impact parameters of the reconstructed track trajectory with respect to the reconstructed primary vertex are required to be less than 1.5 mm. Finally, tracks are required to satisfy the significance conditions $|d_0|/\sigma_{d_0} < 3.0$ and $|z_0 \sin \theta|/\sigma_{z_0 \sin \theta} < 3.0$, where the quantities $\sigma_{d_0}$ and $\sigma_{z_0 \sin \theta}$ are the uncertainties in the determination of $d_0$ and $z_0 \sin \theta$ obtained from the covariance matrix provided by the ATLAS track model [43].

In $pp$ collisions, tracks originating from all reconstructed vertices are used in the analysis. The track-to-vertex matching uses the track zero parameter and the $z$ coordinate of the vertex. These parameters of the tracks in $pp$ collisions are often less precisely defined than in $p + Pb$ due to the fact that the vertices are typically reconstructed with fewer tracks. Thus in the $pp$ data analysis the track selection cuts related to the vertex are relaxed such that the $z_0 \sin \theta$ impact parameter condition is required to be less than $2.5 \text{ mm}$ and the transverse and longitudinal impact parameter significances are required to be less than 4.0.

For the calculation of $K_{PB}$, the momentum three-vector is used to calculate the rapidity of the particle, assuming it has the mass of the pion ($m_\pi$). A correction for this assumption is discussed in Section 5.2.

### 5.2. Reconstruction of the invariant particle distributions

The per-event $p + Pb$ charged-particle multiplicity distributions are measured differentially as a function of $p_T$ and either $\eta$ or $y^*$, and are referred to as the differential invariant yields. They are defined as:

$$\frac{1}{N_{\text{evt}}} \frac{d^2N_{\text{ch}}}{2\pi p_T \, dp_T \, dy^*} = \frac{1}{N_{\text{evt}}} \frac{1}{2\pi p_T} \, \frac{N_{\text{ch}}(p_T, y^*)}{\Delta p_T \Delta \eta} \, \mathcal{P}(p_T, \eta) \, \mathcal{A}(p_T, y^*) \, \mathcal{C}_{\text{trak}}(p_T, \eta)$$

where $\Delta p_T$, $\Delta \eta$ and $\Delta y^*$ are the widths of the transverse momentum, pseudorapidity and rapidity intervals being studied, and $N_{\text{evt}}$ is the number of events in the analyzed centrality interval. The correction factors $\mathcal{C}_{\text{trak}}$, $\mathcal{P}$, and $\mathcal{A}$ are used to correct for track efficiency and transverse momentum resolution, contributions from fake tracks and secondaries, and to transform the distributions from $y^*$ to hadron rapidity, respectively.

The correction factor used to correct for the track reconstruction inefficiency is estimated from simulation and is defined as:

$$\mathcal{C}_{\text{trak}}(p_T, \eta) = \frac{N_{\text{Rec}}_{\text{Primary}}(p_T, \eta)}{N_{\text{Rec}}_{\text{Primary}}(p_T^*, \eta^*)}$$

where $N_{\text{Rec}}_{\text{Primary}}$ is the number of primary charged particles and $N_{\text{Rec}}_{\text{Primary}}$ is the number of reconstructed tracks that are matched to those charged particles. A track is matched to a generated particle if that particle contributes more than 50% to the weighted number of hits on the track. The hits are weighted such that all subdetectors have the same weight in the sum. The algorithm to match reconstructed tracks to generated particles is discussed in Ref. [56]. These correction factors are calculated using Monte Carlo events generated with the Hijing event generator. The correction factors are calculated after reweighting the particle-level spectra to achieve better agreement in the transverse momentum distribution between data and simulation. The track reconstruction correction factor values are smaller at low $p_T$, starting at around 20% in the lowest measured interval of $0.1 < p_T < 0.2$ GeV, and then increase rapidly to reach a plateau value at approximately 1 GeV. The plateau of the correction factor values is generally higher in the centre of the detector, reaching 80% for highest $p_T$ and $\eta = 0$, but only 60% at $|\eta| = 2.3$. This correction has a very weak centrality dependence; the maximum variation from peripheral to central collisions does not exceed 2% over the range of measured centralities at any $p_T$ or $\eta$ value.

The correction factors to remove the contributions from fake and residual secondary tracks are estimated from simulation and are given by:

$$\mathcal{P}(p_T, \eta) = \frac{N_{\text{Rec}}_{\text{Primary}}(p_T, \eta)}{N_{\text{Rec}}(p_T, \eta)}$$

where $N_{\text{Rec}}$ is the total number of reconstructed particles. This correction has a strong dependence on both $\eta$ and $p_T$ at the lowest transverse momentum. The value of $\mathcal{P}$ is 0.98 for tracks with $p_T > 1$ GeV in all $\eta$ and centrality intervals, dropping to 0.8 for tracks at $|\eta| \sim 2.3$ in the 0–1% centrality interval.

The assumption that the particle mass is equal to the pion mass is used to calculate $y^*$ from the track's momentum three-vector. For tracks that are not pions, the $y^*$ is computed incorrectly and the particle contributes to the yield in the wrong $y^*$ bin. A correction for this effect is derived from the simulation as the ratio of $p_T$ and $y^*$ space of the generated charged particles with their correct mass to the corresponding distribution of generated charged particles assumed to be pions:

$$\mathcal{A}(p_T, y^*) = \frac{N_{\text{Rec}}_{\text{Primary}}(m, p_T, y^*)}{N_{\text{Rec}}_{\text{Primary}}(m_\pi, p_T, y^*)}$$

### Table 2

<table>
<thead>
<tr>
<th>Centrality</th>
<th>Glauber</th>
<th>Glauber–Gribov</th>
</tr>
</thead>
<tbody>
<tr>
<td>$40$–60%/60–90%</td>
<td>5.52</td>
<td>10</td>
</tr>
<tr>
<td>$30$–40%/90–90%</td>
<td>3.21</td>
<td>5.52</td>
</tr>
<tr>
<td>$20$–30%/90–90%</td>
<td>3.21</td>
<td>5.52</td>
</tr>
<tr>
<td>$10$–20%/90–90%</td>
<td>3.21</td>
<td>5.52</td>
</tr>
<tr>
<td>$5$–10%/90–90%</td>
<td>3.21</td>
<td>5.52</td>
</tr>
<tr>
<td>$0$–1%/90–90%</td>
<td>3.21</td>
<td>5.52</td>
</tr>
</tbody>
</table>

The correction function is shown in Fig. 1 as a two-dimensional distribution for \( p_T \) and \( y^* \) in the \( p+Pb \) system. The correction is approximately 1.1 at \( y^*=0 \) and decreases to unity with increasing \( p_T \), as the influence of the mass of the particle on the rapidity becomes negligible. At the edges of acceptance \( (y^* \approx -2.3) \), the value of \( A \) is approximately 0.8 for particles with \( p_T \approx 0.7 \) GeV. Fiducial regions with \( A \leq 0.9 \) are removed from the analysis of \( R_{ppb} \), using the selection criteria documented in Table 3. This ensures minimal model dependence in the correction factor.

6. Reference spectra from \( pp \) collisions

The differential charged-particle cross sections for \( pp \) collisions are defined in an analogous way to those used for \( p+Pb \) differential invariant yield by:

\[
\frac{1}{2\pi p_T} \frac{d^2\sigma_{pp}}{dp_T dy^*} = \frac{1}{2\pi p_T} \frac{1}{\Delta p_T \Delta y^*} \frac{N_{ch}(p_T, y^*) \mathcal{A}(p_T, y^*)}{C_{\text{MC}}(p_T, y^*)},
\]

where \( L \) is the integrated luminosity of the dataset under consideration. The values of \( C_{\text{MC}} \), \( P \), and \( A \) are calculated using MC events produced by the Pythia6 event generator. The trigger and vertex reconstruction efficiency in pp data analysis is estimated in Ref. [43] to be close to unity and is therefore not corrected for in the analysis (the systematic uncertainty due to this choice is discussed in Section 7).

Once the differential cross sections at 2.76 and 7 TeV are measured, the charged-particle cross section at \( \sqrt{s} = 5.02 \) TeV is estimated by interpolation. Two interpolation functions are investigated for every \( p_T \) bin in each rapidity interval. The first function is proportional to \( \sqrt{s} \), and the second is proportional to \( \ln(\sqrt{s}) \). The \( \ln(\sqrt{s}) \)-based interpolation is taken as the default in the analysis and the \( \sqrt{s} \)-based interpolation is used to assess the systematic uncertainty due to the choice of interpolation function. Possible distortions introduced by the interpolation algorithm are evaluated using MC simulations based on Pythia8. The ratio of the simulated differential cross section at \( \sqrt{s} = 5.02 \) TeV to the cross section interpolated with \( \ln(\sqrt{s}) \)-based or \( \sqrt{s} \)-based function, obtained from simulated samples at \( \sqrt{s} = 7 \) TeV and \( \sqrt{s} = 2.76 \) TeV, is taken as a multiplicative correction factor to be applied to the data. The correction factors obtained using Pythia8 and Herwig++ are presented in Fig. 2(a) for the region \(-1.8 < y^* < 1.3 \). The correction obtained from Pythia8 is the default applied to the data and the correction obtained using Herwig++ is used to assess the systematic uncertainty as discussed in Section 7, and calculated separately for either the \( \ln(\sqrt{s}) \)-based or \( \sqrt{s} \)-based interpolation functions. Fig. 2(b) summarizes the relative shapes of the differential cross sections measured at \( \sqrt{s} = 2.76, 7 \) and 5.02 TeV, with the last ob-
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**Table 3**

Fiducial cuts for the combination of \( p+Pb \) and \( pp \) acceptance effects.

<table>
<thead>
<tr>
<th>( p_T ) range [GeV]</th>
<th>( p+Pb ) ( y^* ) range</th>
<th>( pp ) ( y^* ) range</th>
<th>Combined ( y^* ) range</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1 &lt; ( p_T ) &lt; 0.4</td>
<td>(-2.3 &lt; y^* &lt; 1.3 )</td>
<td>(-1.8 &lt; y^* &lt; 1.8 )</td>
<td>(-1.8 &lt; y^* &lt; 1.3 )</td>
</tr>
<tr>
<td>0.4 &lt; ( p_T ) &lt; 1</td>
<td>(-2.5 &lt; y^* &lt; 1.5 )</td>
<td>(-2.0 &lt; y^* &lt; 2.0 )</td>
<td>(-2.0 &lt; y^* &lt; 1.5 )</td>
</tr>
<tr>
<td>1 &lt; ( p_T ) &lt; 2</td>
<td>(-2.7 &lt; y^* &lt; 1.7 )</td>
<td>(-2.2 &lt; y^* &lt; 2.2 )</td>
<td>(-2.2 &lt; y^* &lt; 1.7 )</td>
</tr>
<tr>
<td>2 &lt; ( p_T ) &lt; 3</td>
<td>(-2.75 &lt; y^* &lt; 1.75 )</td>
<td>(-2.25 &lt; y^* &lt; 2.25 )</td>
<td>(-2.25 &lt; y^* &lt; 1.75 )</td>
</tr>
<tr>
<td>( p_T ) &gt; 3</td>
<td>(-2.8 &lt; y^* &lt; 1.8 )</td>
<td>(-2.3 &lt; y^* &lt; 2.3 )</td>
<td>(-2.3 &lt; y^* &lt; 1.8 )</td>
</tr>
</tbody>
</table>

---

**Fig. 1.** \( A(p_T, y^*) \) as a function of \( p_T \) and \( y^* \) for the \( p+Pb \) MC sample.

**Fig. 2.** (a) The correction factors that are applied to the data. They are obtained as a ratio of the simulated differential cross section at \( \sqrt{s} = 5.02 \) TeV to the interpolated cross section, obtained from simulated samples at \( \sqrt{s} = 7 \) TeV and \( \sqrt{s} = 2.76 \) TeV with Pythia8 and Herwig++. (b) The ratios of the input invariant cross sections at \( \sqrt{s} = 7 \) TeV (blue circles) and at \( \sqrt{s} = 2.76 \) TeV (magenta squares) to the interpolated cross section at \( \sqrt{s} = 5.02 \) TeV. The error bars represent the statistical uncertainties of the input spectra. The comparison between interpolation using \( \sqrt{s} \) and \( \ln(\sqrt{s}) \) is shown with green diamond markers. All the ratios are extracted within the maximal acceptance of the ID detector \((-1.8 < y^* < 1.3) \). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
### Table 4

Systematic uncertainties on charged-particle yields for $p + $Pb and $pp$ at 2.76 TeV. The uncertainty in the luminosity does not contribute to the $p + $Pb results, since they are expressed as per-event invariant yields. The uncertainty in the trigger and event selection is included in the uncertainty in the efficiency for selecting inelastic events, and thus is already contained in the centrality selection's uncertainties.

<table>
<thead>
<tr>
<th>Uncertainty</th>
<th>p + $Pb$</th>
<th>$pp$</th>
<th>Variation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Track selection</td>
<td>2%</td>
<td>1%</td>
<td>decreases with $p_T$, increases with $</td>
</tr>
<tr>
<td>Particle composition</td>
<td>1–5%</td>
<td>1–2%</td>
<td>decreases with $p_T$, increases with $</td>
</tr>
<tr>
<td>Material budget</td>
<td>0.5–4%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$p_T$ reweighting</td>
<td>0.1–0.5%</td>
<td>0.1–2.5%</td>
<td>increases with $p_T$, increases with $\eta$</td>
</tr>
<tr>
<td>Centrality selection</td>
<td>0.1–8%</td>
<td>–</td>
<td>increases with $p_T$ and asymmetric in $\eta$, increases with centrality interval width</td>
</tr>
<tr>
<td>Trigger efficiency</td>
<td>0.01%</td>
<td>0.5%</td>
<td></td>
</tr>
<tr>
<td>Luminosity</td>
<td>–</td>
<td>2.7% (1.8%)</td>
<td>$\sqrt{s} = 2.76$ TeV (7 TeV)</td>
</tr>
<tr>
<td>$pp$ reference interpolation</td>
<td>–</td>
<td>0.1–5%</td>
<td>increases with $p_T$ and constant in $\eta$</td>
</tr>
<tr>
<td>Vertex reconstruction</td>
<td>0.1%</td>
<td>1%</td>
<td></td>
</tr>
</tbody>
</table>

**Fig. 3.** Invariant differential $p_T$ spectra of charged particles which are produced in $p + $Pb collisions at $\sqrt{s} = 5.02$ TeV shown in (a) four $\eta$ intervals and (b) four $y^*$ intervals, for the 0–90% centrality interval. The individual spectra are scaled by constant factors (indicated in the legend) for visibility. The statistical uncertainties are indicated with vertical lines and the systematic uncertainties are indicated with boxes, but are generally much smaller than the size of the symbols.

Treated by interpolation. It shows that the effect of the interpolation on the input cross section at $\sqrt{s} = 2.76$ TeV ($\sqrt{s} = 7$ TeV) compared to the interpolated cross section at $\sqrt{s} = 5.02$ TeV, using $\ln(\sqrt{s})$, is 0.8 (1.1) at low $p_T$ values and is 0.4 (1.6) at the highest transverse momentum. The ratio of $\sqrt{s}$-based interpolation to the default $\ln(\sqrt{s})$-based interpolation shown in the Fig. 2(b) is one of the systematic uncertainties in the cross section interpolation, which are discussed in Section 7.

### 7. Systematic uncertainties

The systematic uncertainties in the measurement of invariant charged-particle yields arise from inaccuracies of the detector description in the simulation, sensitivity to selection criteria used in the analysis and differences between the composition of particle species in the simulation and in the data samples. To evaluate each source of uncertainty, each parameter used in the analysis, such as the values of the quantities used in the track selection criteria or simulated particle composition, is altered within appropriate limits, as described below. All sources of systematic uncertainty are evaluated independently in terms of $\eta$ and $y^*$.

The uncertainty due to the track selection is sensitive to possible differences in performance of the track reconstruction algorithms in data and in MC simulation. To estimate this uncertainty, the basic requirements on the number of detector hits and the track impact parameters were relaxed and tightened in both data and MC simulation. For the relaxed criteria the $d_0$ and $z_0\sin\theta$ impact parameters for $p + $Pb ($pp$) samples are required to be less than $2$ mm ($3$ mm) and significance conditions are not required. To tighten the selection, tracks are required to have at least seven SCT hits, traverse an active module in each layer of the pixel detector, and the impact parameter requirement is changed to be less than $1$ mm and $2$ mm for $p + $Pb and $pp$ samples respectively. These variations produce up to a 2% shift in the fully corrected charged-particle yield. The uncertainty in the charged-particle yield due to simulation of inactive material is estimated using dedicated $p + $Pb simulated samples in which the inactive material is increased in the central and forward regions of the inner detector [57]. The net effect on the per-event charged-particle yields is found to vary from 0.5% at low pseudorapidity to 4% at high pseudorapidity, but is independent of centrality. The systematic uncertainty estimated in this way from $p + $Pb simulated samples is applied to both $p + $Pb and $pp$ data, taking into account the rapidity boost.

The correction for track reconstruction inefficiency, secondaries and fake tracks is calculated from simulated samples after reweighting the track $p_T$ and $\eta$ distributions to match those observed in data. The systematic uncertainty in this procedure is derived by taking the difference between the results obtained with reweighting and without reweighting of the simulation.

Our imperfect knowledge of the particle composition in $p + $Pb collisions is a source of systematic uncertainty, which influences $A(p_T, y^*)$ for $\eta \rightarrow y^*$ transformation. To assess the sensitivity of the analysis to the particle composition in the Hijing samples...
used to correct the data, the relative contributions of the pions, kaons and protons in HYDJET were reweighted to match the fractions obtained from the identified particle multiplicity measured by the ALICE experiment [58]. The weights of the charged-particle yields vary from 0.5 to 1.5 at low \( p_T \) and high \( p_T \) respectively, increase with centrality, and do not depend on \( \eta \). The change in the charged-particle yields is found to be between 4\% and 0.1\% at low \( p_T \) and high \( p_T \) respectively, but the variation does not depend on \( \eta \). Variation of the particle composition results in a maximum 5\% difference in the fully corrected charged-particle yields at moderate and high \( y^* \) and low \( p_T \). The difference decreases with \( p_T \) and depends on \( y^* \), reaching minimum values close to \( y^* = -2 \) and 1. For the pp analysis, the \( p + Pb \) multiplicity measurement by the ALICE experiment for the peripheral centrality interval was adopted to estimate the weights. The change in the charged-particle yields is found to be between 2\% and 0.1\% at low \( p_T \) and high \( p_T \) respectively, and the variation does not depend on \( \eta \) and \( y^* \).

The uncertainties associated with the centrality selection contain the effects of the trigger and event selection criteria. Using the procedure outlined in Ref. [29], the centrality intervals are redefined after assuming a total event selection efficiency, differing by \( \pm 2\% \) from the nominal one, and the change in the multiplicity spectrum reconstructed in each centrality interval is taken as

---

**Fig. 4.** The invariant differential \( y^* \) spectra of charged particles produced in \( p + Pb \) collisions at \( \sqrt{s} = 5.02 \) TeV are shown in five centrality intervals for \( p_T > 0.1 \) GeV. The statistical uncertainties are indicated with vertical lines and the systematic uncertainties are indicated with boxes.

**Fig. 5.** \( R_{p\bar{p}} \) as a function of \( p_T \) integrated over rapidity range \(-1.8 < y^* < 1.3 \) for the 0–90\% centrality interval for the three geometric models: (a) Glauber, (b) Glauber-Gribov with \( g_{\alpha} = 0.11 \) and (c) Glauber-Gribov with \( g_{\alpha} = 0.2 \).

**Fig. 6.** \( R_{p\bar{p}} \) values as a function of \( p_T \) in the 0–90\% centrality interval averaged over \( |y^*| < 0.5 \), are compared to the minimum-bias (0–100\%) results from a different pseudorapidity range in the centre-of-mass system: ALICE for \( |y_{CM}| < 3 \) [36] and CMS for \( |y_{CM}| < 1 \) [40]. The \( T_W \) value for the ATLAS centrality correction is calculated with the Glauber model. The total systematic uncertainties, which include the uncertainty in \( T_W \), are indicated by lines of the same colour. Strict quantitative agreement is not expected as each measurement uses different rapidity intervals for the centrality determination and apply different event selection criteria to reject diffractive collisions.
a systematic uncertainty associated with the centrality determination.

In the \(pp\) data analysis, the systematic uncertainty assigned to the trigger efficiency is 1% for events containing two tracks and decreases rapidly with higher track multiplicities. A transverse momentum and rapidity independent uncertainty of 0.5% is assigned to the differential cross sections. In the same way as for the trigger efficiency, the uncertainty in the vertex reconstruction efficiency in the \(pp\) data analysis is taken to be 1% [43].

The systematic uncertainty in the interpolated \(pp\) cross section is needed for the correction applied to the interpolated data derived from simulated samples. The systematic uncertainty is taken to be the difference between the corrections obtained from PYTHIA8 and Herwig++, which are shown in Fig. 2(a). An additional systematic uncertainty is estimated by considering the relative difference between spectra obtained using the two different interpolation functions (\(\sqrt{s}\) or \(\ln(\sqrt{s})\)) as shown in Fig. 2(b).

The uncertainties in the calculated luminosity values for the corresponding \(pp\) data samples at \(\sqrt{s} = 7\) TeV and \(\sqrt{s} = 2.76\) TeV are 1.8% [59] and 2.7% [60], respectively. They are taken to be fully uncorrelated, thus the total uncertainty in the interpolated spectra at \(\sqrt{s} = 5.02\) TeV is obtained by adding in quadrature the luminosity uncertainties of the inputs.

A summary of the systematic uncertainties in the charged-particle invariant yields in \(p + Pb\) and \(pp\) data analysis is shown in Table 4. For \(R_{pPb}\) and \(R_{CP}\), some of the errors are correlated between numerator and denominator. Track selection, particle composition, reweighting, trigger efficiency and vertex reconstruction uncertainties largely cancel for \(R_{CP}\), since the corrections do not vary with centrality interval and the yields are compared in the same \(p_T\) and \(\eta\) bins. However, for \(R_{pPb}\), there is little cancellation between \(p + Pb\) and \(pp\), since the results are presented as a function of \(y^*\) and the two systems are in two different centre-of-mass frames. The systematic uncertainties in \(\langle T_{PB}\rangle\) and their ratios which are presented in Tables 1 and 2 are added in quadrature to the experimental uncertainties of \(R_{pPb}\) and \(R_{CP}\) respectively.

8. Results

The differential invariant yields of charged particles produced in \(p + Pb\) collisions at \(\sqrt{s} = 5.02\) TeV are presented as a function of charged-particle transverse momentum in Fig. 3 for several intervals of \(\eta\) and \(y^*\).

Fig. 4 shows the invariant charged-particle yield as a function of \(y^*\) for \(p_T > 0.1\) GeV in several centrality intervals. In collisions that are more central, the charged-particle yields become progressively more asymmetric, as shown in the ATLAS multiplicity.
measurement [29], with more particles produced in the Pb-going direction than in the proton-going direction.

The transverse momentum dependence of $R_{p\text{Pb}}$ for the rapidity range $-1.8 < y^* < 1.3$ and for the 0–90% centrality interval is shown in Fig. 5 for the Glauber and Glauber–Gribov calculations of ($T_{Pb}$). The 0–90% ($T_{Pb}$) values which are given in Table 1 are similar for all three estimations, therefore the curves in all three panels show little difference. For $p_T > 8$ GeV, $R_{p\text{Pb}}$ is consistent with unity for all three models in the range of statistical and systematic uncertainties. The $R_{p\text{Pb}}$ values obtained using the Glauber model for the ($T_{Pb}$) calculation are compared to the ALICE [36] and CMS [40] measurements in Fig. 6. The results show the same basic features for the nuclear modification factors, although strict quantitative agreement is not expected as each measurement uses different rapidity intervals for the centrality determination and apply different event selection criteria to reject diffractive collisions.

The $R_{p\text{Pb}}$ and $R_{CP}$ values are shown in Fig. 7 as a function of the charged-particle $p_T$ in different centrality intervals and for different geometrical models used to calculate the value of ($T_{Pb}$). The data are integrated over $-1.8 < y^* < 1.3$ for $R_{p\text{Pb}}$ and $|\eta| < 2.3$ for $R_{CP}$. The data from the 0–1% centrality interval show similar features in all panels. Both $R_{p\text{Pb}}$ and $R_{CP}$ increase with transverse momentum, reaching a maximum value at approximately $p_T \sim 3$ GeV and then decrease until reaching $p_T \sim 8$ GeV. Above this value, the ratios are approximately constant within the experimental uncertainties. The $R_{p\text{Pb}}$ and $R_{CP}$ distributions in the region of the peak, $1 < p_T < 8$ GeV, have larger values for central events than for peripheral events. The magnitude of the peak depends quantitatively on the choice of geometrical model: the results obtained using the Glauber model have larger peak values than either of the Glauber–Gribov models. The magnitude of the peak relative to the constant (plateau) region ($p_T \gtrsim 8$ GeV) is compatible for $R_{CP}$ and $R_{p\text{Pb}}$ given the systematic uncertainties. The peripheral events show a smaller rise at low $p_T$. There is also only a slight indication of a peak at $p_T \sim 3$ GeV in $R_{CP}$ and no pronounced indication of a peak in the $R_{p\text{Pb}}$. The magnitude of $R_{p\text{Pb}}$ and $R_{CP}$ in the constant region ($p_T \gtrsim 8$ GeV) is significantly above unity in the most central collisions for the Glauber model. In contrast, plateau regions are consistent with unity for Glauber–Gribov with $\omega_\sigma = 0.11$ and for Glauber–Gribov with $\omega_\sigma = 0.2$. For the peripheral centrality interval, the plateau region is consistent with unity for $R_{p\text{Pb}}$ and deviates from unity for $R_{CP}$. In peripheral collisions, $R_{p\text{Pb}}$ and $R_{CP}$ depend only weakly on the choice of Glauber or Glauber–Gribov model in all panels.

Figs. 8 and 9 show $R_{p\text{Pb}}$ as a function of $p_T$ and $y^*$ respectively. The three panels in each column correspond to the most central (upper panels), mid-central (middle panels) and most peripheral (lower panels) centrality intervals. The three columns show the results from different geometrical models: Glauber (left), Glauber–Gribov with $\omega_\sigma = 0.11$ (middle), and Glauber–Gribov with $\omega_\sigma = 0.2$ (right). The grey box on each axis reflects the fractional systematic uncertainty corresponding to the centrality interval and geometric model, which applies to all data points in the panel. The systematic uncertainties in the invariant yields are indicated with boxes, and the vertical bars reflect the statistical uncertainty at each point. Fig. 8 shows $R_{p\text{Pb}}$ as a function of $p_T$. In the peripheral collisions, $R_{p\text{Pb}}$ is close to unity and shows almost no $y^*$ dependence. The $R_{p\text{Pb}}$ values in the 10–20% and 0–1% centrality classes exhibit a stronger $y^*$ dependence. To illustrate the $y^*$ dependence, Fig. 9 shows the value of $R_{p\text{Pb}}$ measured for $2 < p_T < 3$ GeV (peaking region) compared to the value measured for $p_T > 8$ GeV (the plateau region) as a function of $y^*$, for different centrality intervals.
and geometrical models. In both regions, \( R_{p\text{Pb}} \) increases with \( y^* \) towards the Pb-going direction and with increasingly central collisions. The variation of \( R_{p\text{Pb}} \) with centrality is much larger for the peaking region than for the plateau region. The \( R_{p\text{Pb}} \) values in the two centrality intervals have similar variations as a function of \( y^* \).

9. Conclusions

This paper presents measurements of the per-event charged-particle multiplicity in 1 \( \mu \)b\(^{-1} \) of \( p + \text{Pb} \) collisions at \( \sqrt{s_{\text{NN}}}=5.02 \) TeV with the ATLAS detector at the LHC. The differential particle yields in \( p + \text{Pb} \) collisions are compared with those in \( pp \) collisions using the nuclear modification factor, \( R_{p\text{Pb}} \). The \( pp \) reference cross sections at \( \sqrt{s_{\text{NN}}}=5.02 \) TeV are constructed by interpolation of measurements performed at \( \sqrt{s}=2.76 \) TeV and 7 TeV. The measurements of \( R_{p\text{Pb}} \) are presented in the centre-of-mass frame in the rapidity range \(-2.3 < y^* < 1.8 \) and transverse momentum \( 0.1 < p_T < 22 \) GeV. The measurements of \( R_{CP} \) are presented in the laboratory frame over the pseudorapidity range \(-2.3 < \eta < 2.3 \) and the same transverse momentum region. The results for \( R_{p\text{Pb}} \) and \( R_{CP} \) are presented as a function of transverse momentum and centrality in different \( y^* \) and \( \eta \) intervals and also as a function of rapidity for different \( p_T \) intervals. The results are using two choices of geometric model (Glauber and Glauber–Gribov colour-fluctuation model with \( \Omega_G=0.11 \) and \( \Omega_G=0.2 \)) for the calculation of the nuclear thickness function (\( T_{\text{Pb}} \)) in the selected centrality intervals.

The measured nuclear modification factors are observed to increase with transverse momentum from 0.1 GeV to a peak value at \( p_T \approx 3 \) GeV, at which point they decrease slowly up to \( p_T \approx 8 \) GeV. Above \( p_T \approx 8 \) GeV the nuclear modification factors are constant within the experimental uncertainties.

The magnitude of the peak strongly depends both on rapidity and centrality. It increases from the proton beam direction to the Pb beam direction and from peripheral to central collisions. The constant region above \( p_T \approx 8 \) GeV is less sensitive to the different centrality and (pseudo)rapidity intervals. Measurements of the absolute magnitudes of \( R_{p\text{Pb}} \) integrated over centrality and averaged over rapidity are similar for different geometric models, although their centrality dependence is strongly influenced by the choice of geometric model. Such behaviour is directly related to the multiplicity dependence of the particle production. In particular, there is an enhancement of protons with respect to pions at intermediate \( p_T \), as observed by experiments at the LHC as well as at lower energies.

The momentum and rapidity dependence of the nuclear modification factor measured in \( p + \text{Pb} \) collisions assist in determining the correct theoretical description of the cold nuclear matter effects. The results will also be important for constraining the choice of Glauber or Glauber–Gribov model parameters suitable to use in determining the average values for the number of participating nucleons and the nuclear thickness function in \( p + \text{Pb} \) collisions.
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