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Dotorando / Ph.D Candidate Director de la tesis / Ph.D Supervisor

Dr. Carlos Sampedro Mataŕın
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Abstract

Nanoelectronics Research Group

Departamento de Electrónica y Tecnoloǵıa de los Computadores

Development of a Multisubband Monte Carlo Simulator for

Nanometric Transistors

by Cristina Medina Bailón

The ultimate objective of this PhD Thesis is the study of the performance

of nanometric transistors, and the importance that quantum effects have on the

determination of their behavior. To do so, this work presents a description of the

new architectures which are postulated as an alternative for future technological

nodes, and the simulation tools employed to achieve an accurate determination

of the electrostatic and transport properties of such devices, accounting for the

dominant quantum effects which they undergo.

We start with a summary of several technological architectures which are

proposed to overcome the downscaling limitations of conventional planar devices.

They are required to keep under control the short-channel effects (SCEs), that

is, the loss of the control of the channel charge by the gate terminal.

The starting point of the simulation frame which is a Multisubband Ensemble

Monte Carlo (MS-EMC) scheme is analyzed. This tool is based on the mode-space

approach of quantum transport where the system is decoupled in the confinement

direction and the transport plane, where the 1D Schrödinger equation and the

2D Boltzmann Transport Equation (BTE) are solved, respectively. Both equa-

tions are coupled to the 2D Poisson Equation to keep the self-consistency of the

solution. It has already demonstrated its capabilities in different scenarios keep-

ing a reasonable computational effort with respect to the full-quantum approach.
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However, this code has been parallelized in order to allow for the study of more

complex devices in a reasonable simulation time. Other techniques for statistical

enhancement are included in order to reduce the stochastic noise.

Furthermore, the appearance of the leakage currents modifies the stable per-

formance of the conventional MOSFETs. Accordingly, a deep study of each

physical mechanisms responsible for these leakage currents was carried out. One

of the main advantages of considering this MS-EMC simulator is that quantum

effects can be included in a separate way because of the decoupled approximation

allowing for an independent inquiry.

In this regard, we have focused on: i) Source-to-Drain tunneling (S/D tunnel-

ing), which allows electrons go from the source to the drain through the channel

potential barrier; ii) the band-to-band tunneling (BTBT), which occurs when the

conduction band aligns with the valence band and so electrons/holes from the

valence/conduction band tunnel into the conduction/valence band; and finally

iii) the gate leakage mechanism (GLM), which results in the tunneling of carriers

from the substrate to the gate and also from gate to the substrate through the

gate oxide. In general, we demonstrate that these quantum effects get even more

relevance as the device dimensions are reduced. Using the numerical and analyt-

ical approaches, several relevant electrostatic and transport studies of different

architectures are accomplished when these phenomena are included in order to

determine their influence on the device characteristics.
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Resumen

Nanoelectronics Research Group

Departamento de Electrónica y Tecnoloǵıa de los Computadores

Development of a Multisubband Monte Carlo Simulator for

Nanometric Transistors

by Cristina Medina Bailón

Sinopsis

El objetivo principal de esta tesis doctoral es el estudio de las prestaciones de los

transistores nanométricos cuando se incluyen mecanismos cuánticos. Para ello

se presenta una descripción de las nuevas arquitecturas que se postulan como

alternativa para futuros nodos tecnológicos, y las herramientas de simulación

empleadas para lograr una determición precisa de las propiedades electrostáticas y

de transporte de dichos dispositivos, incluyendo los efectos cuánticos dominantes

que sufren.

Comenzamos esta tesis con un resumen de varias tecnoloǵıas que se proponen

para superar las limitaciones del escalado de los dispositivos planares conven-

cionales. Se les exige mantener bajo control los efectos de canal corto (short-

channel effects, SCEs), que implican la pérdida de control de la carga del canal

a causa del terminal de puerta.

A continuación, se analiza el simulador Multisubband Ensemble Monte Carlo

(MS-EMC) empleado en este trabajo. Se ha demostrado sus capacidades en dife-

rentes escenarios manteniendo un esfuerzo computacional razonable con respecto

a la aproximación puramente cuántica. Sin embargo, ha sido paralelizado para

permitir el estudio de dispositivos más complejos con un tiempo de simulación
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razonable. Aśımismo, otras técnicas de mejora estad́ıstica se han incluido con el

fin de reducir el ruido estocástico.

Además, la aparición de las corrientes de pérdidas modifica el rendimiento

estable de los MOSFET convencionales. En consecuencia, debe llevarse a cabo

un estudio profundo de cada uno de los mecanismos que inducen estas corrientes

de pérdidas. En este sentido, nos hemos centrado en los siguientes fenómenos:

i) túnel de fuente a drenador (source-to-drain tunneling, S/D tunneling), que

permite que los electrones vayan de la fuente al drenador a través de la barrera

de potencial; ii) túnel banda-a-banda (band-to-band tunneling, BTBT), que se

produce cuando la banda de conducción se alinea con la banda de valencia y,

por lo tanto, los electrones/huecos de la banda de valencia/conducción pueden

realizar túnel hacia la banda de conducción/valencia; y, por último, iii) el meca-

nismo de pérdidas por la puerta (gate leakage mechanism, GLM), que da como

resultado el túnel de portadores de sustrato a puerta y también de puerta a

sustrato a través del óxido de puerta. En general, demostramos que estos efectos

cuánticos cobran aún más relevancia a medida que se reducen las dimensiones del

dispositivo. Utilizando aproximaciones numéricas y anaĺıticas, se realizan varios

estudios relevantes de la electrostática y del transporte de diferentes arquitecturas

cuando se incluyen estos fenómenos para determinar su influencia e impacto en

las caracteŕısticas del dispositivo.

Objetivos y Metodoloǵıa

Como se ha comentado anteriormente, la reducción agresiva de las dimensiones

del dispositivo ha hecho aumentar los efectos de canal corto y los mecanis-

mos de pérdidas, comprometiendo seriamente el rendimiento de los dispositivos

electrónicos. Las soluciones a esos problemas deben ser tajantes y, por tanto,

nuevos paradigmas en la estructura del MOSFET y en la composición del ma-

terial deben ser abordandos. Igualmente, nuevos fenómenos f́ısicos aparecen en

el funcionamiento habitual del dispositivo a medida que estos se acercan a las

dimensiones nanométricas.

Esta tesis doctoral se dedica al estudio de algunos fenómenos que comprome-

ten el rendimiento de los prometedores dispositivos alternativos para continuar

el proceso de escalado mediante un simulador de Monte Carlo. Además, estos
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efectos aumentan la complejidad computacional provocando la necesidad de de-

sarrollar nuevos modelos técnicos para acelerar las simulaciones.

Nuestro estudio tiene como objetivo principal investigar qué nueva arquitec-

tura es la mejor candidata para implementar futuros nodos tratando de buscar la

más robusta contra los mecanismos de pérdidas. Para lograr este objetivo, una

vez que se han descrito los efectos cuánticos, se realiza una profunda comparación

entre su impacto en diferentes arquitecturas.

Los principales objetivos de este trabajo son:

1. La mejora de nuestro simulador MS-EMC con el fin de reducir el coste

computacional y el ruido estocástico, y proporcionar resultados más precisos

y realistas.

2. El estudio de varios efectos cuánticos: el túnel de fuente a drenador (S/D

tunneling), túnel banda-a-banda (BTBT), y el mecanismo de pérdidas por

la puerta (GLM).

3. Análisis del impacto de estos efectos cuánticos en diferentes arquitecturas.

Una vez establecidos los objetivos, se presenta una breve descripción de la

metodoloǵıa seguida en este trabajo. El estudio de los efectos de mejora para el

simulator y de los mecanismos cuánticos que se han desarrollado para la herra-

mienta MS-EMC se pueden dividir en tres partes. La primera está centrada

en la descripción de las arquitecturas de dispositivos que se están considerando

actualmente. A continuación, se proporciona una caracterización del simulador

de Monte Carlo. Finalmente, la tercera comprende los mecanismos cuánticos

estudiados. Las tres partes se han desarrollado según el esquema siguiente:

• La descripción de las actuales y futuras arquitecturas que se proponen para

reemplazar la tecnoloǵıa estándar y extender el final de la hoja de ruta

se presentan en el Caṕıtulo 2. Una vez que el MOSFET convencional se

describe teniendo en cuenta su estructura, ventajas y los problemas de

escalado, se introducen las alternativas más prometedoras. Especialmente,

se han considerado nuevos materiales, óxidos de alta permitividad κ, dispo-

sitivos de múltiples puertas y las tecnoloǵıas de silicio tenso y silicio sobre

aislante (silicon-on-insulator, SOI).
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• A continuación, los fundamentos teóricos necesarios para la herramienta

Monte Carlo se presentan en el Caṕıtulo 3. El primer paso es comparar

los diferentes modelos de simulación para dispositivos semiconductores con

especial énfasis en su utilidad y complejidad computacional. A partir de ah́ı,

se comentan las caracteŕısticas de los cálculos de transporte utilizadas en

el método Monte Carlo, donde las técnicas de vuelo libre y los mecanismos

de dispersión se han tenido en cuenta.

• En el Caṕıtulo 4, se ha ilustrado las hipótesis de mejora incluidas en el si-

mulador MS-EMC. El método “ensemble”, la suposición de subbanda múlti-

ple para cada valle y las condiciones de contorno se caracterizan para

obtener resultados precisos de acuerdo con las nuevas arquitecturas, mien-

tras que la implementación en paralelo y el cálculo del peso de forma de-

pendiente de enerǵıa para superpart́ıculas se incorporan en este código para

reducir el tiempo de simulación y el ruido estocástico, respectivamente.

• Haciendo uso de la herramienta avanzada MS-EMC, en el Caṕıtulo 5, se

da una descripción detallada de los fenómenos cuánticos incluidos. Después

de una visión global de las corrientes de túnel y de pérdidas, se detallan el

túnel de fuente a drenador (S/D tunneling), túnel banda-a-banda (BTBT),

y el mecanismo de pérdidas por la puerta (GLM), aśı como su impacto en

diferentes arquitecturas de dispositivos.

• Finalmente, las principales conclusiones de esta tesis, junto con algunos hi-

los de trabajo futuro que naturalmente se derivan del trabajo aqúı presen-

tado, se resumen en el Caṕıtulo 6. Una lista de las publicaciones producidas

por esta tesis se puede encontrar también al final.

Conceptos Generales

En los últimos años se ha diversificado la arquitectura básica del transistor con-

vencional metal-oxide-semiconductor field-effect transistor (MOSFET) con el fin

de mejorar el rendimiento del dispositivo cuando los transistores se aproximan a

los últimos ĺımites de escalado. Durante este tiempo se ha pasado de 10µm al

régimen sub - 10nm. Este dramático escalado ha favorecido tanto la integración

de MOSFETs aśı como enormes avances en nanoelectrónica. La principal mo-
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tivación del escalado es lograr una mayor densidad de integración y un menor

consumo de enerǵıa y tiempo de retardo [1]. Las longitudes del canal y las ten-

siones de alimentación se han reducido para cumplir con dichos requisitos [2–4].

Sin embargo, los dispositivos convencionales se comportan de forma no deseada

a una escala tan pequeña a causa de los efectos cuánticos y, por tanto, se puede

declarar que la tecnoloǵıa estándar no puede proporcionar un comportamiento

exitoso [5–11].

Prediciendo esta carrera de escalado, la ley de Moore postuló que el número de

transistores en un chip de circuito integrado se duplicaŕıa cada 18 meses [12,13].

Un aumento de la velocidad de escalado de los dispositivos permitió que ese

régimen fuera alcanzado mucho antes de lo esperado. Pero, precisamente por

esa razón, se debe hacer frente a los nuevos problemas tecnológicos ahora, tales

como por ejemplo la creciente resistencia parasita entre fuente y drenador, los

efectos de canal corto (SCEs) o la corriente de pérdidas a través el óxido de la

puerta [14–16].

A medida que nos acercamos al nodo de 7nm [1], han aparecido diferentes

tendencias para enfrentarse a los problemas espećıficos que introducen un ĺımite

cŕıtico en el escaldado de los dispositivos electrónicos. La Figura 1 muestra las

principales arquitecturas que se han tenido en cuenta tanto en la actualidad y

como en el pasado. Por esta razón, vale la pena incluir tanto efectos tradicionales,

como la movilidad del canal o el control de los efectos de canal corto, y los

nuevos problemas asociados con las escalas de dimensiones atómicas, como el

confinamiento cuántico y los efectos de dispersión.

Actualmente, hay dos áreas de trabajo principales y paralelas desde el punto

de vista de la simulación de dispositivos electrónicos. La primera tendencia se

centra principalmente en la búsqueda de nuevas soluciones de ingenieŕıa para crear

arquitecturas de dispositivos mejoradas. El segundo es el estudio de los efectos

cuánticos que introducen un comportamiento y una variabilidad no deseadas en

los dispositivos convencionales con dimensiones nanométricas.

Por un lado, se proponen diferentes arquitecturas tecnológicas para superar

las limitaciones de los dispositivos planares convencionales. La aparición de los

efectos de canal corto (SCE) y las corrientes de pérdidas modifican el rendimiento

estable de los MOSFET convencionales. El control de la electrostática del tran-

sistor es la garant́ıa para considerar como aceptables los efectos de canal corto.
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Figura 1: Principales arquitecturas que se han tenido en cuenta tanto
en la actualidad y como en el pasado.

Por esta razón, se están estudiando nuevas arquitecturas de transistores basadas

en múltiples puertas, diferentes materiales o nuevos modelos de inyección para

reemplazar la tecnoloǵıa estándar y extender el final de la hoja de ruta.

Esta primera tendencia de simulación puede dividirse a su vez en dos áreas

principales de trabajo. En primer lugar, las nuevas soluciones de ingenieŕıa se

centran en la creación de arquitecturas de dispositivos mejoradas [17, 18], en

las que se pretende mejorar las propiedades de transporte de los portadores y

mantener bajo control los problemas de canal corto. Por ejemplo, en esta tesis

nos hemos centrado en la comparación entre tres distintos dispositivos (Figura

2) y vamos a comentar sus principales diferencias. Cuando se añaden múltiples

puertas alrededor del canal, se reducen los efectos de canal corto. Esa es la

gran ventaja del Double-Gate Silicon-On-Insulator (DGSOI) y del FinFET frente

al Fully-Depleted Silicon-On-Insulator (FDSOI). Además, durante el proceso de

fabricación del dispositivo, la oblea estándar para los dispositivos planares es

(100), tales como FDSOI o DGSOI, pero puede ser reemplazada por verticales

(110), tales como FinFETs.

En segundo lugar, se proponen nuevos mecanismos de inyección y fenómenos

f́ısicos aprovechando los nuevos materiales y las dimensiones nanométricas. El

transistor túnel de efecto campo (tunnel field-effect transistor, TFET) se ha con-

vertido en una alternativa a los MOSFET convencionales en los últimos años

debido a la posibilidad de lograr una elevada pendiente sub-umbral (subthres-

hold swing, SS) que permite reducir la tensión de polarización, y por tanto el
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Figura 2: Estructuras de los dispositivos analizados en este trabajo
FDSOI, DGSOI y FinFET con longitud de puerta de LG = 10nm. La
ecuación de Schrödinger 1D es resuelta para cada punto del grid en la
dirección de transporte mientras que la ecuación de transporte de 2D
Boltzmann (BTE) es resuelta mediante em método Monte Carlo en el
plano de transporte.

consumo de potencia [19]. Su estructura se puede observar en la Figura 3 dónde

se ha representado el dispositivo tipo n basado en silicio TFET analizado en este

trabajo. La diferencia más importante entre ambas arquitecturas es el mecanismo

de inyección que en los MOSFET convencionales se rige por la emisión termiónica

por encima de la barrera de potencial formada entre la fuente y el canal, mientras

que en TFETs el mecanismo de inyección de portadora se sustituye por el túnel

cuántico a través de la barrera (BTBT).

Por otro lado, el proceso de escalado también conduce a la aparición de efectos
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Figura 3: Dispositivo tipo n basado en silicio TFET analizado en este
trabajo. La ecuación de Schrödinger 1D es resuelta para cada punto
del grid en la dirección de transporte mientras que la ecuación de
transporte de 2D Boltzmann (BTE) es resuelta mediante em método
Monte Carlo en el plano de transporte.

cuánticos que deben ser cuidadosamente abordados y que están siendo objeto de

un profundo estudio [15,20,21]. En consecuencia, ha sido obligatoria su inclusión

para explicar los comportamientos del dispositivo a medida que sus dimensiones

se reducen. Esta tesis se centra en el estudio de tres efectos importantes que se

presentan como un ĺımite del escalado desde el punto de vista de la simulación a

partir de la herramienta MS-EMC: el túnel de fuente a drenador (S/D tunneling),

túnel banda-a-banda (BTBT), y el mecanismo de pérdidas por la puerta (GLM).

Antes de pasar a comentar la importancia de cada uno de los tres mecanismos,

es necesario comentar los principios básicos de la herramienta MS-EMC. Está

basada en la aproximación mode-space en la que el sistema está desacoplado

en la dirección de confinamiento y el plano de transporte, donde se resuelven la

ecuación de 1D Schrödinger y la ecuación de transporte de 2D Boltzmann (BTE),

respectivamente, tal y cómo se observa en las Figuras 2 y 3 donde cabe resaltar

que su comportamiento no se ve afectado por el dispositivo en estudio. Las dos

ecuaciones se unen a la ecuación de Poisson 2D para mantener la auto-consistencia

de la solución. Asimismo, se ha considerado la aproximación de varias subbandas

por cada valle (mı́nimos de enerǵıa en la estructura de bandas) a causa del alto

nivel de confinamiento en las nuevas arquitecturas.

Una de las desventajas que tiene este método es el alto tiempo de simulación a

medida que se incluyen más efectos cuánticos. Por esta razón, este simulador ha

sido paralelizado utilizando el estándar OpenMP con el fin de reducir el coste com-

putacional. Esta mejora tiene dos ventajas principales: el estudio de dispositivos

más complejos en un tiempo de simulación razonable y la posibilidad de acelerar

la elaboración de nuevos modelos gracias al tiempo reducido en las versiones de
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prueba. Además, se ha desarrollado un nuevo método para las condiciones de

contorno en los contactos ohmicos. En este nuevo procedimiento, se reutilizan

las superpart́ıculas que salen por la fuente o el drenador para crear las nuevas a

inyectar de forma que se permite el paralelismo y se optimiza la carga computa-

cional. Los parámetros que describen el movimiento de las superpart́ıculas se

calculan utilizando las estad́ısticas de Maxwell-Boltzmann y Fermi-Dirac, pero es

esta segunda la que da una imagen más precisa de la función de distribución. Otro

efecto de mejora introducido es el modelo de peso dependiente de la enerǵıa para

reducir el ruido estocástico que las superpart́ıculas de muy alta enerǵıa incluyen

en el comportamiento del dispositivo. Estas superpart́ıculas de alta enerǵıa se

pueden definir como eventos raros y por lo tanto su peso debe ser reducido.

Las capacidades del simulador MS-EMC desarrollado en la presente memo-

ria se han demostrado estudiando varios dispositivos nanométricos manteniendo

un esfuerzo computacional razonable con respecto a la aproximación puramente

cuántica [22–25]. Una de las principales ventajas de considerar este simulador MS-

EMC es que los efectos cuánticos pueden ser incluidos de manera separada debido

a la aproximación desacoplada que permite un estudio independiente [26–29].

El primer efecto estudiado en esta tesis es el S/D tunneling ya que se ha

presentado como un ĺımite para el escalado en estudios basados en simulaciones

baĺısticas usando el método de las funciones de Green de no-equilibrio (non-

equilibrium Green’s Function, NEGF) [30,31]. Inicialmente, los efectos cuánticos

se tuvieron en cuenta para las simulaciones en la dirección de confinamiento para

mejorar la escalabilidad. Actualmente, cuando la longitud del canal está cerca

de 10nm, es necesario incluir algunos de ellos en la dirección de transporte. En

particular, el S/D tunneling introduce un efecto no deseado en dispositivos elec-

trónicos porque los electrones pueden atravesar desde la fuente hasta el drenador

a través de la barrera de potencial sin ningún control por parte de la tensión de

puerta. Además, el número de electrones afectados por este es aleatorio. Por lo

tanto, se produce una desviación en el funcionamiento del dispositivo electrónico

introduciendo ruido. Cuando se considera este efecto cuántico, una superpart́ıcula

con menor enerǵıa que la barrera de potencial cercana a ésta, puede atravesarla o

segúır volando en sentido opuesto a la barrera, también conocido cómo backscat-

tering (Figura 4). La probabilidad de realizar este túnel puede calcularse medi-

ante la aproximación Wentzel-Kramers-Brillouin (WKB) [32,33]:
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Tdt(E) = exp

{
−2

~

∫ b

a

√
2m∗tr(Ei(x)− E) dx

}
. (1)

dónde a y b son los puntos iniciales y finales del trayecto, E and m∗tr son la

enerǵıa y la masa efectiva de transporte, respectivamente, y Ei(x) es la enerǵıa

de la subbanda i-th. A partir de esta aproximación, la probabilidad de túnel

para una superpart́ıcula depende principalmente de: la trayectoria del túnel, la

barrera potencial y la masa efectiva del transporte.

Figura 4: Representación esquemática de las opciones que tiene una
superpart́ıcula cuando llega a la barrera de potencial: i) si su en-
erǵıa es mayor, realiza una emisión termoiónica volando de fuente
a drenador; si su enerǵıa es menor que la barrera puede ii) sufrir
backscattering o iii) atravesar la barrera de potencial sufriendo S/D
tunneling.

A continuación se ha implementado con éxito en este trabajo un modelo para

el mecanismo BTBT. A pesar de que este fenómeno es una fuente de corriente

de pérdida en las arquitecturas convencionales [21], se aplica a estudiar TFETs

porque es precisamente su principio de funcionamiento, y por lo tanto ya no es

considerado como un efecto parásito no deseado. Se produce cuando la banda de

conducción se alinea con la banda de valencia y, por lo tanto, los electrones/huecos

de la banda de valencia/conducción pueden realizar túnel hacia la banda de con-

ducción/valencia, respectivamente (Figura 5). En particular, se ha desarrollado

un modelo BTBT no local que combina la ecuación local para las tasas de gene-
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ración, la elección de un trayecto de túnel no local y la modificación de la banda

de conducción y de valencia según su primer estado energético disponible. Por

otra parte, se han comparado diferentes enfoques para la elección de las trayecto-

rias túneles y se observan diferencias relevantes tanto en los niveles de corriente

como en la distribución espacial de los portadores generados [34].

Figura 5: BTBT en una unión pn: se produce túnel de los electrones
(huecos) desde la banda de valencia (conducción) de la región p (n) a
estados vaćıos de la banda de conducción (valencia), respectivamente.

Finalmente, los altos camops eléctricos que aparecen en stas estructuras con

dieléctricos muy delgados permiten que se pueda producir túnel desde el sus-

trato a la puerta a través del óxido [21]. Este fenómeno de túnel se conoce como

mecanismo de pérdidas de puerta (GLM) e incluye fenómenos intŕınsecos, tales

como el túnel directo, aśı como los extŕınsecos, como túnel asistido por trampas

(Figura 6). Se han considerado tres suposiciones diferentes para el túnel asistido

por trampas: si una superpárt́ıcula está situada en el sustrato puede realizar

túnel a la trampa, y si está situada en la trampa puede volver al sustrato otra

vez o abandonar el dispositivo por el dieléctrico de puerta. La probabilidad de

túnel se ha calculado mediante la aproximación WKB en el túnel directo (como

para el S/D tunneling) pero, para el túnel asistido por trampa, este coeficiente de

transmisión no sólo depende de la estructura de barrera dieléctrica sino también

de algunos factores espećıficos de cada mecanismo. En primer lugar, para la ocu-

pación de la trampa se considera el principio de exclusión de Pauli. En segundo

lugar, si el túnel es inelástico, se debe emitir o absorver un fonon. Si la enerǵıa de
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la superpart́ıcula es meyor/menor que la enerǵıa de la trampa, un fonón es emi-

tido/absorvido y la probabilidad de túnel es multiplicada por (1 + n(ω))/n(ω)

respectivamente, siendo ω la diferencia de enerǵıa entre la superpart́ıcula y la

trampa, y n(ω) el factor Bose–Einstein.

Figura 6: Diagrama esquemático de una estructura MOS con puerta
de metal y sustrato de silicio, dónde los mecanismos implementados en
el simulador MS-EMC para el mecanismo GLM son: (i) túnel directo,
(ii) túnel elástico e (iii) inelástico hacia una trampa emitiendo o cap-
turando un fonón con enerǵıa ω,(iv) túnel de la trampa al sustrato, y
(v) de la trampa al dieléctrico de la puerta.

Conclusiones y Trabajo Futuro

El objetivo principal de esta tesis doctoral ha sido el estudio de los principales

efectos cuánticos en diferentes arquitecturas de dispositivos mediante una herra-

mienta MS-EMC.

En este contexto, las principales contribuciones de este trabajo se enumeran

a continuación:

• Se ha proporcionado una descripción amplia de la herramienta MS-EMC

que es capaz de tratar fenómenos transitorios y no homogéneos, orienta-

ciones arbitrarias, valles y subbandas diferentes, arquitecturas multipuerta

y tecnoloǵıa SOI. Además, se han tenido en cuenta las dispersiones de

fonones y de rugosidad superficial, aśı como las impurezas ionizadas.
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• Como se requieren nuevos modelos debido a la escala de los dispositivos,

los recursos computacionales se han mejorado. El código MS-EMC ha sido

paralelizado utilizando el estándar OpenMP para reducir el tiempo de simu-

lación. Se ha demostrado que, a pesar de que la simulación del transporte

muestra una dependencia entre las distintas partes de la simulación, si la

mayoŕıa de los bloques más costosos computacionalmente se dividen en

diferentes hilos para un procesador de múltiples núcleos, el tiempo de simu-

lación total se puede reducir sustancialmente. Además, la reducción del

coste computacional puede ser beneficiosa para los desarrolladores de código

y, por lo tanto, para la elaboración de nuevos modelos.

• Se ha optimizado la condición de contorno para los contactos óhmicos con-

siderando que cuando una superpart́ıcula alcanza el terminal de fuente o de

drenador, sale del dominio de simulación pudiendo ser reutilizada sin necesi-

dad de procesos de reorganización de matrices. Haciendo esto, se cumple

la condición de neutralidad de los portadores porque se vuelven a usar las

superparticulas que salen por la fuente o drenador para crear las nuevas

a inyectar. Además, usando este prodecimiento se permite el paralelismo

y se optimiza la carga computacional. En cuanto a la distribución de la

carga inyectada, se han asumido las estad́ısticas de equilibrio de Maxwell-

Boltzmann y Fermi-Dirac. Hemos demostrado que la segunda da una ima-

gen más precisa de la función de distribución debido a que la inyección

de superpart́ıculas depende de la relación entre el ángulo y la enerǵıa de

inyección. Como resultado, la corriente de drenador es mayor usando las

estad́ısticas de Fermi-Dirac que en la de Maxwell-Boltzmann debido a los

parámetros de movimiento iniciales.

• Se ha desarrollado un modelo dependiente de la enerǵıa para calcular el

peso de las superpart́ıculas (número de electrones por superpart́ıcula) para

reducir el ruido estocástico que las superpart́ıculas de alta enerǵıa incluyen

en el comportamiento del dispositivo. Este modelo ha sido motivado porque

este tipo de superpart́ıculas son muy improbables y un peso alto puede

modificar la estad́ıstica dominante. Se ha demostrado que una elección de

peso apropiada de acuerdo con la enerǵıa disminuye el ruido en la región

subumbral y permite el uso de códigos MS-EMC en estas condiciones de
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polarización.

• El S/D tunneling se ha presentado como un ĺımite de escalado debido a la

modificación de la tensión umbral. Se ha proporcionado una comparación

de su impacto en FDSOI, DGSOI y FinFET, siendo su perfil de enerǵıa y la

orientación de confinamiento las que determinan la degradación f́ısica. Se

ha concluido que la mayor masa efectiva de transporte en el FinFET hace

esta arquitectura sea más fuerte frente a este fenómeno, especialmente en

los reǵımenes sub-umbral y de saturación. Además, nuestras simulaciones

han demostrado que el tiempo de túnel no puede ser despreciado porque un

túnel instantáneo sobrestima el número de part́ıculas que sufre este efecto

aumentando su probabilidad de túnel.

• La implementación del efecto BTBT se ha considerado para el estudio de un

dispositivo que usa este mecanismo como su corriente de inyección, en lu-

gar de estudiarlo como un mecanismo de pérdidas en arquitecturas conven-

cionales. Este dispositivo ha sido un TFET cuya ventaja principal en com-

paración con los MOSFET convencionales es el bajo valor del parámetro SS

(subthreshold swing) y una pequeña IOFF . Finalmente, una comparación

entre estos resultados y otros obtenidos a partir de simulaciones TCAD ha

demostrado que el modelo aqúı desarrollado proporciona unos resultados

muy similares y por lo tanto valida nuestras hipótesis.

• Un modelo de evaluación del mecanismo de pérdidas por la puerta (GLM),

incluyendo túnel directo y asistido por trampas, se ha desarrollado para

la herramienta MSB-EMC. Nuestras simulaciones han demostrado que el

túnel directo es el fenómeno dominante debido al pequeño espesor de óxido.

Por último, se ha estudiado una comparación de su eficacia en dispositivos

FDSOI, DGSOI y FinFET. Se ha demostrado que la diferencia principal en

nuestras simulaciones entre los tres dispositivos cuando este efecto cuántico

se tiene en cuenta es el confinamiento de electrones cerca de la interfaz.

La estructura DGSOI es la que muestra más tolerancia en términos de

variaciones de corriente de drenaje para cualquier régimen de polarización.

Aunque, algunos resultados preliminares se han presentado en este docu-

mento, el potencial completo del simulador desarrollado tiene que seguir siendo
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explotado en futuros trabajos de investigación. En consecuencia, proponemos las

siguientes ĺıneas de trabajo como pasos futuros para continuar el estudio de los

efectos de mejora y los mecanismos cuánticos en la herramienta MS-EMC:

1. El estudio de la movilidad de electrones puede ser completado por la in-

clusión de otros mecanismos de dispersión, como por ejemplo el scattering

coulombiano remoto, la ionización por impacto o el transporte de portado-

ras calientes.

2. En cuanto al simulador de electrones 2D MS-EMC basado en silicio, se

pueden considerar tres mejoras: en primer lugar, la introducción del trans-

porte de Monte Carlo para los huecos; en segundo lugar, la extrapolación

del código 2D a 3D para simular arquitecturas de dispositivos 3D tales como

nanohilos; y en tercer lugar, la inclusión de descripciones numéricas elec-

trostáticas y de transporte con el fin de incluir óxidos de alta permitividad

κ y nuevos materiales.

3. Tanto el S/D tunneling como la tecnoloǵıa strain modifican las carac-

teŕısticas del dispositivo, como la barrera de potencial, y por lo tanto el

rendimiento del dispositivo. Por tanto, se abordará un estudio exhaustivo

de este efecto en los dispositivos sometidos a tensión.

4. Hemos aproximado el fenómeno no local BTBT mediante el uso de ecua-

ciones locales y la elección de la trayectoria de túnel no local para el cálculo

de la tasa de generación. La aproximación WKB seŕıa útil para ser incluida

en la tasa de generación con el fin de describir el movimiento de la part́ıcula

en la banda prohibida de acuerdo con el vector de onda imaginaria. Esta

tarea debe estar vinculada con un estimador robusto para la corriente de

drenador calculada como el promedio espacial de las superpart́ıculas gene-

radas por BTBT a lo largo del canal. De esta manera, la corriente conside-

rará las condiciones iniciales de vuelo libre de las superpart́ıculas BTBT.

5. Una vez que el simulador MS-EMC ha demostrado ser fiable para el manejo

de los fenómenos BTBT en TFETs, los próximos pasos estaŕıan orientados a

la consideración de geometŕıas alternativas como el heterogate electron–hole

bilayer TFET (HG-EHBTFET). La principal diferencia entre ambos dispo-
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sitivos es que los TFETs se basan en túneles puntuales (campos eléctricos

inducidos por compuertas y direcciones de túneles principalmente perpen-

diculares), mientras que HG-EHBTFETs se basan en túneles lineales (cam-

pos eléctricos y direcciones de túneles en su mayoŕıa alineados).

6. Un supuesto de movimiento donde la superpart́ıcula realiza túnel a través

del óxido de puerta en el GLM debe ser desarrollado con el fin de no ignorar

el tiempo de túnel dentro del óxido de puerta.

7. El estudio de los efectos cuánticos aqúı desarrollados se ha llevado a cabo

independientemente. Sin embargo, los dispositivos reales se ven afectados

por un gran número de fenómenos a medida que disminuyen las dimen-

siones del dispositivo. Por esta razón, se puede considerar un análisis del

impacto del mayor número de efectos cuánticos para obtener una solución

más precisa.
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Chapter 1

Introduction

1.1 Scaling of MOSFETs and the transition to new

device architectures

In recent years, the basic architecture of the conventional metal-oxide-semiconduc-

tor field-effect transistor (MOSFET) has been diversified in order to improve

the device performance when transistors approach to the ultimate scaling limits.

Within this time it has been reduced from about 10µm to the sub–10nm regime.

This dramatic downscaling has favored the integration of MOSFETs as well as

tremendous advances in Nanoelectronics. The main motivation of the downscal-

ing is to achieve higher integration density and lower power consumption and

delay time [1]. Channel lengths and supply voltages have been decreased to meet

these requirements [2–4]. However, unexpected performance appears in conven-

tional devices when quantum effects are taken into account [5–11]. Subsequently,

standard technology can not provide successful performance at such a small scale.

Predicting this scaling race, the so-called Moore’s law stated that the transis-

tor number on an integrated circuit chip would double every 18 months [12, 13].

An accelerated device scaling allowed that regime to be reached much earlier

than expected. But precisely for that reason, new technological issues must be

now faced, such as the increasing source/drain parasitic resistance, short-channel

effects (SCEs) or the gate oxide leakage [14–16].

As we are approaching to the 7nm node and beyond [1], different trends have

appeared to face up specific issues of the scaling limiting critical dimensions. For

1
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this reason, it is worth including both the traditional effects, such as channel

mobility or short-channel control, and new issues associated with length scales

on the atomic dimensions, such as quantum confinement and scattering effects.

Currently, there are two main and parallel work areas in the simulation frame.

The first trend is mainly focused on novel engineering solutions to create improved

device architectures. The second one is the study of quantum effects, which

introduce undesirable performance and variability, in the nanometric dimensions

of the conventional devices produced nowadays.

On the one hand, different technological architectures are proposed to over-

come the limitations of conventional planar devices. The appearance of the short-

channel effects (SCEs) and the leakage currents modify the stable performance of

the conventional MOSFETs. The plain control of the transistor electrostatics is

the guarantee for acceptable short-channel effects. For this reason, new transistor

architectures based on multiple gates, different materials or new injection models

are under consideration to replace standard technology and to extend the end of

the roadmap.

This first trend can be in turn divided into two main work areas. Firstly,

novel engineering solutions are focused on creating improved device architec-

tures [17, 18]. This development route has been mainly proposed to improve

the carrier transport properties, and to keep under control the short channel

issues. For example, adding multiple gates around the channel reduces the short-

channel effects in Double-Gate Silicon-On-Insulator (DGSOI) or FinFET in con-

trast with Fully-Depleted Silicon-On-Insulator (FDSOI). Furthermore, during the

device manufacturing process, the standard wafer made of planar devices (100),

such as FDSOIs or DGSOIs, can be replaced with vertical ones (110), such as

FinFETs. Secondly, new injection mechanisms and physical phenomena taking

advantage from new materials and nanometric dimensions are also proposed. The

tunnel field-effect transistor (TFET) has become an alternative to conventional

MOSFETs in the last years due to the possibility of achieving low subthresh-

old swing (SS) that allows low off current and operation at low VDD [19]. The

most important difference between both architectures is the injection mechanism

which in conventional MOSFETs is governed by the thermionic emission above

the source barrier, whereas in TFETs the carrier injection mechanism is replaced

by quantum mechanical tunneling through the barrier (band-to-band tunneling

2 Development of a MS-EMC simulator for nanometric transistors
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(BTBT)).

On the other hand, the scaling process also leads to the appearance of quan-

tum mechanical effects that should be carefully addressed and which are currently

under deep study [15,20,21]. In consequence, it has been mandatory their inclu-

sion in order to explain the device behaviors as their dimensions are scaled down.

This thesis is focused on the study of three important effects that are presented

as a scaling limit from the point of view of simulating possibilities given by the

MS-EMC tool: the Source-to-Drain tunneling (S/D tunneling), the band-to-band

tunneling (BTBT), and the gate leakage mechanism (GLM).

First of all, quantum effects were taken into account for simulations in the

confinement direction to improve scalability. Currently, when the channel length

is near 10nm, it is necessary to include some of them in the transport direction.

In particular, Source-to-Drain tunneling (S/D tunneling) introduces a non-desire

effect in electronic devices because electrons fly from source to drain through the

potential barrier without any gate voltage control. In addition, the number of

electrons affected by this is random. It therefore produces a deviation in the

functioning of electronic device, which introduces noise. It has been presented

as a scaling limit effect in ballistic non-equilibrium Green’s Function (NEGF)

approach [30,31].

Secondly, a BTBT model has been successfully implemented in this work.

Despite this phenomenon is considered as a leakage current in conventional ar-

chitectures [21], it is applied to study ultra-scaled silicon-based n-type TFETs

because it is precisely its working principle, and so it is no longer an unwanted

parasitic effect. Different approaches for the choice of the tunneling path have

been compared and relevant differences are observed in both the current levels

and the spatial distribution of the generated carriers [34].

Finally, the high electric field across the ultra-thin insulator in such struc-

tures oxide coupled with low oxide thickness leads to the possibility that charge

carriers can overcome the barrier for transport set up by the dielectric layer, re-

sulting in the tunneling of carriers from substrate to gate and also from gate to

substrate through the gate oxide [21]. This tunnel mechanism is known as the

gate leakage mechanism (GLM) and it includes intrinsic phenomena, such as the

direct tunneling, as well as extrinsic ones, as trap-assisted tunneling.

Development of a MS-EMC simulator for nanometric transistors 3
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1.2 Objectives

As previously introduced, the aggressive reduction of the device dimensions has

increased the short-channel effects and the leakage mechanisms, seriously com-

promising its performance. The solutions to those problems need to be assertive

and new paradigms in the MOSFET structure and material composition are be-

ing addressed. In addition, new physical phenomena appear in the usual device

performance as they approach to nanodimensions.

This PhD Thesis is devoted to the study of some phenomena that compromise

the performance of the promising alternative devices to continue the MOSFET

downscaling process by means of a Monte Carlo simulator. Also, these effects

increase the computational complexity causing the necessity of developing new

technical models in order to speed up the simulations.

Our study is particularly aimed to investigate which new architecture is better

candidate to implement future nodes trying to look for the more robust one

against leakage mechanisms. To achieve this goal, onces the quantum effects have

been described, a deep comparison among their impact on different architectures

is analyzed.

The main goals of this work are:

1. The enhancement of our MS-EMC simulator in order to reduce the compu-

tational cost and the stochastic noise, and to provide a more accurate and

realistic results.

2. Study of several quantum phenomena: the Source-to-Drain tunneling (S/D

tunneling), the band-to-band tunneling (BTBT), and the gate leakage mech-

anism (GLM).

3. Analysis of the impact of these quantum effects on different architectures.

1.3 Thesis outline

Once the objectives have been established, a brief description of the methodology

followed in this work is presented. The study of the enhancement effects and the

quantum mechanisms which have been developed for the MS-EMC tool can be

divided in three parts. The first one is consigned to the description on the device
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architectures which are under consideration nowadays. Then, a characterization

of the Monte Carlo simulator is provided in the second part. Finally, the third

one comprises the quantum mechanisms. The three parts have been worked out

according to the following scheme:

• The description of the present and future booster which are proposed to

replace standard technology and to extend the end of the Roadmap are pre-

sented in Chapter 2. Ones the conventional MOSFET is described bearing

in mind its structure, advantages, and the problems of downscaling, the

most promising alternatives are introduced. Specially, it has been consid-

ered the introduction of new materials, the high–κ oxides, the addition of

multiple gates, and the stain and the silicon-on-insulator (SOI) technolo-

gies.

• Then, the necessary theoretical background for the Monte Carlo tool is

presented in Chapter 3. The first step is to compare the different simulation

models for semiconductor devices with special emphasis on its utility and

computational complexity. Accordingly, the Monte Carlo method can be

deeply summed up and applied to transport calculations in semiconductors,

where the free-flight techniques and the scattering mechanisms are taking

into account.

• In Chapter 4, the enhancement assumptions included in the advanced MS-

EMC simulator have been illustrated. The synchronous-ensemble method,

the multisubband supposition and the boundary conditions are character-

ized in order to get accurate results according to the novel architectures,

whereas the parallel implementation and the energy-dependent weight for

superparticles are incorporated in this code in order to reduce the compu-

tational time reduction and the stochastic noise, respectively.

• Making use of the advanced MS-EMC tool, in Chapter 5, a detail method-

ology of quantum phenomena are given. After a global overview of the

tunneling and leakage currents, the Source-to-Drain tunneling (S/D tunnel-

ing), the band-to-band tunneling (BTBT), and the gate leakage mechanism

(GLM) are detailed, as well as their impact on different devices architec-

tures.
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• Finally, the main conclusions of this Thesis, along with some future work

threads that naturally ensue from the work herein presented, are summa-

rized in Chapter 6. A list of the publications yielded by this thesis can be

found at the end.
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Chapter 2

MOSFET devices

The Metal-Oxide-Semiconductor Field-Effect-Transistor (MOSFET) has been the

principal component of integrated circuits for more than forty years. Gordon E.

Moore realized in the sixties that the number of transistors in a chip followed an

exponential growth. And according to this observation he postulated his famous

Moore’s Law [12, 13]: “the number of transistors in a dense integrated circuit

quadruples and its performance doubles approximately every 18 months”. This

exponential size reduction continues to be nowadays the current trend in the

number of transistors per chip. The scaling of the electronic devices improves

the performance and the integration density. Moreover, it has an impact on the

trends of many other circuit performance metrics and economic indicators. How-

ever, it is not clear that the semiconductor industry can keep on making use of

the scaling process in the future. The nanometric dimensions of the devices pro-

duce undesirable effects and an increase in the variability of the characteristics

of the devices, introducing a limit in the scaling of the devices. For this reason,

it is necessary the study of alternative technical approaches for electronic devices

which fulfill the power consumption and delay time requirements demanded by

the International Technology Roadmap for Semiconductors (ITRS) [1].

In this chapter, the conventional MOSFET is described bearing in mind its

structure and advantages, as well as the problems and limits of downscaling.

Then, some alternatives are proposed to replace standard technology and to ex-

tend the end of the Roadmap. Finally, the advantages of the silicon-on-insulator

(SOI) technology and a classification of the different structures based on the
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Chapter 2. MOSFET devices

number of the gates appears at the end of the chapter.

2.1 Conventional MOSFET and downscaling limits

The Field Effect Transistors (FETs) are unipolar devices that mainly transport

carriers, electrons or holes, in a parallel layer below a control gate. The most

used one is the MOSFET whose principal characteristic is the isolation of the

transport layer from a metal gate by including an oxide. These transistors are a

four-terminal device based on the Metal-Isolator-Semiconductor (MIS) structure,

as shown in Figure 2.1. From a practical point of view, silicon is the preferred

semiconductor for conventional technologies and large scale manufacturing be-

cause it is very abundant in the nature and it is therefore cheap. It can be easily

oxidize to produce in a controllable and reproducible way the silicon dioxide,

SiO2 an insulator with very interesting properties. In addition, the Si − SiO2

interface presents a very high quality due to the low density of interface traps.

Figure 2.1: N-type MIS and MOSFET structures, where L is the
channel length, and S, G, D and B are the source, gate, drain and
body terminals, respectively.

The operation is based on the control of the transport carriers which flows

from the source (S) to the drain (D) terminals by the voltage applied in the

gate (G) terminal. The fourth terminal is the body (B) which determines the

necessary voltage applied in the gate to start the conduction which is known as
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2.1. Conventional MOSFET and downscaling limits

the threshold voltage, Vth. The body terminal is often connected to the source

terminal.

Figure 2.2 shows the operation of an n-type MOSFET. When the voltage

applied to the gate increases, the potential barrier to be surmounted by electrons

from source to drain decreases, so the conductivity increases. In addition, the

inclusion of a drain to source voltage VDS changes the potential between the

metal gate and any location in the channel. Thus, even though VGS is defined as

the voltage between the gate and the channel in the source terminal, in the drain

terminal it corresponds to VGD = VGS − VDS . This means that each location

in the channel has different voltage between the gate and the channel, and the

conduction layer.

When an appropriate positive VGS and a low VDS are applied, the channel

can be considered uniform and the device is in the linear regime (Figure 2.2.a).

The moment that VDS increases (Figure 2.2.b), a variation of the thickness in

the channel is observed until a lack of channel is exhibited near the drain (Figure

2.2.c). This depletion occurs when Vth = VGS − VDS and the device reaches the

saturation region, hence VDS = VDSsat. If VDS continues to increase, the point

at which the channel saturates shifts from the drain (Figure 2.2.d).

The theory of scaling was postulated in the seventies and it denotes the pos-

sibility of fabricating functional devices with improved performance metrics and

reduction in sizes. Due to adverse short channel effects (SCEs), the device dimen-

sions can not be arbitrarily reduced even if allowed by lithography. Consequently,

the design of scaled transistors has developed three scaling strategies, defined in

Table 2.1, where different reduction factors are introduced for geometrical di-

mensions (α) and voltages (λ). On the one hand, simple similarity laws maintain

unaltered either the maximum internal electric field or the supply voltage [2, 3].

The selection between both scaling rules implies respectively the choice between

the device reliability and the system integration capability. On the other hand,

these models became inadequate to the design of transistors as the gate length

approached to LG = 1µm, because the scaling of Vth and the supply are very ag-

gressive. For this reason, a more sophisticated criteria was developed, according

to which the geometrical dimensions and the voltages are scaling in an indepen-

dent way [4].

In spite of the large number of innovations introduced to achieve scaled devices
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Chapter 2. MOSFET devices

Figure 2.2: Operation of an n-type MOSFET when the gate voltage
VGS is positive and constant, and the drain to source voltage VDS is
increased.

with improved performance (including new materials and processes), the basic

architecture of the MOSFET transistor has not changed dramatically for decades.

Nonetheless, the benefit obtained by scaling the devices approaching the end of

the Roadmap has some technological difficulties in conventional structures. These

issues, such as the variability of the device figures of merit or performance [6,9–11]

or the intrinsic unavoidable physical limits when the channel length is under

50nm [5,7,8], can not be completely overcome. For example, the direct source to

drain tunneling (S/D tunneling) will distort the MOSFET operation at transistor

channel lengths around 3nm [31] becoming this effect a new scaling limit [30].

It is worth understanding why this trend has slowed down in order to be

able to continue the MOSFET scaling beyond the 22nm technology node. These

effects can be exacerbated as the channel length is in the nanometer range. Some

of the most remarkable and undesirable effects are:

• A large sensitivity to SCEs. They result in the loss of control of the gate

terminal over the channel charge. They arise when the drain-source field

controls a large fraction of the charge located below the gate.
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2.1. Conventional MOSFET and downscaling limits

Scaling strategies

Parameter
Constant

Field rules
Constant

Voltage rules
Mixed rules

Dimensions 1
α

1
α

1
α

Voltages 1
α 1 1

λ

Fields 1 α α
λ

Doping α α2 α2

λ

Current 1
α α α

λ2

Capacitance 1
α

1
α

1
α

Interconnect resistance α α α

Delay 1
α

1
α2

λ
α

Power delay product 1
α3

1
α

1
α2·λ

Power area-density 1 α3 α3

λ3

Table 2.1: Scaling strategies for MOSFET technology, where differ-
ent reduction factors are introduced for the geometrical dimensions
(α) and the voltages (λ).

• The increase in the circuit power density due to the impossibility to scale the

supply bias and threshold voltage even further, keeping a high ION/IOFF

ratio.

• Unacceptable high device variability, as a consequence of technological fab-

rication issues. One example is a reduction of the control of the density

and location of the dopant atoms in the channel, and the source and drain

regions. As a result, this effect implies a reduction of the control of the

ION/IOFF ratio.

These undesirable effects are strongly interrelated because an improvement of

one of them can influence to an aggravation of the other. An important parameter

that provides information about the performance of a device as mentioned in the

list above is the ION/IOFF ratio, where ION is the drain current when VGS =

VDS = VDD whereas IOFF = ID when VGS = Vth and VDS = VDD. Ideally,

the best device would be that one with the highest ION/IOFF ratio. For this
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reason, it is necessary to achieve a good operation of the device in order to keep

a reasonable ION/IOFF .

On one side, the reduction of ION is required to downscale the power density.

Consequently, it is necessary to decrease VDD in order to reduce the power con-

sumption. When VDD is reduced, Vth has to be reduced as well to keep the same

gate voltage overdrive, resulting in a exponential increase of IOFF . This influence

is caused by the subthreshold current and it is determined by the subthreshold

swing, SS. Moreover, the variability, which is the difference in performance for the

same electronic device, is another serious limiting factor for the downsizing. Its

biggest problem is directly connected to off-current variation, Vth and SS. Thus,

the most critical limit of downsizing is the off-current increase for the MOSFETs.

On the other side, if the supply voltage reduction trend is halted to main-

tain higher Vth, the electric field increases in every portion of the MOSFET. It

therefore leads to a reliability problem and an increase of SCEs, such as the S/D

tunneling or the drain induced barrier lowering (DIBL) [16]. At the same time,

the impact of DIBL can strongly affect the ION/IOFF ratio by yielding a punch-

through in the channel. DIBL causes the reduction of the source barrier due to

the drain voltage, makes the source junction forward-biased, and increases the

IOFF . In addition, the presence of relevant traps in the gate dielectric degrades

significantly the DIBL. These interface traps can be viewed as dynamic charges

which change with applied bias shifting Vth.

A traditional solution for the SCEs is reducing the vertical dimensions, such as

the gate oxide thickness, increasing the electric field between the gate electrode

and the channel, so as to enhance the gate bias controllability of the channel

potential [15]. However, thinning the equivalent oxide thickness (EOT) also in-

creases the gate leakage.

Finding solutions to these issues has slowed down the shrinking of the device

size, leading to the use of new materials and device designs. The semiconductor

industry has been able to reinvent itself keeping a continuous improvement of the

performance of their product. There is still a long way to go before the MOSFET

technology will be exhausted, as it will be detailed in the next section. Meanwhile,

the electronic industry has been able to find solutions to these issues, leading to

the use of new materials and device designs. In consequence, new transistor

architectures are considered to replace standard technology [17, 18] and to fulfill

12 Development of a MS-EMC simulator for nanometric transistors
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the performance demanded by ITRS for the future technology nodes [1] (Table

2.2). An evidence of the continuous deceleration of the scaling process is also

depicted in table 2.2. On average, the shrink rate of the gate length is predicted

to vary from 0.7 to 0.85 in 3 years according to Moore’s law [12]. But precisely

for that reason, new technological issues must be now faced.

Year 2013 2015 2017 2019 2021 2023 2025 2027

Commercial
name (nm)

14 10 7 5 3.5 2.5 1.8 1.3

Metal half
pitch (nm)

40 32 25.3 20 15.9 12.6 10 8

LG (nm) 20.2 16.8 14 11.7 9.7 8.1 6.7 5.6

VDD (V) 0.86 0.83 0.80 0.77 0.74 0.71 0.68 0.65

Table 2.2: Parameters for actual and future technology nodes pre-
dicted by ITRS 2013 for high-performance devices, where LG is the
physical gate length and VDD is the supply voltage.

2.2 Alternatives to conventional MOSFET for down-

scaling

In the last decades, the manufacturing industry of semiconductors was mainly

based on Silicon. By contrast, the range of application of conventional MOSFETs

has been suffering an important boost because a large amount of alternative tech-

nologies and materials have been chosen to replace it. As the sub-10nm nodes

become closer (Table 2.2), it is worth including traditional effects, such as channel

mobility behavior or short-channel control, and new ones associated with dimen-

sions in the range on the inter-atomic distance, such as quantum confinement and

scattering effects [13]. Two main work areas may be differentiated in the study

of possible alternatives concerning processes and devices:

1. The first one is mainly focused on novel engineering solutions in order to

create improved device architectures. For instance, new materials (germanium
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and III-V compound semiconductors), high mobility bulk materials (strain Si,

SiGe, etc), the introduction of new gate dielectrics (high–κ materials), and

novel designs with great electrostatic control, like multigate devices (MuG).

Its development has been conceived to improve the carrier transport properties

and to keep under control the short channel effects, creating devices that prove

to be more “long–channel” like in their behavior [17, 18]. In parallel to the

implementation of these new devices, the scaling process also leads to the

appearance of quantum mechanical effects that are currently under deep study.

As an example, S/D tunneling increases the current because of the number

of electrons that flow from source to drain is higher. This effect is of special

interest when operating in near-threshold regime, because the leakage current

increases and Vth decreases [27].

2. The second approach, which is more long-term focused, is that of the “new

injection mechanisms”. This alternative seeks the exploitation of new de-

vice paradigms based on different injection mechanisms and the nanometric

regime enforced by scaling. Among some of the most promising solutions of

this area, we focus on the Tunneling Field–Effect Transistors (TFETs) [19].

The process of quantum mechanical tunneling through a barrier between en-

ergy bands, known as band–to–band tunneling (BTBT), governs the injection

of carriers in TFETs, contrary to MOSFETs where the thermionic emission

dominates. BTBT is a clear example of novel injection mechanism devices

where the tunneling currents are calculated by the Wentzel-Kramers-Brillouin

(WKB) approximation to determine the tunneling rate [33]. TFETs exhibit

a similar architecture as the MOSFETs except that the source and the drain

are oppositely doped, and hence it can be considered as a gated p− i−n diode

(Figure 2.3).

The subthreshold swing SS of the conventional MOSFETs at room tempera-

ture under ideal conditions faces a theoretical barrier of 60mV/dec at room

temperature:

SS =
dVgs

d (log Ids)
=
kT

q
ln10

(
1 +

Cd
Cox

)
>
kT

q
ln10 ≈ 60mV/dec.

(2.1)
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Figure 2.3: Schematic of n-type TFET, where LG is the channel
length, and S,G and D are the source, gate and drain, respectively.

In practice, the best MOSFET implementations cannot bring SS< 70 − 80

mV/dec, as it provokes an even worse situation [36, 37] with the subsequent

limitation in the downscaling of VDD. Notwithstanding the above, TFETs

should not be constrained by the aforementioned SS limit as depicted in Fig-

ure 2.4, where the transfer curves of several MOSFET types (bulk Si, high

mobility, and multigate), and TFET are compared. Each of the different alter-

natives presents a particular enhancement, but despite the lower ION , TFETs

presents the higher difference between the on and off states. They therefore

are introduced as a potential substitute for the conventional MOSFET used

in low-power applications.

2.3 Mainstream technologies

In recent years, the basic architecture of the conventional MOSFET has been

diversified to improve the device performance when transistors approach the ulti-

mate scaling limits. As a consequence, different trends have appeared to face up

specific issues of critical dimensions limiting the scaling, such as channel mobility,

short-channel control, quantum confinement or scattering effects.

On the one hand, the replacement of the silicon channel with alternative

semiconductors has been proposed to improve the carrier transport properties.

This is the case of III-V materials, known to have superior electron mobility,

whereas germanium is used to enhance the hole mobility. Moreover, the strain

technology has been also adopted to improve the carrier mobility and so the ION .

On the other hand, gate leakage currents must be kept under control to con-

tain power dissipation in the off state and guarantee the device reliability. For
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Figure 2.4: Transfer curves for different types of MOSFET (bulk Si,
high mobility, and multigate), compared with a TFET transfer curve.
Since the slope in a TFET can be smaller than 60mV/dec, VDD can
be scaled down without significally increasing IOFF . Figure extracted
from [19].

example, improvements in electrostatics can enable much shorter LG at constant

Vth and IOFF , which means density scaling improvements. The inclusion of high-

κ oxides enhances the gate control over the channel. An alternative approach

to improve the electrostatic confinement is to implement new architectures sur-

rounding the channel with more opposing gates since they reduce S/D interaction:

Multiple gate field-effect transistors (MuGFETs) [38]. In this respect, improved

control of the threshold voltage roll-off and low values of the SS could be achieved,

when the channel length is below 0.1µm, using ground plane architectures such

as Silicon-on-Insulator (SOI) technologies [39].

Moreover, these technologies can be mixed to enhance the device charac-

teristics. For instance, the 32nm technology uses strained silicon, high–κ and

replacement metal gate flow [40].

2.3.1 New materials

One of the main limitations in the conventional technology based on silicon is the

degradation of the carrier mobility. Most of the compound semiconductors, such
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Figure 2.5: Main innovations introduced on the nodes previous to
the present and the present one. After [17].

as GaAs or InP , have higher mobility than silicon. However, it is difficult to

manufacture MOSFETs with these materials due to difficult integration with na-

tive gate oxides [41]. As a consequence, it is necessary to study the characteristics

of these new materials in order to integrate them on silicon substrates.

The introduction of new materials other than silicon in the channel is a

promising alternative to improve ION . The device current can be calculated

as I = Q · v, where Q is the charge in the channel and v is the velocity of the

carriers. If Q is assumed to be constant, the higher the v, the higher the ION .

As the channel length is downscaled, the physical processes which limit v vary.

In general, the carrier transport is diffusive due to the carrier scattering. The

velocity can therefore be calculated as v = µ · E, where µ is the mobility and E

the electric field [42]. However, when the channel lengths approach to nanoscaled

dimensions, the carrier transport is expected to be ballistic or quasiballistic [43].

In that case, v corresponds to the injection velocity of the electron at the source.

The improvement of the carrier velocity mainly depends on the effective mass

(m∗), which becomes a crucial component in both cases [44]. For this reason,

low effective mass (m∗) materials are an important factor to focus when choosing

new materials.

In addition, its implementation in Complementary MOS (CMOS) technology

would imply the use of different materials that improve hole or electron transport

properties for p-type and n-type MOSFET, respectively [45]. The germanium has

been selected as a highly regarded solution for PMOS [46], while III-V semicon-
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ductors are the best materials for NMOS [47, 48]. This difference in the optimal

material means that novel new integration techniques will also be required.

Other limitation that complicates the introduction of new materials in the

CMOS technology is the expensive and weak substrates as well as the difficulty

of manufacturing them in massive scale [49]. For this reason, the success of a non-

silicon based technology depends on its compatibility to use the same fabrication

processes for the overall substrate in mainstream manufacturing.

2.3.2 Strain Technology

Strained channels are used to improve the performance rather than the geometri-

cal scaling because they increase the mobility and therefore, ION [50–52]. Strain

is a relatively old topic in semiconductor physics. The impact of strain on sili-

con and germanium resistivity has been experimentally observed since the early

1950s [53, 54]. However, strain was not introduced in the semiconductor indus-

try until the 90nm technological node in 2004 [17,55], as depicted in Figure 2.5.

Later, the 65nm generation introduced in 2005 further improvements in these

strain techniques to increase transistor performance.

Strain affects the characteristics of MOS transistors in several aspects. In

general, when a strain technique is used, the lattice mismatch compresses or

stretches the Si and it induces shifts in the conduction and valence bands of

silicon. The carriers are therefore redistributed in the subbands, affecting the

threshold voltage of the transistors and changing scattering [56, 57]. The orien-

tation also plays an important role in hole mobility whereas its impact is limited

in electron mobility [58].

Global strain techniques produce the same strain condition throughout the

entire wafer. The devices are realized in strained silicon layers epitaxially grown

on a relaxed SiGe virtual substrate. The lattice mismatch between SiGe and

Si yields a biaxial strain in the epitaxial silicon layer. In particular, since the

size of the Si lattice is smaller than the one of SiGe, it will be stretched in two

directions (biaxially). Changing the mole fraction x of the relaxed Si1−xGex

virtual substrate, the strain magnitude in the silicon layer can be varied. The

main limitation of this technique is that the same strain configuration is provided

for all devices. For instance, a compressive biaxial strain improves hole mobil-
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ity whereas it degrades electron mobility and n-MOS and p-MOS are differently

affected. For this reason, local strain techniques are used to introduce strain en-

gineering in mass production, as they have a higher cost-effectiveness and greater

design versatility.

Instead of global techniques, local strain techniques are the ones that can

induce different strain configuration in selected regions of the wafer. The widely

used local strain technique is uniaxial stress induced by source and drain stressors.

It is based on the lattice mismatch between the silicon in the channel region of the

MOSFET and the locally epitaxial grown Si1−xGex and Si1−xCx in source and

drain regions for p-type and n-type MOSFETs, respectively. Taking into account

that the lattice constant of this material is larger than in Si, the S/D regions

expand and compress the channel resulting in a uniaxial compressive strain in

the channel direction.

Strain is probably the most cost-effective CMOS technology booster developed

in recent years. However, not all strain combinations result in higher mobility.

For example, an important degradation of the performance can be obtained from

the enhancement of the intervalley scattering, as this one causes a loss of the

boosting capabilities of strained channels not only because of the scattering itself

but also due to the increase in the transport effective mass as a consequence

of the repopulation of primed subbands [59]. This effect, which has an intrinsic

statistical origin, may be considered as a new source of device variability in future

technological nodes, making necessary further optimizations in this respect.

2.3.3 High–κ Materials

As the dimensions of the devices are scaled down, the electronic industry drasti-

cally reduced the gate dielectric thickness in each new generation. The problem

was introduced after the 65nm technological node, since the gate leakage limited

the oxide thickness reduction. Additionally, the manufacturing industry started

to focus on lower-power products, in spite of improving the intrinsic device per-

formance.

As it is broadly known, the higher the electric field in the insulator, the larger

the leakage current. Moreover, higher electric fields may cause an early dielectric

breakdown. The equivalent oxide thickness (EOT) provides the thickness that a
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SiO2 film would have to have the same capacitance as the considered dielectric

with given thickness (T ) and permittivity (κ). Thus, with κ(SiO2)=3.9, the EOT

of a planar device can be calculated as:

EOT =
3.9

κ
T (2.2)

The introduction of high–κ oxides enables a return to electrical gate oxide

thickness scaling while keeping a reasonable amount of gate leakage currents at

low power consumption [60, 61]. The most common high–κ oxide is the HfO2,

with a dielectric constant five times larger than for SiO2. For this reason, the

same dielectric performance can be obtained with a dielectric layer five time

thicker. It therefore significantly reduces the leakage current in the gate. How-

ever, the height of the potential barrier is smaller for the HfO2 than for the

SiO2 and consequently, it increases the thermionic current. In addition, a mate-

rial with larger permittivity will have generally a lower band gap, so it becomes a

worse insulator. One of the main drawbacks of high–κ materials is the high and

almost unacceptable density of traps when the dielectric is directly deposited on

top of the silicon.

The first node using high–κ dielectric was a hafnium-based gate dielectric at

the 45nm node in 2007. A stack of HfO2-SiO2 was used, where the SiO2 was

introduced to guarantee a good interface with the silicon [62] and thus reducing

the interface traps. Nonetheless, an extensive research is still being carried out

in order to achieve high-quality insulators reducing the EOT below 1nm [63]. In

spite of benefiting from the reduction of the EOT, the high penetration of the

drain field in the channel increases the DIBL and the SS. For this reason, main-

taining a good electrostatic performance is not enough. However, this technology

dominates the electronic industry at 45nm and 32nm generations [17] as shown

in Figure 2.5.

2.3.4 SOI Technology

In the last decades, Silicon-On-Insulator (SOI) technology, which is based on the

introduction of a buried insulator layer, known as the buried oxide (BOX), in the

Si substrate, has been recognized as the best alternative to conventional tech-
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nology (Bulk) [64, 65]. The main objective of SOI technology is the elimination

of the drawbacks of conventional Si devices. Its development has been mainly

motivated by three different causes [66]:

• A reduced effect of both the ionizing radiation and the parasitic capaci-

tance with respect to bulk technology. Most of the charge generated by

the ionizing radiation in the body of the transistor is stopped at the buried

oxide (BOX), thus avoiding that the generated charge reaches the channel.

The extra generated current is therefore very low.

• The fabrication of this technology is preferable to other alternatives due to

the improvement of the performance of devices based on SOI.

• The insulator substantially reduces effects such as DIBL, leakage currents

and the punch-through. These effects are the consequence of an unsuitable

performance of devices with channel length lower than 32nm when they are

manufactured using conventional technology due to SCEs.

From the point of view of manufacturing, the compatibility between SOI

and conventional technology resulted in a rapid consolidation of both structures,

hence it became extensively used in Industry [67] as well as in Academy [68].

In fact, some of the indispensable steps in conventional MOSFETs to guarantee

the correct isolation between devices, and to reduce the parasite effects are un-

necessary in SOI thanks to the BOX and the lateral dielectric. For this reason,

the chips based on SOI are compact and fabricated more easily. Nevertheless,

the manufacturing cost of SOI is slightly higher than for conventional devices be-

cause wafers have to be pre-processed in order to get the substrate [69]. Another

problem of this technology is the influence of Si film thickness on the electron mo-

bility degradation due to phonon confinement, Coulomb scattering, and doping

fluctuations [70]. These drawbacks are justified by a large amount of advantages,

which are summarized in the following list [66,71]:

• This technology is fully compatible with existing manufacturing facilities.

• It can significantly reduce the number of steps in the device fabrication

process due to the use of an insulator substrate.
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• The density of integration is higher due to the easier circuit design.

• SOI technology is tolerant to ionizing radiation.

• A specific operation velocity requires lower bias, hence a higher operation

velocity is required for a specific bias.

• Higher control over short channel effects (SCEs).

• Parasitic capacitance is reduced.

• It is more flexible due to the fact that some structures can only be integrated

in SOI technology.

• Different type of devices can be integrated in the same chip. As an example,

high velocity or power devices, Micro-Electro-Mechanical Systems (MEMS)

or optic elements, MOSFETs, Bipolar Junction Transistors (BJT), Junction

Field-Effect Transistors (JFET), or diodes can be integrated in the same

SOI wafer.

• Both planar and three-dimensional devices can be manufactured. Three-

dimensional devices can be integrated thanks to stacking of packages, die

stacking, or Through Silicon Via (TSV) technology [72].

The most used device based on SOI technology is still the single gate MOS-

FET. Nonetheless, a huge number of new devices have appeared due to the buried

oxide and the development of novel techniques to manufacture SOI structures.

For this reason, it is possible to chose which one is the best candidate to each

application. In this section, a classification of SOI devices is detailed regarding

the number of gates.

2.3.4.1 Single gate devices

The single gate devices (SGSOI) are the natural continuation of MOSFETs based

on conventional CMOS technology. Depending on the existence of a neutral

region under the channel, SGSOI can be classified in two different devices:

• Partially depleted SOI (PDSOI). The behavior of this device is similar to

conventional MOSFET but it has the advantage of the total isolation thanks
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to the buried oxide. Nevertheless, the neutral region under the channel can

cause different problems for the standard operation such as the floating

body, that changes Vth according to its history (hysteresis process) [73–75],

effects caused by the parasitic bipolar transistor made up for drain, neutral,

and source regions, or the kink effect in high bias between source and drain.

One way to suppress these effects is connecting the gate with the body.

This technique creates the Voltage-controlled bipolar-MOS (VCBM) or the

Dynamic Threshold MOS (DTMOS), being their main characteristics both

the advantage of using the parasitic bipolar transistor and the reduction of

the threshold voltage due to the gate bias. Theses devices have an almost

ideal behavior in the subthreshold regime and a drastic reduction of floating

body effects.

• Fully depleted SOI (FDSOI). When the thickness of the Si film standing

on the insulator is decreased, the neutral region under the gate starts being

reduced and it could disappear. When the TSi is thinner than the channel

depletion depth, the body is totally depleted which means that the channel

takes up all the Si region between both oxides [76, 77]. It can improve the

electrostatic confinement even more than PDSOI, in which TSi dimensions

are significantly larger that the depletion depth. For this reason, it can be

also called extremely thin SOI (ETSOI) or ultrathin-body (UTB) because

of its thinner silicon film. The main advantage of FDSOI devices is the

insusceptibility to floating body effect and the remarkable improvement of

SCEs, DIBL and SS [78]. Moreover, they reduce the random-dopant fluc-

tuations due to the virtually undopped channel. In addition, the body can

be biased with a thin BOX, resulting in a benefit to system-on-chip (SOC)

designers [79]. The dependence of the inversion charge on the bias and the

channel thickness TSi is the main drawback considering that it introduces

fluctuation in the Vth. Overall, in spite of the steady progression in the

minimum achievable TSi [78,80], quantum confinement becomes critical for

TSi ≤ 5nm due to the increase of Vth and the variation of the scattering

effects [81].
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2.3.4.2 Multiple gate devices

As channel dimensions are shrunk, the short channel effects (SCEs) appear in the

device. These effects mainly cause the loss of control of the gate terminal over the

channel charge. Despite the progress in electrostatic confinement and competitive

fabrication cost, the addition of multiple gates (MuG) surrounding the channel

reduces the short-channel effects [82]. These devices are not required to be used

only in SOI technology, although they can be used to simplify manufacturing

[83, 84]. For this reason, these devices are going to be generally explained in the

next Section 2.3.5.

2.3.5 MuG architectures

Historically, the MOSFET design has been focused on the scaling without losing

the control of the gate over the charge. However, the SCEs appear as the channel

length is scaled down and consequently they introduce the aforementioned lack

of control of the gate over the charge. For this reason, the multiple gate devices

(MuG) were proposed by the industry and researchers to continue the downscaling

process [38,85–88].

Fully depleted devices, such as FDSOI and MuG, can control IOFF through

architecture by altering the gate work function in order to target Vth rather than

doping profiles [89]. The channel can therefore remain undoped facing up the

random dopant fluctuations and the mobility degradation, which is caused by

the Coulomb scattering and doping fluctuations in planar SOIs. For this reason,

MuG devices also mitigate the degradation of the device performance.

In addition, MuG can incorporate the boosters proposed for the CMOS tech-

nology, including high–κ oxides, strained materials or alternative channel orien-

tations that can affect the transport properties and, hence, the behavior of the

device [87].

Each additional gate improves the short channel control and relaxes the man-

ufacturing constraints as opposed to single gate devices. For example, a channel

thickness (TSi) is required to be one fourth of the channel length in order to guar-

antee acceptable short-channel effects in Fully depleted SOI (FDSOI). However,

an extremely thinner TSi can represent a critical parameter in the fabrication of

electronic devices as they are scaled down. The addition of more gates to the
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transistors improves the electrostatic control of the channel, and it reduces there-

fore the SCEs. Thus, this critical TSi of a double gate transistor is approximately

twice as wide as the TSi of a single-gate device with the same short-channel

behavior. As a result, it alleviates the fabrication problem.

Moreover, other benefits appear resulting from the increase of the gate control

such as the reduction of DIBL, SS, puch-through or leakage current [16, 71].

This effect can be easily understandable considering the “natural channel length”

parameter (λN ), which represents the extension of the electric field lines from S/D

regions to the channel [90]. It can be calculated as [18]:

λN =

√
εSi

NεOX
TOXTSi (2.3)

where εSi and εOX are the electrical permittivity of the channel and the gate

dielectric, respectively, N is the number of gates, TSi is the film thickness, and

TOX is the gate dielectric thickness. A device will have minimized SCEs if LG is

approximately six times longer than λN . For instance, if a single gate (N=1) and

a GAA (N=4) devices are compared, the second one can be scaled down without

critical SCEs for the same LG.

Figure 2.6: Architectures of different Multiple gate devices.
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There are two different architectures [82]: vertical or planar MuG transistors.

The gates of the first one mentioned are perpendicular to the standard wafer

orientation, whereas they are parallels in the planar disposition. One of the

main advantages of vertical devices is the excellent control of the channel by

the gate due to the diminished leakage current in the off-state. They are also

less susceptible to several sources of variability such as Vth variability or random

dopant fluctuations. FinFET [91–93] or TriGate [94] are two examples of vertical

MuG devices; as for planar transistors, they are mainly focused on silicon over

insulator (SOI) technology [66].

The first device based on this concept was a double gate SOI (DGSOI) with

gates oriented horizontally and a channel forming a 2D layer located below the

gate, as depicted in Figure 2.6 [95–98]. In general, PDSOI, FDSOI and DG-

SOI are considered planar devices due to the reasons described above. Then,

the MOSFET design was changed from planar to 3D or vertical devices. The

channel and the gates are vertically oriented making its fabrication easier than

the horizontal ones. The first fabricated double gate was a vertical device called

DELTA [85], which was the predecessor of FinFETs [91–93], in which two op-

posite faces of the channel are covered by the gate (Figure 2.6). The channel of

the FinFET is fabricated using an ultra-thin layer of silicon that sits on top of

an insulator. As a result, it reduces the electric field from the gate to the fin on

the top. One advantage of the FinFET is the excellent control of the conduct-

ing channel by the gate. FinFETs are also less susceptible to several sources of

variability such as Vth variability or random dopant fluctuations [82].

Once the improvement in SCEs was verified due to the inclusion of the second

gate, the next step was to extend the number of gates to more than two as shown

in Figure 2.6 including TriGate architecture, where three faces (two sides and

the top) of the channel are covered by the gate [94, 99–101]. Then, two more

sophisticated devices were developed: Π-Gates featuring the side gates extended

below the channel [102], and Ω-FETs, where the gate does not only wrap around

the two sides and the top, but also part of the fourth [74,103].

Devices with two (or more) opposing gates were mainly included in the 22nm

technology in order to increase the gate control over the channel by enclosing it.

In particular, TriGate devices have been implemented successfully into manufac-

turing on the 22nm node (Figure 2.5) [17,104]. The second generation of trigate
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transistor (14nm) improves the device performance with significant reductions in

operational power consumption thanks to the rectangular fin profile and sub-fin

isolation optimizations that minimize the channel doping [105].

Finally, the use of a gate wrapped around the semiconductor increases its

control over the channel and optimizes the improvement of SCEs when LG is

reduced [106–109]. Gate-all-around (GAA) devices were first reported in the

late 1990s [110, 111]. Nanowires (NW) are an extreme case of GAA devices,

having height and width dimensions roughly the same (or even cylindrical) and

atomically small (< 10nm) dimensions [88,112–116]. The main difference between

conventional planar or finned devices and nanowires is that the carrier conduction

moves from the surface to the center of the device.
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Monte Carlo Simulation

Device simulation is one of the most important tools in the design of novel archi-

tectures. The semiconductor industry must face different technological challenges

in very wide sectors, such as the computation, the telecommunications, the elec-

tronic instrumentation, or the optoelectronics. These challenges can be solved

thank to the advantageous results provided by simulation tools, because they can

select among a wide range of devices which is the optimal one for a specific set of

requirements. In addition, the use of simulation techniques beforehand can save

money and time in the fabrication of new electronic devices. Firstly, these tools

can asses the performance of new structures and, subsequently, the optimal de-

sign can be chosen to deal with a particular technological problem under study.

Secondly, the results of these simulations can be compared with experimental

data obtained by the characterization of test devices.

The complexity of the model approaches in the simulation of semiconductor

devices as well as the computational cost mainly depend on the technological

challenge that we want to face up, and on the detail level of the physical mech-

anisms that are included in the studied device. The first section of this chapter

is devoted to different simulation approaches usually employed in the description

of semiconductor devices with special emphasis on its utility and computational

complexity. The second section will be focused on the principles of the Monte

Carlo method applied to the study of electron transport in semiconductors.
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3.1 Simulation approaches

The standard flowchart of electronic device design is depicted in Figure 3.1, where

the modeling steps and the behavior of the electrical devices based on fundamen-

tal physics in Technology Computer Aided Design (TCAD) are described. Theses

design tools are more important due to the increased demand of electronic devices

from the commercial sector. It therefore involves an improvement of the fabri-

cated products and a cost saving. Broadly speaking, the following steps can be

considered: firstly, the market needs demand a device with specific performance

and hence the fabrication processes are simulated. Then, its performance is sim-

ulated from which the I-V characteristics are obtained as well as the small signal

parameters. Thirdly, a process to extract the required parameters is carried out

in order to evaluate the device performance at circuit level. Finally, the obtained

results are compared to the market specifications. If they do not satisfy the com-

mercial requirements, the process is repeated again changing some fabrication

parameters.

Figure 3.2 shows a hierarchy of simulation techniques used nowadays in the

design process. Each approach represents a different level of description according

to the two main simulation characteristics: the approach complexity and the

simulation time [117]. All the simulation levels, with the exception of the compact

approach at the bottom of the hierarchy, involve the solution of a set of coupled

partial differential equations. Moreover, the carrier transport can actually be

described by an integrate-differential equation, such as the Boltzmann Transport

Equation (BTE) or through a quantum formulation including different kinds of

carrier scattering.

If the model complexity is only keeping in mind, the less strict is the compact

approach. It contains a reduced amount of information about the physic of the

system and, in general, it mimics the device performance using analytical approx-

imations and empiric parameters. This approach needs very low computational

time and provides a simple solution. However, its validity is limited due to the

lack of awareness regarding very important details such as the distributed nature

of the parameters or the device geometry.

The next level of the hierarchy is the drift–diffusion approach (DD) of BTE

[118]. DD represents an approximation obtained from the two first momenta
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Figure 3.1: Standard flowchart of electronic device design, where the
modeling of process steps and the behavior of the electrical devices are
based on fundamental physics in Technology Computer Aided Design
(TCAD).
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Figure 3.2: Hierarchy of computational approaches used nowadays in
the design process according to the two main simulation parameters:
the computational complexity and the simulation time.

of BTE, the current continuity equation, and momentum conservation equation.

Both equations are coupled to the Poisson one by the electrostatic potential. The

velocity and the electric field are related locally in DD causing the impossibility

of representing the transport effects outside the equilibrium region.

The hydrodynamic approximation of the BTE is the immediately higher com-

plexity model. The third momentum in BTE and the energy conservation equa-

tion are included in this approach complicating the momentum conservation equa-

tion. Some transport effects outside the equilibrium region can now be bearing in

mind because of the non-local relationship between the velocity and the electric

field.

Subsequently, the Monte Carlo technique is in the above complexity level. In

this approach, a group of particles is evaluated in a region in which the scattering

events are chosen randomly. It is in principle more general, and can go beyond

the limits of the BTE. It is mainly used in small devices thanks to its accurate

description of the physical processes involved. Nonetheless, due to its statistical

nature, the Monte Carlo approach naturally includes statistical fluctuations and

noise.

Finally, the highest level in the hierarchy is the quantum description that in-
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cludes the time-independent Schrödinger equation coupled to Poisson equation,

the density matrix, and the Wigner distribution function. Other method that is

very popular nowadays is the Non-Equilibrium Green Functions (NEGF). How-

ever, theses approaches are computationally too expensive.

In this section, the three most important approaches are described in detail

by increasing the computational complexity: Drift-Diffusion, Monte Carlo, and

Quantum Description.

3.1.1 Drift-Diffusion

Drift-Diffusion is the simplest approach used nowadays in multidimensional nu-

meric simulations [118–121]. It represents the approximation of the lowest-order

in the transport system obtained from the momenta of BTE. In order to attain

a self-consistent solution, the equations of the transport approaches are nearly

always coupled to the Poisson equation. The general form of the equation is:

∇× ε∇V = −ρ = q
(
n− p+N−A −N

+
D

)
, (3.1)

where V is the electrostatic potential, q is the magnitude of the electron

charge, ε is the dielectric permittivity, ρ is the space-dependent charge density

obtained from the knowledge of the density of ionized donor (N+
D ) and acceptor

(N−A ) dopants, and the density n and p of mobile electron and hole carriers.

Along with the Poisson equation 3.1, only the continuity equations for electron

and hole carrier densities enter the model

∂n

∂t
=

1

q
∇ · Jn + Un (3.2)

∂p

∂t
=

1

q
∇ · Jp + Up (3.3)

where Un and Up indicate the net generation–recombination terms. Assuming

the 1D case, the current J(x) in general can be redefined as
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J(x) = q

∫
v · f(v, x) (3.4)

in terms of distribution function with an explicit dependence on velocity.

This definition of current can be related to the Boltzmann equation by taking

the moment over velocity v. Solving the equations considered above, the current

density for electrons (Jn) and holes Jp can be calculated from the sum of two

components.

Jn = qn(x)µnε(x) + qDn
dn

dt
(3.5)

Jp = −qp(x)µpε(x)− qDp
dp

dt
(3.6)

The first one is a drift current governed by the electric fields (ε) with an

explicit dependence on velocity and low field mobility (µ). The second one is the

diffusion current following the gradient of the carrier density being Dn and Dp

the diffusion coefficients. The resulting Drift-Diffusion current is therefore only

valid in the region of low fields where the velocity is linear, the low-field mobility

being the slope of the curve.

This approximation removes all the thermal effects in the model and it is only

valid in the region of low fields where the velocity is linearly-dependent with the

electric field. However, the validity of the DD equations is empirically extended by

introducing field-dependent mobility models enabling the use of higher electric

fields in the simulation process. Despite this extension, this model can only

be valid in quasi-equilibrium regions, where the electric field varies softly and

the velocity has a local dependence with the field. Nevertheless, the principal

advantage of this model is the lower computational time as opposed to others

simulation techniques.

3.1.2 Monte Carlo

An alternative method to the simulation of carrier transport, without the dis-

cretization of the BTE or its moments, is the Monte Carlo method [122–128].

34 Development of a MS-EMC simulator for nanometric transistors



3.1. Simulation approaches

This technique makes use of a sequence of free-flight interrupted by scatter-

ing events that change the momentum and the energy of the particles. The

Monte Carlo approximation is widely used in the simulation of semiconductor

devices [22–25, 129–134]. Nonetheless, the large amount of particles required to

be simulated, the random number generation, and the coupling to the Poisson

equation increase substantially the computational time. The Monte Carlo method

is the simulation approach used in this work. For this reason, it will be deeply

described in Section 3.2.

3.1.3 Quantum Description

The quantum approach describes the transport phenomena in solids with the

most complete formulation. However, a full quantum model is highly demanding

from a computational point of view. One technique that is gaining popularity

in the quantum transport field is the Non-Equilibrium Green Functions (NEGF)

formalism [135–137]. The mathematical method known as Green Functions is

used in order to solve non-homogeneous boundary value problems. The Green

function for a given energy has two input parameters that can be associated with

two positions in the real space simulating different transistor areas. This function

considers the influence of a perturbation of one input over the other one and, in

theory, has the ability of modulate the properties of the system such as electronic

density, current density, or density of states.

Full quantum models are very limited due to the higher computational cost as

above-mentioned but quantum effects can be included in other approaches such

as Drift-Diffusion or Monte Carlo thanks to quantum corrections reducing the

simulation time [138]. These corrections allows the inclusion quantum confine-

ment and tunnel effects, which are indispensable as the dimensions approach to

nanometric scales. Density Gradient [139] and Effective Potential [140] methods

are the more common models in order to include quantum corrections in classic

simulations.

The Density Gradient approximation introduces a quantum potential as a

additional parameter in the drift expression of the current density. This potential

is proportional to the second derivative of the carrier density. It reduces both the

electron variation as opposed to the classic potential, and its concentration near
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the interface.

The Effective Potential technique represents carriers such as Gaussian wave

packets with minimum dispersion. This potential and the classic potential are

proportional to a convolution integral which represents the quantum-mechanic

effect. As for the Density Gradient model, this approach moderates the electron

variation and moves the carriers away from the interface.

3.2 Principles of Monte Carlo Method

The Monte Carlo method is a numeric technique that solves the Boltzmann Trans-

port equation (BTE) using a semiclassical transport theory. This technique makes

use of a variety of stochastic techniques which use uniform random number se-

quences in order to solve statistically the Boltzmann equation, without making

assumptions about the distribution function. It calculates classical trajectories,

known as free-flights, which simulate the motion of particles inside a semiconduc-

tor. Then, these flights are interrupted stochastically by scattering events. The

scattering rates are calculated according to quantum mechanical rules including

electron-phonon, electron-impurity and electron-electron interactions. The mo-

tion of carriers is coupled to the Poisson equation updating the force that leads

them.

The main magnitude of the classic transport theory is the distribution func-

tion f(~r,~k, t) which is defined as the probability of finding an electron located in

~r with momentum ~k at an specific time t. Thus, the total number of electrons in

the system can be calculated as:

2

(2π)3

∫
d~k

∫
d~rf(~r,~k, t) = N, (3.7)

where N is the total number of electrons.

The Boltzmann Transport equation characterizes the semiclassical transport

and can be obtained from the Liouville’s theorem. According to this theorem, the

laws of physics using a semiclassical approximation do not provide any tendency

for systems initially in different states to accumulate in certain final states in

preference to others [141, 142]. A fundamental way to get BTE is based on
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counting the number of moving particles that go through a small volume in the

phase space per unit time. It is given by:

∂f

∂t
+ ~v · ∇~rf + ~k · ∇~kf =

∂f

∂t
|coll, (3.8)

where the right hand side of the equation describes the variation of the dis-

tribution function because of the collisions, and ~v is the group velocity (below

described).

Once the distribution function is known, other magnitudes of interest might

be calculated such as the electron drift velocity, the average energy, the diffusion

coefficient, the total fields, the grid temperature, or the electron concentration

gradient.

In general, if an external electromagnetic field is applied to a semiconductor,

the electrons are going to change their momentum ~k according to:

~
d~k

dt
= −q

(
~ε+

1

c
~v × ~B

)
, (3.9)

where −q is the electric charge, ~ε and ~B are the electric and magnetic fields,

respectively, and

~v =
1

~
∂E(~k)

∂~k
(3.10)

is the electron group velocity.

Analyzing equations 3.8, 3.9, and 3.10, it is clear that the band structure

of a specific material E(~k) is the required parameter in order to describe any

transport phenomenon.

As it is known from Statistical Mechanics, the distribution function in equilib-

rium state f0 is the Fermi-Dirac distribution function for a fermion gas. Accord-

ingly, f0 can be replaced with Maxwell-Boltzmann distribution if the condition

E − EF � kBT is fulfilled, being EF the Fermi level, and C the normalization

constant:
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fMB = C exp

(
− (E − EF )

kBT

)
. (3.11)

The collision term in the right part of the equation 3.8 is generated by the

imperfections in the ideal crystal lattice, such as phonons, surface roughness

scattering, Coulomb scatterings, or, in general, the scattering events included.

They can therefore induce transitions to different Bloch states, which are different

final states for a particle in a periodically-repeating environment (the crystal). If

we define P (~k, ~k′) as the transition probability per time unit from a state ~k to

state ~k′, taking into account a constant spin without any change caused by the

transitions, the collision term can be calculated as the difference of the electrons

that undergo scattering between the ~k and the ~k′ states.

∂f

∂t
|coll =

V

(2π)3

∫ [
f(~k′)P (~k′,~k)

(
1− f(~k)

)
− f(~k)P (~k, ~k′)

(
1− f(~k′)

)]
d~k′,

(3.12)

where V is the volume, and f(~k) (or
(

1− f(~k)
)

) the probability of the initial

(or final) state to be occupied (or empty), respectively. However, due to the

approximation considered in equation 3.11, these coefficients do not contribute

and hence we are going to assume f(~k) −→ 1 or
(

1− f(~k)
)
−→ 0 from that point

on. If equation 3.12 is included in the BTE (equation 3.8), an integro-differential

equation is obtained. The complexity of this equation depends on the involved

scattering mechanisms and the band structure.

Finding a solution of the BTE is not a simple task. Despite bearing in mind

the lineal response and simple scattering mechanisms, it is necessary to include

some approximations in order to solve it. From an analytical point of view, trans-

port phenomena in a non-linear regime should be totally described by the BTE,

but the resolution of this equation is a very hard-solved mathematic problem.

Nonetheless, the analytical techniques applied in simple models for semiconduc-

tors can give us a physical interpretation of the non-linear transport problem,

introducing simple concepts such as the energy and momentum relaxation times,

or the electron temperature.

38 Development of a MS-EMC simulator for nanometric transistors



3.2. Principles of Monte Carlo Method

Undoubtedly, the introduction of numeric approaches has improved the so-

lution of the BTE such as the iterative technique [143] and the more popular

Monte Carlo method. The iterative technique solves the BTE using an iterative

procedure calculating the distribution function in every step of the process. For

this reason, it is a very useful technique when the physical phenomena strongly

depends on the distribution function. Nevertheless, the Monte Carlo method is

more directly interpretable from the physical point of view. In the case of charge

transport in semiconductors, the statistical numerical approach to achieve the

solution of the BTE proves to be a direct description of the dynamics of charge

carriers inside the crystal. In addition, any required physical information can be

easily extracted while the solution of the equations is being built up.

Monte Carlo technique consists of the simulation of one or more carriers in-

side the crystal subject to the action of electric and magnetic fields and scatter-

ing mechanisms. This method considers a semiclassical transport as depicted in

Figure 3.3 because the motion of the particles during the free-flight (the time be-

tween two successive collisions) is totally classical, whereas the quantum theory

describes the scattering rates. The duration of the free-flight and the scatter-

ing events are selected stochastically in accordance with some probabilities that

describe the microscopic process. As a result, this method depends on the gen-

eration of random number sequences.

Figure 3.3: Motion of a sample particle as a sequence of free-flights
and scattering events.

Figure 3.4 summarizes the structure of a typical Monte Carlo algorithm suited

to the simulation of a stationary and homogeneous transport process. This kind

of transport process is known as Single Particle Monte Carlo (SPMC) method
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because the motion of a single electron is considered. If a sufficiently long path of

this sample is considered, we can assume thanks to the ergodicity principle that

it provides a comprehensive description of the behavior of the entire electron gas.

Figure 3.4: Flowchart of a typical Single Particle Monte Carlo algo-
rithm.

However, the simulator used in this thesis is the so-called Ensemble Monte
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Carlo (EMC) that bears in mind the situation when the transport process under

investigation is not homogeneous or not stationary. For the sake of simplicity, the

details of the main steps of the SPMC procedure are firstly given in the following

subsections and then the EMC is deeply explained in Section 4.1.

Broadly, the starting point of this method is the definition of the physical

system where all the inputs and simulation parameters are included. Among

all of them we can mention those describing the material, the defects inside

the crystal and its lattice, the temperature of the system, the electric field, the

total time of simulation (T ), or any other simulation details. Thereafter, all the

quantities must be initialized and the scattering probabilities must be calculated

as a function of the electron energy.

The simulation then starts by analyzing one electron with a wave vector ~k0

that determines the initial conditions of motion. Furthermore, the duration of the

first free-flight is stochastically chosen according to the distribution probability,

which is calculated by the scattering probabilities. In the interest of simplicity,

external electric field (~ε) is only keeping in mind and, during the free-flight, ~ε is

made to act according to the relation:

~
d~k

dt
= q~ε, (3.13)

where ~k is the carrier wave vector, q is the charge (−q for electrons and q

for holes), and ~ is the reduced Planck constant. After that, all quantities of

interest, such as velocity, and energy are collected. Subsequently, the end of

the free-flight is established by the choice of a scattering mechanism consistent

with the distribution probability of all possible scattering mechanisms. Since the

selection of this mechanism, a new ~k is randomly chosen as the initial state of the

next free-flight. The entire process is iteratively repeated until the magnitudes

of interest achieve the targeted error.

Finally, it is worth estimating the statistical uncertainty in order to get the

desired precision of the whole simulation (T ). Firstly, all the quantities of interest

are determined in (N) sub-histories of equal time duration (N/T ). These sub-

histories must be long enough to be independent one of each other, but short

enough to have an appropriate number N of them. Secondly, the average value of
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each parameter and its standard deviation are calculated to verify the uncertainly.

If the simulation is long enough, the magnitudes of the last sub-histories tend

to be similar to the average due to the reduction of the statistical nature of

their fluctuations [144]. The duration of each sub-history as well as the desired

precision are some of the inputs of the system because they control both the total

simulation time and the influence of the initial conditions as mentioned in the

next subsection.

3.2.1 Initial Conditions

Initially, if we consider the simulation of a stationary state, the total simulation

time must be sufficiently long that the initial conditions of the electron have not

influence in the final result. The choice of the total simulation time must be

a balance between the ergodicity principle (t → ∞) and the requirement of a

reduction in the computational time. For instance, when a very low probable

initial value for the electron wave vector ~k is chosen, the first iterations will

be under the influence of the unappropriated initial decision. Other example is

when a very high electric field is applied and the initial energy of the electron

is around kBT (being kB the Boltzmann constant). This energy will be lower

than the average energy in stationary state and hence the initial energy will start

increasing in every time step until reaching the appropriate value. As a result,

the mobility, which shows the electron response to the field, will be much higher

than for the steady-state conditions in the first part of the simulation.

If the total simulation time is long enough, the influence of the initial con-

ditions will be negligible in the averaged results. Nonetheless, the elimination

of the first iterations of the simulation from the average results may be advan-

tageous minimizing the impact of an unappropriated initial decision. For this

reason, if the total simulation is divided into sub-histories and the final of each

one is considered as the initial state of the next one, the results can have bet-

ter convergence. Accordingly, the initial conditions of the first sub-histories only

influence in the results.
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3.2.2 Free Flight. Self-scattering

The wave vector ~k constantly changes during the free-flight because of the applied

electric field according to Equation 3.13. If P
[
~k(t)

]
dt is the probability that an

electron in the state ~k collides during the time interval (t, t+ dt), the probability

that an electron suffers a collision in t = 0 and does not suffer another one a time

t is [124,128]:

exp

[
−
∫ t

0
P
[
~k(t′)

]
dt′
]

(3.14)

Consequently, the probability P(t) that the electron undergoes a new scat-

tering event during a time interval dt around the time t is calculated as:

P(t)dt = P
[
~k(t)

]
exp

[
−
∫ t

0
P
[
~k(t′)

]
dt′
]
dt (3.15)

Due to the exponential in the Equation 3.15, it is not practical to generate

stochastic free-flights using this expression because it would be necessary to eval-

uate an integral equation for each scattering event. A simple solution to face this

problem is considering that Γ ≡ τ−10 is the maximum value of P
[
~k(t)

]
in the

region of interest. A new fictitious concept, called self-scattering, is introduced,

and the total scattering probability is then constant and equal to Γ. If an elec-

tron undergoes a self-scattering, its state ~k′ after the collision is the same state
~k that before the event. The electron state is therefore the same, as if it has not

undergone any collision.

In this method, P (~k) = τ−10 is constant and the equation 3.15 is simplified:

P(t) =
1

τ0
exp

[
− t

τ0

]
(3.16)

The mathematical approximation called direct technique [144, 145] is em-

ployed in order to get the free-flight duration according to the Equation 3.16.

This technique considers a continuous distribution function f(x) normalized to

1 in the interval (a, b), being F (x) function the integral of f(x). Then, given a
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random number r uniformly distributed in the interval [0, 1], we correspondingly

choose xr such that

r = F (xr) =

∫ xr
a f(x)dx∫ b
a f(x)dx

(3.17)

The probability P (x)dx that the obtained value xr is located within an inter-

val dx around x is equal to dF , since r is a flat distribution.

P (x)dx = dF = f(x)dx (3.18)

If we apply the aforementioned direct technique to the probability distribution

in Equation 3.16, r can be calculated as:

r =

∫ tr

0

1

τ0
exp

[
− t

τ0

]
dt (3.19)

From Equation 3.19, the free flight length can be calculated as:

tr = −τ0ln(1− r) (3.20)

However, since r is a uniform distributed random number between [0, 1], so

also is (1− r) modifying the equation 3.19 to:

tr = −τ0ln(r) (3.21)

The computational time consumed by the self-scattering events is, in general,

more than compensated by the simplification of the free-flight duration calcula-

tion.

Regarding the choice of the constant Γ, it is worth bearing in mind that P (~k)

depends on the electron energy E. An accurate choice of Γ can be to consider the

maximum value of P (E) in the range of energy that electrons can achieve during
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the simulation. Nevertheless, this rage of energies is unknown at the beginning

of the simulation, when Γ must be chosen. In consequence, it is necessary to

estimate beforehand Emax trying to avoid a very high value because it can result

in a very large Γ and hence a long computation time due to a high number of

self-scattering events.

Conversely, it is essential to decide what to do during the simulation if the

electron reaches an energy higher than Emax. In addition, if the semiconductor

model contains several valleys, different values of Emax must be provided for each

one according to its characteristics.

The method of the Γ choice herein described is one of the possible meth-

ods. Broadly speaking, the choice of a specific method depends on the type of

simulation and the computational resources.

3.2.3 Scattering Process

During the free-flight, the dynamic of the electron is governed by Equation 3.13.

At the end of the electron motion, it is possible to evaluate its wave vector and

energy as well as the scattering probabilities Pi(E), being i the ith scattering

mechanism. The self-scattering probability can be calculated as the complement

to Γ of the sum of Pi(E).

Γ =
∑
i

Pi (3.22)

In that moment, a scattering event must be chosen among all the possible

mechanisms, as depicted in Figure 3.5. First of all, the successive sums of the Pi

are considered

P1, P1 + P2, . . . , P1 + P2 + . . .+ Pj , . . . ,Γ (3.23)

and a uniform distributed random number r is generated. Then, the product

rΓ is compared with the successive sums making a choice of the jth event when

the first of the partial sums P1 + P2 + . . .+ Pj is higher than rΓ.
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Figure 3.5: Representation of the scattering mechanism choice taking
into account three different events, self-scattering and the energy range
under consideration.

Finally, if none of all scattering events has been selected, it means that

rΓ > P (E), and a self-scattering occurs. This event is therefore the most time

consuming because all the Pi must be calculated even although we do not use

any of them at the end. However, we can avoid this time wasting or time con-

sumption using the fast self-scattering [125]. It consists in setting up a matrix

of the scattering probabilities at the beginning of the simulation for each energy

range under consideration. In this sense, if the electron energy at the end of the

free-flight is inside the nth interval (Pn), the first partial sum to be compared to

rΓ is Pn. Consequently, if rΓ > Pn, a self-scattering is chosen, otherwise all Pi

must be evaluated. Thanks to this, both the choice of self-scattering event and

the calculation of all the Pi only occur when P (E) < rΓ < Pn.

Moreover, it is necessary to keep in mind that some scattering mechanisms

can depend on the distribution function, which is calculated at the end of the

simulation and hence it is unknown when the program is configured (at the be-

ginning). For these events, a self-consistent simulation must be performed such

as for EMC (Section 4.1). For example, the scattering probability associated

with the electron-electron interaction is dependent on the distribution function

of electrons. However, the carrier distribution function is one of the results of

a SPMC simulation. Accordingly, we have to evaluate this output in order to

calculate the scattering probability that is a required parameter to continue the
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simulation.

Once the scattering mechanism which stops the free-flight of an electron is

determined, the new state ~kb after the scattering must be elected as the final state

of the scattering event. If the end of the free-flight is caused by self-scattering,
~kb must be the same state than before scattering ~ka. The other way around, ~kb

must be calculated randomly, according to the differential cross section of the

selected event.

3.2.4 Scattering mechanisms

The electronic transitions of interest for the carrier transport in semiconductors

can be classified as intra-valley or inter-valley when the initial and final states

belong to the same or different valley of the conduction band, respectively. The

most important scattering sources that determine these transitions are: phonons,

impurities, and scattering with other carriers.

The interaction between phonons and carriers is a consequence of the crystal

deformations obtained from the deformation mechanisms of the potential or the

electrostatic forces introduced by the polarization waves of the phonons. The

first interaction is very typical in covalent semiconductors, whereas the second

one is characteristic of polar materials and compound semiconductor devices.

Furthermore, when phonons enable inter-valley transitions, they can be defined

as inter-valley phonons. If the initial and final states remain in the same valley,

phonons are named as intra-valley phonons.

If the impurities are taken into account, they can be classified as neutral or ion-

ized depending on their interaction strength. If it is weak and the impurity range

is short, they are neutral impurities, whereas the ionized ones are Columbian.

In general, the Coulomb scattering produces only intra-valley transitions because

the effective cross section of this mechanism decreases when the momentum differ-

ence between the initial and final state ∆~k increases. In intra-valley transitions,

∆~k is very large, and so the probability to undergo a inter-valley scattering.

In addition to the scattering mechanisms above-mentioned, other events can

be considered as an important phenomenon for specific situations. Few examples

are: scattering caused by the roughness in the interface between two surfaces

(surface roughness scattering), scattering events produced by composition fluc-
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tuations of the crystal potential (alloy scattering), carrier-carrier scattering, or

processes in which the carriers are generated or destroyed such as impact ioniza-

tion and generation-recombination events.

The scattering theory is generally based on Fermi’s golden rule, which is

derived from the time-dependent perturbation theory of the first order [128,146,

147]. It gives the transition probability between two eigenstates, which are the

solution of the Schrödinger equation for the unperturbed Hamiltonian H0. The

scattering rate (W
(
~k
)

) of an electron with wave vector ~k is calculated by:

W
(
~k
)

=
Ω

(2π)3

∫ 2π

0

∫ π

0

∫ ∞
0

P
(
~k, ~k′

)
dk′dθdφ (3.24)

where P
(
~k, ~k′

)
is the probability of the electron with initial state ~k undergoes

a scattering event and reaches the final state ~k′. φ is the azimuthal angle, θ is

the polar angle, and Ω is the volume of the crystal.

Since the semiconductor crystal is treated as a continuum in the effective mass

approximation, W
(
~k
)

is assumed to be independent of φ and it can be calculated

randomly between [0− 2π]. In addition, because of the energy and momentum

conservation, θ and ~k′ are not independent of each other. In accordance, the

triple integral in the above equation can be reduced to a single one.

For simplicity, phonon, Coulomb, and surface roughness scattering are only

described in this subsection because they are the scattering mechanisms included

in the Monte Carlo simulator used this thesis.

3.2.4.1 Phonon scattering

Due to the thermal energy in the crystal lattice at any temperature, electrons

are scattered by ion vibration propagating in the crystal lattice with respect

to their nominal position. Moreover, such vibrations of the lattice produce a

perturbation of the potential. The quantum process, which is called the electron-

phonon interaction, therefore determines the influence of these lattice vibrations

on electron dynamics. The term phonons quantizes the wave nature of the lattice

vibrations [148,149]. Each possible state is characterized by a couple (~q, j) which

is occupied by nj (~q) number of phonons with ~ωj (~q) energy, being ~q the wave-
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vector variation produced by the scattering ~q = ~k′−~k. The vibration energy can

be calculated as:

E =
∑
j,~q

~ωj(~q)
[
nj(~q) +

1

2

]
, (3.25)

fulfilling nj(~q) the Bose-Einstein statistics

nj(~q)
1

exp
(
~ωj(~q)
kBT

)
− 1

. (3.26)

Diatomic crystal, such as silicon, has six different vibration branches. Three

of them are acoustic mode phonons, in which the neighboring atoms displace in

the same direction, and hence the changes in lattice spacing are produced by

the strain or differential displacement. The other three are optical phonons, in

which neighboring atoms displace in opposite directions, and so the displacement

produces the changes in lattice spacing directly.

The interaction between the electrons and the lattice ions can be discom-

posed in two contributions: the interaction between electron and the ions in their

equilibrium state, which describes the periodic potential interaction and deter-

mines the electron band structure in the crystal; and the lattice vibrations, which

correspond to the electron-phonon interactions.

The interaction between an electron (e) and an ion can be calculated using

the first order approximation assuming short displacement (α) of the lattice ions

(n) about their equilibrium position (~sn,α):

Vα

(
~re − ~Rn,α − ~sn,α

)
= Vα

(
~re − ~Rn,α

)
− ~sn,α · ∇Vα

(
~re − ~Rn,α

)
(3.27)

The first term of the right part in the equation 3.27 summed over (n, α, e) is

the interaction to the ions in equilibrium and therefore the second term corre-

sponds to the electron-phonon interaction. The corresponding Hamiltonian can

then be expressed as:
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Hep = −
∑
n,α,e

~sn,α · ∇Vα
(
~re − ~Rn,α

)
(3.28)

Two different electron-phonon interaction can be distinguished: emission,

when a phonon with wave vector −q is created; and absorption, when a phonon

with wave vector q disappears. Both interactions translate the electron from a

state ~k to another ~k±q. For this reason, the problem is limited to the interaction

potential calculation ∇Vα
(
~re − ~Rn,α

)
.

• Intra-valley acoustic transitions:

These transitions are of special interest for the interaction between electrons

and acoustic phonons. They are characterized because the atoms in the unit

cell move in the same direction and hence an effective displacement of the

total cell is produced. When the wavelength is big enough, the vibration

amplitude changes not much from one unit cell to another. As a result,

the atomic structure is of little importance and the deformation potential

can be used in order to consider the continuum [149]. Subsequently, the

electron-phonon interaction potential can be written as:

Hep = ~ε∇ · ~s (3.29)

where ~ε is a tensor which defines the band shift per deformation unit. In

this continuous approximation, the displacement can be characterized as a

function of the parameters that describe the creation and the destruction of

phonons, a†q and aq, respectively. The scattering probability per unit time

for emission and absorption process can be calculated putting into practice

the development used in [125] and bearing in mind the elastic case and the

approximation of the energy equipartition with non-parabolic bands:

Γac(E) =

√
2m

3/2
d kBT0ε

2
l

π~4u2ρ
E1/2 (1 + 2αE) (1 + αE)2 (3.30)

50 Development of a MS-EMC simulator for nanometric transistors



3.2. Principles of Monte Carlo Method

where u is the sound velocity in the material, α the non-parabolic parame-

ter, ε2l is the average value of the deformation tensor along the ~q direction,

and ρ is the density.

• Inter-valley transitions:

In these transitions, the initial and final states are located in different val-

leys and the involved phonons have high momentum. The wavelength of

the involved phonon in this type of transitions is similar to the distance

between the minimum of the transition valleys, thus ∇~k is practically con-

stant and, for a particular branch, so also the energy ~ωi. Accordingly,

these transitions can be handled as the intra-valley acoustic ones keeping

in mind that the deformation potential and the involved phonon energy

must be independent of ~q. In consequence, following the same development

used in [125], the scattering probability for zero order and the non-parabolic

approximation can be determined for the expression:

Γe,i(E) = A

(
Ni

Ni+1

)
(E + Ξ∓)1/2 [1 + 2α (E ± Ξ∓)] [1 + α (E ± Ξ∓)]1/2

(3.31)

where:

A =
m

3/2
d (DtK)2i γ√

2π~3ωiρ
, (3.32)

Ξ∓ = ~ωi ∓∇E, (3.33)

γ is the number of possibles final valleys that are equivalent in the transi-

tion, and the upper and lower parameters are for absorption and emission

process, respectively.
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As a practical example, if the position of the conduction band valleys in sil-

icon are considered, two different inter-valley transitions should be happen

among the six equivalent ∇ minimum of silicon (Figure 3.6):

Figure 3.6: G-type and F-type phonon assisted transitions involving
the ∇ valleys of silicon.

– g-type processes: the transitions are made along the same direction

but opposite directions, such as from < 100 > to < 100 >.

– f-type processes: the transitions happen among ∇ valleys along differ-

ent directions, such as from < 100 > to < 010 >.

Both the g-type and the f-type are umklapp processes because they trans-

form, by a reflection or a translation, the wave vector to another Brillouin

zone as a result of a scattering process. They also involve a reciprocal lattice

vector.

The geometrical considerations about the Brillouin zone prove that the

phonon mode involved in a f-type process is equal to the distance between

Γ and X point in the Brillouin zone of silicon, forming an angle of 11◦ with

the ΓX direction. For the phonon involved in a g-type process, its module

is 0.3ΓX in the ΓX direction. For these processes, the multiplicity of the

final valley is 4 for f-type and 1 for g-type.

It can be demonstrated thanks to an analysis of the Group Theory with

zero order of interaction that g-type processes can be only assisted by optic

longitudinal phonons (LO), whereas the phonon implicated in f-type events
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can be acoustic longitudinal (LA) and optic transversal (TO). Following

this reasoning, the rest of phonons are forbidden. However, some other

references [125] suggest that the selection principles must not been fulfilled

because the initial and final states do not coincide with the high symmetry

points. It is therefore very reasonable consider that these states, which are

forbidden when the initial and final states are in high symmetry points, are

very limited in comparison to the afforded ones. The effect of the forbid-

den phonons has been observed experimentally and hence the absorption

and emission probabilities can be calculated by means of the first order

interaction:

Γe,i(E) = A′

(
Ni

Ni+1

)
[E (1 + Eα) + (E ± Ξ∓) (1 + α (E ± Ξ∓))]

(1 + 2α (E ± Ξ∓)) [(E ± Ξ∓) (1 + α (E ± Ξ∓))]1/2 (3.34)

where:

A′ =

√
2m

5/2
d D2

1γ

π~4ωiρ
, (3.35)

3.2.4.2 Coulomb scattering

Coulomb centers produce a perturbation potential which can effectively scatter

the carriers in a semiconductor device. In addition, the various type of charge

in an electronic device can modify its carrier motion diversely. The different

origin of these charges is briefly discussed below where the external charges are

summarized up:

• Trapped charges at the silicon-oxide interface (Qit): they are due to defects

at the Si− SiO2 interface and they generate accessible states in the band

gap. These defects can interact with the conduction and valence band
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emitting or capturing electrons and holes, respectively. The trap density

depends on the silicon layer orientation, the thermionic and electric stress

which it could be subject to, and the radiation which could receive the

interface. All these effects can produce not only the modification of the trap

occupation, but also the appearance of new defects and traps degrading the

structure electric properties.

• Fixed charges at the silicon-oxide interface (Qf ): These charges, which have

positive sign, are located in a narrow layer (10−20Å) of non-stoichiometric

SiO2 keeping its location fixed regardless of the gate bias. The quantity

is dependent on of the oxidation and annealing conditions. Their concen-

tration has to be below 1010cm−2 in <100> surfaces in order to consider a

good quality interface.

• Trapped charges in the gate oxide (Qox): These charges are associated to

present defects in the oxide, such as impurities or broken bonds, and they

are distributed all over the insulator volume. As in the previous ones,

they are independent of the gate bias and they can be removed by low

temperature annealing. The traps generated by any defect can be charged

due to the charges injected in the oxide by means of both the hot carrier

generation during the device operation or the electron-hole pair generation

in the SiO2 in x-ray processes. Furthermore, these trapped charges are

involved in the gate leakage described in depth in section 5.4, in which

the direct tunnel through the gate oxide and the trapping and detrapping

tunneling are bearing in mind. A trap density for a good quality gate oxide

is around 1012cm−2 in <100> wafer orientation.

• Charged centers by mobile ions (Qm): these centers are mainly created

because of the presence of the alkaline metal ions, such as the sodium or

the potassium. Due to its mobile nature, the electric field applied in the

gate attracts them to the silicon-oxide interface.

• Ionized impurities (QB): the gate voltage induces a band bending and

the channel impurities therefore are almost entirely polarized even for low

temperatures. This charge significantly affects the carrier mobility.
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The ionized impurities have been only taken into account in the parallelized

simulator used in the development of this thesis, because they are the principal

responsible of the Coulomb scattering due to its influence in the carrier trans-

port study. If the trapped charges in the gate oxide are included, they must be

contained in the resolution of the Poisson equation.

The description of the interaction between the electrons and the ionized im-

purities is based on the Brooks and Herring formalism [150], where the scattering

probability per unit time using the non-parabolic approximation is:

ΓC =

√
2NIZ

2q4m∗3/2

πεSi~4
(1 + αE)2 (1 + 2αE)

L2
D

(
4k4 + L2

D

) (3.36)

where NI is the ionized impurity density, Z is its charge, and LD is the Debye

length (being n0 the concentration of free carrier)

LD =

√
q2n0
εSikBT

. (3.37)

This scattering mechanism is anisotropic and hence the azimuthal angle φ

is randomly chosen between [0, 2π] whereas the polar angle θ, which is defined

between ~k and ~k′ directions, is given by:

cos θr = 1− 2(1− r)
1 + 4r k

2

L2
D

(3.38)

where r is a random number between [0, 1].

3.2.4.3 Surface roughness scattering

Interaction of carriers with the microscopic asperities of the semiconductor-oxide

interface is one of the scattering in MOSFETs, specially when the device is bi-

ased at large gate voltages and densities. If the simulation does not consider

quantum effects, the surface roughness scattering can be included as boundary

conditions for the transport in the oxide interfaces [133,151]. In this assumption,
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the interfaces behave as reflective surfaces where the electrons undergo a specular

reflections when they reach the interface of the high mobility channel, whereas

the electrons undergo a non-specular reflection if the surface roughness is very

large. In the latter case, the non-specular reflection can be modeled on different

approximations, such as diffusive reflection or backscattering, but keeping the

wave vector module.

However, if quantum effects are considered, the diffusive reflection models

become invalids because the maximum of the carrier distribution is located far

away from the interfaces [152]. It is therefore necessary to include quantum

corrections in order to simulate the surface roughness scattering.

There are two main aims to deal with in the study of this mechanism. Firstly,

the interface between the semiconductor and the oxide must be properly mod-

elled. Different studies show its experimental characterization and its conse-

quently modeling thanks to statistic parameters, and finally prove that the in-

terfaces can be generated based on pseudo-random exponential signals [153]. It

is also interesting from a variability point of view, the effect of two different in-

terfaces but with the same statistic parameter in the device performance [136].

As a result of that studio, there are similar variations in some important param-

eters, such as the threshold voltage or the drain current, when the performance

of both devices is compared due to the fluctuation in the shape of the interface.

Secondly, once the interface has been characterized, it is indispensable to develop

a model that replicates the experimental measures and introduces the effects of

the imperfect interfaces in the electrostatics and in the transport process.

The particular surface roughness model included in the simulator herein de-

scribed is based on the method described in [154]. This quantum approximation

takes into account a pseudo-2D electron gas where several subbands in each valley

can be occupied and it allows a quantitative study of this mechanism.
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As the channel thickness is reduced in Silicon-On-Insulator (SOI) devices, the

carriers undergo a strong confinement in the channel due to the gate insulator

and the buried oxide (BOX). This fact gets even more relevance for double gate

devices owing to the second gate. When the device thickness is smaller than

50nm, quantum effects start having a crucial role since there are some behaviors

that can only be explained by Quantum Mechanics. For this reason, the study

of these devices must be carefully carried out. When the quantum effects are

considered, the electron distribution in the channel is seriously affected changing

not only its maximum value, but also its distribution shape with respect to the

classical simulations. The main effects are a shift in the point of the maximum

concentration, which is located around 1nm from the interface inside the channel,

and a decrease in the channel inversion charge. In order to include these effects,

it is needed to self-consistently solve the equations that describe the electrostatic

and transport problem.

Nonetheless, new techniques are needed to be developed to appropriately

study the advanced architectures as the physical phenomena have more higher

complexity level. Accordingly, some high-level models are described in this chap-

ter in order to face this problem and deal with it successfully. In the first place, the
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synchronous-ensemble method is described in order to obtain an average quantity

from the simulation of a steady-state phenomenon using a N number of electrons

per particle in the Monte Carlo approach. Subsequently, the Multisubband En-

semble Monte Carlo (MS-EMC) simulator is described in detail where a multiple

energy minima in the band structures (valleys) with different energy subbands

are considered. In addition, this method analyzes arbitrary orientations in both

the transport and confinement directions. Then, the characteristics of the parallel

implementation included in this code are discussed in order to understand the ne-

cessity of a computational time reduction. The tool herein described has already

demonstrated its capabilities studying different advanced nanodevices [22–25].

Once our tool is deeply illustrated, some techniques for statistical enhance-

ment are described in order to develop a more realistic simulator. Firstly, the

boundary conditions for superparticles that reach the source and drain terminals

are characterized. The new superparticle must be injected in the device obeying

the Fermi-Dirac distribution function. Secondly, the energy-dependent weight for

superparticles are considered because the electrons tend to be at the less energy

levels and so the weight per particle for higher energy range should be lower.

4.1 Ensemble Monte Carlo

As mentioned in Section 3.2, for steady-state and homogeneous transport con-

ditions, it is sufficient to simulate the motion of one single electron (SPMC). In

general, by means of the ergodicity principle, a sufficiently long trajectory of this

sample electron will give us information on the behavior of the entire electron

gas. Nonetheless, when a simulation is carried out to study a transient and/or

a non-homogeneous phenomenon, it is necessary to simulate a large number of

electrons separately and then follow the successive and simultaneous calculation

of their dynamic motions during a small time increment ∆t. This procedure

is known as Ensemble Monte Carlo (EMC). One example of the necessity of

including EMC is electron transport in small devices. Its solution depends on

the spatial distribution of the magnitudes of interest, i.e. potential and carrier

density [155,156].

Each Monte Carlo superparticle is assigned a statistical weight which denotes

the number of electrons per superparticle. Accordingly, it is considered as a group
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composed of identical particles because all of them possess identical physical

quantity such as energy, velocity, wave vector, or position. Finally, the weight

must be adequately adjusted to a suitable number of superparticles since the

higher the number of superparticles, the longer the required computation time.

In order to analyze a transient simulation, we are going to consider the time-

dependent homogeneous electron gas. One case of especial interest is the study

of the dynamic response of the system when the applied field on the electron

gas changes. If the number of simulated electrons is large enough, it is possible

to calculate the distribution functions f(~k, t) or f(E, t) based on the histograms

which can be obtained from the electron wave vectors and energies in periodic

time steps. Broadly speaking, if we want to obtain the average value < A > of

the quantity A of interest, it can be estimated according to this sample ensemble

as a function of time and it will be representative of the average from the entire

gas:

< A >=
1

N

∑
i

A(t) (4.1)

where N is the total number of particles in the physical system. Figure 4.1

shows the schematic representation of a EMC simulation of a transient system.

Each horizontal line represents the trajectories of the N particles and each circle

on the horizontal lines shows the specific time at which scattering occurs to

this particle. The vertical lines represent the time intervals when the system is

observed.

The duration of the transient response (∆t) is not known at the beginning of

the simulation. Moreover, it is projected in the order of the largest characteristic

time of the electron system because the scattering rates must be updated with

the charge of the electron energy with time. This time generally depends on the

applied field and the temperature. A possible initial guess of this time in a high-

field simulations of the semiconductor transport can correspond to the energy

relaxation time or the repopulation time of each subband.

Other simulation of interest in the study of electronic devices is when the

system is dependent on the space (non-homogeneous phenomenon). The average

value of the quantity of interest in this case can be calculated as the previous one
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Figure 4.1: Schematic representation of a Ensemble Monte Carlo
(EMC) simulation of a transient system where each horizontal line
represents the trajectories of the N particles, each circle on the hori-
zontal lines shows the time at which scattering occurs to this particle,
and the vertical lines represent the time when the system is observed.

but the ensemble sample must be taken over particles at given positions instead

of as a function of time.

Finally, the whole simulation is divided in sub-histories or sub-groups for

transient or non-homogeneous systems, respectively, in order to estimate the

precision as mentioned for the SPMC (section 3.2).

The simulator used in this thesis is based on the Ensemble Monte Carlo

method, in particular it is defined as Multisubband Ensemble Monte Carlo. As

a consequence, the main characteristics of this multisubband simulator are going

to be deeply defined in the next Section as well as the mechanisms included to

enhance its statistical behavior.

4.2 Multisubband Ensemble Monte Carlo

The 2D Multisubbdand Ensemble Monte Carlo simulator is based on the mode-

space approximation of quantum transport [157], where the confinement and

transport problems are decoupled. Accordingly, the Schrödinger equation is

solved in the confinement direction, whereas the Boltzmann Transport Equation

(BTE) is solved in a semiclassical way in the transport plane. Both equations are

coupled to the Poisson equation to keep the self-consistency of the solution. The
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main drawback is the decoupling approximation itself because the insertion of

coherent phenomena in a direct way in order to study some particular architec-

tures is not possible. Nevertheless, the quantum transport effects can be included

in a separate way [26–29]. For this reason, another advantage of the MS-EMC

simulator is the ability to switch on and off the phenomena as they are included

in a separate routine after each iteration.

At the level of simulation domain, the device structure is divided into slices

along the confinement direction, which spreads from the source to the drain re-

gions in the transport direction as shown in Figure 4.2. Then, the 1D Schrödinger

equation is solved in each slice for all the valleys and subbands (jth) in the conduc-

tion band. From now on, despite different subbands are considered for different

valleys, we are going to refer them as ”subbands” in general in order to simplify

the discussion (no matter in which valleys they are contained). As a result of this

solution, it acquires the gradual change in the transport direction of the energy

level Ej(x) and the eigenfunctions Ψj(x, z) for each subband. The 2D BTE solves

the transport problem in the corresponding plane. The self-consistency of the so-

lution for these carriers is assumed by coupling these two equations to the 2D

Poisson equation. An analytical and non-parabolic approximation of the conduc-

tion band is evaluated for both the transport and the confinement problem [127].

In particular, the non-parabolic coefficient is chosen as α = 0.5eV −1 [124].

Figure 4.2: DGSOI structure analyzed in this chapter. 1D
Schrödinger equation is solved for each grid point in the transport
direction and BTE is solved by the MC method in the transport plane.

Figure 4.3 shows the flowchart of the MS-EMC simulator. The initial subband

populations and scattering rates are calculated from the eigenfunctions which are

the solution of the initial Schrödinger equation. In order to obtain the subband

population for each grid point in the transport direction, it is necessary to make
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a spatial allocation of all the particles in the grid employing the cloud-in-cell

method [158,159]. The subband population is compared with the density proba-

bility |Ψj(x, z)|2 and so the electron concentration (n(x, z)) can be calculated:

n(x, z) =

jMax∑
j=1

nj(x, z) · |Ψvs(z)|2, (4.2)

where jMax is the total number of subbands considered in all the valleys,

and nj(x, z) is the relative population of each subband.

Figure 4.3: Flowchart of the MS-EMC simulator where x is the
transport direction, z the confinement direction, n(x, z) and p(x, z)
are the electron and hole concentrations, respectively, Vn(x, z) is the
potential profile, Ej(x) is the subband energy, Ψj(x, z) are the sub-
band eigenfunctions, Sij are the scattering rates, subscript n stands
for the iteration number.

In accordance with the mode-space approximation, the drift field that the

electrons undergo during the transport motion can be reckoned as the energy

variation for each s− th subband and v− th valley in the corresponding direction

and it therefore is different for each subband:

−q~εs,v =
∂Es,v(x)

∂x
x̂. (4.3)

Once the Monte Carlo iterations have been started, it is essential to update
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the electrostatic potential Vn(x, z) after the transport blocks including the new

concentrations n(x, z) and p(x, z) in the Possion equation. Since the tool herein

described has been designed focusing mainly on unipolar devices, electrons and

holes are treated in a different manner. On the one hand, electrons are calculated

using Monte Carlo approach and, hence, the electron concentration n(x, z) is

calculated after the electron flight. On the other hand, since holes travel mostly

in the low field source region since they are mainly generated in this region, a drift

diffusion approach is used to describe them using as an input the potential profile

of the last iteration Vn−1(x, z). Going into the detail, and following the utilization

of the Scharfetter-Gummel discretization scheme [118], the hole concentration

p(x, z) comes from the continuity equation:

pm+1 − pm
dm

− div (Dp · ∇pm+1 + µp · pm+1 · ∇Ψm) +R (Ψm, nm, pm) = 0, (4.4)

where dm and pm are the time step and the hole concentration of the m itera-

tion, respectively, and R (Ψm, nm, pm) is the net carrier generation/recombination

term. The rest of the parameters has their usual meaning. Jp is calculated using

the drift diffusion equation 3.6.

The main drawback of MS-EMC simulator is the high computational time be-

cause the scattering table must be updated after the solution of the Schrödinger

equation in each iteration in order to keep the self-consistency. This updat-

ing is required due to changes of the energy levels and the eigenfunctions that

modify the scattering probabilities along the whole device. The change in the

subband distribution alters the allowed energy levels and the eigenfunctions vari-

ations modify the form factors in the scattering processes. Nonetheless, the main

advantage of this tool against NEGF approach continues to be the reasonable

computational time when scattering mechanisms and quantum effects on the ul-

trascaled devices are taken into account.
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4.3 Parallel implementation of Multisubband Ensem-

ble Monte Carlo

In general, the simulation in the engineering field needs higher computational

resources. The average computational time in the Monte Carlo simulator herein

developed is around one or two hours per 1ps of simulation time depending on

the computer. Parallelization techniques help to face this issue decreasing the

computational effort. The reduction of the simulation time has two main advan-

tages in the nanodevice research: first, the possibility of performing parametric

studies of the device properties in order to determine its performance because a

huge number of simulations are needed and so a reasonable times are wanted;

and second, the possibility of speeding up the elaboration of new models thanks

to the reduced time in the test versions. Moreover, if we consider the strong

advance that multi-core architectures have had in recent years, making available

to the user processors of up to 32 cores or even more, it seems logical that par-

allel simulators are developed to make the most of the available computational

resources.

The most common distributed system where the parallel code can be devel-

oped is the multicomputers, where each processor has a direct connection to its

own local memory. Their main drawback is that the processors have to establish

some explicit system of communication with each computer that allows the data

exchange. Clusters are an example of this system, where the MS-EMC herein

described is simulated. They are basically a collection of desktops or worksta-

tions connected through a high-performance network such as Gigabit Ethernet

or Myranet. This interconnect network generally does not have special measures

that ensure a high bandwidth, or failure protection.

In order to improve the computational time, the multi-core architectures take

advantage of the parallelism in desktop computers without the need to use ex-

pensive infrastructures. The strong development experienced by this type of

architecture in the last 10 years, from the first processors with two cores destined

for servers, desktop and laptop computers, up to the present ones that have up to

8 cores per processor [160], has converted the multi-core in the most common pro-

cessors presented in the high and mid-range equipment. Clusters with multi-core

architecture therefore are the best alternative to the expensive MPPs (Massively
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Parallel Processors). The typical structure of these processors is based on several

cores which process the instructions and several levels of memory that can be

dedicated or shared.

Currently, OpenMP is the parallel standard for shared-memory system pro-

gramming [161–163] and, hence, this language was chosen to parallelize our MS-

EMC tool in order to run it on multi-core processors. OpenMP is a collection

of directives, libraries and environment variables for programs in Fortran, C and

C++.

It is based on the fork-join parallel execution model. The program begins

its running with a single thread, called master, which when the first parallel

construction is found creates a set of n threads that together with the master

distribute the work of execution. Once the parallel region is finished, only the

master continues the execution (sequential running) and the threads are deleted.

This directive language is generally used for the parallelization of loops. The

procedure is to search the most costly computational loops and then the threads

distribute the loop iterations. During the execution of the parallel region, the

threads are communicated through shared variables. One has to be very careful

when programming because data sharing can lead to poor program behavior due

to concurrent access from different threads. The way to avoid this is by using

synchronization directives that have the disadvantage of being computationally

costly, so we should try to avoid them. For this reason, the OpenMP programming

consists basically of three elements: the control of parallelism, the control of the

synchronization, and finally, the control of data and communications.

Figure 4.4 shows the flowchart of the MS-EMC simulator including the par-

allelized code where the most costly computational blocks have been run by

different threads. The drawback of this technique is that transport simulation

is a sequential process and so the results obtained during the calculation of one

module are used in the next one. Additionally, some blocks are not parallelized

and so they are executed only by the master node because some of them have de-

pendence on their own iterations, such as disk access subroutines, or other blocks

have a very low computational cost and it is not worth paralleling, such as the

2D Poisson equation and the Drift-Diffusion for holes module. Consequently, it

is necessary to establish a synchronization element between the threads in order

to prevent calls to the following subroutines before the last thread has left the

Development of a MS-EMC simulator for nanometric transistors 65



Chapter 4. Multisubband Ensemble Monte Carlo and Techniques for statistical
enhancement

Figure 4.4: Flowchart of the MS-EMC simulator including the par-
allelized code.

previous one. This element is known as barrier.

In this tool, the solution of the Schrödinger equation and the scattering rate

table calculation are the most costly computational block and they are completely

parallelized. The solution of the Schrödinger equation in each slice can be cal-

culated in different threads, likewise the scattering probabilities in each device

location can be independently obtained after getting the wave function. The par-

allelization of both blocks is the main advantage of our MS-EMC simulator in a

computational efficiency point of view.

Figure 4.5 represents the impact of the parallelization in the simulation time

of the simulator 2D MS-EMC as a function of the number of cores for different

steady state simulations of 1ps duration, with different values of variable scsc [35].

There are two main ideas in which the optimization can reduce the computational

load of the total simulation time.

On the one hand, the variable scsc sets the number of iterations for which

the solution of the Schrödinger equation and the update of the scattering table

are calculated in a self-consistent way. For low values of scsc, such as 1 or 2,

the self-consistency is very high and the computational load of the optimized

modules is very significant. However, when the value of the scsc variable is very

high, the computational load of the optimized blocks is greater and the effects of
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Figure 4.5: Impact of the parallelization in the simulation time of
the simulator 2D MS-EMC as a function of the number of cores for
different simulations of a steady state of 1ps duration, with different
values of variable scsc. Figure extracted from [35]

the optimization are greater. A very high value of scsc is not desirable because

it implies a lower self-consistency which is one of the main characteristics of this

simulator.

On the other hand, a sequential simulation for a value of scsc = 1 which

execution time is approximately 8000 seconds can be reduced to about 1000

seconds when 8 cores are used. On the contrary, if the simulation time is required

to be less than 1000 seconds in a sequential machine, the self-consistence would

be decreased to values of scsc > 8.

These results show the advantages of using parallelism in the simulation de-

sign. In addition to the fact that the simulators are faster, they also save a

considerable time to the code developers that implement new physical models in

the simulator due to the reduction of the execution time in the test simulations.

4.4 Fermi-Dirac injection in source and drain

As already mentioned in Section 3.2, the Boltzmann Transport Equation (BTE) is

an integro-differential equation which calculates the carrier distribution f(~r,~k, t).

The Monte Carlo method solves the BTE by tracing the motion of particles in

the simulation space. Imposing the boundary conditions on the BTE in the
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frame of this tool means that rules must be defined in order to handle the events

that occur when the particles reach the boundary of the simulation domain of

the interfaces between regions with different physical properties. The choice of

incorrect boundary conditions can produce an undesired behavior in the carrier

distribution.

The most common boundary conditions are: reflecting, absorbing, injecting,

and looping boundaries (Figure 4.6) [147, 164–168]. In the reflecting boundary

case, the particles that hit the boundary are reflected. It is often used at the

Si − SiO2 interface in classical EMC codes. On the contrary, the particles are

removed from the simulation domain when they reach the boundary in the ab-

sorbing boundary case. The injecting contacts steadily injects carrier with a given

momentum distribution inside the simulation domain at the beginning of each

time step. The injection contacts can behave either as reflecting or absorbing

for the carriers in the simulation domain. The last case of boundary conditions

is the looping contacts, which consist of a pair of a coupled interfaces such that

carriers exit the simulation domain from on side and then re-enter the domain at

the other side.

Figure 4.6: Different boundary conditions implemented in Monte
Carlo simulator for free-carriers.

The boundary condition used in the source and drain contacts, also known as

ohmic contacts, in the MS-EMC simulator herein described is the mixing of the

absorbing/injecting ones. In particular, this condition is used in the free-flight

subroutine inside the Monte Carlo Transport block in Figure 4.3.

The initial version of this tool is based on Tomizawa’s description [128] where

the development of a Monte Carlo simulator in semiconductor devices is ex-
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plained. In the proposed description, the free-flight subroutine simulates the car-

rier motion and selects the particles absorbed by the source and drain contacts

as erasable. Once finalized, other subroutine evaluates the number of particles

inside the device erasing all those that have left the contacts. This latter subrou-

tine is also responsible for maintaining carrier neutrality in the surrounding of

the source and drain ohmic contacts, absorbing or injecting the required number

of particles.

Nonetheless, both subroutines have been joined with the intention of optimiz-

ing the code during the parallelization of the 2D simulator. In this way, they can

be implemented in a single loop in two steps reducing the computational cost.

Firstly, the carrier free-flights are putting into practice in the same way that in

the previous version. The difference now is that the superparticles exiting the

drain are used again for injection with the corresponding new values into the

source and, correspondingly, those leaving the source are injected back into the

drain. The index of a exiting superparticle can be reused without any matrix

reorganization process by a injected superparticle with new transport properties.

This procedure also allows the use of parallel code and the optimization of the

computational cost. When a superparticle is injected by a contact, the neutrality

condition of the carrier is evaluated. In case the injected superparticle does not

fulfill this condition, it is marked to be erased at the end of the loop. Thanks to

this improvement, when the free-flight is completed, we will only have to erase

the marked superparticles and evaluate again the charge neutrality condition in

the contacts. If the number of superparticles injected into the contacts is not

enough to fulfill the carrier neutrality condition, the remaining superparticles are

injected to fulfill that condition. Finally, each superparticle should be given a

proper weight before the injection to satisfy the conservation of total charge as

described in the next Section 4.5.

Regarding the carrier distribution, two statistics can be assumed: the equi-

librium Maxwell-Boltzmann or the Fermi-Dirac statistics. On the one hand, the

equilibrium Maxwell-Boltzmann statistic describes a thermal isotropic injection.

The carrier distribution function fMB(Ek) using this statistics is given by:

Development of a MS-EMC simulator for nanometric transistors 69



Chapter 4. Multisubband Ensemble Monte Carlo and Techniques for statistical
enhancement

fMB(E) =
1

exp
(
E−EF
kBT

)
− 1

, (4.5)

being the −1 commonly neglected. The superparticle must be absolutely de-

fined before being injected in a particular subband at the source or drain contact

in the simulation space by means of three parameters: the angle in which the

superparticle is going to be injected ϕ, the kinetic energy Ek, and the superpar-

ticle velocity in the direction normal to the interface vx. The angle is randomly

calculated in the interval ϕ ∈ [0, 2π]. In addition, due to the thermal condition,

the kinetic energy can be selected using a random number r ∈ [0, 1] by a uniform

distribution Ek = −kBT ln(r). In general, the velocity of a superparticle in the

device is calculated from the kinetic energy and the wave vector. The wave vector

in a superparticle for a non-parabolic subband in the crystal coordinates is:

~k′ =

√
2Ek(1 + αEk)q

~
(4.6)

where α is the non-parabolic parameter. Then, the wave vector ~k′ is divided

into its transport and confinement coordinates, which effective transport and

confinement masses are m′x and m′z, respectively, according to the angle ϕ:

k′x = ~k′cos(ϕ)
√
m′x; k′z = ~k′sin(ϕ)

√
m′z (4.7)

Thus, the superparticle velocity in the crystal is given by:

v′x = k′x
~
m′x

1

1 + 2αEk
; v′z = k′z

~
m′z

1

1 + 2αEk
(4.8)

Finally, a change in the coordinates between the crystal and the device orien-

tation are required being θ the angle between them. Assuming that the direction
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normal to the interface is the x direction in the transport plane, the velocity of

a superparticle in the device is calculated as:

vx = v′xcos(θ) + v′zsin(θ) =

√
2Ek(1 + αEk)q

1 + 2αEk

[
cos(ϕ)cos(θ)√

m′x
+
sin(ϕ)sin(θ)√

m′z

]
(4.9)

On the other hand, injecting particles according to an equilibrium distribu-

tion may be inconsistent with the out-of-equilibrium regime inside the device.

Accordingly, the Fermi-Dirac statistic is a more adequate guess but it introduces

higher computational cost. This statistic also is an equilibrium distribution but

it is a better conjecture in degenerate or quasi-degenerate systems such as the

source and drain region due to their high doping. In these regions, the Fermi

levels is very close or even inside the conduction band. The probability of in-

jecting superparticles with a given state is required in order to determine the

superparticle parameters. It is proportional to the group velocity in the direction

normal to the interface and the Fermi-Dirac carrier distribution function fFD(E).

The probability is different for each subband and so it can be calculated more

generally according to the kinetic energy (Ek) instead of the total energy (E):

pFD(Ek) = fFD(Ek)vx(Ek) (4.10)

where fFD(Ek) has been reformulated according the kinetic energy instead of

the total energy which include the subband energy Es:

fFD(Ek) =
1

1 + exp
(
Ek+Es−EF

kBT

) (4.11)

In this approximation, the superparticle angle depends on the angle between

the crystal and device orientation θ: ϕ ∈ [θ − π
2 , θ + π

2 ]. In consequence, the

probability of a superparticle crossing a surface depends on its kinetic energy
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and its angle of motion and it can be calculated by introducing the equation 4.9

and the ϕ dependence in pFD(Ek):

pFD(Ek) = fFD(Ek)

√
2Ek(1 + αEk)q

1 + 2αEk

∫ θ+π
2

θ−π
2

[
cos(ϕ)cos(θ)√

m′x
+
sin(ϕ)sin(θ)√

m′z

]
dϕ

= fFD(Ek)

√
2Ek(1 + αEk)q

1 + 2αEk

[
1 + cos(2θ)√

m′x
+

1− cos(2θ)√
m′z

]
(4.12)

Once this probability is determined, the kinetic energy and the angle ϕ are

randomly chosen using the direct technique in the generation of random numbers

with given probability distribution function [144, 145] as described for the self-

scattering in section 3.2.2.

Figure 4.7: Probability pFD of injecting superparticles given by
the equation 4.12 and both the Maxwell-Boltzmann and Fermi-Dirac
statistics as a function of the kinetic energy. The device analyzed is
a DGSOI with LG = 15nm, TSi = 3nm, and VDS = 1V . The first
subband of the ∆2 valley is considered.

Figure 4.7 shows the probability pFD of injecting superparticles given by the

equation 4.12 and both the Maxwell-Boltzmann and Fermi-Dirac statistics as
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a function of the kinetic energy for the first subband (valley ∆2) of a DGSOI

with LG = 15nm, TSi = 3nm, VDS = 1V , a gate oxide with Equivalent Oxide

Thickness EOT = 1nm, and gate work function of 4.385eV, which is depicted in

Figure 4.2. The most likely kinetic energy of a superparticle that is injected in

the device is around 0.8eV using Fermi-Dirac statistics, whereas the maximum

value is around 0eV using Maxwell-Boltzmann statistics. Subsequently, there is

a difference in terms of kinetic energy of a superparticle when choosing between

both carrier distribution functions especially highly doped regions as source and

drain. As a result, the injection velocity is higher for higher kinetic energy and,

hence, the superparticles velocity in the direction normal to the interface (vx) is

also higher for the Fermi-Dirac statistic than for the Maxwell-Boltzmann one in

the channel (Figure 4.8).

Figure 4.8: Average velocity in the direction normal to the interface
(vx) for both statistics the Maxwell-Boltzmann and the Fermi-Dirac.
The device analyzed is a DGSOI with LG = 15nm, TSi = 3nm, VDS =
1V , and VGS = 0.3V .

In general, the drain current in Monte Carlo simulators is calculated by mul-

tiplying the velocity by the number of superparticles in the center of the channel.

Subsequently, another consequence when choosing between both carrier distribu-

tion functions is that the resulting ID is higher for the Fermi-Dirac statistic than

for the Maxwell-Boltzmann one as shown in Figure 4.9. This effect is even more
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remarkable for lower gate bias.

Figure 4.9: IDvs.VGS in the DGSOI device with LG = 15nm and
TSi = 3nm at saturation regime taking into account for both statistics
the Maxwell-Boltzmann and the Fermi-Dirac.

4.5 Energy-dependent weight for superparticles

As mentioned in Chapter 2, electronic devices have been scaled down in order to

meet Social requirements. Device dimensions and supply voltages have been also

decreased according with the scaling strategies. Consequently, small channel de-

vices present generally higher electric fields and so higher electron energy. These

carriers, which are also known as tail electrons, have higher energy than a critical

energy level corresponding to the voltage bias. They can also create reliability

problems and have influence over the carrier distribution. Despite the frequency

of these tail electrons is very poor compared to the common ones, they introduce

a stochastic noise in the MS-EMC (like any other method using random numbers)

in predefined regions by maintaining a given number of particles in these high

energy regions.

Subsequently, a weight redistribution technique [169–171] is needed to improve

the statistics of the high energy tails for the simulated particles. In the MS-EMC
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tool, each superparticle is assigned a weight which denotes the number of electrons

comprising the superparticle. In order to increase the number of high energy

electrons, when a new superparticle in going to be included in the simulation

domain with a energy level higher than a critical energy, a lower weight than for

the low energy superparticles is assigned. In this case, the simulation has two

type of superparticles which are energy-dependent for each subband: heavy and

light weighted superparticles. The difference between both superparticles can be

quantified by several orders of magnitudes.

In this hypothesis, a higher number of superparticles but with lower electrons

per particle is included in the tail area and so the stochastic noise is solved

because the statistical average is calculated including a major number of samples.

By way of explanation, several superparticles fill the high energy area instead of

containing only one superparticle with a particular kinetic energy and velocity,

as depicted in Figure 4.10 where an example of an energy tail area is represented.

In the left part of this Figure 4.10, a large number of superparticles with light

weight fills completely the area and, hence, the statistical average can include

different kinetic energy and velocities. In the right part, only one heavy weighted

superparticle should bear in mind in the statistical calculation introducing the

stochastic noise.

Figure 4.10: Schematic representation of a energy tail area which is
filled by light (left) and heavy (right) weight superparticles.

The critical energy is calculated in consonance with the voltage bias for each

subband. The energy subbands are modified by the gate and drain voltages and

so the superparticles are divided into heavy or light if the barrier is high enough.

In the case the potential barrier is tiny, the thermionic current is very hight and

all the new superparticles can be considered as heavy weight because they do not
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have influence over the stochastic noise. Thus, this assumption therefore is only

required at low voltage bias.

It is important to highlight in this point that the weight assignment is only

considered in two scenarios. Firstly, when the superparticles are initialized in the

simulation (Init Particles block in Figure 4.3), their weight is assigned according

to the comparison between their initial energy and the subband energy. Secondly,

when the superparticle is going to be injected in the device because it has reached

either the source or the drain, the weight is calculated according to the energy

resulting to the Fermi-Dirac statistics for this particular subband (as aforemen-

tioned in Section 4.4). Otherwise, the weight change is a forbidden action owing

to the conservation of the total weight. In other words, the superparticle weight

remains constant during its flight in the device.

Additionally, the conservation of the total charge has been regarded in the

Monte Carlo iterations as the conservation of the total weight in the whole de-

vice. For this reason, the removed electrons, which are originated from injecting

a new light weight superparticle instead of a heavy one, are injected in other

superparticles.

Apparently, the main drawback of this method is that the computational time

is wasted by simulation particles with low weight. However, as the injection or

initialization of superparticles with high energy are rare events, the number of

them are much lower than the heavy weight superparticle. It does not therefore

introduce a significant modification of the simulation time, whereas dramatically

enhance the statistics of the system.

In order to study how this new model affects the device performance, a DGSOI

transistor has been simulated (Figure 4.2). The device parameters are the same

values as in the previous Section 4.4: LG = 15nm, TSi = 3nm, a gate oxide with

Equivalent Oxide Thickness EOT = 1nm, and gate work function of 4.385eV.

The subtle but relevant difference is, how this effect is more remarkable for low

bias, the study has been carried out at low drain regime (VDS = 100mV ) in this

Section instead of using saturation regime as in Section 4.4.

The effect of the superparticle weight distribution can be easily understood

in Figure 4.11 where the electron distribution from the fundamental subband as

a function of total energy is represented for both models. Nevertheless, there is

no difference in the total number of carriers in the whole device since the energy-
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Figure 4.11: Electron distribution in arbitrary units in the lower
energy subband as a function of total energy in the DGSOI device with
LG = 15nm, TSi = 3nm, VGS = 0.3V , and VDS = 100mV including
both models: when the superparticles have the same weight (left) and
when energy-dependent weight for superparticles is considered (right).

dependent weight model satisfies the conservation of total charge as depicted in

Figure 4.12. In other words, the electrons are located in the same region but with

a more realistic energy.

Finally, the influence of this model on the drain current (ID) is analyzed in

Figure 4.13. This model dramatically reduces the stochastic noise in most of

the relevant energy range because the statistic is dominated by the superparticle

with the higher weight. For this reason, the drain current is lower when the

superparticle weight is calculated according to its energy due to the increase of

the rare events. Furthermore, the difference in the ID between both models is

mainly observable for lower gate bias as predicted.

4.6 Conclusions

In this Chapter we have deeply illustrated a description of the MS-EMC tool and

some techniques for computational time reduction and statistical enhancement.

As the electronic devices have been scaled down, the development of new models

Development of a MS-EMC simulator for nanometric transistors 77



Chapter 4. Multisubband Ensemble Monte Carlo and Techniques for statistical
enhancement

Figure 4.12: Electron distribution in the DGSOI device with LG =
15nm, TSi = 3nm, VGS = 0.3V , and VDS = 100mV taking into
account both models: when the superparticles have the same weight
and when energy-dependent weight for superparticles is considered.

Figure 4.13: IDvs.VGS in the DGSOI device with LG = 15nm and
TSi = 3nm at low drain bias regime taking into account both mod-
els: when the superparticles have the same weight and when energy-
dependent weight for superparticles is considered.
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is necessary in order to study their physical phenomena. In particular, when a

simulation is carried out to study a transient and/or a non-homogeneous phe-

nomenon, it is necessary to simulate a large number of electrons separately. This

procedure is known as Ensemble Monte Carlo (EMC). Moreover, the inclusion of

several subbands in each valley is required due to the high electron confinement

in the novel architectures. This assumption has been developed in our MS-EMC

tool allowing us to study different advanced nanodevices including new scatter-

ing models. In addition, this simulator has been parallelized using the OpenMP

standard in order to reduce the computational cost. This enhancement has two

main advantages: the study of more complex devices in a reasonable simulation

time, and the possibility of speeding up the elaboration of new models thanks

to the reduced time in the test versions. Then, a new method for the boundary

conditions in the ohmic contacts is introduced. The superparticles are consid-

ered to enter in the device space for the source/drain if they reach the other

contact. The parameters that describe the superparticle motion are calculated

using the Maxwell-Boltzmann and the Fermi-Dirac statistics being the second

one which give a more accurate picture of the distribution function. Finally, the

energy-dependent weight model is described in order to reduce the stochastic

noise that the superparticles with very high energy include in the device perfor-

mance. These high energy superparticles can be defined as rare events and so

their weight should be reduced.
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Tunneling Mechanisms

5.1 Introduction

As mentioned in Chapter 2, conventional CMOS devices have been scaled for

more than 40 years in order to achieve higher density and performance, and

lower power consumption. In particular, the supply voltage VDD has to be scaled

down in order to keep the internal electric fields and power consumption under

control. Accordingly, the transistor threshold voltage (Vth) has to be adequately

scaled to maintain a high drain current and achieve the performance improve-

ment. Nonetheless, a Vth reduction can result in a substantial increase of the

subthreshold leakage current [172].

Furthermore, as the device dimensions decreases, the MOSFET performance

is degraded due to the appearance of the short-channel effects (SCEs). They

involve the loss of channel control over the gate terminal and the increase of

the drain effect, being the variation of the threshold voltage as a function of the

channel length reduction one of the main effects to study.

SCEs not only have influence on the Vth, but also on the subthreshold char-

acteristics. The variation of the subthreshold leakage current can be indicated by

two parameters: the subthreshold swing (SS) and the transistor off-state current

(IOFF ). Firstly, SS is the inverse of the slope of VGS versus ID in the weak

inversion state that is, the reciprocal value of the subthreshold slope (Sth). In

addition, the SS can describe the device efficiency of reaching the off-state when

the gate voltage is decreased below Vth. As introduced in Section 2.2, the down-
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scaling of VDD requires an increase in the SS which means that the shift between

the off and on state in a device is higher and so the efficiency is decreased. It

therefore implies a scaling limit for the supply voltage. Another parameter is the

transistor off-state current, IOFF , which matches with the drain current when

the gate voltage is zero. IOFF is dominated by leakage from the drain-well and

well-substrate reverse-bias pn junctions in the long-channel devices. However,

the reduction of the power supply and, hence, the Vth in short-channel devices

forces a large increase of IOFF owing to a weak inversion state leakage. As a

conclusion, the main goal is to optimize the device structure in order to minimize

the off-current leakage while maximizing the linear and saturation drain current.

Figure 5.1: IDvs.VGS for a conventional MOSFET with gate length
LG = 50nm at low and high drain bias showing some device param-
eters: the gate-induced drain leakage (GIDL), the transistor off-state
current (IOFF ), the subthreshold swing (SS), and the drain-induced
barrier lowering (DIBL).

Figure 5.1 shows a typical IDvs.VGS curve for a conventional MOSFET with

gate length LG = 50nm at low and high drain bias where SS and IOFF are

represented as well as other two effects which are influenced by the scaled charac-

teristics and they are also particular to the small geometries in the short-channel

devices. These effects are more noticeable for higher drain current. On the one

hand, the gate-induced drain leakage (GIDL) increases the drain current in the

off-state due to the depletion edge at the surface below the gate-drain overlap

region. On the other hand, drain-induced barrier lowering (DIBL) results in a
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notable increase in the drain current due to the extension of the drain to channel

depletion region as the drain voltage increases. Moreover, the IOFF increase is

typically due to the channel surface current caused by DIBL effect.

As a introduction of this chapter, Figure 5.2 shows different leakage current

components and mechanisms in deep-subnanometer transistors, contributing to

the off-state current (not just the current from the drain terminal). They are

divided into six short-channel leakage mechanisms [15], namely, the subthreshold

leakage (I1), the reverse-bias pn junction leakage (I2), the gate oxide tunneling

current (I3), the gate current due to the injection of hot carriers from the substrate

to gate oxide (I4), the gate-induced drain leakage (GIDL) (I5), and finally the

channel punchthrough current (I6). Currents I2 and I3 are both on-state and

off-state current mechanisms, whereas I1, I5 and I6 occur only in OFF state. I4

happens typically during the transition between the transistor bias states.

Figure 5.2: Summary of leakage current mechanisms of deep-
subnanometer transistors: the subthreshold leakage (I1), the reverse-
bias pn junction leakage (I2), the oxide tunneling current (I3), the
gate current due to the injection of hot carriers from the substrate to
gate oxide (I4), the gate-induced drain leakage (GIDL) (I5), and the
channel punchthrough current (I6).

The subthreshold leakage (I1) occurs between the source and the drain region

in weak inversion [173]. When the gate voltage is below Vth, the minority carrier

concentration is very small and thus some carriers can undergo a thermionic

emission owing to the diffusion current.
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Some other effects modify this current mainly due to the change in the re-

quired attributes in a short-channel device in order to turn it on and, conse-

quently, threshold voltage varies. DIBL provokes the reduction of the barrier

height when a high drain bias is applied, resulting in further Vth decrease [173].

Then, the body effect increases Vth because the reverse biasing well-to-source

junction of a conventional MOSFET extends the bulk depletion region [174].

Other example is the Vth roll-off which is caused by the reduction of the thresh-

old voltage when the channel length decreases [173]. As the distance between

source and drain decreases, their depletion regions can penetrate into the chan-

nel length. Subsequently, part of the channel is depleted in the off-state and,

hence, the gate voltage has to invert less bulk charge to turn the transistor on.

In general, none of the above change the subthreshold swing, but there are

another effects that modulate this parameter. One of them is the narrow-width

effect because the manufacturing processes of the small gate width alter both the

Vth and the SS [14, 175, 176]. In addition, the effect of temperature increases

the heat generation and thereby SS linearly increases with temperature and Vth

decreases [173]. This dependence is of especial interest in digital very large scale

integration (VLSI), since circuits operate at high temperature.

Another phenomenon that increases the subthreshold leakage current (I1)

is mainly motivated by the narrow potential barrier between the source and the

drain as the dimensions of the electronic devices are reduced. In general, electrons

with lower energy than the potential barrier at this position must undergo a

backscattering in long-channel devices, whereas the ones in the short channel can

also go through the barrier. This quantum effect is known as the Source-to-Drain

tunneling (S/D tunneling) and it reduces the number of electrons that surmount

the potential barrier because they can go through it, resulting in a modification of

the potential barrier and so a Vth reduction. The inclusion of this quantum effect

in the transport direction plays an important role in the extensive research of

scaled electronic devices when transistors approach to nanometer scales since S/D

tunneling is presented as a scaling limit [30,31]. This phenomenon is thoroughly

described in section 5.2 as well as a study of how it affects different technological

architectures with the goal of determining the degradation included in each one.

Drain and source to well junctions are typically reverse biased, causing the

reverse-bias pn junction leakage current (I2). This current has two main com-
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ponents: one is minority carrier diffusion-drift near the depletion region edge,

the other one is due to the electron-hole pair generation in the depletion region

of the reverse-biased junction [20]. If both n and p regions are heavily doped

and the doping profiles are abrupt, band-to-band tunneling (BTBT) dominates

the pn junction leakage [21]. In conventional MOSFET scaling, tunneling phe-

nomena from heavily doped junctions results in parasitic leakage currents and,

as the device dimensions are scaled down, the BTBT current is even more signif-

icant. However, this process is precisely the working principle of some attractive

devices such as the tunnel field-effect transistor (TFET) and it therefore is no

longer an unwanted parasitic effect. This leakage mechanism is meticulously de-

tailed in section 5.3 where a model for this phenomenon has been successfully

implemented into the MS-EMC simulator. Then, it is applied to ultra-scaled

silicon-based n-type TFETs taking into consideration that the BTBT current in

silicon involves the emission or absorption of phonons, since it is an indirect band

gap semiconductor.

Subsequently, the oxide thickness has to be also reduced proportionally to the

channel length in order to maintain a reasonable SCEs immunity in accordance to

the scaling strategies. Nonetheless, the oxide thickness reduction involves a higher

electric field across the ultra-thin insulator. This fact leads to the possibility that

charge carriers can overcome the barrier for transport set up, resulting in the

tunneling of carriers through the gate oxide [15, 21]. The increase of the leakage

current through the insulator limits the use of SiO2 as the common insulator

material for oxide thicknesses below 2nm. Consequently, the employment of high–

κ materials has been recognized as the best alternative and they are currently

being kept in mind in the commercialization of the last generation devices. The

gate leakage current can be divided into two major contributions: the gate oxide

tunneling current from the substrate to the gate contact (I3), and the injection

of hot carriers from the substrate to gate oxide (I4). A gate leakage mechanism

(GLM) model is deeply described in Section 5.4 including direct and trap assisted

tunneling by means of a MS-EMC code. Moreover, it is necessary to bear in mind

this phenomenon in conventional devices at such a small scale to understand their

performance. For this reason, a comparative of different transistor architectures

is provided in Section 5.4.3.

The aforementioned gate-induced drain leakage (GIDL) (I5) is the immedi-
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ately leakage current in Figure 5.2. This phenomenon is caused by the high field

effect in the drain-substrate junction of a MOS transistor. Figure 5.3 shows a

schematic example of the GIDL current in a conventional MOS. Firstly, when

the gate is biased to form an accumulation layer at the silicon surface, it behaves

like a p-region more heavily doped than the substrate due to the presence of the

accumulated holes at the interface. Hence, the depletion layer is much narrower

near the surface, increasing the local electric field in that region. Then, if the

drain bias is increased, the drain region under the gate can be depleted and even

inverted as shown in Figure 5.3 (right). As a consequence of all these effects,

minority carriers are emitted in the drain region under the gate. Eventually,

they are swept laterally from the depletion layer owing to the lower potential in

the substrate for minority carriers, producing the GIDL current [15, 21]. This

phenomenon is enhanced for a thinner oxide thickness and a higher drain voltage

because a higher potential between the gate and the drain is created and so the

electric field increases. The most promising solution to minimize GIDL is the

choice of a very high and abrupt drain doping [177].

Figure 5.3: Condition of the depletion region near the drain-gate
overlap region of MOS transistor when surface is accumulated with
negative gate bias (left), and n+ region is depleted or inverted with
high negative bias (right).

Finally, the channel punchthrough current (I6) completes the leakage current

components in Figure 5.2. The depletion regions under the source and the drain

extend into the channel due to the proximity between the source and the drain

in short-channel devices. In addition, if the drain bias is increased, the distance

between these regions decreases and they can be even merged. When both de-

pletion regions are mixed, some majority carriers in the source cross the energy
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barrier and, hence, the drain can collect them. Subsequently, the punchthrough

current results in an increase of the subthreshold leakage current and a degrada-

tion of SS. It usually occurs under the surface because of the depletion region

shape [14] as depicted in Figure 5.3 (right).
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5.2 Direct Source to Drain tunneling

5.2.1 Introduction

The study of quantum effects in conventional and new architectures becomes

mandatory to determine which is the best candidate to extend the end of the

roadmap. Quantum effects in the confinement direction were taken into ac-

count in a first step as the channel thickness was reduced to improve scalability.

Nonetheless, due to the channel length dimensions of the devices produced nowa-

days, quantum effects in the transport direction must be included in order to

improve predictability.

In particular, Source-to-Drain tunneling (S/D tunneling) has been presented

as a scaling limit effect in ballistic non-equilibrium Green’s Function (NEGF)

studies [30]. Furthermore, it will distort the MOSFET operation at transistor

channel lengths around 3nm [31]. When an electron with total energy smaller

than the S/D barrier reaches this region, there is a possibility of going through the

barrier instead of rebounding as classical dynamics predicts. This phenomenon

introduces population under the potential barrier of the subbands, which is a

forbidden region for electrons if a classical description is used. It therefore mod-

ifies the height of the potential barrier and increases the subthreshold current.

In addition, the number of electrons affected by this effect is random. In other

words, it produces a deviation in the performance of the electronic device and

introduces noise. This effect is of special interest when the operation regime is

near-threshold because the leakage current increases and the threshold voltage

(Vth) decreases [27].

The following section gives a detailed overview of the code developed to carry

out our research. Specifically, a deep description of the S/D tunneling algorithm

is provided to explain the transmission probability and the motion of an elec-

tron which undergoes this effect. Subsequently, a meticulous comparison among

FDSOI, DGSOI and FinFET when S/D tunneling is included by means of a

MS-EMC simulator is analyzed. This study is very relevant in determining the

impact of this quantum effect on these different architectures. It will be shown

that the addition of multiple gates in the device architectures and its orientation

have different influence on the S/D tunneling and, consequently, on the device

characteristics.
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5.2.2 Simulation set-up

The fundamentals of the free-flight of an electron in Monte Carlo algorithms

establish that the motion of an electron in the transport direction finishes because

of the random choice of a scattering event. After each flight of an electron, its

new position is calculated. In a semiclassical approximation (Figure 5.4(a)), if the

total energy of this electron is higher than the potential barrier at this position,

the electron goes from source to drain by thermionic emission. However, if the

electron is located at the same position but its energy is lower than the maximum

of the potential barrier, it would rebound from it suffering a backscattering or

would go from the source to the drain through it due to S/D tunneling.

To establish whether an electron is going to undergo this quantum effect or

not, it is necessary to determine the probability of tunneling through the barrier

at a specific energy (Figure 5.4(b)). This probability is equivalent to the trans-

mission coefficient because it calculates the number of electrons that is going to

undergo S/D tunneling respect to the total number of electrons with lower en-

ergy than the top of the potential barrier in the same region. The transmission

coefficient Tdt(E) is defined as the ratio of the quantum mechanical current den-

sity due to a wave impinging on a potential barrier and the transmitted current

density. By way of explanation, it is a measure for the probability of a particle,

described by a wave package, to penetrate a potential barrier.

In this work, the Wentzel-Kramers-Brillouin (WKB) approximation [32, 33]

has been applied in order to calculate the tunneling probability of the electron

Tdt. The huge advantage of the WKB transmission coefficient is that its numer-

ical evaluation involves only small computational effort because it is based on

a transfer-matrix method [178, 179]. Firstly, the calculation of Tdt(E) through

an arbitrarily shaped barrier is carried out by approximating the barrier as a

series of piecewise constant rectangular barriers, for which the transmitted quan-

tum current density can be determined. Then, it is integrated over this series of

infinitesimal barriers.

As a result, the tunneling probability of the electron Tdt using the WKB

approximation [32,33] is given by:
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Tdt(E) = exp

{
−2

~

∫ b

a

√
2m∗tr(Ei(x)− E) dx

}
. (5.1)

Where a and b are the starting and ending points, E and m∗tr are the energy

perpendicular to the potential barrier and transport effective mass of the electron,

respectively, and Ei(x) the energy of the i-th subband. In general, a particle that

tunnels through the band gap is described by a wave function with complex

wave vector ~k, whereas the imaginary part of ~k describes the dampening of the

evanescent wave within the tunneling barrier. It enters the above formula for

the transmission coefficient, Equation 5.1, and is given by ~k = 2m∗tr(Ei(x)− E).

Thus, Tdt(E) strongly depends on the relation ~k(E), which can be extracted from

the dispersion relation in the band gap. For the S/D tunneling, this relation is

the potential barrier structure.

This approximation has already been used to study S/D tunneling in other

electronic devices [180]. In this work, the MS-EMC simulator offers a detailed

description of subband structure. Consequently, Tdt has been calculated for each

electron bearing in mind the minimum of the energy of its subband instead of

the conduction band [181].

Once the tunnel probability is known, a rejection technique is used to deter-

minate whether the electron will tunnel or not. A uniformly distributed random

number rdt between 0 and 1 is generated and compared to Tdt (Figure 5.4(b)).

On the one hand, if rdt > Tdt, it will turn back and fly into the device with

v(x) = −v(x) suffering a backscattering (Figure 5.4(c)). On the other hand, if

rdt ≤ Tdt, the electron will go through the barrier and the particle will be marked

to show that it is undergoing S/D tunneling (Figure 5.4(c)).

Several assumptions have been considered in the aforementioned method to

enhance the calculation of Tdt. The exact starting and ending points when the

electron goes through the barrier are calculated in order to reduce the mathe-

matical uncertainty and the rounding errors coming from the discretization. In

addition, a maximum tunneling rejection length is also introduced (Lmax) to con-

sider a realistic tunneling path. In this work, Lmax has been chosen according to

the channel length dimensions, Lmax = 10nm, and it is consider as a constant

in all the simulations. Moreover, the comparative between rdt and Tdt has been
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Figure 5.4: Representation of the tunneling model: The potential
barrier (a) is inverted and the particle is placed at the starting point a
(b), it follows a classical path obeying Newton’s second law of motion
(c) until it reaches the ending point b (d).

included after each integration step in order to decrease the computational effort.

Despite the inclusion of these benefits in the integral calculation, the limitation

of this approximation is the integration time of the tunnel probability.

Finally, the tunneling path must be described. The first step is to determine

a realistic model for the motion of the particle. Two assumptions have been

kept in mind to determine several scenarios. The first one establish that the

electron goes directly from the starting point to the ending point in the same
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time step. In other words, the electron is not going to fly into the potential

barrier. This instantaneous tunnel is an unrealistic and a non self-consistent

model because it assumes depreciable tunneling time, whereas steady-state full-

quantum simulations show charge inside the barrier. Nevertheless, it has been

also considered in this work as a limit of this tunneling mechanism. For this

reason, a more realistic model is used in this work taking into consideration that

electrons are going to fly through the potential barrier during a period of time.

The same idea has been employed in several studios which consider the possibility

of electrons flying into forbidden regions [182]. Assuming that electrons reach the

potential barrier in the starting point in a direction perpendicular to the barrier,

they are going to move using Newton mechanics in an inverted potential profile

V (~r)→ −V (~r).

This foregoing model has been chosen because it represents the motion of an

electron in a forgiven region with imaginary ~k. In particular, it is an extension

for the non-local band-to-band tunneling algorithm (BTBT) [183]. In that work,

the same classical path and tunneling probability were considered, whereas the

starting and ending point in the tunneling path belong to valence and conduction

band, respectively. The main advantage of this choice is that, once it has been

implemented in the simulator, it is possible to extend it from the study of BTBT

to that of S/D tunneling because the description of both mechanisms is based on

the same assumptions.

Before starting its tunneling path, it is necessary to highlight some aspects

of the electron motion. Inside the barrier, the carrier is considered as drifted

in a conservative field. By mean of this, the angle, which determines kx-ky

relationship, is maintained before being marked in the starting point a.

This classical trajectory could be found by the following steps [27] as shown

Figure 5.4. Firstly, an imaginary particle is placed at the starting point a with

zero kinetic energy (Figure 5.4(d)). Then, it accelerates in this system according

to Newton’s second law of motion, where ξ is the electric field (Figure 5.4(e)).

Furthermore, the electron is going to undergo ballistic transport inside the barrier.

Lastly, it reaches the ending point b with zero kinetic energy (Figure 5.4(f)).
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5.2.3 Description of simulated devices and results

5.2.3.1 Device Structures

Different technological architectures are proposed to overcome the limitations of

conventional planar devices. Fully-Depleted Silicon-On-Insulator (FDSOI) de-

vices have been recognized as an alternative to bulk devices. The plain control of

the transistor electrostatics is the guarantee for acceptable short-channel effects.

In spite of its progress in electrostatic confinement and competitive fabrication

cost, the addition of multiple gates surrounding the channel reduces the short-

channel effects (SCEs) [82]. Furthermore, the increased electrostatic confinement

provided by multiple gates relaxes the manufacturing constraints in comparison

to conventional planar devices, as explained in Section 2.3.5. If we consider a dou-

ble gate device, these gates can be oriented horizontally, Double-Gate Silicon-On-

Insulator (DGSOIs), or vertically, FinFETs. Ideally, both channels are activated

simultaneously and feature identical characteristics. The gates are parallel to the

surface of the wafer for DGSOIs whereas they are perpendicular in FinFETs as

depicted in Figure 5.5. One of the main advantages of vertical devices is the

excellent control of the channel by the gate due to the diminished leakage current

in the off-state. FinFETs are also less susceptible to several sources of variability

such as Vth variability or random dopant fluctuations [184–186].

It should be highlighted in this point that the FinFET is a 3D structure

whereas our MS-EMC simulator makes use of a 2D description. However, it was

demonstrated that FinFETs with a big enough aspect ratio show similar behavior

in all transport regimes when 2DMS-EMC and other 3D codes are used [187].

The performance of FDSOI, DGSOI and FinFET devices is herein analyzed

when S/D tunneling is included in order to determine the impact of such phe-

nomenon. The considered confinement direction of these devices on standard

wafers changes from (100) for both planar FDSOI and DGSOI to (01̄1) for Fin-

FET, whereas the transport direction remains constant <011> as depicted in

Figure 5.5.

The difference in the confinement direction modifies the electron distribution

in the subbands, and, consequently, the potential profile. Moreover, the carrier

transport effective mass is modified [188]. Table 5.1 summarizes the values of

the effective masses for each devices and Table 5.2 shows their numerical values.
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Figure 5.5: FDSOI, DGSOI and FinFET structures analyzed in this
work with LG = 10nm. 1D Schrödinger equation is solved for each
grid point in the transport direction and BTE is solved by the MC
method in the transport plane.

Taking into account that in silicon, ml = 0.916m0 and mt = 0.198m0 are the

longitudinal and traverse effective masses, respectively, m0 is the electron free-

mass, mx is the transport mass, mz is the confinement mass, and ∆2 and ∆4

represent the degeneration factors of each valley ∆.

These devices have been parametrized for gate lengths ranging from 5nm to

20nm and for two values of channel thickness TSi = 3nm and TSi = 5nm. The

rest of the technological parameters remains constant, gate oxide with Equivalent

Oxide Thickness EOT = 1nm, and gate work function of 4.385eV. A Back-Plane

with a UTBOX = 10nm, Back-Bias polarization of VBB = 0V , and Back-Plane

work function of 5.17eV have been chosen for the FDSOI device since a higher
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Device Valley mx my mz

FDSOI and DGSOI ∆2 mt mt ml

(100)<011> ∆4
2mlmt
ml+mt

ml+mt
2 mt

FinFET ∆2 mt ml mt

(01̄1)<011> ∆4
ml+mt

2 mt
2mlmt
ml+mt

Table 5.1: Effective mass in silicon for FDSOI, DGSOI and FinFET
devices studied in this work where mx is the transport mass and mz

is the confinement mass.

Device Valley mx my mz

FDSOI and DGSOI ∆2 0.198 0.198 0.916

(100)<011> ∆4 0.326 0.557 0.198

FinFET ∆2 0.198 0.916 0.198

(01̄1)<011> ∆4 0.557 0.198 0.326

Table 5.2: Numerical values of effective mass in silicon for FDSOI,
DGSOI and FinFET devices studied in this work where mx is the
transport mass and mz is the confinement mass.

Back-Plane work function improves the electrostatic control [189].

5.2.3.2 Results

A set of simulations including lineal and saturation bias conditions has been

performed to determine the importance of S/D tunneling on each device. The
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energy profiles of the lower energy subband for both tunneling path assumptions

of each device when this quantum mechanism is included are shown in Figure

5.6. Both double gate devices (DGSOI and the FinFET) present similar energy

profiles whereas the FDSOI transistor presents higher potential barrier (Figure

5.6) along the channel. In addition, the lower energy subband changes from ∆2

in both FDSOI and DGSOI transistors to ∆4 in the FinFET.

Figure 5.6: Energy profile of the lower energy subband in the 10nm
device for DGSOI (valley ∆2), FDSOI (valley ∆2), and FinFET (valley
∆4) with instantaneous tunnel, considering the motion of the electrons
inside the potential barrier and w/o S/D tunneling with VGS = 0.6V
and VDS = 100mV .

For the sake of comparison, Figure 5.6 also shows the difference in the sub-

band profiles instantaneous tunnel is considered in the simulation instead of the

model herein developed for the three devices. The potential barrier becomes thin-

ner because of the omission of the electron motion inside the forbidden region,

whereas it increases its height when the electrons fly inside it.

The average effective transport mass of the electrons as a function of the total

energy and the total population which undergoes from S/D tunneling is depicted

in Figure 5.7, corresponding to mx in Table 5.2. It is higher for the FinFET

orientation due to its lower energy subband than for both the FDSOI and the

DGSOI. This statement can be extended for the less populated valleys; ∆2 in

FinFET and ∆4 in FDSOI and DGSOI.

As it can be extracted from Equation 5.1, the higher exponential part, the
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Figure 5.7: Average effective mass of the electron distribution with
the lower energy subband of the valley ∆2 (solid) and of the valley ∆4

(dashed) as a function of the total energy and the total population
in the 10nm device including S/D tunneling for FDSOI (left), DGSOI
(middle), and FinFET (right) with VGS = 0.6V and VDS = 100mV .

smaller Tdt. In summary, it is necessary longer tunneling paths, higher potential

barriers or bigger m∗tr in order to obtain smaller tunnel probability. On the

other hand, the thinner potential barrier obtained when the instantaneous tunnel

model is considered provides higher transmission probability because the particle

undergoes a shorter tunneling path.

A comparison between FDSOI and DGSOI devices with the same confinement

direction and, consequently, the same m∗tr, shows that the higher energy profile of

the FDSOI (Figure 5.6) decreases the transmission probability of an electron. For

this reason, a larger number of electrons rebounds at the potential barrier in the

FDSOI compared to the DGSOI and the FinFET. However, in spite of the similar

energy profile between the DGSOI and the FinFET (Figure 5.6), which means

similar tunneling length and height of the potential barrier at a specific starting

point a, the higher m∗tr for the FinFET orientation reduce the effectiveness of this

phenomenon compared to DGSOI orientation. As a consequence, the number

of particles affected by S/D tunneling is higher for the DGSOI than for both

the FinFET and the FDSOI. This effect is depicted in Figure 5.8 where the

electron distribution from the fundamental subband as a function of total energy

is represented.

The reason why the maximum tunneling rejection length (Lmax) has been
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chosen to be 10nm can be understood thanks to Figure 5.8. Electrons with

low energy must go through the potential barrier with longer tunneling paths,

which means that the transmission probability of these electrons is smaller. The

population inside the barrier which tunneling length is near to 10nm in Figure

5.8 decreases substantially. Accordingly, the maximum tunneling rejection length

has been chosen in consonance with the steep reduction of the population.

Figure 5.8: Electron distribution in arbitrary units in the lower en-
ergy subband as a function of total energy in the 10nm device including
S/D tunneling for FDSOI (left), DGSOI (middle), and FinFET (right)
with VGS = 0.6V and VDS = 100mV .

In Figures 5.9 and 5.10, a meticulous study of how the different assumptions

of the electron motion inside the potential barrier can modify substantially the

device performance is depicted. When the instantaneous tunnel is considered the

tunneling path becomes shorter as mentioned above and so the probability of

tunneling increases. In accordance, the percentage of electrons near the potential

barrier affected by S/D tunneling with respect to the total number of electron

with lower energy than the top of the barrier in the same region as a function

of VGS (Figure 5.9) is much higher that when the model described in this work

is taking into account. This quantum effect produces a noticeable modification

of the ID − VGS characteristics (Figure 5.10) for both assumptions being the

instantaneous tunnel which overestimates the drain current. Despite the increase

of the potential barrier when S/D tunneling is included (Figure 5.6), a higher

current level is observed. The number of electrons that flows from source to

drain is higher due to the possibility of tunneling through the barrier. Because of
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the overestimation of the number of particles caused by the instantaneous tunnel,

we have focused hereafter on the motion model in which electrons are allowed to

fly through the potential barrier.

Figure 5.9: Percentage of electrons affected by S/D tunneling near
the potential barrier in the 10nm device and TSi = 3nm at low drain
bias taking into account the instantaneous tunnel and the model of
motion inside the potential barrier developed in this work as a function
of VGS for FDSOI, DGSOI, and FinFET.

The percentage of electrons near the potential barrier affected by S/D tunnel-

ing with respect to the total number of electrons with lower energy than the top

of the barrier in the same region is represented in Figure 5.11. This percentage

is higher for DGSOI than for FDSOI and FinFET at low drain bias, whereas it

increases for FDSOI at saturation regime. This effect is exacerbated at low drain

biases as the dimensions of the device are reduced (Figure 5.11 top). Neverthe-

less, there is a LG value which presents a maximum in the percentage of electrons

affected by S/D tunneling at saturation regime (Figure 5.11 bottom). The expla-

nation is the following. The Drain Induced Barrier Lowering (DIBL) introduces

a reduction of the potential barrier at higher drain bias, which increases with the

downscaling. For this reason, the number of electrons affected by S/D tunnel-

ing decreases for smaller LG at saturation regime. In addition, this percentage

decreases when TSi increases for both drain bias conditions. This reduction is
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Figure 5.10: IDvs.VGS in the 10nm device and TSi = 3nm at low
drain bias taking into account the instantaneous tunnel and the model
of motion inside the potential barrier developed in this work as a
function of VGS for FDSOI, DGSOI, and FinFET.

motivated by two factors. Firstly, the number of electrons affected by S/D tunnel-

ing increases for higher drain bias because of the DIBL. Secondly, these particles

decrease for higher devices because the difference between (Ei(x)−E) increases

the potential barrier height and, hence, Tdt decreases. As opposite to this, there

is an increase of particles for FDSOI at lower TSi and low drain bias owing to the

longer tunneling path in FDSOI for smaller TSi.

When the aforementioned percentage of electrons affected by S/D tunneling

is represented as a function of VGS at saturation regime, a maximum value ap-

pears due to the reduction of available carriers for tunneling near the potential

barrier as the gate bias increases (Figure 5.12). Three different sections can be

easily distinguished. Firstly, the number of particles that undergoes S/D tun-

neling is insubstantial for low gate bias because of the high and thick potential

barrier. Secondly, this percentage increases significantly due to the reduction of

the potential barrier until, for high gate bias, the number of available carriers for

tunneling near the small potential barrier with lower energy is negligible. This

maximum percentage appears for the FinFET but it is shifted to higher gate

voltages for the DGSOI. By the way of contrast, the maximum percentage re-
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Figure 5.11: Percentage of electrons affected by S/D tunneling near
the potential barrier as a function of LG for FDSOI, DGSOI, and
FinFET at low drain bias (left) and saturation (right) conditions with
VGS = 0.6V .

mains constant in FDSOI as a consequence of the shape of its higher potential

barrier. The same behavior in the percentage of electrons as a function of VGS is

also shown in Figure 5.9 for low drain bias.

Figure 5.12: Percentage of electrons affected by S/D tunneling near
the potential barrier in the 10nm device as a function of VGS for
FDSOI, DGSOI, and FinFET at saturation conditions.
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It is necessary to highlight that the self-consistent calculation considered in

this model leads to variations in the potential profile in comparison with the case

without tunneling. The number of electrons with enough energy to surmount the

barrier is lower because they can go through it in a lower energy state changing

the potential barrier when S/D tunneling is considered as shown Figure 5.6. An

increase in current is also observed when this effect is included because of the

number of electrons that flows from source to drain is larger (Figure 5.10). It

therefore introduces an important reduction in the threshold voltage.

The impact of the S/D tunneling on the threshold voltage variation (∆Vth)

in a simulation considering S/D tunneling and another without taking it into

account can be observed in Figure 5.13. The percentage of electrons affected by

S/D tunneling near the threshold voltage is higher for saturation conditions than

for low drain bias owing to electrostatic changes as the drain bias is increased.

Accordingly, the reduction of the Vth when S/D tunnel is taken into account is

intensified for higher VDD. This effect gets even more relevance when the device

size is reduced and a higher TSi is considered but the influence of this quantum

effect is lower in the FinFET.

Figure 5.13: Difference between the threshold voltage (∆Vth) of a
simulation considering S/D tunneling and a simulation w/o taking it
into account as a function of LG for FDSOI, DGSOI, and FinFET at
low drain bias (left) and saturation (right) conditions.

The DIBL is one of the main parameters used to determine the impact of

short channel effects (SCEs) when the devices are scaling down. This parameter

can be calculated as:
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DIBL = −
V DD
th − V low

th

VDD − V low
DS

, (5.2)

where V DD
th and V low

th are the threshold voltage at high drain voltage (VDD)

and at low drain voltage (V low
DS ), respectively. Figure 5.14 shows the DIBL de-

pendency with the channel length when S/D tunneling is included. The DIBL is

higher when this quantum effect is kept in mind in the three devices being the

DGSOI which presents the lower degradation. The difference between Vth with

and without S/D tunneling is more pronounced for higher drain biases (Figure

5.13). For this reason, the reduction in V DD
th is more noticeable than in V low

th . It

therefore increases DIBL when S/D tunneling is taking into account. The differ-

ence between both simulations becomes more remarkable as the channel length of

the devices decreases and TSi increases. Lower DIBL means that the degradation

produced in the device because of the drain voltage is lower. In consequence, this

effect can be damaging in the device performance as the dimensions of the con-

ventional devices are scaled down, especially for applications where an increase

of IOFF can be very harmful.

Figure 5.14: DIBL as a function of LG considering S/D tunneling for
FDSOI, DGSOI, and FinFET with TSi = 3nm (left) and TSi = 5nm
(right).

Another important parameter that provides information about the perfor-

mance of a device is the ION/IOFF ratio, where ION and IOFF are the higher

and lower current of the devices, respectively, when VDS = VDD. Ideally, the best
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device would be that one with the highest ION/IOFF ratio. This parameter as

a function of the channel length is depicted in Figure 5.15 for both simulations

being the FinFET which presents higher ratio. Because of the increase of the

particles that flow from source to drain at low gate bias when S/D tunneling is

considered, IOFF increases. However, the number of electrons near the potential

barrier with lower energy is reduced at higher gate bias. Subsequently, there is

almost no difference in the ION current between the simulations where S/D tun-

neling is included and the ones where it is not bearing in mind. As a conclusion,

the ION/IOFF ratio decreases when this quantum phenomenon is incorporated

being the DGSOI which presents the higher difference between both simulations.

Figure 5.15: ION/IOFF as a function of LG considering S/D tun-
neling for FDSOI, DGSOI, and FinFET with TSi = 3nm (left) and
TSi = 5nm (right).

5.2.4 Conclusions

This section presents the implementation of S/D tunneling in a MS-EMC tool

for the comparison of its influence in ultrascaled FDSOI, DGSOI and FinFET

devices. Two different assumptions about the particle motion when it undergoes

this quantum effect are also described. The first hypothesis disregards the tun-

neling time called as instantaneous tunnel, whereas the second one bears in mind

that the particle flies inside the potential barrier. Our calculations show that the

instantaneous tunnel decreases the length of the potential barrier in comparison

with a model that considers the flight of an electron inside the forbidden region.
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It therefore increases the transmission probability and the current in an unreal-

istic way. The major results of our simulations among the three devices show

important differences when S/D tunneling is taken into account fully caused by

the energy profiles and the confinement directions. On the one hand, the dif-

ference in the energy profile among FDSOI and the both double gate devices

FinFET and DGSOI shows that the higher potential barrier in FDSOI reduces

the tunneling probability. On the other hand, the change in the confinement

directions among FinFET and the two planar devices, FDSOI and DGSOI, mod-

ifies the subband distributions and the variation of transport effective mass. In

conclusion, the number of particles that undergoes from this quantum effect is

lower in FDSOI and FinFET devices, but the FinFET shows less degradation

in their subthreshold characteristics and at saturation regime. For this reason,

FinFETs are better candidates to implement future nodes, especially for ultra

low power applications.
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5.3 Band to Band tunneling

5.3.1 Introduction

In recent years, the basic architecture of the conventional MOSFET has been

diversified to improve the device performance when transistors approach to the

ultimate scaling limits. As the sub-10nm nodes become closer, different trends

have appeared to face up specific issues related to the scaling limits concerning

critical dimensions [13]. For this reason, it is worth including new effects asso-

ciated with dimensions in the range on the inter-atomic distance apart from the

traditional ones.

At the level of simulation research, two main working areas may be differen-

tiated in the study of possible alternatives concerning processes and devices as

it has been mentioned in Section 2.2. The first one is mainly focused on novel

engineering solutions in order to create enhanced device architectures. Its de-

velopment has been conceived to improve the carrier transport properties and

to keep under control the short channel effects [17, 18]. The second approach

explores new device paradigms based on different injection mechanisms and the

nanometric regime enforced by scaling.

This section deals with one of the physical phenomena that improves the

performance of electronic devices in the latter area: band–to–band tunneling

(BTBT) [21]. One of the most popular devices among some of the most promising

solutions based in the BTBT is the tunnel field-effect transistor (TFET) [19].

The process of quantum mechanical tunneling through a barrier between energy

bands (BTBT) governs the injection of carriers in TFETs, contrary to MOSFETs

where thermionic emission dominates. In this phenomenon, high electric fields

(> 106V/cm) across a reverse-biased pn junction causes significant currents to

flow through the energy barrier due to tunneling of electrons (holes) from the

valence (conduction) band of the p (n) region to empty states in the conduction

(valence) band of the n (p) region, respectively, as shown in Figure 5.16 [21].

One of the main problems arising in the scaling of conventional MOSFETs

is the scaling of their power supply voltage in order to reduce power density.

The subthreshold swing (SS) limit of 60mV/dec present in this devices imposes

a severe roadblock to reduce the supply voltage and maintain high ON-state

currents along with low OFF-state leakages. In practice, the best MOSFET
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Figure 5.16: BTBT in a pn junction: tunneling of electrons (holes)
from the valence (conduction) band of the p (n) region to empty states
in the conduction (valence) band of the n (p) region, respectively.

implementations cannot bring SS below 70-80mV/dec, which leads to even worse

situations [36,37] with the subsequent limitation in the reduction of VDD. TFET

should not be constrained by the aforementioned 60 mV/dec limit and, when the

transistor is off, the tunneling barrier keeps the leakage current extremely low.

It therefore arises as potential substitute for conventional MOSFETs especially

in low-power applications.

In this section, we present the study of the model proposed to introduce BTBT

in the MS-EMC simulator bearing in mind the aforementioned TFET. We assess

the impact on the BTBT generation rate distribution of two different tunneling

path choices. The first one estimates dynamically the BTBT path according to

the criterion of the valence band maximum gradient trajectory; and the second

one searches for the path featuring the minimum length trajectory. Furthermore,

the results obtained with this model are compared with a customized TCAD-

based approach including quantum effects that has extensively been used in the

last years [190–192].

The section is organized as follows. The first Subsection 5.3.2 outlines the

methodology to account for field-induced subband discretization, provides a de-

tailed overview of the BTBT model used in the MS-EMC code as well as describes

the TCAD-based simulation approach. We have considered two different criteria

for the choice of the tunneling path followed by the carriers when crossing the
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potential barrier, which leads to different distributions of the generated electron-

hole pairs. Subband discretization due to field–induced quantum confinement has

been taken into account. Subsequently, the simulation results and discussion for

the TFET is presented in Subsection 5.3.3.1. Finally, TCAD simulations account-

ing for quantization effects are considered for comparison purposes providing very

accurate agreement with MS-EMC results.

5.3.2 Simulation set-up

5.3.2.1 Methodology in the MS-EMC simulator

The algorithm developed in this study implements the non-local direct and phonon

assisted BTBT considering quantum confinement effects through discretization

of conduction and valence bands into energy subbands [193]. Figure 5.17 depicts

the flowchart of the modified MS-EMC simulator where the additional blocks

are represented. The spatial variation of the energy bands has been taken into

account for implementing BTBT thanks to the non-local model, so that the tun-

neling process can be more accurately described. However, since holes travel

mostly in the low field source region, a drift-diffusion approach is used to de-

scribe them, whereas the electrons deal with the Monte Carlo method. The

semiclassical model herein developed translates the tunneling current into suit-

able generation rates functions, GBTBT, for electrons and holes in the conduction

and valence bands, respectively [181]. This simplifies the treatment of the BTBT

and allows low computational cost. Moreover, these blocks can be calculated at

a different time step than the Monte Carlo loop allowing a better optimization

of the computational load.

The first block in this model corresponds to the quantum corrections for the

conduction and valence bands. In MS-EMC simulators the carriers are placed

into subbands and, at given x, their position distribution in z is set by the solution

of the Schrödinger equation. Thus, a mapping procedure between 2D conduction

and valence bands and their respective subbands is required. If this correction

is not considered, the generated particles by BTBT can reach a location whose

energy is lower (resp. higher) than that corresponding to the first subband in the

conduction band (resp. valence band). This procedure would imply a violation

of the energy conservation principle and would therefore result into significant
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Figure 5.17: Flowchart of the MS-EMC simulator with the addi-
tional blocks of the BTBT code where x is the transport direction, z
the confinement direction, n(x, z) and p(x, z) are the electron and hole
concentrations, respectively, V (x, z) is the potential profile, Ej(x) is
the subband energy, Ψj(x, z) are the subband eigenfunctions, Sij are
the scattering rates, subscript n stands for the iteration number, ∆t is
the time step where BTBT is calculated, Fe(x, z) and Fh(x, z) are the
electric fields of electrons and holes associated to the selected tunnel-
ing path, GBTBT,e(x, z) and GBTBT,h(x, z) are the electron and hole
generation rates, respectively.

errors. So as to guarantee that BTBT takes place between first bound states,

both simulators need to include a band profile modification algorithm allowing

the reshaped conduction and valence bands to match their first subbands, Ee1

and Eh1, respectively. Figure 5.18 illustrates a particular example of band mod-

ification obtained from the MS-EMC for a vertical cut taken at X = −10nm.

Let us now describe the procedure to do so. Since the 1D Schrödinger equation

is solved for electrons, their first subband, Ee1, is known. Then, at every vertical

slice (fixed x), for those points in the conduction band verifying EC(z) ≤ Ee1,

we set EC(z) = Ee1. As for the hole treatment, the valence band profile can

be accurately approximated along z by a parabolic well as inferred from Figure

5.18. A rectangular well approximation can also be chosen but the parabolic one

is known to better adjust the valence band profile [194]. Therefore, for fixed x,

the modified valence band would read as
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Figure 5.18: Quantum corrections included in the MS-EMC for the
conduction and valence bands at VGS = 0.8V, VDS = 1V and X =
−10nm. Recall that X = 0nm corresponds to the center of the device.

EV,modif(z) = EV(z)−∆Eh1(z), (5.3)

where ∆Eh1(z) is a position dependent quantity that makes use of the analytical

resolution of the parabolic well profile as

∆Eh1(z) =

~
√
|k(z)|q
m∗h

− 1
2 |k(z)|d2 if ∆Eh1(z) > 0

0 if ∆Eh1(z) ≤ 0
, (5.4)

with q the electron charge, k(z) = V ′′(z) and m∗h the hole effective mass. For

each vertical slice, d is the distance from the center of the parabola. Notice

how this treatment for holes is more realistic than simply considering for them a

rectangular well approximation [181].

Once the bands have been appropriately corrected to match their first sub-

bands, the next step is the determination of the starting and ending points for the

tunneling processes. These points are estimated by calculating the path followed

by the carriers when they tunnel across the forbidden energy barrier. One on the

main advantages of our MS-EMC code is that it allows dynamical determination

of the 2D tunneling path according to the up-to-date electrostatic configuration

at each simulation step.
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Essentially, the idea of determining a certain path associated with the process

of inter-band tunneling is somehow an artifact that tries to mimic in a “semiclas-

sical way” the quantum mechanical phenomenon of traversing a potential barrier

through the band gap. The estimation of these tunneling trajectories for the

carriers is nothing more than an educated guess for being able to include in the

MS-EMC simulator a feasible BTBT model.

Two different and acceptable assumptions (from a physical point of view) have

been considered here [34] for calculating the tunneling path in the corresponding

box of Figure 5.17. The first one estimates the path following the criterion of

the valence band “maximum gradient trajectory” (i.e. maximum electric field,

Fmax). In this case, the tunneling path is dynamically computed based on the self-

consistent potential obtained during the simulation. It is then easy to understand

that for the Fmax method, as the calculated paths vary with the applied bias, so

does the GBTBT distribution. The second way of determining the tunneling path

follows the “minimum length” (Lmin) criterion. If we had to privilege one of the

two assumptions, we would be more tempted to tend toward the Fmax method

given that, as the tunneling region is a zone of high electric field, the valence band

electrons allowed to tunnel would be more likely expected to do it in a direction

equal to the force that is pushing them towards the potential barrier. For that

reason, this tunneling path would be in principle more probable from a purely

physical point of view. Nonetheless, as the tunneling process is not an intuitive

classical event, it should not be regarded as such. Therefore, if one considers that

carriers could potentially tunnel in many directions, it could be also reasonable to

assume that, for example, electrons choose a tunneling path in which they jump

from the valence band to the nearest equi-energetic point in the conduction band

(i.e. Lmin method).

The choice of the non-local tunneling path is very relevant in the calculation

of the BTBT rates because we need it to identify the starting and ending points

of the tunneling process to estimate an “a posteriori” local effective electric field

(whose determination only requires those two points and the distance between

them), which, in turn, is used to mimic the actual non-local scenario through

the utilization of local equations (later shown). The non-locality is therefore

greatly captured by this method since, by determining our tunneling path, we are

dynamically accounting for the self-consistent modification of the conduction and
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valence bands throughout the successive Monte Carlo iterations. As an example,

Figure 5.19 shows some examples of different tunneling paths estimated using the

two criteria considered in our work.

Figure 5.19: Some examples of different tunneling paths estimated
using the two criteria considered in our work (Fmax and Lmin). Recall
that X = −15nm corresponds to the limit between the source and the
channel.

Still in the box corresponding to the tunneling path calculation, notice that

two types of electric fields will need to be considered. One of them for electrons,

Fe(x, z), and the other one for holes, Fh(x, z). It is important to highlight the

difference between them, as their corresponding carriers effectively follow inde-

pendent paths. In other words, two generated electrons can reach the same ending

point in the conduction band, whereas their counterpart holes could have been

generated at different starting points in the valence band. As a result of this, the

tunneling generation rates are entirely dependent on: i) the local electric field

at each point, ii) on the full tunneling barrier profile, and iii) on the selected

tunneling path.

The next step is to obtain GBTBT for electrons and holes. Our calculation

is based on the Kane’s model applied to the BTBT generation rate per unit of
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volume [195–197]:

GBTBT,e(x, z) = A

(
Fe(x, z)

F0

)P
exp

(
− B

Fe(x, z)
,

)
(5.5)

GBTBT,h(x, z) = A

(
Fh(x, z)

F0

)P
exp

(
− B

Fh(x, z)
,

)
(5.6)

where F0 = 1V/m, P=2.5 for the phonon assisted tunneling process. Equa-

tions 5.5 and 5.6 show the quasi-exponential dependence of the generation rates

on the barrier width as the electric fields introduced in this equations depend

mainly on the selected tunneling path. The prefactor A and the exponential

factor B for indirect transitions read as [198]

A =
g (mvmc)

3/2 (1 + 2NTA)D2
TA (qF0)

5/2

221/4h5/2m
5/4
r ρ εTA [Eg(300K) + ∆c]

7/4
, (5.7)

B =
27/2πm

1/2
r [Eg(300K) + ∆c]

3/2

3qh
, (5.8)

where g is a degeneracy factor, mc and mv are the conduction and valence band

density of states effective masses, respectively, mr is the reduced tunneling mass,

NTA is the occupation number of the transverse acoustic phonons at temperature

T, DTA is the deformation potential of transverse acoustic phonons, and εTA is

the transverse acoustic phonon energy. The rest of the parameters takes their

usual meaning. In this approach, only the transverse acoustic phonons are taken

into account because they have the highest phonon occupation number and the

smallest phonon energy [199].

Once the tunneling paths and GBTBT are calculated, the last box inside

the BTBT block of Figure 5.17 translates them into generated charges in the

MS-EMC in a self-consistent way [181]. As mentioned above, a drift diffusion

approach is considered to describe the hole transport as they are mainly gen-

erated in the source. They are not treated as individual particles and thus a

correction in the hole concentration is required. According to Equation 4.4 in
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Section 4.2 and Equation 3.6 in Section 3.1.1, the holes generated by BTBT

are simply added to the corresponding drift diffusion equation by multiplying

the generation rate and the time step in which BTBT module is calculated

(∆pBTBT(x, z) = GBTBT,h(x, z) ·∆t).

Due to the fundamentals of the free-flight of an electron in Monte Carlo algo-

rithms, the position and energy of the superparticles are known. In consequence,

a different methodology applies for electrons since a number of superparticles,

Ne, is generated in the BTBT process. This Ne generation depends on the time

step, ∆t, the statistical weight, w, and the electron generation rate GBTBT,e(x, z)

at the position of the superparticle. The procedure is as follows: first, these su-

perparticles are generated in the fundamental subband with randomly chosen x

inside the considered grid cell with a probability distribution given by P (x) due

to the 2D MS-EMC approximation:

P (x) =

∫ TSi

0
GBTBT,e(x, z) dz∫

Lx

∫ TSi

0
GBTBT,e(x, z) dx dz

. (5.9)

Second, the number of particles is calculated taking into account the corre-

sponding generation rate for the considered slice xi:

Ne =
∆t

w

∫ TSi

0
GBTBT,e(xi, z) dz. (5.10)

The weight denotes the number of electrons per superparticle and, hence, it

must be adequately adjusted to a suitable number of superparticles (since the

higher the number of superparticles, the longer the required computation time).

Accordingly, the number of these superparticles is herein calculated seeking to

maximize the weight (thus minimizing the number of superparticles), instead of

considering a fixed number of superparticles with very low weight (as done in [34]).

As a result, the obtained computational time is reduced due to the lower number

of superparticles with higher statistical weight. This approximation turns out to

be admissible because the weight of a superparticle generated by BTBT is much

lower than the one in the source and drain regions.

It is necessary to highlight that we only include in this integral the generation
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rate contribution of the selected grid cell. This is because the generated super-

particle should only include the charge calculated through the integration of the

generation rate of the slice in which it is going to emerge in the conduction band,

otherwise it could certainly lead to an overestimation of the involved charge.

Note that the fact of determining in a certain way (either via Fmax or Lmin)

the BTBT path inside the forbidden energy barrier implies the consideration of

the spatial variation of the bands across that path. This is why the methodology

described in this section accounts for non-locality phenomena.

In order to optimize the computational load, the time step ∆t where BTBT

is calculated can be chosen independently of the Monte Carlo time step (tn).

The inclusion of new superparticles in the MS-EMC increases the simulation

time because we need to solve the free-flight block of each one regardless of its

weight (w). For this reason, it is worth choosing tn so as to assign an adequate

number of electrons per superparticle. Finally, a maximum tunneling rejection

length, Lmax, is also introduced so that, if up to an given integration step the

tunneling length of a particle turns out to be higher than Lmax, the calculation

of its tunneling path stops. Lmax has been chosen to match the channel length,

Lmax = LG = 30nm.

Apart from the blocks listed above, a robust estimator for the drain current

is needed due to the low current values associated to the generated charge in

comparison with the one in the source and drain regions. In MS-EMC, the

drain current is generally calculated by the spatial average of the electron current

along the channel. This method is known as the terminal current because it

bears in mind the electron motion between the source and drain terminals. It

can be extended to BTBT but only calculating the average in the generated

superparticles from the point of the maximum BTBT generation to the drain.

Nonetheless, it proves to be very sensitive to the choice of the averaging domain

due to the noisy electron motion near the drain for the simulated device. For

this reason, a new technique has been developed in this BTBT block. The drain

current is calculated by computing the integral of the BTBT generation rate

along the whole device. Moreover, only generation rate of the most likely slice is

included in each time step in order to get an accurate result.
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5.3.2.2 Methodology in the TCAD simulation scheme

Finally, the simulation results of this BTBT model have been compared with a

TCAD simulation scheme in order to validate its implementation. The TCAD ap-

proach that we follow using Synopsys [198] is similar to that previously discussed

and tested in recent works [190, 200]. However, the nature of the device herein

analyzed allowed us to modify it in order to speed up the simulations execution.

The particularity of this device is that it features band profiles easily approxi-

mated by triangular wells (for electrons in the conduction band) and parabolic

wells (for holes in the valence band) as observed in Figure 5.18. Therefore, we can

replace in this case the Schrödinger-Poisson solution by an analytical estimation

of the subbands with great accuracy and significant saving in simulation time.

The analytical handling for holes in this TCAD approach is exactly the same

as that described by Equations 5.3 and 5.4. It is included in Synopsys through the

so-called physical model interface (PMI) that allows to access and modify certain

models of the simulator by adequate C++ subroutines. As for electrons, an

analogue technique with its corresponding subroutine can be implemented [201]

for each x as

EC,modif(z) = EC(z) + ∆Ee1(z), (5.11)

where ∆Ee1(z) is a position dependent quantity that makes use of the analytical

solution of the triangular well profile

∆Ee1(z) =



|a1|
[
q2~2F 2

⊥(z)
2m∗e

] 1
3 − dox F⊥(z)

if ∆Ee1(z) > 0

0

if ∆Ee1(z) ≤ 0

, (5.12)

where a1 is the first zero of the Airy function, m∗e is the electron effective mass,

F⊥(z) is the local electric field normal to the nearest interface, and dox is the

distance from the oxide interface.

Regarding BTBT, we account for it by means of the dynamic nonlocal BTBT

model of Sentaurus [198] which dynamically calculates the tunneling paths based

on the energy band profiles. The idea is that prior to injecting the carriers,
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we modify the profiles of the conduction and valence bands (making use of the

aforementioned subroutines) which makes them coincident with their first bound

states. By doing so, we manage BTBT to occur between first subbands, and not

between band edges as it happened semiclassically in the absence of quantization

effects. Other TCAD-based bandgap widening techniques can also be found in

the literature [202–204].

5.3.3 Description of simulated devices and results

5.3.3.1 Tunnel Field-Effect Transistor (TFET)

The device herein analyzed is a ultrascaled silicon-based n–type TFETs. Its

structure differs essentially from that of the MOSFET in the nature of the dopants

used in the source and the drain as mentioned in Section 2.2. The conventional

MOSFETs have the same type of dopants whereas the source and the drain have

opposite types in TFETs. In general, the device has to be reverse biased and a

voltage applied to the gate. For example, the source, channel, and drain are p+,

n−, and n+, receptively, in a n–type TFET and so a positive voltage is required

in the gate and drain. Then, the BTBT phenomenon appears between the two

opposite regions and its tunneling direction is mainly perpendicular. This type

of BTBT is known as point tunneling because the induced electric fields and the

tunneling path are opposite. In a p–type TFET, the dopings and voltages are

the opposite but the operating principles are the same.

The simulated n–type TFET is schematically depicted in Figure 5.20 along

with its doping concentrations and dimensions. The center of the device in the

x direction corresponds to X = 0nm. It features an n–doped drain with ND =

1019cm−3, a p–type doped source with NS = 1020cm−3, and an n–doped channel

with 1015cm−3, a gate oxide with EOT = 1nm, gate workfunctions of 4.05eV, and

the body thickness has been varied from TSi = 5nm to TSi = 7nm. In addition,

a set of simulations including low bias condition and saturation regime has been

performed to determine the importance of the drain bias on the BTBT.

5.3.3.2 Results

As described in Subsection 5.3.2, two different tunneling trajectories have been

considered to mimic in a semiclassical way the quantum mechanical phenomenon
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Figure 5.20: Si n-type TFET analyzed in this work. 1D Schrödinger
equation is solved for each grid point in the transport direction and
BTE is solved by the MC method in the transport plane.

of inter-band tunneling. Both tunneling paths (the one following the maximum

gradient and the one accounting for the minimum tunneling length) are an accept-

able bet for including in the MS-EMC simulator a feasible BTBT model. Accept-

ing this premise, the different spatial distributions of the BTBT generation rates

obtained from each method (Fmax and Lmin) and depicted in Figure5.21(a) and

(b) should not be interpreted as the evidence of an inconsistency in the simulation

approach, but as the proof of the conceptual difference between two independent

ways of modeling the mentioned semiclassical trajectories. On the one side, it is

worth noticing that the Lmin criterion tends to distribute the electron generation

uniformly inside the channel along the z-direction, whereas Fmax provides a gen-

eration profile more concentrated towards the gate dielectrics and nearer to the

source-to-channel junction. On the other side, there was almost no difference in

GBTBT,h between both tunneling paths, Lmin and Fmax due to the fact that the

differences between both methods as it accounts for the ending points of the paths

(see Figure 5.19). For the sake of comparison, Figure 5.21(c) shows the mapping

of GBTBT obtained for the same biasing and from TCAD-based simulations.

One important and pertinent question arises in light of the different GBTBT

profiles obtained in each case: does this difference in the generation rate distri-

butions entail a difference in the total number of carriers injected by BTBT? The

answer to this question is given in Figure 5.22 where we show the total number

of electrons generated in the channel by means of BTBT for the MS-EMC (con-

sidering both Fmax and Lmin) and for the TCAD approach. One of the main

advantages of the method implemented in our MS-EMC code is that it allows to

inject in the most probable slice (from Eq. 5.9) the number of generated carriers

corresponding to that slice (from Eq. 5.10), and not the total number of carriers
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Figure 5.21: Generation rate distributions for holes (right) and elec-
trons (left): MS-EMC with tunneling path following the maximum
gradient trajectory (top), MS-EMC with minimum length tunneling
path (middle), TCAD-based approach with quantum corrections in-
cluded (bottom). All figures correspond to TSi = 5nm, VGS = 0.8V,
VDS = 1V. The center of the device is taken as reference position with
X = 0nm. The color scale is in cm−3s−1.

(as done in [181]). As a result, Figure 5.22 is not the BTBT rate multiplied by

a certain time, but the average of the generated electrons. Observe that overall

there is a good matching between the displayed curves suggesting that our BTBT

treatment in the MS-EMC provides accurate results for this type of devices.

In general, the number of particles when Fmax is considered is slightly higher

than for the Lmin assumption as depicted in Figure 5.22. How electrons tend to

follow the maximum gradient trajectory in Fmax and they are therefore pushed
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Figure 5.22: Number of electrons generated by BTBT inside the
channel for both tunneling path assumptions in MS-EMC (Fmax and
Lmin) compared to the result obtained from the TCAD-based simula-
tion approachat VDS = 0.7V (top) and VDS = 1V (bottom) conditions
with TSi = 5nm and TSi = 7nm.

into particular region, as shown in Figures 5.19 and 5.21. Accordingly, the most

probability slice includes this region increasing the number of electrons. Nonethe-

less, electrons emerge uniformly in Lmin and so they are more distributed along

the z direction.

Moreover, as the total number of carriers injected by BTBT in this TFET

device turns out to be mostly negligible in comparison with the total carrier dis-

tribution inside the channel, the tunneling path choice does not have a noticeable

impact on the energy profile of the lower subband, Ee1. This can be observed for

VDS = 1V and VGS = 0.8V in Figure 5.23 along with the corresponding subband

profile obtained from TCAD simulations.

The transfer characteristics calculated from the integration of the BTBT gen-

eration rate along the selected (most probable) slice in the MS-EMC simulations

are shown in Figure 5.24. Again, the comparison with the results arising from

the TCAD-based approach suggests a good performance of our MS-EMC even in

the low subthreshold region. This confirms the fact that the Monte Carlo method

is also suitable for assessing this type of devices at very reduced current levels,

which traditionally was known to be a problematic issue. Of course, the ex-

tremely reduced ON currents featured by the analyzed device are due to the fact

that we are dealing with silicon. Once that the MS-EMC simulator has proven to

be reliable for handling BTBT phenomena, next steps would be oriented to the
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Figure 5.23: Behavior of the first subband for electrons following
the x direction. As expected, the two different tunneling path criteria
inside the MS-EMC provide almost identical profiles.

consideration of direct materials with lower bandgaps and alternative geometries

like that of the heterogate EHBTFET or the Fin EHBTFET. Accordingly, this

issue is included as a future work.

Figure 5.24: ID − VGS curves obtained with the MS-EMC (for both
Fmax and Lmin methods) compared to the one resulting from the
TCAD-based approach at VDS = 0.7V (top) and VDS = 1V (bot-
tom) with TSi = 5nm and TSi = 7nm. Reduced ON current levels are
due to the utilization of silicon as channel material.

Finally, once the device performance has been analyzed and compared to

TCAD, it can be highlighted the impact on the drain current resulting from

the choice of the placement in the most likely slice the whole electron charge
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calculated for the entire device and not the fraction of it that would correspond

to that slice. Figures 5.25 and 5.26 show the number of generated electrons as

well as the equivalent drain current, respectively. Observe how, as expected in

the methodology, the curves for the integration of the total charge overestimate

the drain current as they inject in the selected slice that total BTBT charge

corresponding to the whole device and not only the fraction associated to that

slice.

Figure 5.25: Number of electrons generated by BTBT inside the
channel for both tunneling path assumptions in MS-EMC (Fmax and
Lmin) where a assumption that considers the total integration of the
generation rate (labeled as “Total Charge”) is compared to the other
one that integrates the generation rate only across the selected slice
(labelled as “Slice Charge”).

5.3.4 Conclusions

This section presents the successfully implementation of a non-local BTBT model

inside an existing MS-EMC tool. This phenomenon has been herein considered

as the working principle of some attractive devices instead of an unwanted par-

asitic effect in short-channel devices. In particular, TFETs are in the way to

become an alternative to conventional MOSFETs due to the possibility of achiev-

ing low subthreshold swing (SS) combined with small OFF current levels which

allows operation at low VDD. Accordingly, we have focused on the study of ultra-
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Figure 5.26: IDS−VGS curves obtained with the MS-EMC (for both
Fmax and Lmin methods) where a assumption that considers the total
integration of the generation rate (labeled as “Total Charge”) is com-
pared to the other one that integrates the generation rate only across
the selected slice (labelled as “Slice Charge”).

scaled silicon-based n-type TFETs allowing a detailed scattering description and

a moderate computational cost. The necessary semiclassical adaptation of the

quantum mechanical process of interband tunneling led us to develop two alter-

native methods for defining the concept of tunneling path inside the forbidden

barrier. Quantum corrections associated to subband discretization phenomena

have been considered for both electrons and holes. Results from TCAD sim-

ulations including quantization effects have been used for comparison with the

proposed simulation approach. In other words, we use the TCAD results in order

to validate the ones given by the novel BTBT block in the MS-EMC. Moreover,

one of the main results is that both Lmin and Fmax tunneling path assumptions

are admissible in ultrascaled silicon-based n-type TFETs. In consequence, it is

desirable in this specific work that the three approaches are equivalent. Despite

Monte Carlo could be very time consuming when compared with a simple TCAD,

TCAD must be calibrated before hand by other more physical methods such as

Monte Carlo.
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5.4 Gate Leakage

5.4.1 Introduction

Reducing the gate oxide thickness involves an increase in the field across the

oxide. The high electric field coupled with thin oxides leads to the possibility

that charge carriers can overcome the barrier for transport set up by the dielectric

layer, resulting in the tunneling of carriers from substrate to gate and also from

gate to substrate through the gate oxide [21]. This tunnel is known as gate oxide

tunneling current or the gate leakage mechanism (GLM) and it can be divided

into two categories: intrinsic and extrinsic mechanisms.

In the following section, we will focus the discussion on electron transport,

since holes travel mostly in the low field source region and so its transport in

the relevant material is described by a drift-diffusion approach. Moreover, if

we compare both the electron tunneling from the conduction band and the hole

tunneling from the valence band in the injection from Si to SiO2, due to the

higher potential barrier for holes (4.5eV) than for electrons (3.1eV), the tunneling

current associated with holes is much less than the one with electrons [21,205,206].

The intrinsic mechanisms are always present, even if a dielectric film of perfect

quality is assumed. The most typical one is the direct tunneling in which electrons

tunnel to the gate through the energetically forbidden band gap of the dielectric

material. An energy-band diagram of a MOS structure with metal gate and

silicon substrate is shown in Figure 5.27 when a positive bias is applied to the

gate. In case that a very thin oxide layer (less than 3 − 4nm) is considered,

ensuing in a small width of the potential barrier, electrons forming the inversion

layer can tunnel into or through the dielectric layer and thus give rise to a gate

current. Similarly, if a negative gate bias is applied, electrons from the n- metal

can tunnel into or through the oxide layer (not shown in Figure 5.27).

Additionally, direct tunneling merges into a Fowler-Nordheim tunneling for

high voltages because electrons tunnel into the conduction band of the oxide

layer instead of tunneling directly to the gate. In general, this FN tunneling

is negligible for normal device operation whereas the direct tunneling current is

significant, especially for low oxide thicknesses. Another intrinsic mechanism is

the Schottky emission, which is usually considered to be a thermionic emission

of electrons over a reduced work-function barrier, resulting from the combined
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effects of image potential and an applied electric fields.

Figure 5.27: Schematic band diagram of a MOS structure with metal
gate and silicon substrate where transport mechanisms implemented
in the MS-EMC simulator are described: i) direct tunneling, ii) elastic
and iii) inelastic tunneling into a trap emitting or capturing a phonon
with energy ω, iv) detrapping to the substrate, and v) tunneling from
the trap to the gate.

The extrinsic mechanisms are related to the existence of defect states such as

elastic/inelastic tunneling of electrons into and out of defects, tunneling between

defects, and field-enhanced thermal emission of electrons from defects, so called

PF emission. These mechanisms are modeled as the direct tunneling but a defect

state must be near the electron position and the tunneling path is calculated

according to the trap position.

For the sake of simplicity, only four tunneling directions are taken into ac-

count when it comes to the implementation of the GLM in the simulation tool

as sketched in Figure 5.27: the direct tunneling from the substrate to the gate,

tunnel into a trap, from the trap to the substrate again, and finally from the

trap to the gate. We consider elastic direct tunneling through a constant barrier

of infinite extent in the two lateral dimensions that varies only in confinement

direction. However, for the trap assisted tunneling both the elastic and inelastic

cases are considered. In addition, the noisy nature of this mechanism due to

the random number of electrons affected by the gate leakage is included. For

this reason, the selection of the tunneling effect is obtained in accordance with
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a uniformly distributed random number and the electron position, the same way

as the random position of the traps along the oxide is calculated. Thus, in the

remainder of this section, a detailed discussion of this transport mechanism is

given together with its sensitivity towards the device structure. This is intented

to form the basis for forthcoming investigations, such as the study of the Random

Telegraph Noise (RTN) and its comparison to experimental data [207, 208]. Fi-

nally, a meticulous comparative of how GLM modifies the performance of FDSOI,

DGSOI, and FinFET is presented.

5.4.2 Simulation set-up

Before starting the Monte Carlo iterations, it is necessary to define the input

of both the physical and simulation parameters as mentioned in Section 3.2. In

consequence, some initial characteristics must be fixed in order to include the

gate leakage mechanism in the simulation.

Initially, the number of traps and its location in the oxide are chosen bearing

in mind its random nature. Firstly, the number of traps is deterministically

calculated according to the oxide dimensions and the trap density, which depends

on the material and the wafer orientation. For example, a trap density for a good

quality gate oxide is between 1011cm−2 and 1012cm−2 when the dielectric is SiO2

and the wafer orientation is (100).

Secondly, a uniform distributed random sequence of numbers is reckoned in

order to calculate the trap location in the x and y directions, and its energy level

that is usually between 2.9eV and 3.9eV below the conduction band of the SiO2.

This energy level is chosen in accordance with a random number (rEtrapε[2.9 −
3.9]eV ) calculated with the initial conditions and the shift of conduction band

during the whole simulation. Furthermore, if a double gate device is considered,

the number of traps and its random parameters are calculated independently for

each gate.

Thirdly, it is indispensable to keep in mind that the MS-EMC code makes use

of a 2D description, whereas an electron can be trapped only when it is located

near a trap location in the oxide with 3D coordinates. Subsequently, the dimen-

sion of the trap is defined as a cube with the same sizes in the three directions

and the percentage of charge that can be located in that cube is estimated. This
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percentage nperz will be compared to a random number in the MC iterations, so

that it is possible to determine the probability of finding an electron located near

the trap in the x and y directions that can be set near the trap in the z direction.

Then, when the traps are totally defined, the number of particles near the

dielectric is required in order to improve the computational cost, because the

distance between its location and the interface modifies the tunnel probability.

Due to the quantization effect, the carrier density is different from the classical

prediction, since it peaks at a small distance away from the surface and not at

the surface, as predicted by classical physics. This fact can be considered as

an effective increase in the oxide thickness. Thus, quantization effect modulates

the gate leakage current [209]. Moreover, the 2D Boltzmann equation (BTE)

used in MS-EMC code characterizes the semiclassical motion of the particles in

the transport direction even though its location in the confinement direction is

unknown. The simulation particles are distributed along the whole device and

hence the percentage of the ones near the interface (nintf ) is measured with

respect to the total number of particles (n(x, z)):

nintf =

∑
intf

∑
x n(x, z)∑

z

∑
x n(x, z)

, (5.13)

where intf represents the region near the interface in the z direction. In this

study, intf is considered as the 10% of the TSi for each gate. This percentage

will be also compared to a random number in order to estimate if the particle is

located near the interface.

The last step required before starting the Monte Carlo iterations is the cal-

culation of the initial tunneling probabilities of each mechanism: i) the direct

tunneling probability (TDT ), ii) the probability of electrons tunnel into a trap

(TST ) or iii) out of a trap to the substrate again (TTS), and iv) the tunneling

probability of electrons out of a trap to the gate electrode (TTG). The WKB

approximation is considered in order to calculate the tunneling probability of an

electron as in S/D tunneling (Section 5.2). For the GLM, this transmission coeffi-

cient does not only depend on the barrier thickness, height, and structure, which,

in our case, is set up by the band gap of the dielectric material [32, 33, 178, 179],

but also on some specific factors of each mechanism.
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i) Direct tunneling probability (TDT ): this assessment only considers the tun-

neling path starting in the interface between the substrate and the dielectric

(zox), and it finishes in the interface between the dielectric and the gate

contact (zg). Then, the TDT is given directly by the WKB approximation:

TDT (E) = exp

{
−2

~

∫ zg

zox

√
2m∗z(ECB(x, z)− E) dz

}
(5.14)

where E and m∗z are the energy and the confinement effective mass of the

electron respectively, and ECB(x, z) corresponds to the energy of the conduc-

tion band in the point x, z. Additionally, a Fermi-Dirac distribution of the

electrons and available states at any given energy in the gate electrodes are

assumed considering that, after tunneling, the electron is going to thermalize.

ii) Probability of tunneling into a trap (TST ): two important factors must be

included in this calculation. In the first place, the trap occupation makes

sure that the Pauli exclusion principle is considered and TST is therefore

multiplied by (1− f), being f = 0, f = 0.5, f = 1 if the trap is empty, or it

has one or two particles, respectively. Secondly, if the tunneling is inelastic,

it must emit or absorb a phonon. When the particle energy is higher than

the trap energy, a phonon is emitted and the probability is multiplied by

(1 + n(ω)), being ω the difference between the particle and the trap energy,

and n(ω) the Bose–Einstein factor:

n(ω) =
1

exp
ω

kBT −1
(5.15)

Conversely, if the particle energy is lower than for the trap energy, a phonon is

absorbed and so it is multiplied by n(ω). In summary, if the other parameters

are considered in the same way as the TDT and the tunneling path starts in

the interface between the substrate and the dielectric (zox) and finishes in

the trap location (ztrap), TST is defined for the emitted and absorption cases

as follows:
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TST,em(E) = (1− f) (1 + n(ω)) exp

{
−2

~

∫ ztrap

zox

√
2m∗z(ECB(x, z)− E) dz

}
(5.16)

TST,abs(E) = (1− f)n(ω) exp

{
−2

~

∫ ztrap

zox

√
2m∗z(ECB(x, z)− E) dz

}
(5.17)

iii) Probability of tunneling out of a trap to the substrate (TTS): the WKB ap-

proximation is only multiplied by the trap occupation f . In addition, energy

is transferred to a phonon via inelastic collisions excess and the electron loses

memory of its previous state. For this reason, if this trapped electron tunnels

again to the substrate, a new energy level must be chosen. As the carriers

tend to be at the subband with lower kinetic energy, the approximation used

in this mechanism calculates the subband in which the electron has lower

kinetic energy. Furthermore, if the energy trap state is lower than the min-

imum subband, this tunnel is forbidden turning this probability into zero.

Keeping in mind these hypotheses and being the rest of the parameters the

same as for the direct tunneling, this probability is given by:

TTS(E) = f exp

{
−2

~

∫ zox

ztrap

√
2m∗z(ECB(x, z)− E) dz

}
(5.18)

iv) Probability of tunneling out of a trap to the gate electrode (TTG): the same

assumptions as for TTS are made with the difference that the particle has

available states at any given energy in the gate electrode (as for the direct

tunneling), the start point is the trap location (ztrap), and the final point is

the interface between the dielectric and the gate contact (zg).

TTG(E) = f exp

{
−2

~

∫ zg

ztrap

√
2m∗z(ECB(x, z)− E) dz

}
(5.19)
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As a conclusion of the tunneling probabilities calculation, it is imperative to

emphasize that the trap assisted probabilities must be calculated for each trap in

the dielectric (or both dielectrics in a double gate), due to the different location

of each one. In the same way, all probabilities must be recalculated when the

conduction band changes, or in case that an electron is trapped or detrapped in

each Monte Carlo iteration. However, GLM has a very low frequency and hence

a different period that the used for MS-EMC self-consistency (∆tGLM ) in which

the probabilities of undergoing a direct or trap assisted tunneling are checked, is

defined. In that way, the particles can only undergo this mechanism according to

an accurate period of occurrence instead of after each integration step. For this

reason, this assumption has been considered to reduce the computational effort.

Moreover, another advantage of the MS-EMC simulator is the ability to switch

on and off the tunneling process, as it is included in a separate routine after each

iteration.

When all the initial parameters of the system are deeply introduced, the

Monte Carlo iterations begin as described in section 3.2. The fundamentals of

the free-flight technique of an electron used in Monte Carlo algorithms are based

on stochastic and ergodicity processes. It calculates the positions of each electron

in the transport direction after a random flight time, which finishes because of the

random choice of a scattering event. In particular, it is computed in the Monte

Carlo Transport for electrons block shown in Figure 4.3. After each flight, the

new position and transport properties of the electrons are calculated. Depending

on the carrier location, its energy and the event period ∆tGLM , our algorithm

estimates the probability of undergoing a tunnel process. Two different scenarios

determined by the particle location can be considered as depicted in Figure 5.28:

when it is in the channel or in the event it is trapped.

• Particle in the channel: the first step is to decide if the particle is located

near the substrate-dielectric interface using a uniform distributed random

number rch1. Only if rch1 < nintf , the particle can undergo direct or trap

assisted tunneling. Otherwise, the particle can continue with its normal

motion. Due to the comparison between the location of the particle and all

the traps in the dielectric, always bearing in mind its 3D dimension, this

scenario can be divided into two different sub-scenarios thanks to another
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Figure 5.28: Flowchart of the Monte Carlo Transport Block for elec-
trons included in the MS-EMC simulator shown in Figure 4.3 with the
additional blocks of the gate leakage mechanism (GLM) code where
Nsim is the considered particle, subscript n stands for the iteration
number, ∆tGLM is the time step where GLM is calculated, rch1, rch2,
or rch3 are uniformly distributed random numbers, nintf is the per-
centage of particles near the interface between the substrate and the
oxide, nperz is the percentage of charge that can be located near a
trap taking into account the 3D direction, Epar(x) and E1(x) are the
particle and the lowest subband energies in the transport direction
(x), respectively.

uniform distributed random number rch2. On the one side, if rch2 ≤ nperz,

the particle can undergo both direct and trap assisted tunneling choosing its

mechanism according to the comparison between the tunneling probabilities

and a uniform distributed random number rch3. If the particle is trapped

and its energy is different from the trap energy, the particle goes to the trap

state emitting or absorbing a phonon. On the other side, if rch2 > nperz, it

can only undergo direct tunneling through the dioxide.
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• Particle in a trap: the first step is to determine whether the particle can

go back to the substrate, whether it leaves the device going to the gate

contact, or whether it remains in the trap. Like the above mentioned case,

this choice is made by comparing tunneling probabilities and a uniform

distributed random number rtrap1. As a result of the high substrate doping

level and the large electric field at the Si− SiO2 surface, the quantization

of carrier energy occurs within the Si substrate. This leads to less occupied

energy states from which electrons can tunnel. Subsequently, a particle with

the same energy as the trap one and higher than the lower subband energy

can only tunnel from the trap to the substrate. If this state is available,

the particle can go back to the channel and it will continue with its normal

motion. Contrarily, there are no available states and the particle will be

trapped in the oxide or it will tunnel to the gate contact.

In that point, the tunneling path for all the mechanisms must be described.

Due to the negligible tunneling time caused by the thin dielectric involved in the

gate leakage mechanism and the low frequency of these events, it is a realistic

assumption to consider the instantaneous tunnel. The electron goes directly from

the starting point to the ending point on the same time step. In other words, the

electron is not going to fly to the potential barrier.

It is important to highlight again that the tunneling probabilities are recalcu-

lated considering the same assumptions as for the initial calculation, both when

the conduction band changes and when an electron is trapped or detrapped in

each event period, ∆tGLM , because a change in the trap occupation modifies the

rates. Apart from that, the charge trapped is dynamically keeping in mind in

the 2D Poisson solution in order to preserve the self-consistency during the time

simulation.

The last step in the gate leakage methodology is the calculation of the gate

leakage current in proportion to the event period ∆tGLM , the tunneling proba-

bilities, and the average number of particles affected by each mechanism. It can

be divided into four major components, namely: direct tunneling current (IDT ),

tunneling current of electrons into a trap (IST ), tunneling of electrons out of a

trap to the substrate again (ITS), and tunneling current of electrons out of a trap

to the gate electrode (ITG). Finally, the steady-state net current through the
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surface resulting from the presence of a trap implies that the overall gate leak-

age current is calculated as the net difference of all tunneling currents passing

through the substrate-dielectric interface: IGL = IDT + IST − ITS .

5.4.3 Description of simulated devices and results

5.4.3.1 Device Structures

The same devices than for the S/D tunneling (FDSOI, DGSOI, and FinFET)

are herein analyzed in order to compare their performance when the gate leakage

mechanism is included. These devices are described in Figure 5.5 and in Tables

5.1 and 5.2. As a summary, the considered confinement direction of these devices

on standard wafers changes from (100) for both planar FDSOI and DGSOI to

(01̄1) for FinFET, whereas the transport direction remains constant <011>. In

addition, the channel thickness ranges from TSi = 3nm to TSi = 5nm, the gate

oxide with Equivalent Oxide Thickness is EOT = 1nm, and the gate work func-

tion is 4.385eV. For the FDSOI device, a Back-Plane with a UTBOX = 10nm,

Back-Bias polarization of VBB = 0V , and Back-Plane work function of 5.17eV

have been chosen.

In this study, the gate length has remained constant as LG = 15nm and

the effective mass involved in GLM is the effective confinement mass (mz) being

the higher populated valley the ∆2 in both the FDSOI and the DGSOI and ∆4

in the FinFET. Finally, the number of traps is calculated considering a trap

density of 1012cm−2 in the SiO2 oxide and the device dimensions. However, the

traps position and its energy for this particular work are set equal in the three

devices, so that instead of calculating them randomly and study the variability

of this mechanism, we compare how such phenomenon affects the aforementioned

devices.

5.4.3.2 Results

If we consider the study of this phenomenon according to the tunnel probability

for any gate leakage mechanism calculated by the WKB approximation (Equa-

tions 5.14, 5.16, 5.17, 5.18, and 5.19), it can be reduced by the longer tunneling

path, the higher potential barrier, or the bigger mz. As this phenomenon under-

goes in the confinement direction, all the devices have the same potential barrier
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between the substrate and the gate contact caused by the dielectric. For this

reason, the difference in the effective confinement mass only modifies the tunnel

probability among FDSOI, DGSOI, and FinFET. Conclusively, the higher effec-

tive confinement mass for both the FDSOI and the DGSOI (mz = ml = 0.916m0)

than for the FinFET orientation (mz = 2mlmt
ml+mt

= 0.326m0) involves that the tun-

nel probability is lower for the planar devices than for the vertical one. However,

the effective confinement mass has the same value mz = mt = 0.198m0 for the

less populated valleys; ∆2 in FinFET and ∆4 in FDSOI and DGSOI.

The higher tunnel probability for the FinFET than for FDSOI and DGSOI

can be distinguished in Figure 5.29 where the electron distribution as a function of

the transport and confinement directions taking into account the charge trapped

is shown. The higher tunnel probability increases the number of particles that

can undergo any gate leakage mechanism and so the charge trapped in FinFET

is higher. The random nature of the trap location is also depicted in this Figure.

Moreover, the different electron distribution conforming to its location in

each device must be highlighted. On one side, if both double gate devices are

compared, the total charge near the interface between the substrate and the oxide

in Figure 5.29 is lower for the FinFET than for the DGSOI. On the other side,

if both planar devices are analyzed, the inclusion of an additional gate increases

the electron confinement.

A meticulous study of how the different electron distribution modifies the

probability of undergoing GLM is depicted in Figures 5.30 and 5.31 where dif-

ferent observations must be highlighted. Firstly, it is necessary to emphasize

that the direct tunneling through the oxide is the dominant phenomenon in the

three devices due to the small oxide thickness. Secondly, the reduction of the

total charge near the interface decreases the probability of undergoing direct or

trap assisted tunneling through the oxide. It therefore reduces the number of

electrons affected in FinFET in comparison with the DGSOI. The same remark

is also shown in FDSOI, specially at high gate bias, because of the lower elec-

tron confinement. Thirdly, the probability of a trapped electron to return to

the substrate should generally be lower than the probability of tunneling to the

gate contact because the electrons need available energy states in order to be

detrapped to the substrate. Nonetheless, the difference in the electron confine-

ment must modify these energy states increasing substantially the probability of
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Figure 5.29: Electron distribution in cm−2 as a function of the trans-
port and confinement directions, X and Z, respectively, in the 15nm
device including gate leakage mechanism for FDSOI (left), DGSOI
(middle), and FinFET (right) with TSi = 3nm, VGS = 0.6V and
VDS = 100mV . Recall that X = 0nm corresponds to the center of the
device.

tunneling to the substrate in FDSOI in contrast with the general behavior of

the DGSOI and FinFET. Furthermore, the available states decrease as the gate

bias increases until this tunnel becomes forbidden. Due to the lower charge near

the interface in the FinFET, this fact starts at lower gate bias. Eventually, the

slope in the total number of electrons affected by GLM as well as in the direct

tunneling is higher for the FinFET. In other words, the number of particles that

undergoes direct tunneling tends to be similar for the FDSOI and FinFET as the

gate bias increases.

These statements can be extended for the current generated by the total gate

leakage mechanism and each one individually (direct tunneling, tunnel into a

trap, and dettraping to the substrate and the gate contact) as a function of VGS

(Figure 5.31). In addition, the trapped charge can be perfectly observable in

Figure 5.31 because the flowing current from the substrate to all the traps is not

the same as the sum of the currents of particles that leave the traps.

When the gate leakage is included, an important number of particles that

should contribute to the thermionic current undergoes direct or trap assisted

tunneling through the oxide. For this reason, the loss of charge reduces the

potential barrier between the source and the drain as depicted in Figure 5.32. This
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Figure 5.30: Average number of electrons in arbitrary units affected
by the total gate leakage mechanism and each one individually (direct
tunneling, tunnel into a trap, and dettraping to the substrate and the
gate contact) as a function of VGS in the 15nm device and TSi = 3nm
at low drain bias for FDSOI (left), DGSOI (middle), and FinFET
(right).

Figure 5.31: Current generated by the total gate leakage mechanism
and each one individually (direct tunneling, tunnel into a trap, and
dettraping to the substrate and the gate contact) as a function of VGS

in the 15nm device and TSi = 3nm at low drain bias for FDSOI (left),
DGSOI (middle), and FinFET (right).

reduction is not very severe because the total lost charge is small in comparison

with the total charge (Figure 5.29).

Finally, Figure 5.33 shows the impact of the gate leakage mechanism on the

drain current variation (∆ID/ID,w/o) of a simulation considering GLM and an-

other simulation without taking GLM into account. By way of explanation, the

parameter ∆ID/ID,w/o represents the variation in current when this phenomenon
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Figure 5.32: Energy profile of the lower energy subband in the 15nm
device for FDSOI (valley ∆2), DGSOI (valley ∆2), and FinFET (val-
ley ∆4) with gate leakage mechanism and w/o considering it with
TSi = 3nm, VGS = 0.6V and VDS = 100mV . Recall that X = 0nm
corresponds to the center of the device.

is included in comparison with the drain current ID,w/o and, hence, it will be more

remarkable when the variation is in the order of ID,w/o. Two different scenar-

ios should be highlighted. The first one is when the gate bias is lower than the

threshold voltage. In this region, ∆ID is negative because the reduction of the

number of particles owing to GLM lower the current. The second one is when

the gate bias is higher than the threshold voltage being ∆ID slightly negative

because the reduction in the potential barrier increases the thermionic current

and so the impact of GLM in comparison with ID,w/o is very small. The big onset

shift between both scenarios is due to the quantum confinement of the electrons

near the interface. The reduction of the IOFF and the low effectiveness in the

ION due to this phenomenon can be advantageous if a device with the highest

ION/IOFF ratio is demanded.

When the channel thickness increases, the percentage of the region near the in-

terface decreases. Therefore, the number of particles affected and the ∆ID/ID,w/o

decreases. Nevertheless, the contribution of a single gate in FDSOI reduces the

drain bias and so the impact of GLM on the drain current is larger in this device.

In addition, ∆ID/ID,w/o is more negative for the FinFET than for the DGSOI as

the gate bias increases, as predicted in Figure 5.30. When the electron confine-
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Figure 5.33: Difference between the drain current (∆ID) of a simula-
tion considering gate leakage mechanism and a simulation w/o taking
it into account as a function of VGS in the 15nm device for FDSOI,
DGSOI, and FinFET at low drain bias condition (left) and saturation
(right) conditions.

ment is strong, the number of particles that can undergo GLM is similar between

both devices. For this reason, the bigger mz for the DGSOI reduces the tunnel

probability.

This effect gets even less relevance when the drain bias is increased due to

the higher carrier confinement. but the influence of this quantum effect is lower

for TSi = 5nm. In addition, FDSOI shows less degradation at saturation regime.

As a conclusion, if focusing on the variation of the drain current, the DGSOI

is more tolerant at any drain bias. On the one hand, the current of a double gate

is higher than in a single one and any variation in the drain bias is therefore less

observable. On the other hand, the number of particles affected in both DGSOI

and FinFET tends to be similar in regions of strong carrier confinement. Accord-

ingly, the higher tunneling probability of the FinFET involves higher particles

that undergo this phenomenon. As a result, the variation in the drain current is

larger in FinFETs.

5.4.4 Conclusions

This section presents the implementation of gate leakage mechanism (GLM) in-

cluding direct and trap assisted tunneling in a MS-EMC tool for the comparison

of its effectiveness in ultrascaled FDSOI, DGSOI and FinFET devices. Three

different assumptions of the motion of a particle when it undergoes trap assisted
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tunneling are also described: tunnel into a trap or out of a trap to the substrate

again, and tunneling of electrons out of a trap to the gate electrode. Our calcu-

lations show that the main difference in our simulations among the three devices

when this quantum effect is bearing in mind is the electron confinement near

the interface. If the charge located near the interface in comparison to the total

charge is larger, the probability of undergoing this phenomenon is higher. The

loss of charge decreases IOFF whereas it increases ION due to the reduction of

the potential barrier between the source and the drain. In conclusion, the sin-

gle gate FDSOI and the vertical FinFET are the devices that show less electron

confinement in contrast with DGSOI, and hence the number of electrons that

tunnels through the oxide is lower. However, the DGSOI shows more tolerance

in terms of drain current variations at any bias regime due to the higher drain

current in comparison with a single gate and the lower tunneling probability.
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Conclusions and Future work

6.1 Conclusions

The main aim of this PhD Thesis is the development of a Multi-subband En-

semble Monte Carlo simulator which includes different quantum effects and the

assessment of different nanodevices using this tool.

In this context, the main contributions of this work are listed below:

• A broad description of the MS-EMC tool has been provided which is able

to deal with transient and non-homogeneous phenomena, arbitrary orien-

tations, different valleys and subbands, multiple gates (MuG) architectures

and SOI technology. Moreover, the phonon and the surface roughness scat-

terings, as well as the ionized impurities have been taken into account.

• As the addition of new models are required due to the device scaling, the

computational resources have been improved. The MS-EMC code has been

parallelized using the OpenMP standard in order to reduce the simulation

time. It has been demonstrated that, despite the transport simulation

shows a dependency among the simulation parts, if the most computational

cost blocks are divided into different threads for a multi core processors,

the total simulation time can be substantially reduced. Furthermore, the

computational cost reduction can be beneficial to the code developers and,

hence, to the elaboration of novel models.
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• The boundary condition has been optimized for the ohmic contacts con-

sidering that when a superparticle reaches the source or drain terminals,

it exits the simulation domain being able to be reused without any matrix

reorganization process. By doing this, the neutrality condition of the car-

riers is fulfilled because the superparticles that exit the source or drain are

reused to create the new ones to be injected. This procedure also allows

the use of parallel code and the optimization of the computational cost.

Regarding the injection distribution, the equilibrium Maxwell-Boltzmann

and the Fermi-Dirac statistics have been assumed. We demonstrated that

the second one gives a more accurate picture of the distribution function

because the superparticle re-injection depends on the relationship between

the angle and the injection energy. As a result, the drain current is higher

in the Fermi-Dirac statistics than in the Maxwell-Boltzmann ones owing to

the initial motion parameters.

• A energy-dependent model for calculating the superparticle weight (the

number of electrons per superparticle) has been developed in order to re-

duce the stochastic noise that the high energy superparticles include in the

device performance. This model has been motivated because this kind of

superparticles are very unlikely and a high weight can modify the dominant

statistic. It has been shown that a proper weight choice according to the

energy decreases the noise in the subthreshold region and allows the use of

MS-EMC codes in this particular bias condition.

• The S/D tunneling has been introduced as a scaling limit owing to the

threshold voltage modification. Regarding the WKB approximation, the

tunnel probability of a superparticle with lower energy than the potential

barrier near this position to go through it depends mainly on: the tunneling

path, the potential barrier and the transport effective mass. An assessment

of its impact on FDSOI, DGSOI, and FinFET has been provided being

their energy profile and confinement orientation which determine the phys-

ical degradation. It has been concluded that the higher transport effective

mass in the FinFET makes this architecture more undamaged facing this

phenomenon, specially in the subthreshold and saturation regimes. In ad-

dition, our simulations have shown that the tunneling time can not be
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neglected because an instantaneous tunnel overestimates the number of

particles that undergoes this effect by increasing their tunnel probability.

• The implementation of the BTBT effect has been considered in order to

study a device which injection current is this mechanisms, instead of study-

ing it as a leakage mechanism in conventional architectures. This device has

been a TFET which principal advantage compared to conventional MOS-

FETs is the low subthreshold swing and small IOFF . In particular, a non-

local BTBT model has been developed combining the local equation for the

generation rates, the choice of a non-local tunneling path, and the modifi-

cation of the conduction and valence band according to their first available

energy state. Moreover, the assessment of different approaches for the tun-

neling path, the tunneling path follows the maximum gradient trajectory

or the minimum length, provides differences in both the current levels and

the spatial distribution of the generated carriers. Finally, a comparison

between these results and other results obtained from commercial TCAD

simulations has shown that the model herein developed provides very ac-

curate agreement and so it validates our assumptions.

• A model for evaluating the gate leakage mechanism (GLM) including di-

rect and trap assisted tunneling has been implemented for the MSB-EMC

tool. Three different assumptions for trap assisted tunneling have been

considered: tunnel into a trap or out of a trap to the substrate again, and

tunneling of electrons out of a trap to the gate electrode. In the case of

direct tunneling, the tunneling probability has been calculated by using the

WKB approximation as in the S/D tunneling. On the contrary, for the

trap assisted tunneling, this transmission coefficient does not only depend

on the dielectric barrier structure but also on some specific factors of each

mechanism such as the trap occupancy or the emission or absorption of a

phonon. However, our simulations have shown that the direct tunneling is

the dominant phenomenon due to the small oxide thickness. Eventually, a

comparison of its effectiveness in ultrascaled FDSOI, DGSOI and FinFET

devices has been studied. We have demonstrated that the main difference

in our simulations among the three devices when this quantum effect is

bearing in mind is the electron confinement near the interface being the
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DGSOI which shows more tolerance in terms of drain current variations at

any bias regime.

6.2 Future Work

Some preliminary results have been reported in this document, nonetheless, the

full potential of the developed simulator has to be still exploited in future research

works. Accordingly, we propose the following issues as future steps to continue

the study of the enhancement effects and the quantum mechanisms in the MS-

EMC tool:

1. The study of the electron mobility may be completed by the inclusion of

other scattering mechanism, such as for example the Remote Coulomb Scat-

tering, the Impact Ionization, or the Heat Transport.

2. Concerning the silicon-based 2D MS-EMC simulator, three improvements

can be considered: firstly, the introduction of the Monte Carlo transport

for holes; secondly, the extrapolation from de 2D code to a 3D one in order

to simulate 3D device architectures such as nanowires; and thirdly, the

adaptation of the electrostatic and transport numerical solvers in order to

include high–κ oxides and new materials.

3. Both the S/D tunneling and the strain technology modify the device char-

acteristics, such as the potential barrier, and so the device performance. A

thorough study of this effect on strained devices will be addressed.

4. We have approximated the non-local BTBT phenomenon by using local

equations and non-local tunneling paths for the generation rate calcula-

tions. The WKB approximation would be useful to be included in the

generation rate in order to describe the particle movement in the band gap

according to the imaginary wave vector. This task should be linked with a

robust estimator for the drain current calculated by the spatial average of

the superparticles generated by BTBT along the channel. In that way, the

current will consider the initial free-flight conditions of the BTBT super-

particles.

144 Development of a MS-EMC simulator for nanometric transistors



6.2. Future Work

5. Once that the MS-EMC simulator has proven to be reliable for handling

BTBT phenomena in TFETs, the next steps would be oriented to the con-

sideration of alternative geometries such as the heterogate electron–hole

bilayer TFET (HG-EHBTFET). The main difference between both devices

is that TFETs are based on point tunneling (gate induced electric fields

and tunneling directions mainly perpendicular), whereas HG-EHBTFETs

are based on line tunneling (electric fields and tunneling directions mostly

aligned).

6. A motion assumption where the superparticle tunnel through the gate oxide

in the GLM should be developed in order to not disregard the tunneling

time inside the gate oxide.

7. The study of the quantum effects herein developed has been independently

carried out. However, real devices are affected by a large number of phe-

nomena as the device dimensions decrease. For this reason, an analysis of

the simultaneous impact of the major number of quantum effects can be

considered to get a more accurate solution.
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