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Prologue
Abstract
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Modeling and Simulation of Semiconductor Nanowires for Future Technology Nodes
by Enrique González Marín

The main purpose of this PhD Thesis is the analytical and numerical study of Multiple Gate (MuG) architectures and III-V compound semiconductors as technological alternatives to continue the downscaling process of the MOSFET beyond the 22nm node.

To do so, electrostatic and transport simulators, able to solve the Schrödinger, Poisson and Boltzmann equations for a 1D electron gas, have been implemented. The electrostatic solver is based on a non-parabolic effective mass approximation being able to deal with arbitrary geometries, materials and orientations, to achieve the charge and potential distribution in the 2D cross-section of a MuG structure. The transport solver linearizes the 1D Boltzmann equation using the momentum relaxation time approximation (MRT), solving it by a rigorous implicit approach not common in the literature. It includes novel models for surface roughness, coulomb dispersion, bulk phonons, polar optical phonons and alloy disorder scattering mechanisms, including static dielectric screening, constituting a state-of-the-art mobility simulator.

In addition, a fully analytical model able to accurately describe the electrostatic behavior of III-V cylindrical NWs is developed. It is, to the best of our knowledge, the most complete analytical description of the charge and potential distributions in III-V NWs presented in the literature up-to-date. The model provides analytical expressions for the calculation of the subband energies and the wavefunctions of the Γ-valley, taking into account the wavefunction penetration into the gate insulator and the effective
mass discontinuity in the semiconductor-insulator interface, Fermi-Dirac statistics, two-dimensional confinement of the carriers and non-parabolic effects. It also allows the inclusion of arbitrary analytical profiles of interfacial states.

Using the numerical and analytical approaches, several relevant electrostatic and transport studies of Trigates and NWs are accomplished. These two structures are specially significant as they constitute the most consolidated architectures among MuG transistor devices. Trigate FET introduces the fewest changes to conventional planar transistor processing, enhancing the electrostatic control of the channel. NWs are the ultimate evolution of the MuG architectures providing the best suppression of short channel effects. Thus, our analytical approach allows to study the influence of the device size and material type on the inversion charge, the drain current, the gate capacitance and the threshold voltage of III-V NWs. To complete the analytical study, the numerical solvers are used to elucidate the role of the $L$-valley on the electrostatic and transport properties, concluding in a non-negligible influence as the NW diameter is reduced. The numerical approach is also used to compare the performance of Si and III-V Trigate structures. The impact of the fin width and the back gate bias is analyzed, showing that a) the mobility enhance observed for III-V Trigates is degraded when the width is reduced; b) the back gate bias control of the threshold voltage directly affects to the mobility. Finally the surface roughness is revealed as the main scattering mechanism limiting the mobility for the big majority of the sizes and materials at high inversion charges, being the mobility behavior at low inversion charges more complex and very dependent on size and materials.
Resumen
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Modeling and Simulation of Semiconductor Nanowires for Future Technology Nodes
by Enrique González Marín

El principal objetivo de esta Tesis de Doctorado es el estudio analítico y numérico de arquitecturas multipuerta, MuG del inglés Multiple Gate, y compuestos semiconductores III-V, como alternativas tecnológicas para continuar el proceso de escalado del transistor MOSFET más allá del nodo tecnológico de 22nm.

Con este objetivo, se han implementado simuladores electrostáticos y de transporte capaces de resolver las ecuaciones de Schrödinger, Poisson y Boltzmann en un gas de electrones unidimensional. El simulador electrostático está basado en la aproximación de masa efectiva no parabólica, siendo capaz de tratar con geometrías, materiales y orientaciones arbitrarias para obtener las distribuciones de carga y potencial en la sección transversal bidimensional de la estructura MuG. El simulador de transporte linealiza la ecuación de transporte unidimensional de Boltzmann, usando la aproximación de tiempo de relajación del momento, MRT del inglés Momentum Relaxation Time, resolviendo el sistema resultante de manera implícita. Además incluye modelos novedosos de dispersión debida a rugosidad superficial, cargas coulombianas, fonones bulk, fonones ópticos polares y desorden por aleación.

Adicionalmente, se ha desarrollado un modelo completamente analítico que describe el comportamiento electrostático de nanohilos, NW del inglés nanowire. Es, hasta donde alcanza nuestro conocimiento, la descripción analítica más completa de la distribución de la carga y el potencial en NWs cilíndricos de materiales III-V presentada en la literatura hasta la fecha. El modelo proporciona expresiones analíticas
para calcular la energía de las subbandas y las funciones de onda del valle $\Gamma$, teniendo en cuenta la penetración de la función de onda en el aislante y la discontinuidad en la masa efectiva en la interfaz entre el aislante y el semiconductor, así como estadística de Fermi-Dirac, confinamiento bidimensional de los portadores y efectos no parabólicos. También permite incluir un perfil arbitrario de estados en la interfaz.

Haciendo uso de las aproximaciones numérica y analítica, se realizan varios estudios relevantes de carácter electrostático y del transporte en Trigates y NWs. Estas dos estructuras son especialmente significativas puesto que constituyen las arquitecturas MuG más consolidadas. Los Trigate introducen pocos cambios en el proceso de fabricación planar tradicional, al mismo tiempo que incrementan el control electrostático del canal. Los NWs son la evolución última de las arquitecturas MuG, proveyendo de la mejor supresión de los efectos de canal corto. De esta manera, usando el enfoque analítico se estudia la influencia del tamaño del dispositivo y el tipo de material en la carga en inversión, la corriente de dreandor, la capacidad de puerta y la tensión umbral en NWs III-V. Para completar el estudio analítico, los simuladores numéricos desarrollados se usan para comprender el papel del valle $L$ en las propiedades electrostáticas y de transporte, concluyendo que tiene un influencia no despreciable a medida que el tamaño del dispositivo se reduce. El enfoque numérico se usa también para comparar el desempeño de estructuras Trigate de Si y materiales III-V. El impacto de la anchura del Trigate y de la puerta trasera es analizada, mostrando que: a) el incremento de la movilidad observado para Trigates III-V se degrada cuando la anchura se reduce y b) el control de la puerta trasera sobre la tensión umbral afecta directamente a la movilidad. Finalmente, la rugosidad superficial se revela como el principal mecanismo de dispersión limitador de la movilidad para la gran mayoría de tamaños y materiales a alto campo, siendo su comportamiento a bajo campo más complicado y muy dependiente del tamaño y material.
Chapter 1

Introduction

1.1 A success story

The story of the Metal Oxide Semiconductor Field Effect Transistor (MOSFET) and the integrated circuits (IC), is probably the most successful example of the curiosity, passion and effort characteristics of the human being nature. There is not such a comparable level of progress in a such short period of time in any other human activity during the history. In the brief lapse of time which goes from the appearance of the first implementation of the MOSFET by D. Kahng and M. Atalla [1] to nowadays, MOS technology has augmented its performance by a factor $10^6$ [2]. If we look a little bit further in the past, to the precursors of the MOSFET, the vacuum tubes, or the Bipolar Junction Transistor invented by J. Bardeen, W. Brattain and W. Shockley [3, 4], the evolution is even more astonishing. No other human development holds the comparison.

The workhorse for the increase of the MOSFET performance has been the downscaling of the transistor dimensions. Guided by the Dennard rules [5], the size of the MOSFET has been reduced from 20µm to 22nm in the last 45 years. That scaling of the transistor dimensions had one main objective: the reduction of the capacitances associated to the MOSFET, and consequently the increase of its switching time and of the IC speed [6]. In addition, the reduction of the transistor area had two aside consequences: the reduction of the switching energy and the increase in the number of transistors per chip (which also contribute to increase the IC performance).

The continuous progress in the transistor scaling was fed by the sustained economic progress of the last quarter of the twenty century. In the context of the capitalism
market economy, the electronic revolution offered novel goods to be consumed, which rapidly became first order necessities. In the last decade of the past century the explosion of the information technology (IT), Internet and the global society continued pushing the revolution. In a kind of virtuous circle, we can state that the aforementioned factors are as much causes as consequences of the revolution. Now, the IT market is perfectly consolidated, and the electronic devices occupy every place in our life.

![Figure 1.1: The market demand is secured by: a) the diversity of applications, b) the creation of new necessities, c) the voracity of IT consumers.](image)

### 1.2 Hurdles in the way

While the market demand is secured by: 1) the diversity of applications, 2) the creation of new necessities, and 3) the voracity of IT consumers, the downscaling of the MOSFET is reaching the end of the road [7]. It is not the first time that we face this challenge, although previous statements on the downscaling halt were technological: in the seventies the spatial resolution of the IC was thought to be determined by the lithography wavelength [8], [9]; while in the early eighties direct tunneling through the SiO\(_2\) gate insulator was asserted to lead to a disastrous leakage [10], [11]. Nevertheless,
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The present scenario points out that we are approaching to unavoidable physical limits. The smallest of these limits is the Si interatomic distance ($\sim 0.3$nm) [12]. Probably before that, at transistor channel lengths around 3nm, the direct drain to source tunnel will distort the MOSFET operation [13]. Whether the limit is 3nm or 0.3nm, the end is not far as the 22nm technology node is now in production.

An evidence of the proximity of the end is the continuous relentless of the scaling process. The shrink rate of the gate length, till the last technological nodes, was 0.7 per 3 years in average, according to Moore’s law [14]. For the future nodes it is predicted to move to 0.85 per 3 years [6]. This deceleration has been reflected by the International Technology Roadmap for Semiconductor (ITRS) [15] which has successively relaxed their predictions for the future technology nodes, delaying their appearance. According to Prof. Iwai, that deceleration gives us 4 or 5 generations (in the most optimistic case up to 7 more generations) and around 20-25 years of continued scaling [16]. What will be the substitute once the end of the road is reached is an open question. 2D materials: as graphene and molybdenum disulfide [17, 18]; Carbon Nanotubes (CNT) [19], molecular electronics [20] or single-atom transistors [21] are good positioned alternatives. But there is still a lot of work to do to reach the limit and this manuscript works out on some of the most promising alternatives.

To be able to continue the MOSFET scaling beyond the 22nm technology node, it is worth to know why has the scaling process slowed down. Actually, it is a multiple answer question. Some main reasons are [22–30]:

(a) The increase in the power density of the IC, which leads to critical situations related to both the heat evacuation and the energy consumption.

(b) The short channel effects (SCEs) which result in an increased drain control of the channel in detriment of the gate control.

(c) The extreme reduction of the ON current, $I_{on}$ and of the ON/OFF current ratio $I_{on}/I_{off}$.

(d) Technological issues concerning the fabrication process which lead to non-viable device variabilities.

The aforementioned reasons are actually quite interrelated. Thus, the increase of the IC power density is the result of the necessity of keeping a reasonable $I_{on}/I_{off}$ ratio, which imply the non-observance of the Dennard’s scaling rules. According to these
scaling rules, if the device dimensions are reduced in a factor, $K$, then so must be the IC supply voltage. That ensures a constant IC power density at the same time that guarantees a $K$ factor increment in the IC speed \[5\].

However, the reduction of the supply voltage has the side effect of strongly degrading the $I_{on}/I_{off}$ ratio. Thus, the reduction of the supply voltage by a factor $1/K$ implies an equal reduction of $I_{on}$. That would not affect the $I_{on}/I_{off}$ ratio as long as $I_{off}$ was reduced in the same amount. But, instead of decreasing with reducing supply voltage, $I_{off}$ increases exponentially (assuming that the threshold voltage, $V_T$, is also decreased to keep some symmetry in the switch operation) \[13, 31\].

The rate of increase in $I_{off}$ with reducing $V_T$ is controlled by the sub-threshold swing, $SS$, which at room temperature under ideal conditions cannot be lower than 60mV/dec. Best MOSFET implementations cannot bring $SS < 70 – 80$mV/dec which makes the scenario even worse \[32, 33\]. One consequence of the trade-off between IC power density and $I_{on}/I_{off}$ ratio was the alteration of the main contributions to the IC consumed power, becoming the passive power density dominant in the last nodes \[7\].

The detention of the supply voltage reduction has not avoided anyway the degradation of the $I_{on}$ current with the MOSFET scaling. The higher vertical electric field which results from the size reduction and constant supply voltage has led to a strong degradation of the mobility. This is pointed out as the main reason for the low current of small MOSFET implemented up to now \[34, 35\].

The increase of the IC power density is not the unique consequence of the supply voltage scaling halt as SCEs are also powered. Among them, Drain Induced Barrier Lowering (DIBL) becomes dominant \[36\]. For the ON state, DIBL reduces the gate control of the channel and affects to the circuit performance, reducing severely the IC speed. For the OFF state, DIBL can yield a punch-trough between the source and the drain, increasing the leakage current and therefore the passive power density. One classical way to reinforce the gate control over the channel was scaling the gate insulator thickness \[5, 37, 38\]. The main difficulty with the insulator scaling is the increase of the gate leakage current which increases the dissipated power density. The limit for the scaling in the SiO$_2$ thickness is around 1nm, which correspond to 3 atomic layers.

The technological issues related to the fabrication processes are not a minor question. As the devices get smaller, the fabrication process becomes more complex. The development of the technology requires more time and inversion, reducing the number of companies available to compete in the process. A good example of that is the Ex-
treme Ultraviolet Lithography [39]. Furthermore, the tiny size of the devices makes them sensitive to problems almost obliterated in the past. Thus, lithography and etch patterning-induced fluctuations can modify the device dimensions non-negligibly [40–42], compromising its reproducibility. Oxide recess or metal gate granularity are two additional problems [41, 42]. In bulk MOSFETs random dopants fluctuations has revealed as the major source of variability [43].

1.3 Present and future boosters

Once the main problems have been exposed, it is worth to focus on the possible solutions to keep the miniaturization process in the future generations. As the problems did not appear all of a sudden, it is interesting to have a brief look on the solutions that have moved us to the present node.

Till three or four generations ago there was no necessity to introduce really strong innovations in the MOSFETs design. Of course, the miniaturization process was laborious, but the rate of novelties introduced in the last decade exceeds a lot those needed in the former thirty years. For that reason, we will focus on the innovations introduced on the three nodes previous to the present [44].

The first novelty was the strain technology. The strain was adopted in the 90nm technology node to increase the Si mobility and therefore $I_{\text{on}}$ [45]. This technology consists on stressing the Si lattice, by stretching or compressing it, resulting in a deformation of the Si band-structure. Under the proper conditions this deformation increases electron and hole mobilities [46, 47]. The strain can be applied in the plane of current flow or perpendicular to it. It can be local or global and uniaxial or biaxial (with equal or distinct characteristics in each axis). The orientation also plays a role. Hence, there is a big amount of possible combinations to apply the strain, although not all of them result in higher mobilities [48].

The second novelty was the inclusion of high-$\kappa$ oxides as the gate insulator. They were adopted to improve the gate control of the channel while keeping reasonable insulator thicks and reduced gate leakage currents [49, 50]. High-$\kappa$ oxides were introduced in the 45nm technology node firstly as a stack of HfO$_2$-SiO$_2$ [51, 52]. There, SiO$_2$ was used to guarantee a good interface with Si. The lack of a good interface is one of the main drawbacks of high-$k$ materials, and it results in a high density of traps. Extensive research is still being done to improve the interface, allowing a direct contact of the
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high-κ and Si, with interesting results when La$_2$O$_3$ is used achieving equivalent oxide thickness (EOT) of 0.48nm.

The third novelty was the Silicon-On-Insulator technology (SOI). SOI is based on the introduction of a buried insulator layer in the Si substrate. The insulator reduces the degradation due to DIBL and punch-through. In addition, SOI reduces the effect of ionizing radiations and the parasitic capacitance with respect to bulk technology. Depending on the thickness of the Si layer which stands on the insulator, the semiconductor is partially or fully depleted, resulting in PD-SOI and FD-SOI technologies. The SOI compatibility with the traditional fabrication processes resulted in a rapid consolidation being extensively used in industry as well as in research. The main drawback of SOI is the poor heat evacuation of the insulator layer, which could discourage its adoption in the most aggressive phases of the downscaling process. Other problem is the higher price of the SOI wafer compared with the bulk Silicon counterpart.

![Figure 1.2: Main innovations introduced on the four nodes previous to the present. After [60].](image)

For the sake of brevity, we have mentioned here just the three more relevant novelties. Nevertheless many others have been developed: elevated source and drain, superhalo doping profiles, integration of new silicides and metal materials to form the contacts, shallow trench isolation, work-function engineering, etc.
In spite of the outstanding nature of these innovations, the gravity of the problems makes them not enough to keep the downscaling process. For that reason some new alternatives must be found. This does not mean that the aforementioned solutions are not going to be used in the future, but they should be combined with other innovations. The main question is: what will be these new innovations? The answer to that question is not simple. There are several technological alternatives which have being presented as potential solutions. Two of the most promising are III-V compound semiconductors and Multiple Gate (MuG) architectures [6, 61]. The study of the combination of both of them is the main goal of this work.

III-V materials are a well known player in the microelectronics industry. Their properties make them specially appropriate for optical applications, being used in the implementation of lasers, light-emitting diodes or light detectors. In addition, they are supported by a well consolidated manufacturing industry, which provides big volumes of electronic circuits for a demanding and diverse market, going from smartphones and domestic entertainment to fiber-optics and satellite communications [61].

What makes III-V materials a promising alternative to Si is their potentiality to increase $I_{on}$. That would allow to reduce the supply voltage (and therefore the IC power density consumption) keeping the $I_{on}/I_{off}$ ratio, or increase the IC performance without augmenting the supply voltage. Moreover, this property is not altered by the downscaling of the channel. The increase of $I_{on}$ is explained attending to the higher velocity, $v$, of the carriers in III-V materials. As the channel length is downscaled, the physical processes which limit $v$ vary. Thus, for not too short channel lengths ($\gtrsim 10$nm according to Ref. [62]), the carrier transport is diffusive, due to the carrier scattering, while for ultrashort channel lengths the transport is expected to be ballistic [63–65]. For the first case, $v \propto \mu$, where $\mu$ is the mobility, while for the second case $v = v_{inj}$, being $v_{inj}$ the injection velocity of the electron at the source. In between the two regimes the transport is called quasi-ballistic and $v = v_{inj}(1 - r)/(1 + r)$ being $r \propto \mu$ a back scattering rate near to the source edge [64, 65]. Therefore, high $\mu$ and $v_{inj}$ must be guaranteed to keep high $I_{on}$ regardless of the channel length. III-V materials fulfill the requirement at least for electrons.

The cause of the main advantage of III-V materials (their lower effective mass in the $\Gamma$-valley) is also one of their possible limitations, as $I_{on}$ is proportional to the carrier concentration, $N_i$, which is degraded due to the density of states bottleneck [66]. A reasonable trade-off between carrier concentration and carrier velocity is the sought solution. There are other challenges concerning III-V materials which should not be
obliterated: 1) The outstanding electron transport properties of these materials have not been observed for holes. Consequently, the implementation of CMOS technology would imply the use of different materials for NMOS and PMOS. 2) Their high permittivity is detrimental for SCEs. 3) Technological issues such as the use of an appropriate gate insulator, or the co-integration on the Si fabrication process are not minor issues. In spite of the aforementioned matters, III-V materials are addressed as one of the best positioned future technology booster by the ITRS.

As for MuG architectures, they are the most consolidated alternative proposed by academy and industry to continue the downscaling process. In their first 40 years of existence, the MOSFET design did not change very much. The difficulties which arose with the downscaling process were faced under different approaches, but the MOSFET architecture for market oriented devices remained invariant. Of course, there were extensive research on the idea of augmenting the gate area, and devices with two or more gates were proposed. That era was over in the 22nm technology node with the inclusion of MuG architectures in front-end products.

![TEM images of different MuG architectures](image)

Figure 1.3: TEM images of different MuG architectures from academia: (a) FinFET from the University of California Berkeley, (b) Array of 100 fin structures from the Massachusetts Institute of Technology, (c) Inverter structure composed of four parallel stacks each with 4 Si NWs from the École Polytechnique Fédérale de Lausanne; and from industry (d) Si Trigates from Intel®, (e) Ring oscillator made of Si NWs from IBM®, (f) FinFET from TSMC®.

The main idea behind the MuG architecture is increasing the gate electrostatic control. To do it, the MOSFET design is changed from planar, with the channel forming a 2D layer located below the gate, to 3D, with a vertical channel and the
gate, partially or completely, surrounding it. Depending on the region of the channel surrounded by the gate, the MOSFET is renamed as FinFET, in which two opposite faces of the channel are covered by the gate [75, 76], Trigate when three faces of the channel are covered by the gate [77, 78], and gate all around (GAA) or nanowires (NW) [79, 80] when the gate completely surrounds the channel. Other geometries such as the Ω FET [81] or the Π FET [82] are intermediate structures between Trigate and GAA, with some penetration of the gate into the buried insulator. We have intentionally omitted in the previous enumeration the planar double gate (DG) MOSFET, in which a back gate is introduced under the channel. Strictly speaking it is a MuG structure, but it does not share with the rest of the MuG structures a vertical channel and can be interpreted as a derivative of the SOI technology [83, 84]. Since the gate control on the channel is increased, several beneficial effect appears such as: 1) DIBL is reduced, 2) $SS$ is decreased, being possible to achieve almost ideal values of 60mV/dec [36] and 3) punch-through and leakage current are almost suppressed [85].

Moreover, the fabrication process of MuG devices is CMOS compatible, and the same boosters proposed for the CMOS technology can be applied here: high-κ oxides, strain, SOI, epitaxial grew or metal silicide for the source and drain contacts.

1.4 Objectives

As the dimensions of the transistor have entered in the sub-50nm regime the downscaling process has slowed down. The aggressive reduction of the device size without a proper supply voltage scaling has enhanced the short channel effects and the power consumption, seriously compromising its performance. The solutions to that problems need to be assertive and new paradigms in the MOSFET structure and material composition are being addressed.

This PhD Thesis is devoted to the study of two of the most promising alternatives to continue the MOSFET downscaling process beyond the 22nm technology node: Multiple Gate architectures and III-V compounds semiconductors. Multiple Gate architectures increase the gate control on the channel resulting in reduced short channel effects. III-V materials have the potentiality to increase the ON current, allowing to reduce the supply voltage and the power consumption while keeping the device performance. This work aims areS:

- The analytical and numerical study of the behavior of III-V nanowires, focused
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on the influence of the device size and material type on the inversion charge, the
gate capacitance and the threshold voltage and the I-V characteristic.

• The numerical study of Trigate geometries made of III-V semiconductors and
their comparison with their Silicon counterparts.

• The study of the electron mobility in III-V and Si NWs and Trigates in the dif-
fusive regime including the most relevant scattering mechanisms which influence
the mobility.

1.5 Methodology

Once the objectives have been established, a brief description of the methodology fol-
lowed in this work is presented. The study of MuG architectures and III-V compound
semiconductors is divided in two parts. The first one is consigned to the electrostatics
of these devices while the second comprises the transport issues. Both parts have been
worked out according to the following scheme:

• First the theoretical background necessary for the numerical and analytical res-
olution of the 2D Schrödinger and Poisson equations is summarized in Chapter

• In Chapter 3 the 2D electrostatic simulator is described and its main charac-
teristics (arbitrary geometries, orientation effects, non-parabolic bands, inclusion
of interface charges, etc.) are highlighted. Later, in Chapter 4 the numerical
solver is validated using experimental data, and used to study several relevant
electrostatic magnitudes of Trigates and NWs such as: a) the population of satel-
lite valleys of different III-V semiconductor NWs, b) the performance of III-V
and SOI Trigates c) the effect of back gate bias on the threshold voltage of SOI
Trigates.

• The analytical model for the potential, inversion charge and drain current of III-V
cylindrical NWs is proposed in Chapter 5. To develop the model, the cylindrical
symmetry of the device and the isotropic effective mass of Γ valley is taken into
consideration to solve the Poisson and Schrödinger equations in polar coordinates.
The results of this model are used to elaborate physically based analytical models
for the gate capacitance and the threshold voltage in Chapter 6. Comparisons
with numerical simulations are accomplished for different materials, sizes and applied gate voltages.

- In Chapter 7 the necessary background on the Boltzmann Transport Equation (BTE) in a 1D electron gas is set, spotlighting those issues which need clear understanding. Later the linearization of the BTE, which is used for its solution, is presented, showing the implicit approach of the resulting equation system. The diffusive transport paradigm is completed in Chapter 8 with the calculation of the matrix elements in a 1D electron gas due to five different scattering processes: surface roughness, coulomb dispersion, bulk phonons (optical and acoustic), polar optical phonons and alloy disorder.

- Making use of the transport solver, in Chapter ?? the electron mobility of Si and III-V Trigates and NWs is studied. Specifically, the electron mobility of InAs NWs, and its dependence on the NW diameter, carrier density and population of the Γ, L and X valleys is analyzed. The mobility behavior of Si and InGaAs Trigate’s architectures of different widths is compared; and the influence of the back gate bias on the transport properties of SOI Trigates is discussed.

- The mathematical details are included in the Appendixes A-E.

- Finally, the main conclusions of the work are present in Chapter 10.
Part II

Electrostatics
Chapter 2

Electrostatics of nanowires: background

2.1 Introduction

The rest of the Chapter is organized as follows. In Section 2.2 we present the independent particle Schrödinger equation, and we summarize the main assumptions needed to apply equivalent Hamiltonian approximation. Section 2.3 goes on the simplification of the Schrödinger equation presenting the effective mass approximation particularized for parabolic bands. In Section 2.4 the Poisson equation is introduced. Both, Schrödinger and Poisson equations compose the physical background for the solution of the electrostatic problems studied in this part of the manuscript. In Section 2.5 we particularize both equations for 2D confined structures. In Section 2.6 we present a non-parabolic correction of the parabolic Schrödinger equation introduced in Section 2.3. Section 2.7 remind the density of states concept in a 1D electron gas, bringing the expression for the quantum electron concentration. Finally, Section ?? sums up the main conclusions of this Chapter.

2.2 Independent particle Schrödinger equation

The electron behavior in a semiconductor nano-device is governed by the laws of quantum mechanics. Its position, energy and momentum are probabilistic functions deter-
minded by the independent particle Schrödinger equation [86]:

\[ i\hbar \frac{\partial}{\partial t} \Xi(r, t) = -\frac{\hbar^2}{2m_0} \nabla^2 \Xi(r, t) + \Phi(r, t)\Xi(r, t) \] (2.1)

where \( i \) is the imaginary unit, \( \hbar = h/2\pi \), \( h \) is the Planck constant, \( r \) is the position vector, \( t \) is the time, \( \Xi(r, t) \) is the electron wavefunction, \( m_0 \) is the electron mass and \( \Phi(r, t) \) is the electron potential energy due to the average force exerted by the rest of the electrons and atoms nuclei as well as by the external forces.

Equation (2.1) can be analytically solved only for simple idealized problems which is not case of our interest. Nevertheless, there are several approaches that may simplify Eq. (2.1).

In this manuscript we make use of the equivalent Hamiltonian and the effective mass (EMA) approximations, which have been proven as a accurate and efficient approaches [? ]. A rigorous and detailed derivation of equivalent Hamiltonian approximation and EMA can be found in several textbooks [86], [87], [88]. Here we just spotlight the main assumptions of these approaches, presenting the necessary background for the numerical and analytical solution of EMA performed in Chapters 3 and 5.

First, let us consider Eq. (2.1) in absence of external forces. Then, \( \Phi(r, t) = \phi_c(r) \) where \( \phi_c(r) \) is the electron potential energy due to the semiconductor crystal lattice (comprised by other electrons and atoms nuclei). \( \phi_c(r) \) is assumed to be static and periodic following the spatial periodicity of the crystal.

For a static potential energy, Eq. (2.1) can be simplified by writing the electron wavefunction as:

\[ \Xi(r, t) = \Xi(r)\zeta(t) \] (2.2)

Substituting Eq. (2.2) into Eq. (2.1) and multiplying it by \( 1/\Xi(r)\zeta(t) \):

\[ i\hbar \frac{1}{\zeta(t)} \frac{\partial}{\partial t} \zeta(t) = -\frac{\hbar^2}{2m_0} \frac{1}{\Xi(r)} \nabla^2 \Xi(r) + \phi_c(r) \] (2.3)

So after applying separation of variables we get

\[ i\hbar \frac{1}{\zeta(t)} \frac{\partial}{\partial t} \zeta(t) = E \rightarrow i\hbar \frac{\partial}{\partial t} \zeta(t) = E\zeta(t) \] (2.4)

\[ -\frac{\hbar^2}{2m_0} \frac{1}{\Xi(r)} \nabla^2 \Xi(r) + \phi_c(r) = E \rightarrow \left[ -\frac{\hbar^2}{2m_0} \nabla^2 + \phi_c(r) \right] \Xi(r) = E\Xi(r) \] (2.5)
where the separation constant, $E$, is actually the electron energy [? ]. Equation (2.4) results into:

$$\zeta(t) = \zeta(0)e^{-\frac{E}{\hbar}t}$$  \hspace{1cm} (2.6)$$

Equation (2.5) is an eigenvalue problem where $E$ and $\Xi$ are the eigenvalues and eigenfunctions of the Hamiltonian ($H_c$). Therefore, they can be renamed as $E_i$ and $\Xi_i$, where $i$ is the solution index.

The Bloch theorem imposes the periodicity of the electron wavefunction which is given by [86]:

$$\Xi_i(r, k) = \frac{1}{\sqrt{\Omega}}e^{ikr}u_i(r, r)$$  \hspace{1cm} (2.7)$$

where $u_i(r, k)$ is the so-called Bloch function and is directly related to the lattice potential $\phi_c(r)$ []; $\Omega$ is the volume of the semiconductor unit cell and $k$ is the electron wavevector.

The periodicity of the crystal lattice and the electron wavefunction leads to a discretization of the reciprocal wavevector space. Therefore, there is a solution of Eq. (2.5) for each $k$ value, but if the crystal is large enough $k$ can be assumed as continuous and $E_i = E_i(k)$ is a band structure. Moreover $E_i(k)$ can be demonstrated to be periodic and therefore it study can be restricted to primitive cell of the wave-vector space.

The determination of the energy band structure has been accomplished in the literature for most semiconductors by approaches such as the pseudo-potential method [89], the $k \cdot p$ method [], the tight binding [?] method or ab-initio approaches [90]. For example, Fig. 2.1(a) shows the GaAs band structure as a function of the wave-vector, obtained by the pseudo-potential method by Chelikowsky et al. in Ref [91]. The wave-vector space can be reduced, using the crystal symmetry, to the irreducible wedge of the Brillouin zone showed for the zinc-blende structure in Fig. 2.1(b).

When the crystal lattice potential is perturbed by the lattice vibrations, impurities or external forces, the Hamiltonian of the Schrödinger equation can be written as perturbation of the crystal lattice Hamiltonian: $H_c + \phi(r)$, where $\phi(r)$ is the electron potential energy due to the external forces. If $\phi(r)$ is slowly varying function of the position and the branches of the band structure are enough separated (as it is the case for the first branch of the conduction band in Fig. 2.1), the Schrödinger equation can be written for the $i$-th branch of the dispersion relation as:

$$i\hbar \frac{\partial}{\partial t} \Xi(r) = [E_i(-i\nabla) + \phi(r, t)]\Xi(r, t)$$  \hspace{1cm} (2.8)$$
2.3. Effective Mass approximation

In most practical cases, just the lower $E_i(k)$ states of the conduction band are occupied by electrons. Thus we can focus on the minimum on the minimum of the $E_i(k)$ branches (labeled as $\Gamma_6$, $X_6$ and $L_6$ in Fig. 2.1). Near to the minimum the Bloch function dependence on $k$ can be neglected [?] and Eq. (2.8) can be further simplified, resulting (using the separation of variables from the previous Section) into:

$$[E_i(-i\nabla) + \phi(r)]e^{ik_o r} \Psi(r) = E_n e^{ik_o r} \Psi(r)$$  \hspace{1cm} (2.9)

where $k_o$ is the wavevector corresponding to the minimum, $E_n$ is the eigenvalue of the left hand side Hamiltonian, and $\Psi$ is an envelope function which is related to the
wavefunction \( \Xi \) of Eq. (2.1) as [86]:

\[
\Xi(r, t) = u(r, k_o)e^{-i\frac{E_{k_o}}{\hbar}t}e^{i\mathbf{k}_o \cdot \mathbf{r}}\Psi(r)
\] (2.10)

In other words the envelope function \( \Psi \) is a software approximation of the electron wavefunction \( \Xi \) where the potential due to the crystal lattice is somehow averaged [?], [?]. Anyway, \( \Psi \) is accurate enough to describe the electron behavior in a vast majority of nanodevices studies (including those contained in this manuscript).

In Eq. (2.9), the potential due to the crystal lattice \( \phi_c \) is not explicitly present. Its influence is modeled through the energy branch \( E_i(k) \) which can be expanded into Taylor series (up to second order) around, \( k_o = (k_{o1}, k_{o2}, k_{o3}) \) as:

\[
E_i(k) = E_i(k_o) + \sum_j \left| \frac{\partial E}{\partial k_j} \right|_{k_o} (k_j - k_{jo}) + \frac{1}{2} \sum_{j, m} \left| \frac{\partial^2 E}{\partial k_j \partial k_m} \right|_{k_o} (k_j - k_{mo})(k_m - k_{mo})
\] (2.11)

with \( j, m = 1, 2, 3 \). As \( E_i(k_o) \) is a minimum of \( E_i(k) \), the first derivatives evaluated at that point are null and \( E_i(k) \) can be formulated, in matrix notation, as:

\[
E_i(k) = E_i(k_o) + [k - k_o] \begin{bmatrix}
\frac{1}{2} \left| \frac{\partial^2 E_i}{\partial k_{11}} \right|_{k_o} & \cdots & \frac{1}{2} \left| \frac{\partial^2 E_i}{\partial k_{13}} \right|_{k_o} \\
\vdots & \ddots & \vdots \\
\frac{1}{2} \left| \frac{\partial^2 E_i}{\partial k_{31}} \right|_{k_o} & \cdots & \frac{1}{2} \left| \frac{\partial^2 E_i}{\partial k_{33}} \right|_{k_o}
\end{bmatrix} [k - k_o]^T
\] (2.12)

It is possible to define an electron effective mass as:

\[
m_{ij}^{-1} = \left| \frac{\partial^2 E}{\partial k_i \partial k_j} \right|_{k_o}
\] (2.13)

which characterizes the dispersion relation around the energy minimum. Then:

\[
E_i(k) = E(k_o) + \frac{\hbar^2}{2} [k - k_o] W [k - k_o]^T
\] (2.14)

where:

\[
W = \begin{bmatrix}
\frac{1}{m_{11}} & \frac{1}{m_{12}} & \frac{1}{m_{13}} \\
\frac{1}{m_{21}} & \frac{1}{m_{22}} & \frac{1}{m_{23}} \\
\frac{1}{m_{31}} & \frac{1}{m_{32}} & \frac{1}{m_{33}}
\end{bmatrix}
\] (2.15)

\( W \) is a symmetric matrix and therefore can be diagonalized. The dispersion relation,
2.4. Poisson equation

\[ E - k, \text{ can be written as:} \]
\[ E_i(k) = E_i(k_o) + \frac{\hbar^2(k_x - k_{xo})^2}{2m_x} + \frac{\hbar^2(k_y - k_{yo})^2}{2m_y} + \frac{\hbar^2(k_z - k_{zo})^2}{2m_z} \]  \hspace{1cm} (2.16)

If the point \( k_o \) is selected as the origin of the wavevector space, Eq. (2.16) can be further simplified:
\[ E_i(k) = E_i(k_o) + \frac{\hbar^2 k_x^2}{2m_x} + \frac{\hbar^2 k_y^2}{2m_y} + \frac{\hbar^2 k_z^2}{2m_z} \]  \hspace{1cm} (2.17)

Using the parabolic dispersion relation of Eq. (2.17) into Eq. (2.9) results into the parabolic EMA Schrödinger equation:
\[ \frac{\hbar^2}{2} \nabla W \nabla T + \phi(r) \psi(r) = E_n' \psi(r) \]  \hspace{1cm} (2.18)

where \( E_n' = E_n - E_i(k_o) \) is the eigenvalue referred to the minimum of the branch and represents an energy subband being \( n \) the subband index. The truncation of the Taylor series in the second derivative term allows to reach a simple parabolic expression for the dispersion relation, but it can lead to a non-negligible error when \( E_i(k) \) is not a parabolic function, as it is the case for III-V materials.

2.4 Poisson equation

In order to solve Eq. (2.18) we need to know the electron potential energy, \( \phi(r) \), due to the external forces. It can be determined from the Poisson equation which relates the electrostatic potential, \( \psi \), and the charge distribution in the device, \( \rho \). The Poisson equation together with the Schrödinger equation presented in Section 2.2 completes the physical background necessary for the resolution of the electrostatic problems studied in this part of the manuscript and it is formulated as:
\[ \nabla [\epsilon(r) \nabla \psi(r)] = -\rho(r) \]  \hspace{1cm} (2.19)

where \( \epsilon(r) \) is the dielectric constant. The electrostatic potential, \( \psi(r) \), and the electron potential energy, \( \phi(r) \), are related as \( \phi(r) = -q \psi(r) \) where \( q \) is the electron charge. The charge distribution, \( \rho(r) \) is given by:
\[ \rho(r) = q \left[ p(r) - n(r) + N_d^+ - N_a^- \right] \]  \hspace{1cm} (2.20)
where \( p(r) \) and \( n(r) \) are the electron and hole concentrations, and \( N_d^+ \) and \( N_a^+ \) are the donors and acceptor ionized impurities concentrations.

### 2.5 Particularization for 2D structures

In this manuscript we are interested structures that confine the electrons in two dimensions, giving rise to 1D electron gases. In that case the wavefunction can be described as a plane wave in the non-confined direction. Then:

\[
\Psi_i(r) = \xi_i(s) e^{ik_z z} \sqrt{L} \tag{2.21}
\]

where \( s \) is the vector position in the 2D confinement plane. Thus, introducing Eq. \((2.21)\) into Eq. \((2.18)\) we get:

\[
\left[ \frac{\hbar^2}{2} \nabla W \nabla T + \phi(s) \right] \xi_i(s) \frac{e^{ik_z z}}{\sqrt{L}} = E'_{n} \xi_i(s) \frac{e^{ik_z z}}{\sqrt{L}} \tag{2.22}
\]

which decomposing the \( \nabla \) operator into the confined and non-confined variables results into:

\[
\left[ \frac{\hbar^2}{2} \nabla_s w \nabla_s T + \nabla_z \frac{1}{m_z} \nabla_z T + \phi(s) \right] \xi_i(s) \frac{e^{ik_z z}}{\sqrt{L}} = E'_{n} \xi_i(s) \frac{e^{ik_z z}}{\sqrt{L}} \tag{2.23}
\]

where \( w \) is the \( 2 \times 2 \) first submatrix of the diagonal matrix \( W \) given in Eq. \((2.15)\). Thus:

\[
\frac{e^{ik_z z}}{\sqrt{L}} \left[ \frac{\hbar^2}{2} \nabla_s w \nabla_s T \xi_i(s) + \xi(s) \frac{\hbar^2}{2m_z} r^2 k_z + \phi(s) \xi_i(s) \right] = E'_{n} \xi_i(s) \frac{e^{ik_z z}}{\sqrt{L}} \tag{2.24}
\]

canceling terms and rearranging we get:

\[
\nabla_s w \nabla_s T \xi_i(s) + \phi(s) \xi_i(s) = \varepsilon_n \xi_i(s) \tag{2.25}
\]

where \( \varepsilon_n = E'_{n} - \frac{\hbar^2 k_z^2}{2m_z} \). This is the 2D Schrödinger equation which will be numerically and analytically solved in Chapters 3 and 5 respectively.

Regarding the Poisson equation, the particularization for a 1D electron gas can be readily accomplished. As the potential is assumed to vary slowly along non-confined direction, also is the charge density \( \rho \). Then, the \( z \) component of the \( \nabla \) operator is...
canceled out and the Poisson equation reduces to:

\[ \nabla_s [\epsilon(s) \nabla_s \psi(s)] = -\rho(s) \] (2.26)

**2.6 Non-parabolic corrections to the parabolic Schrödinger equation**

Up to this point, we have approximated \( E_i(k) \) as a parabolic function. However, as can be seen in Fig. 2.1(a), near to the conduction band minimums the dispersion relation is not always parabolic (see points \( X_6 \) and \( L_6 \)). When the parabolic approximation is not accurate, the most common solution in the literature consists on introducing a non-linear correction term \( \beta_v E_i(k)^2 \), where \( \beta_v \) is called the non-parabolicity factor of the \( v \)-th valley. Thus, the dispersion relation is expressed as [93], [66],:

\[ E_i(k)(1 + \beta_v E_i(k)) = \frac{\hbar^2 k_x^2}{2m_x} + \frac{\hbar^2 k_y^2}{2m_y} + \frac{\hbar^2 k_z^2}{2m_z} \] (2.27)

Solving for \( E_i(k) \):

\[ E_i(k) = \frac{-1 + \sqrt{1 + 4\beta_v \gamma_k}}{2\beta_v} \] (2.28)

where we have defined:

\[ \gamma_k = \frac{\hbar^2 k_x^2}{2m_x} + \frac{\hbar^2 k_y^2}{2m_y} + \frac{\hbar^2 k_z^2}{2m_z} \] (2.29)

Eq. (2.28) makes difficult the resolution of the Schrödinger equation since \( E_i(k) \) cannot be decomposed into confined and non-confined components [94]. In this work we follow the approach developed by Jin et al. [95], which proposed a non-parabolic dispersion relation written as:

\[ E_i(k) \simeq \phi_i + \frac{-1 + \sqrt{1 + 4\beta_v (\gamma_{k,nc} + E_i - \phi_i)}}{2\beta_v} \] (2.30)

where \( E_i \) is \( i \)-th energy subband achieved from the parabolic Schrödinger equation and \( \phi_i \) is the expectation value of the potential energy with respect to the wavefunction of the \( i \)-subband, defined as:

\[ \phi = \int_A \xi_i^*(s) \phi(s) \xi_i(s) \, dA \] (2.31)
where the integral is carried out in the 2D cross-section of the device. In Eq. (2.30) $\gamma_{k,\text{nc}} = \hbar^2 k_z^2 / 2m_z$ is the non-confined component of $\gamma_k$. This non-parabolic approximation does not require the solution of the non-parabolic Schrödinger equation as it uses the result from the parabolic EMA approximation, resulting in a simpler procedure.

### 2.7 Quantum electron concentration

To determine the quantum electron concentration, it is necessary to characterize the electron density in both the real and wave-vector space. In the real space, the electron distribution is fully determined by the square modulus of the electron wavefunction. In the wave-vector space, it is necessary to count the number of available electron states and their occupancy. In this Section we briefly remind the concept of density of states particularizing it to a 1D electron gas with a non-parabolic dispersion relation.

The wave-vector density of states, $g(k)$, is just the number of $k$ states divided by the semiconductor volume. As previously mentioned, the periodicity of the crystal lattice involves a discretization of the wave-vector space. Each $k$ state occupies a volume in the wave-vector space given by $\Omega_B/N$ where $\Omega_B$ is the volume of the Brillouin zone and $N$ is the number of unit cells in the real space for the given volume, $\mathcal{V}$, of semiconductor: $N = \mathcal{V}/\Omega_C$, being $\Omega_C$ the unit cell volume. Then, the wave-vector density of states is given by:

$$g(k) = 2\frac{\Omega_B/N}{\mathcal{V}} = \frac{(\mathcal{V}/\Omega_C)/\Omega_B}{\mathcal{V}} = \frac{2}{(2\pi)^3}$$  \hspace{1cm} (2.32)

where $\Omega_B\Omega_C = (2\pi)^3$ where the factor 2 accounts for the electron spin degeneracy. When a 1D electron as is considered, two of the three space direction are confined. Consequently $\Omega_B$ and $\Omega_C$ do not represent volumes but lengths and $\Omega_B\Omega_C = 2\pi$. The wave-vector density of states is given by:

$$g(k_z) = 2\frac{\Omega_B/N}{\mathcal{L}} = \frac{\mathcal{L}/\Omega_C}{\mathcal{L}} \Omega_B = \frac{2}{2\pi}$$  \hspace{1cm} (2.33)

The energy density of states, $g(E)$, can be determined changing the variable from $k$ to $E$ and using $E_i(k)$:

$$g(k_z)dk_z = g(E)dE \rightarrow g(E) = g(k)\frac{dk}{dE}$$  \hspace{1cm} (2.34)
Using the non-parabolic dispersion relation of Eq. (2.30) and rearranging terms we get:

\[
g(E) = \frac{1 + 2\beta_v (E - \phi_i)}{\sqrt{2m^* [E - E_i + \beta_v(E - \phi_i)^2]}}
\] (2.35)

The states occupancy is determined by the Fermi-Dirac function:

\[
f(E) = \frac{1}{1 + e^{\frac{E - E_F}{k_B T}}}
\] (2.36)

being \(k_B\) the Boltzmann constant and \(E_F\) the Fermi level. Therefore the electron density in the \(i\)-th branch in both real and energy spaces is given by:

\[
n(s, E) = \left|\xi_i(s) e^{ikz} \sqrt{L}\right|^2 \frac{1 + 2\beta_v (E - \phi_i)}{\sqrt{2m^* [E - E_i + \beta_v(E - \phi_i)^2]}} \frac{1}{1 + e^{\frac{E - E_F}{k_B T}}}
\] (2.37)

Integrating along the device total volume and the energy space gives the electron concentration under non-parabolic dispersion relation:

\[
n = \int dE \frac{1 + 2\beta_v (E - \phi_i)}{\sqrt{2m^* [E - E_i + \beta_v(E - \phi_i)^2]}} \frac{1}{1 + e^{\frac{E - E_F}{k_B T}}}
\] (2.38)

where we have used the normalization of the wavefunction:

\[
\int V |\xi_i(s) e^{ikz} \sqrt{L}|^2 dV = 1
\] (2.39)

Equation (2.38) is the expression used along this manuscript to determine the quantum electron concentration. As for holes, and ionized impurities due to dopants, classical expressions are considered.

\[
p = 2 \left(\frac{2\pi m_h k_B T}{\hbar^2}\right)^{3/2} e^{\frac{E_F - E_v}{k_B T}}
\] (2.40)

\[
N_a^- = N_a f(E_a) = \frac{N_a}{1 + \frac{1}{g_a} e^{\frac{E_a - E_F}{k_B T}}}
\] (2.41)

\[
N_d^+ = N_d [1 - f(E_d)] = \frac{N_d}{1 + g_d e^{\frac{E_d - E_F}{k_B T}}}
\] (2.42)

where \(m_h\) is the hole effective mass, \(E_v\) is the valence band energy, \(N_a\) (\(N_d\)), \(g_a\) (\(g_d\))
and $E_a$ ($E_d$) are the acceptor (donor) concentration, level degeneracy and energy, respectively.
Chapter 3

2D Schrödinger-Poisson simulator for MuG structures

3.1 Introduction

The analytical calculus of the integral and differential equations which govern the electrostatic behavior of a Multiple Gate device (MuG) is not straightforward. Only in a few cases, and considering some approximations, these equations can be analytically solved, obtaining expressions for the involved physical quantities [96], [97], [98]. One of that cases is included in this manuscript in Chapter 5.

However, even assuming that analytical expressions are helpful to understand the device behavior, they are limited by the approximations made to solve the initial equations. The simplicity required for the analytical treatment is confronted to the complexity needed to properly describe the device’s underlying physics.

Moreover, the study of technologically realistic devices involve among others: 1) not idealized geometries [99], [100], [101], [79], which complicate the analysis; 2) experimental inputs to the equations [102], [103] that cannot be reduced to analytical expressions; 3) fabrication dependent issues that cannot be treated from an analytical point of view [104], [105].

For these reasons, the development of numerical tools able to study the device physics have played a main role in the nanoelectronics field from the very beginning [106], [107], [? ]. In response to this requirement, several commercial simulators have been developed, allowing the study of 3D structures, such as Sentaurus™ from
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Synopsis® [108] or Atlas™ from Silvaco® [109], as well as 2D quantized devices, such as VPS from TU Wien [110]. The assessment of variability and fabrication processes has also been accomplished, for example by Gold Semiconductors Std. [111] and Athena™ from Silvaco® [112].

In this Chapter, we describe the main characteristics of a two dimensional simulator fully implemented within our group at UGR from scratch. Taking into consideration the extensive collection of commercial simulators, it can be questioned why to develop our own simulator. There are several reasons, among them

- **Code control**: most commercial simulators are black boxes which just allow an user-end control of the code.
- **Versatility and extensibility**: opposite to commercial simulators having our own code allows us to easily modify and extend it.
- **Complete knowledge of the resolution process and its limitations**: we know exactly how the equations are solved, what is included in the resolution and what it is neglected.
- **Economic saving**: usually commercial simulator licenses are expensive.

Of course there are also some disadvantages when developing our own simulator:

- **Time consuming**: putting down all the equations, testing and verifying the code requires much more time than just studying and configuring a commercial simulator.
- **Not-optimized programming**: it can affect to the simulation time.

The rest of the Chapter is organized as follows. Section 3.2 describes the main characteristics of the two dimensional Schrödinger-Poisson (SP2D) simulator. Section 3.3 outlines the development environment: MATLAB® and PDE toolbox™. Sections 3.4, 3.5, 3.6, 3.7 3.8, 3.9 and 3.10 detail the implementation of the main characteristics of SP2D and present a flux diagram. Finally, Section 3.11 sums up some conclusions.

### 3.2 Simulator description

In this Section, we outline the main characteristics of SP2D code which solves self-consistently the Schrödinger and Poisson equations for a 2D cross-section of the channel.
of a multiple gate (MuG) device. Fig. 3.1 shows a 3D schematic view of a long channel Trigate device. The semiconductor and insulator media are plotted as orange and gray, while the gate contact (pinned with the label G) is plotted as red. The source and drain contacts (pinned with the labels S and D) are plotted as green. A cross-section of the 3D Trigate channel is marked with dashed lines and presented in a front view.

**Figure 3.1:** 3D schematic view of a Trigate device. The semiconductor and insulator media are plotted as orange and gray, while the gate contact is plotted as red. The source and drain contacts are plotted as green. A 2D cross-section cut along the channel is also plotted in a front view.

In Fig. 3.1 we have defined a Cartesian coordinate system where:

- $\hat{x}$ and $\hat{y}$ are the unit vectors corresponding to the directions which contain the plane where the 2D structure is placed (confinement plane) and
- $\hat{z}$ is the unit vector corresponding to the transport direction perpendicular to the 2D structure.

The expressions for the Schrödinger and Poisson equations were presented in Chapter 2. Here we recall and particularize them for 2D geometries. Thus, the 2D Schrödinger equation under EMA is given by:

$$E_n(-i\nabla)\xi(x,y) + \phi(x,y)\xi(x,y) = E\xi(x,y)$$  \hspace{1cm} (3.1)

where $E_n$ is the electron energy in the $n$-th band (fully determined by the semiconductor properties), $\xi(x,y)$ is the 2D wavefunction, $\phi(x,y)$ is the electron potential energy due to an external perturbing potential $\psi(x,y)$, and $E$ is the total electron energy.
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The numerical solution of the Schrödinger equation accomplished by SP2D assumes parabolic bands. This dispersion relation is later corrected using the method proposed by Jin et al. in Ref. [95] and presented in Chapter 2 (see Section 3.7 for details on the implementation of non-parabolicity). Under parabolic bands approximation we can write Eq. (3.1) in the semiconductor as:

\[-\frac{\hbar^2}{2} \begin{bmatrix} \frac{1}{m_{xx}} & \frac{1}{m_{xy}} \\ \frac{1}{m_{yx}} & \frac{1}{m_{yy}} \end{bmatrix} \begin{bmatrix} \frac{\partial}{\partial x} \\ \frac{\partial}{\partial y} \end{bmatrix} \xi^s(x, y) + \phi^s(x, y)\xi^s(x, y) = E\xi^s(x, y) \]  

(3.2)

where the matrix element $1/m_{ij}$, with $i, j = [x, y]$, is related to the electron energy ellipsoid in the way explained in Section 3.6. For the insulator, we assume an isotropic electron effective mass, $m_{\text{ins}}$, and the Schrödinger equation is simplified to:

\[-\frac{\hbar^2}{2m_{\text{ins}}} \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) \xi^{\text{ins}}(x, y) + \phi^{\text{ins}}(x, y)\xi^{\text{ins}}(x, y) = E\xi^{\text{ins}}(x, y) \]  

(3.3)

where the electron potential energy in the insulator $\phi^{\text{ins}}$ takes into consideration the band offset ($\Delta\phi$) between the insulator and the semiconductor. The procedure followed to determine it is summarized in Section 3.4. In Eqs. (3.2) and (3.3) we have used the superscripts $^s$ and $^{\text{ins}}$ to distinguish the electron wavefunctions and potential energies in the semiconductor and insulator, respectively. Hereinafter in this Chapter, $^s$ and $^{\text{ins}}$ will be used to indicate that a variable is circumscribed to the semiconductor or the insulator media, respectively.

We do not solve the Schrödinger equation on the metal as the electron wavefunction is assumed to vanish at the metal-insulator interface.

For the solution of Eqs. (3.2) and (3.3) we impose boundary conditions which guarantee the continuity of the flux density through the semiconductor-insulator interface. They enforce:

(a) The electron wavefunction continuity at the semiconductor-insulator interface

\[\xi^s(x, y) \bigg|_{x,y \in C_{s-i}} = \xi^{\text{ins}}(x, y) \bigg|_{x,y \in C_{s-i}} \]  

(3.4)

where $C_{s-i}$ is the semiconductor-insulator interface path.

\[1^{\text{An interesting discussion on the generalization of these boundary conditions can be found in Refs. 113 and 114.}}\]
(b) The continuity of the wavefunction derivative in the direction perpendicular to the semiconductor-insulator interface

\[ \hat{n} \cdot \left[ \frac{\partial}{\partial x} \hat{x}, \frac{\partial}{\partial y} \hat{y} \right] \left[ \begin{array}{cc} 1 & m_{xx} \\ m_{yx} & 1 \end{array} \right] \xi^s(x, y) \bigg|_{x,y \in \mathcal{C}_{s-i}} = \hat{n} \cdot \left[ \frac{\partial}{\partial x} \hat{x}, \frac{\partial}{\partial y} \hat{y} \right] \frac{1}{m_{\text{ins}}} \xi^{\text{ins}}(x, y) \bigg|_{x,y \in \mathcal{C}_{s-i}} \]

(3.5)

being \( \hat{n} \) the unit vector perpendicular to the interface at each point \((x, y) \in \mathcal{C}_{s-i}\).

The 2D Poisson equation is given by:

\[ \nabla \cdot \epsilon \nabla \psi(x, y) = -\rho(x, y) \]  

(3.6)

where \( \epsilon \) is the dielectric constant and \( \rho(x, y) \) is the charge density. We have considered homogeneous isotropic dielectric constants in each media. This way, Eq. (3.6) can be particularized for the semiconductor as:

\[ \epsilon_s \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) \psi^s(x, y) = -q \left[ -n(x, y) + p(x, y) - N^+_d(x, y) + N^-_a(x, y) \right] \]  

(3.7)

where \( n, p \) are the electron and holes concentrations and \( N^+_d \) and \( N^-_a \) are donor and acceptor ionized impurities concentrations, respectively. Equivalently for the insulator the Poisson equation is:

\[ \epsilon_{\text{ins}} \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) \psi^{\text{ins}}(x, y) = -q \left[ -n(x, y) + N^{\text{ins}}(x, y) \right] \]  

(3.8)

where \( N^{\text{ins}} \) refers to the insulator charge concentration, also including interface states (see Section 3.8 for a complete description). Note that the charge density in the insulator considers \( n \). This is due to the electron wavefunction penetration into this media.

As already mentioned, SP2D assumes an ideal metal gate. Therefore, the Poisson equation is not solved on it and \( \psi \) in the metal is determined by the applied gate voltage, \( V_g \). The metal properties are introduced through a boundary condition which determines the bias of the structure:

\[ \psi^{\text{ins}}(x, y) \bigg|_{x,y \in \mathcal{C}_{m-i}} = V_g - (\Phi_m - \chi_s) \]

(3.9)

where \( \mathcal{C}_{m-i} \) is the path along the metal-insulator interface, \( \Phi_m \) is the metal work function.
and $\chi_s$ is the semiconductor electron affinity. The other boundary conditions considered for the Poisson equation are:

(a) The continuity of the potential and the electric flux density at the semiconductor-insulator interface:

$$
\psi^s(x, y) \bigg|_{x, y \in C_{\text{s-i}}} = \psi^{\text{ins}}(x, y) \bigg|_{x, y \in C_{\text{s-i}}} \quad (3.10)
$$

$$
\hat{n} \cdot \epsilon_s \left[ \frac{\partial}{\partial x} \hat{x}, \frac{\partial}{\partial y} \hat{y} \right] \psi^s(x, y) \bigg|_{x, y \in C_{\text{s-i}}} = \hat{n} \cdot \epsilon_{\text{ins}} \left[ \frac{\partial}{\partial x} \hat{x}, \frac{\partial}{\partial y} \hat{y} \right] \psi^{\text{ins}}(x, y) \bigg|_{x, y \in C_{\text{s-i}}} \quad (3.11)
$$

(b) The nullity of the electric field in the direction of $\hat{n}$ at the outer boundaries of the structure

$$
\hat{n} \cdot \left[ \frac{\partial}{\partial x} \hat{x}, \frac{\partial}{\partial y} \hat{y} \right] \psi^{\text{ins}}(x, y) \bigg|_{x, y \in C_{\text{i-e}}} = 0 \quad (3.12)
$$

where $C_{\text{i-e}}$ is the path between the insulator (usually a buried oxide for not SGT structures) and the external region. This condition is imposed from the charge neutrality of the whole structure.

Fig. 3.2 shows the front view of a 2D Trigate specifying the different contours paths between media: $C_{\text{s-i}}$, $C_{\text{m-i}}$ and $C_{\text{i-e}}$. Although they are particularized for a Trigate structure, the extrapolation to any other kind of MuG structure is straightforward.

---

Figure 3.2: Contour paths in the boundaries between media for a 2D Trigate.

For the numerical implementation of Eqs. (3.2), (3.3), (3.7) and (3.8) SP2D uses MATLAB® programming language [116] and the Partial Differential Equation toolbox (PDE toolbox™) [117]. A brief description of PDE toolbox™ is given in Section 3.3.

---

2This boundary condition imposes null interface states. The way in which SP2D introduce interfaces states is discussed in Section 3.8.
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3.3 Finite Element Method

The PDE toolbox\textsuperscript{TM} is a set of functions provided by MATLAB\textsuperscript{®} which helps in the definition and resolution of 2D partial differential problems of several kinds: elliptic, parabolic, hyperbolic, eigenvalue and nonlinear elliptic.

The key feature of PDE toolbox\textsuperscript{TM} regards the discretization method. Instead of using the Finite Differences Method (FDM) \cite{118} for a regular discretization of the equations, PDE toolbox\textsuperscript{TM} is based on Finite Element Method (FEM) \cite{119}. The main advantages of FEM over FDM can be summarized in the following three \cite{120}:

- More flexibility in terms of dealing with complex geometries and thin sections.
- Better treatment of inhomogeneous media.
- Reduced requirements on the regularity or smoothness of the solution.

The PDE toolbox\textsuperscript{TM} implementation of FEM discretize the equations using a non-regular grid composed of triangles which allows a better adaptation to curved complex geometries. Fig. 3.3 shows an example of a Trigate structure and a detail of the FEM grid near a rounded corner. As can be seen the non-regular grid is nicely adapted to the corner.

![Figure 3.3: FEM grid for a 2D Trigate with rounded corners. Detail of the grid around a corner](image)

Other remarkable characteristics of PDE toolbox\textsuperscript{TM} are \cite{121}:

- Versatile boundary condition specification.
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- Flexible non-linear solvers
- Visualization tools for solutions, mesh and geometries.

The definition of equations and boundary conditions in PDE toolbox\textsuperscript{TM} is easy. It is not the aim of this Chapter to describe them. Extensive information can be found in Refs. [117] and [121]. In the next Sections, we detail the key features of the developed SP2D simulator.

### 3.4 Energy and potential reference system

In Section 3.2, we proposed a Cartesian coordinate system to spatially describe the 2D MuG geometry and particularized Schrödinger and Poisson equations for that system. We defined the paths which limit each media in the MuG device and imposed conditions to relate $\xi$ and $\psi$ in adjacent medias. However, the resolution of Schrödinger and Poisson equations requires an extra consideration: the definition of a reference system for the energies and the potential. This is the aim of this Section.

Two main issues constrain the specification of the energy reference system: (a) the origin, which, to allow an easy referencing, must be constant along the whole structure; and (b) the relation between the potential, $\psi$, the potential energy, $\phi$, and the energy band diagram of the metal-insulator-semiconductor (MIS) structure.

Regarding the origin, no charge is expected to flow along the MuG 2D cross-section. Therefore, the Fermi level can be assumed constant ($E_F(x,y) = E_F$). For this reason, we choose it as the origin of the energy reference system.

Concerning the band diagram-potential relation, since SP2D is thought to study N-type devices, we have opted to identify the conduction band and the potential: $-q\psi(x,y) = \phi(x,y) = E_c(x,y)$.

These definitions have three consequences: (a) the eigenvalues, $E$, of the Schrödinger equation and $\phi(x,y)$ are referred to $E_F$ (b) the band offset between $\phi^s$ and $\phi^{\text{ins}}$ is given by the conduction band offset (CBO) of the MIS heterostructure; and (c) the gate applied voltage, imposed as a boundary condition to the Poisson equation must be referred to the potential origin, $E_F$ (see Section 3.2).

The CBO determination is not a straightforward question. While the Schottky barrier model [122] has given very good results for Si-SiO$_2$ structures, it has been revised when other heterostructures are considered [123], [124], [125], [126]. The limitation
of the Schottky barrier model regards the lack of consideration of the heterostructure surface properties, which have revealed to play an important role on the CBO formation. Some discussion still remains on the underlying physical process which determine the band alignment of the heterostructure. The two main explanations refer to: (a) extrinsic defects: unsatisfied atomic bonds at the interface, [127], [128], [129], (b) intrinsic defects: metal induced gap states (MIGS), [130], [131], [132], [133], due to the penetration of the metal wavefunctions into the semiconductor gap. Although both theories suggest different physical origins, both conclude in the appearance of energetic states in the gap which lead to a pinning of the Fermi level in the semiconductor. The gap states distribution is then characterized, in both theories, by a charge neutrality level (CNL) which indicates a change in the polarity of those states. In both theories the band alignment expressions are equivalent.

Even if these theories are not fully correct, there is an agreement in their ability to explain experimental results [134], [135], [136]. Based on this experimental support we have considered the expression resulting from those models as appropriate to determine the CBO. Then, $\Delta \phi$ is given by:

$$\Delta \phi = (\chi_s - \phi_{\text{CNL,s}}) - (\chi_{\text{ins}} - \phi_{\text{CNL,ins}}) + S(\phi_{\text{CNL,s}} - \phi_{\text{CNL,ins}})$$  \hspace{1cm} (3.13)$$

where $\chi_s$ and $\chi_{\text{ins}}$ are the electron affinities of the semiconductor and the insulator, $\phi_{\text{CNL,s}}$ and $\phi_{\text{CNL,ins}}$ are the CNL of the semiconductor and the insulator, the values of which are obtained from Refs. [134], [135] and summarized (for the materials used thorough this manuscript) in Appendix F. $S$ is the so-called pinning factor and determines how strong the Fermi level pinning is for a given heterostructure: $S = 1$, means no pinning, while for $S = 0$, $E_F$ is fully pinned. It is worth to note that for $S = 1$ Eq. (3.13) results into the difference of electron affinities which is the Schottky barrier model applied to a semiconductor insulator interface. $S$ was found to empirically depend on the dielectric constant of the wider gap material as given by [133]:

$$S = \frac{1}{1 + 0.1(\epsilon_{\text{ins,\infty}}/\epsilon_0 - 1)^2}$$  \hspace{1cm} (3.14)$$

where $\epsilon_{\text{ins,\infty}}$ is the dielectric constant of the insulator at high frequency and $\epsilon_0$ is the vacuum absolute permittivity.
3.5 Arbitrary geometry

As explained in Section 3.3, one of the main advantages of FEM is the versatility to adapt the grid to complex geometries. The aim of this Section is to briefly show the possibilities of SP2D to simulate complex MuG geometries. First, Fig. 3.4 shows four geometries generated by SP2D which reproduce the 2D cross-sections of real devices fabricated by (a) Intel® [99], (b) the University of California Berkeley [100], (c) the École Polytechnique Fédérale de Lausanne [137], and (d) the Tokyo Institute of Technology [102]. The TEM images of the devices are reproduced for comparison. Some of these geometries have been used in electrostatic studies obtaining very good agreement with experimental results (see Chapter 4 for details). We have kept the color code (including the blue color for the additional insulator) introduced in Section 3.2 for the different materials and for the boundaries between them.

Figure 3.4: SP2D geometries reproducing real devices (TEM images are also reproduced) for: (a) a Trigate with tilted lateral walls from Intel® [99], (b) a NW from the University of California Berkeley [100], (c) a Triangular wire from the École Polytechnique Fédérale de Lausanne [137], and (d) a Trigate from the Tokyo Institute of Technology [102].
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Other features of SP2D which deserve to be remarked are the simulation of (a) several insulator layers made of different materials, (b) non uniform insulator thicknesses, (c) buried gates, (d) several independently biased gates. Fig 3.5 shows two examples of device geometries generated by SP2D with some of these characteristics.

![Figure 3.5: (a) SP2D NW with rounded corner and two insulator layers (b) SP2D Trigate geometry with non-uniform insulator thickness and two independently biased gates.](image)

3.6 Arbitrary orientation

In Section 3.2 we employed the Schrödinger equation under the EMA for the 2D cross-section geometry and for an arbitrarily oriented device. There, we wrote the mass tensor in its general form. In this Section, we describe how SP2D relates each matrix element $m_{ij}$ with $i, j = x, y$ in Eq. (3.2) with the ellipsoid effective mass. To do it we follow the work done in Refs. [138] and [139]. As discussed in Chapter 2 under the EMA the conduction band dispersion relation can be written as:

$$E_{c}(k) = E_{c,0} + \frac{\hbar^2}{2} k_{e} W_{e} k_{e}^{T}$$

(3.15)

where $k_{e}$ is the wavevector in the ellipsoid coordinate system and $W_{e}$ is the inverse effective mass tensor, also in the ellipsoid coordinate system. $W_{e}$ can be written as:

$$W_{e} = \begin{bmatrix}
\frac{1}{m_{1}} & 0 & 0 \\
0 & \frac{1}{m_{t}} & 0 \\
0 & 0 & \frac{1}{m_{t}}
\end{bmatrix}$$

(3.16)

As it was proposed in Chapter 2 it is assumed here that $k_{e}$ is referred to $k_{0}$ which is the wavevector corresponding to the minimum of the conduction band $E_{c,0}$.
being \( m_l \) and \( m_t \) the effective masses associated to the principal axes of the ellipsoid. Fig. 3.6(a) illustrates the coordinate system of the ellipsoid and the relationship between the ellipsoid axes and \( m_l \) and \( m_t \), being \( k_{e1}, k_{e2}, \) and \( k_{e3} \) the ellipsoid coordinate system basis vectors.

The aim here is to rewrite \( k_e \) in the device reference system defined in Section 3.2 to be able to do the substitution \( k = i \nabla \), where \( \nabla \) is expressed in the device reference system. First, we must reformulate \( k_e \) in the crystal coordinate system changing the basis through a rotation. We define the crystal basis coincident with the principal axis of a cubic system (see Fig. 3.6(b)). Thus, we can write:

\[
k_e = k_c R_{e\leftarrow c}
\]

(3.17)

where \( R_{e\leftarrow c} \) is the matrix containing as columns the basis vectors of the ellipsoid coordinate system expressed in the basis of the crystal coordinate system. It obviously depends on kind of valley and ellipsoid. Fig. 3.6 shows an example of the construction of the \( R_{e\leftarrow c} \) matrix for a L-valley ellipsoid.

\[
\begin{bmatrix}
\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{6}} & -\frac{1}{\sqrt{3}} \\
\frac{1}{\sqrt{3}} & 0 & \frac{1}{\sqrt{6}} \\
\frac{1}{\sqrt{3}} & \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{6}}
\end{bmatrix}
\]

Figure 3.6: (a) Ellipsoid coordinate system \((k_{e1}, k_{e2}, k_{e3})\) and effective masses. (b) Translation from ellipsoid coordinate system to crystal coordinate system \((k_c1, k_c2, k_c3)\) for a L-valley oriented in the \(\{111\}\) direction.

Finally, we need to change from the crystal coordinate system to the device coor-
coordinate system. To do so, we write

\[ k_c = k R_{c \leftarrow d} \tag{3.18} \]

where \( R_{c \leftarrow d} \) is the matrix containing as columns the basis vector of the crystal coordinate system expressed in the basis of the device coordinate system. Usually, for comparison with technological results, what is given is the wafer orientation and/or the transport direction of the device referenced to the crystal cubic system. Then, the device coordinate system basis directions can be identified with the wafer orientation and the transport direction. To determine \( R_{c \leftarrow d} \) we write the device basis vectors in columns (they are already expressed in the crystal coordinate system), and we do the inverse. But as the device basis vectors form an orthonormal basis, the inverse is just the transpose of the matrix. So \( R_{c \leftarrow d} \) just contains the device basis vectors written in rows. Using Eqs. (3.17) and (3.18) we can write:

\[ E_c(k) = E_{c,0} + \frac{\hbar^2}{2} k W_d k^T \tag{3.19} \]

where \( W_d = R_{e \leftarrow c} R_{c \leftarrow d} W_e (R_{e \leftarrow c} R_{c \leftarrow d})^T \) corresponds to the matrix tensor in the device coordinate system:

\[
W_d = \begin{bmatrix}
1 & 1 & 1 \\
m_{xx} & m_{xy} & m_{xz} \\
m_{yx} & m_{yy} & m_{yz} \\
m_{zx} & m_{zy} & m_{zz}
\end{bmatrix} \tag{3.20}
\]

As SP2D solves the Schrödinger equation in the 2D cross-section of the device, just the projection of \( W_d \) into the \( x - y \) plane was considered in Section 3.2. There is another effective mass related parameter taken into consideration by SP2D and obtained from \( W_d \): the conduction effective mass, \( m_v^* \), which determines the effective mass in the transport direction, \( \hat{z} \); where \( v \) stands for the valley index. \( m_v^* \) is used in the determination of \( n(x, y) \), as it is shown in Section 3.7 and is calculated as the (3, 3) element of the \( W_d \) inverse matrix.
3.7 Non-parabolicity of the conduction band

The expression of the Schrödinger equation proposed in Section 3.2 assumes a parabolic dispersion relationship for the conduction band. However, as pointed out in Chapter 2 when III-V semiconductors are considered this approximation would result in an non-negligible error in the electron concentration, and must be corrected. SP2D follows the approximation proposed by Jin et al. in Ref. [95] and summarized in Section 2.6 to introduce the non-parabolicity of the conduction band. We recall here the expression for the electron concentration under the non-parabolic dispersion relationship introduced in Eq. (2.37), particularizing it for the 2D Cartesian coordinate system defined in Section 3.2 and the energy reference system described in Section 3.3.

\[ n(x, y) = \frac{2}{\hbar} \sum_i |\xi_i(x, y)|^2 \int_{E_i^{NP}}^{\infty} \frac{1 + 2\beta_v(E - \phi_i)}{\sqrt{2m^* [E - E_i + \beta_v(E - \phi_i)^2]}} \frac{1}{1 + e^{-\frac{E - E_F}{k_BT}}} dE \quad (3.21) \]

where we have kept the nomenclature introduced in Section 2.6 that is, \( E_i^{NP} \) is the non-parabolic energy minimum given by:

\[ E_i^{NP} = \phi_i + \frac{-1 + \sqrt{1 + 4\beta_v(E_i - \phi_i)^2}}{2\beta_v} \quad (3.22) \]

\( \beta_v \) and \( m^*_v \) are the non-parabolicity factor and the conduction effective mass of the \( v \) valley, respectively; and \( \phi_i \) is the expectation value of the potential energy with respect to the wavefunction of the \( i \) subband, defined as:

\[ \phi = \iint_{\mathcal{A}} \xi_i^*(x, y)\phi(x, y)\xi_i(x, y) \, dx \, dy \quad (3.23) \]

being \( \mathcal{A} \) the device area.

Contrary to what can be done for 1D confinement [93], the integral in Eq. (3.21) cannot be easily split into a sum of two Fermi integrals and therefore it needs to be numerically integrated. However, the numerical integration of Eq. (3.21) diverges, since the integrand fraction has a pole for \( E = E_i^{NP} \).

Then, to determine the electron concentration we change the variable of integration
from energy, $E$, to wavevector, $k$, and $n(x,y)$ can be obtained as:

$$n(x,y) = \sum_i |\xi_i(x,y)|^2 \sum_k g(k) f_i(k)$$

(3.24)

where $g(k) = \frac{2}{\pi} dk$ is the density of states in the $k$ space for 2D confinement and $f_i(k)$ is the occupation probability of the state with $k$ wavevector in the $i$-th subband, that is the Fermi function evaluated at $E_{iNP}^*(k)$

$$f_i(k) = \frac{1}{1 + e^{\frac{E_{iNP}^*(k) - E_F}{k_B T}}},$$

(3.25)

Therefore:

$$n(x,y) = \frac{2}{\pi} \sum_i |\xi_i(x,y)|^2 \int_{-\infty}^{\infty} \frac{1}{1 + e^{\frac{E_{iNP}^*(k) - E_F}{k_B T}}} dk$$

(3.26)

where $E_{iNP}^*(k)$ is given by:

$$E_{iNP}^*(k) = \phi_i + \sqrt{1 + 4\beta_v \left( \frac{\hbar^2 k^2}{2m_v^*} + E_i - \phi_i \right)^2}$$

(3.27)

Eq. (3.26) does not diverge but it is computationally expensive. It should be done for each energy level and each point of the FEM grid (due to the accelerator convergence algorithm, see Section [3.9] for details). For a not very demanding simulation with 50 levels and a 1500 grid points it means 75000 integrals. But SP2D needs several iterations to achieve convergence in the solutions. Let us consider 5 iterations, which is a very favorable case. Then the number of integrations would be 375,000 for just one bias point. To reduce the computational cost of Eq. (3.26), SP2D tabulates the integral at the beginning of the simulation as a function of two parameters $a$ and $b$. The tabulated integral is

$$\frac{2}{\pi} \int_{-\infty}^{\infty} \left( 1 + e^{\frac{a}{k_B T} + \frac{-1 + \sqrt{1 + 4\beta_v \left( \frac{\hbar^2 k^2}{2m_v^*} + b \right)}}{2\beta_v}} \right)^{-1} dk$$

(3.28)

which is valley dependent. Therefore, SP2D tabulates as many integrals as valleys are considered in the simulation. The range of variation of the parameters $a$ and $b$ depends on the size of the structure and the bias, but the integral is actually saturated for a small range of $a$. Fig. [3.7] shows the integral as a function of $a$ and $b$ for $m_v^* = 0.0453$
and $\beta_v = 1$ which are the values corresponding to the $\Gamma$ valley of InGa$_{0.53}$As$_{0.47}$. Similar trends are found for different $m^*_v$ and $\beta_v$ values. The result for different $m^*_v$ and $\beta_v$ does not significantly vary.

![Figure 3.7: Integral of Eq. (3.28) as a function of $a$ and $b$ for $m^*_v = 0.0453$ and $\beta_v = 1.$](image)

### 3.8 Insulator and interface charges

SP2D considers the presence of fixed insulator charges as well as interface traps. The implementation of fixed charges is straightforward. It merely implies the introduction of a constant (not dependent on $\psi$) in the insulator Poisson equation. For this reason, in this Section, we will focus just on the implementation of interface traps in the SP2D simulator. If we assume an amphoteric nature for the interface traps, $Q_{it}$ can be related to the density of interface states, $D_{it}$, as given by [140]:

$$Q_{it}(x, y) = q \int_{E_v(x, y)}^{E_i(x, y)} D_{it}^d(E)[1 - f(E)]dE - q \int_{E_v(x, y)}^{E_i(x, y)} D_{it}^a(E)f(E)dE$$  \hspace{1cm} (3.29)

where $x, y \in C_{s-i}$, and the superscript a (d) refers to acceptor (donor) kind of traps. In Eq. (3.29) we have explicitly assumed that the energies associated to the interface traps are present only in the band gap of the semiconductor. Nevertheless, SP2D allows an arbitrary range of energies for the traps as well as arbitrary $D_{it}$ profiles, including both: experimental profiles, such as [102], [141] or [142], and analytical profiles.

Using the energy reference system proposed in Section 3.4, Eq (3.29) can be rewrit-
where it should be kept in mind that \( x, y \in C_{s-i} \).

Mathematically the interface traps have been commonly treated as a boundary condition to the Poisson equation (affecting to the continuity of the dielectric flux). This mathematical treatment implies that \( Q_{it} \) is located at a sheet of infinitesimal thickness at the insulator-semiconductor interface. However, \( Q_{it} \) is actually distributed in a thin region of the insulator near to the semiconductor interface. For micrometric devices, \( t_{ins} \) was several order of magnitude thicker than the \( Q_{it} \) distribution region, and the infinitesimal sheet approximation was appropriate. Nevertheless, the device scaling has leaded to thinner \( t_{ins} \) (actually of the order of the \( Q_{it} \) distribution region) questioning the infinitesimal sheet approximation. Indeed, the vision of \( Q_{it} \) as a spatially distributed charge (for nanometric devices) has been assessed by several studies in the literature \[143\],[144].

In agreement with this point of view, SP2D deals with \( Q_{it} \) as a volumetric charge distributed along the insulator. Although some studies have provided experimental spatial distribution profiles for \( Q_{it} \) \[144\], there is still not conclusive knowledge about it. For this reason, we have considered in SP2D to four different kinds of spatial distributions: constant, linear, exponential and Gaussian.

The implementation of \( Q_{it} \) as a volumetric charge has one drawback: most of the literature published studies provide just \( D_{it} \) energy profiles \[102\], \[141\], \[145\], \[142\]. From \( D_{it} \) it is easy to determine the corresponding surface \( Q_{it} \) as in Eq. (3.29). However, we need to establish a correspondence between the surface \( Q_{it} \) and the volumetric \( Q_{it} \). To do it, the Gauss law is used, so that we can write:

\[
\psi|_{i-m} - \psi|_{i-s} = \frac{Q_{it, sf}}{C_{ins, sf}}
\]

where \( \psi|_{i-m} = \psi(x, y)|_{x,y \in C_{m-i}} \) and \( \psi|_{i-s} = \psi(x, y)|_{x,y \in C_{i-s}} \) denote potentials at the metal-insulator interface, and at the semiconductor-insulator interface respectively, and we have used the subscript \( \text{sf} \) to denote \( Q_{it} \) and \( C_{ins} \) per unit surface. In Eq. (3.31) one assumption is implicit: \( C_{m-i} \) and \( C_{s-i} \) are equipotential paths. This assumption,
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which can be appropriate for rotationally symmetric devices, is not valid for $C_{s-i}$ when complex MuG geometries are considered. A division of the insulator geometry into several regions $R_i$, such as $\psi(x,y)|_{x,y \in C_{m-i} \cap R_i}$ and $\psi(x,y)|_{x,y \in C_{s-i} \cap R_i}$ (and thus $Q_{it,si}$) can be assumed as constants, is required to apply Eq. (3.31). Fig. 3.8 shows a detail of the gate insulator of a Trigate device (with rounded corners) divided into several regions $R_i$. A detail of two arbitrary regions is also plotted.

![Figure 3.8](image)

**Figure 3.8:** Detail of the gate insulator of a Trigate geometry (with rounded corners) divided into several regions $R_i$. Curved and straight regions are also plotted specifying the region’s contours and the vectors $\hat{n}$ perpendicular to $C_{s-i}$ and $\hat{c}$ perpendicular to $L_i$.

The use of Eq. (3.31) for each $R_i$ implies an extra condition: the electric flux trough $R_i$ lateral boundaries, labeled as $L_i$ in Fig. 3.8, must be negligible. Otherwise, Gauss law will not result into Eq. (3.31). This condition can be expressed mathematically as:

$$\hat{n} \cdot \nabla \psi|_{R_i \cap [C_{s-i} \cup \overline{C_{m-i}}]} \gg \hat{c} \cdot \nabla \psi|_{L_i}$$

being $\hat{n}$ the unit vector normal to the interface path and $\hat{c}$ the unit vector normal to $L_i$.

In the limit of region thicknesses approaching to zero, each region $R_i$ can be reduced to a line perpendicular to the semiconductor-insulator interface, and both assumptions:

(a) $\psi(x,y)|_{x,y \in C_{m-i} \cap R_i}$ and $\psi(x,y)|_{x,y \in C_{s-i} \cap R_i}$ are constants, and

(b) that given by Eq. (3.32)

will be satisfied, as:
(a) $\mathcal{C}_{m-i} \cap \mathcal{R}_i$ and $\mathcal{C}_{s-i} \cap \mathcal{R}_i$ are reduced to points and $\psi$ is a single-valued function, and

(b) $\psi$ is only defined for the coordinate in the $\hat{n}$ direction, and its derivative in the $\hat{c}$ direction must be zero.

However, for a numerical solution using FEM the regions cannot be infinitesimally thin and finite thickness regions must be defined as SP2D does. Finally, it is worth to note that $C_{\text{ins, sf}}$ in Eq. (3.31) comes from the path integral of the electric field and, therefore, depends on the region considered.

After discussing the conditions of validity of Eq. (3.31), we now use the Poisson equation to determine the difference $\psi|_{i-m} - \psi|_{i-s}$ at each $\mathcal{R}_i$ as a function of the volumetric interface charge, $Q_{\text{it,vl}}$. But to be able to get this relationship, we make first the following premise for a given $\mathcal{R}_i$:

$$\nabla \parallel \psi = 0$$

where $\nabla \parallel = \hat{c} \cdot \nabla$. In other words, $\psi$ just varies (in each region) in the $\hat{n}$ direction. This premise is coherent and actually stronger than the one imposed in Eq. (3.32) and it forces (through Poisson equation):

$$\nabla \parallel Q_{\text{it,vl}} = 0$$

Thus, the differential form of Gauss law for a certain region $\mathcal{R}_i$ leads to:

$$\nabla \perp \epsilon_{\text{ins}} \nabla \perp \psi = -Q_{\text{it,vl}}$$

being $\nabla \perp = \hat{n} \cdot \nabla$. It is worth to note that $\nabla \perp$ and $\nabla \parallel$ have been defined as scalar operators. Moreover, as shown in Fig. 3.8, $\hat{n}$ cannot be equally treated in regions where $\mathcal{C}_{s-i} \cap \mathcal{R}_i$ is a straight segment and those where it is a curved segment. In the first case it is not position dependent while in the second case it is. The mathematical procedure to integrate Eq. (3.35) is detailed in Appendix A. The results are:

$$\psi|_{i-m} - \psi|_{i-s} = \frac{1}{\epsilon_{\text{ins}}} \int_{0}^{t_{\text{ins}}} d\theta \int_{\psi}^{t_{\text{ins}}} Q_{\text{it,vl}}(\hat{\theta}) d\hat{\theta}$$
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for straight segments and

$$\psi|_{l_{-m}} - \psi|_{l_{-s}} = \frac{1}{\epsilon_{\text{ins}}} \int_{\varsigma_{c}}^{\varsigma_{c}+t_{\text{ins}}} \frac{1}{\varsigma} d\varsigma \int_{\varsigma}^{\varsigma_{c}+t_{\text{ins}}} \varsigma Q_{\text{it,vl}}(\varsigma) d\varsigma$$  \hspace{1cm} (3.37)

for curved segments, where $\varsigma_{c}$ is the radius of the curved segment (SP2D actually implements curved segments as sections of circumference). Then, using Eq. (3.31), the relationship between $Q_{\text{it,sl}}$ and $Q_{\text{it,vl}}$ is given by:

$$Q_{\text{it,sl}} = \frac{t_{\text{ins}}}{\epsilon_{\text{ins}}} \int_{0}^{t_{\text{ins}}} d\vartheta \int_{\vartheta}^{t_{\text{ins}}} Q_{\text{it,vl}}(\vartheta) d\vartheta$$  \hspace{1cm} (3.38)

and:

$$Q_{\text{it,sl}} = \frac{\varsigma_{c} \ln(1 + t_{\text{ins}}/\varsigma_{c})}{\epsilon_{\text{ins}}} = \frac{1}{\epsilon_{\text{ins}}} \int_{\varsigma_{c}}^{\varsigma_{c}+t_{\text{ins}}} \frac{1}{\varsigma} d\varsigma \int_{\varsigma}^{\varsigma_{c}+t_{\text{ins}}} \varsigma Q_{\text{it,vl}}(\varsigma) d\varsigma$$  \hspace{1cm} (3.39)

for straight and curved segments, respectively. These integral equations are underdetermined: there is not a unique expression of $Q_{\text{it,vl}}$ for a given value of $Q_{\text{it,sl}}$.

As aforementioned, SP2D implements four different $Q_{\text{it,vl}}$ profiles: constant, linear, exponential and Gaussian. The four profiles are defined in a region of thickness $t_{o}$, being $t_{o} \leq t_{\text{ins}}$, and their amplitude is determined by $Q_{\text{it,sl}}$. The expressions for the $Q_{\text{it,vl}}$ profiles, corresponding to linear and curved segment regions are summarized in Table 3.1.

<table>
<thead>
<tr>
<th>Profile</th>
<th>Straight</th>
<th>Curved</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>$Q_{\text{it,sl}}(\vartheta) = A_{\text{cte}} U_{\text{st}}(\vartheta)$</td>
<td>$Q_{\text{it,sl}}(\varsigma) = A_{\text{cte}} U_{\text{cv}}(\varsigma)$</td>
</tr>
<tr>
<td>Linear</td>
<td>$Q_{\text{it,sl}}(\vartheta) = A_{\text{lin}} \left(1 - \frac{\vartheta}{t_{o}}\right) U_{\text{st}}(\vartheta)$</td>
<td>$Q_{\text{it,sl}}(\varsigma) = A_{\text{lin}} \left(1 - \frac{\varsigma - \varsigma_{c}}{t_{o}}\right) U_{\text{cv}}(\varsigma)$</td>
</tr>
<tr>
<td>Exponential</td>
<td>$Q_{\text{it,sl}}(\vartheta) = A_{\text{exp}} e^{-\frac{\vartheta}{\sigma_{e}}} U_{\text{st}}(\vartheta)$</td>
<td>$Q_{\text{it,sl}}(\varsigma) = A_{\text{exp}} e^{-\frac{\varsigma - \varsigma_{c}}{\sigma_{e}}} U_{\text{cv}}(\varsigma)$</td>
</tr>
<tr>
<td>Gaussian</td>
<td>$Q_{\text{it,sl}}(\vartheta) = A_{\text{gau}} e^{-\frac{\vartheta^{2}}{2\sigma_{g}^{2}}} U_{\text{st}}(\vartheta)$</td>
<td>$Q_{\text{it,sl}}(\varsigma) = A_{\text{gau}} e^{-\frac{(\varsigma - \varsigma_{c})^{2}}{2\sigma_{g}^{2}}} U_{\text{cv}}(\varsigma)$</td>
</tr>
</tbody>
</table>

Table 3.1: $Q_{\text{it,sl}}$ profiles implemented by SP2D.
where \( U_{st}(\vartheta) = [U(\vartheta) - U(\vartheta - t_o)] \) and \( U_{cv}(\varsigma) = [U(\varsigma - \varsigma_c) - U(\varsigma - (\varsigma_c + t_o))] \) and \( U \) is the step function. The values of \( \sigma_e \) and \( \sigma_g \) for straight segment regions are calculated to yield \( Q_{it, vl}(\sigma_e) = 10^{-4}Q_{it, vl}(0) \) and \( Q_{it, vl}(\sigma_g) = 10^{-4}Q_{it, vl}(0) \), respectively. Equivalently for curved segments regions, \( \sigma_e \) and \( \sigma_g \) are obtained imposing \( Q_{it, vl}(\sigma_e) = 10^{-4}Q_{it, vl}(\varsigma_c) \) and \( Q_{it, vl}(\sigma_g) = 10^{-4}Q_{it, vl}(\varsigma_c) \), respectively. Finally, the values of \( A_{cte}, A_{lin}, A_{exp}, \) and \( A_{gau} \) are determined substituting the corresponding expression of \( Q_{it, vl} \) in Eqs. \( (3.38) \) and \( (3.39) \). The integration procedure is, in most cases, straightforward and the results are summarized in Tables A.1 and A.2 in Appendix A for straight and curved segments.

Fig. 3.9 shows the different \( Q_{it, vl} \) profiles implemented by SP2D: (a) constant, (b) linear (c) exponential and (d) Gaussian.

![Figure 3.9: \( Q_{it, vl} \) profiles implemented by SP2D: (a) constant, (b) linear (c) exponential and (d) Gaussian. An schematic depiction of the device geometries is superimposed to the \( Q_{it, vl} \) profiles, where the semiconductor is plotted as orange and the insulator is plotted as semitransparent gray.](image)

To illustrate the versatility of the implementation, different geometries corresponding to a NW (a) and (d), and a Trigate device (b) and (c), are considered in Fig 3.9. A schematic depiction of the geometries is superimposed to the \( Q_{it, vl} \) profiles, where the semiconductor is plotted as orange and the insulator is plotted as semitransparent gray. In Fig. 3.9(a) \( t_o = t_{ins}/2 \) was assumed, while for 3.9(b), (c) and (d) \( t_o = t_{ins} \).
was set. To keep the figure simple, we have assumed a constant potential along the insulator-semiconductor interface and the same $D_{it}$ energy profile for all regions.

### 3.9 Convergence algorithm

The wavefunctions, $\xi_i$, and energy levels, $E_i$ obtained from Schrödinger equation determine the electron concentration, $n$. But $n$ enters in the Poisson equation. Then, the Poisson solution for the potential, $\psi$, is translated into potential energy $\phi = -q\psi$ (where the potential barrier $\Delta \phi$ must be added in the insulator). $\phi$ is part of the Hamiltonian of the Schrödinger equation and affects the resulting eigenfunctions, $\xi_i$, and eigenvalues, $E_i$.

Thus, the equation system must be solved self-consistently. However, a simple iteration rarely converges. One common alternative scheme is underrelaxing the solution for the electron concentration. Then, for each iteration $n$ is expressed as $n^{(j)} = v^{(j)} n^{(j)} + (1 - v^{(j)}) n^{(j-1)}$, where $(j)$ is the iteration index and $v$ is an adaptive relaxation parameter [107]. However, the election of $v$, which is iteration dependent, is not easy. A large $v^{(j)}$ results in oscillations while small $v^{(j)}$ slows the convergence [146]. This problem was solved in a very elegant and illustrative way by Trellakis et al. in Refs. [147], [148]. They used perturbation theory to determine the electron concentration when a perturbing potential energy was introduced in the Hamiltonian. Using a suitable approximation for a ratio of Fermi integrals, they found that the electron concentration in the $j$-th iteration could be expressed as:

$$n(x, y) = \frac{-qN_c}{k_B T} \sum_i |\xi_i(x, y)|^2 \mathcal{F}_{-\frac{1}{2}} \left( \frac{E_i - E_F + \phi^{(j)} - \phi^{(j-1)}}{k_B T} \right)$$

(3.40)

where $N_c$ is the density of states of the conduction band:

$$N_c = \sqrt{\frac{2m^* k_B T}{\pi \hbar^2}}$$

(3.41)

and $\mathcal{F}_{-\frac{1}{2}}$ is the complete Fermi-Dirac integral [149], [150]. Eq. (3.40) assumes a parabolic dispersion relation for the conduction band.

We need to adapt this algorithm for the non-parabolic dispersion relation of Eq (3.21). Trellakis’ approach to the problem defines a perturbation to the potential $\delta \psi$ such that $\psi \rightarrow \psi + \delta \psi$. The Hamiltonian became $H \rightarrow H - q \delta \psi$ while the energy
levels and wavefunctions change to $E_i \rightarrow E_i + \delta E_i$ and $\xi \rightarrow \xi + \delta \xi$, respectively; where 

$$\delta E_i = -q\langle \xi_i | \delta \psi | \xi_i \rangle.$$  

For the non-parabolic case we have:

$$E_i^{NP} = \phi_i + \delta \phi_i + \frac{-1 + \sqrt{1 + 4\beta_v \left( \frac{\hbar^2 k^2}{2m_v} + E_i + \delta E_i - \phi_i - \delta \phi_i \right) }^2}{2\beta_v}$$  \hspace{1cm} (3.42)

where using Eq. [3.23] it is straightforward to see that $\delta \phi_i = -q\langle \xi_i | \delta \psi | \xi_i \rangle$ canceling out with $\delta E_i$ as defined previously. Then, comparing Eqs. (3.21) and (3.42), we can conclude that the non-parabolic dispersion relation is transformed by the perturbation as:

$$E_i^{NP} \rightarrow E_i^{NP} + \delta \phi_i \rightarrow E_i^{NP} + \delta E_i$$  \hspace{1cm} (3.43)

The determination of the variation in the electron concentration, $\delta n$, due to the perturbation potential $\delta \phi$ is equivalent to that proposed in Ref. [147]. We replicate here only the first step from Trellakis mathematical elaboration to show the equivalence:

$$n \rightarrow n + \delta n$$  \hspace{1cm} (3.44)

where $\delta n$ is obtained as:

$$\delta n = \frac{\partial n}{\partial \psi} \delta \psi = 2 \pi \frac{\partial}{\partial \psi} \sum_i |\xi_i(x, y)|^2 \int_{-\infty}^{\infty} \frac{1}{1 + e^{\frac{E_i(k) - E_F}{k_B T}}} dk \delta \psi =$$  \hspace{1cm} (3.45)

$$\frac{2}{\pi} \sum_i |\xi_i(x, y)|^2 \frac{\partial}{\partial E_i(k)} \int_{-\infty}^{\infty} \frac{1}{1 + e^{\frac{E_i(k) - E_F}{k_B T}}} dk \frac{\partial E_i(k)}{\partial \psi} \delta \psi$$  \hspace{1cm} (3.46)

$$+ \frac{2}{\pi} \sum_i |\xi_i(x, y)| \frac{\partial \xi_i}{\partial \psi} \delta \psi \int_{-\infty}^{\infty} \frac{1}{1 + e^{\frac{E_i(k) - E_F}{k_B T}}} dk$$  \hspace{1cm} (3.47)

where $\frac{\partial E_i(k)}{\partial \psi} \delta \psi$ and $\frac{\partial \xi_i}{\partial \psi} \delta \psi$ are the perturbation in the non-parabolic dispersion relation and the wavefunction due to the perturbation in the potential $\delta \psi$, respectively. We can rename them as $\delta E_i^{NP}$ and $\delta \xi_i$. But $\delta E_i^{NP}$ was determined in Eq. (3.43) as equal to the
perturbation of the parabolic energy level $\delta E_i$. Then:

$$\delta n = \frac{2}{\pi} \sum_i |\xi_i(x, y)|^2 \int_{-\infty}^{\infty} \frac{-1}{k_B T} e^{\frac{E_i(k) - E_F}{k_B T}} \delta E_i +$$  

(3.48)

$$\frac{2}{\pi} \sum_i |\xi_i(x, y)| \delta \xi_i \int_{-\infty}^{\infty} \frac{1}{1 + e^{\frac{E_i(k) - E_F}{k_B T}}} dk$$  

(3.49)

In addition, it is easy to get the equivalence of the derivative given by:

$$\frac{\partial}{\partial E_i(k)} \int_{-\infty}^{\infty} \frac{1}{1 + e^{\frac{E_i(k) - E_F}{k_B T}}} dk = \int_{-\infty}^{\infty} \frac{-1}{k_B T} e^{\frac{E_i(k) - E_F}{k_B T}} \left(1 + e^{\frac{E_i(k) - E_F}{k_B T}}\right)^2 dk$$  

(3.50)

and the derivative of the Fermi Dirac integral particularized for order 0.

$$\frac{\partial}{\partial x} \int_{0}^{\infty} \frac{1}{1 + e^{e^{-x}}} dx = \int_{0}^{\infty} \frac{-e^{-x}}{(1 + e^{-x})^2} dx$$  

(3.51)

If we assume that the approximation made by Trellakis et al. for the quotient of Fermi integrals of order $-\frac{1}{2}$ and $-\frac{3}{2}$ is also valid for orders 0 and 1, the procedure to determine $\delta n$ with a non-parabolic dispersion relation is equivalent to that for parabolic bands. Then, we can reformulate the electron density under non-parabolic approximation using the Trellakis algorithm as:

$$n(x, y) = \frac{2}{\pi} \sum_i |\xi_i(x, y)|^2 \int_{-\infty}^{\infty} \left(1 + e^{\frac{E_i(k) + \phi(j) - \phi(j-1) - E_F}{k_B T}}\right)^{-1} dk$$  

(3.52)

In the next Section we depict the flow diagram of SP2D including the adapted Trellakis algorithm.

### 3.10 SP2D flow diagram

In this Section, we briefly describe the SP2D flow diagram. Fig. 3.10 shows the flow diagram of a common run of SP2D.
The simulation starts reading several input files which detail: (a) the geometry (device width and height, insulator(s) thickness(es), rounded/squared corners, and all other parameters concerning the geometry description), (b) the materials involved (semiconductor, insulator(s), metal(s)), (c) configuration parameters (kind of device, grid size, range of biasing, device orientation, etc). Using several distinct input files allows us to clearly structure the input information.

From the kind of device and the geometry information, SP2D defines the structure to be simulated, generates the FEM grid, and determines the boundary conditions. Using the material information, the semiconductor and insulator(s) parameters are loaded and the non-parabolic integral is tabulated. Then, the orientation is used to determine the effective mass matrix and expressions for the semiconductor and insulator charge are formulated.
3.11. Conclusions

Next step is the self-consistent solutions of the Schrödinger and Poisson equations. A first solution for the potential is obtained using a classical approximation. After that, SP2D enters in the predictor-corrector scheme adapted from Trellakis which for the iteration \((j+1)\) can be summarized as:

(a) Solve the Schrödinger equation using the solution for \(\psi(j)\) obtained from previous Poisson iteration (\(\psi(0)\) is obtained from a classical simulation). That provides \(\xi_i^{(j+1)}\) and \(E_i^{(j+1)}\).

(b) Solve the non-linear Poisson equation using \(\xi_i^{(j+1)}\), \(E_i^{(j+1)}\), \(\psi(j)\) into the electron concentration expression given by Eq. (3.52). That gives \(\psi(j+1)\).

(c) Check the convergence criteria and come back to step (a) or continua.

Fig. 3.10 frames the predictor-corrector algorithm in dashed line. We use a double convergence criteria: for the potential and the electron concentration. As they are spatial dependent magnitudes we look for the worst case:

\[
\frac{\max |\psi(j) - \psi(j+1)|}{\max |\psi(j)|} < \varepsilon_\psi
\]

\[
\frac{\max |n(j) - n(j+1)|}{\max |n(j)|} < \varepsilon_n
\]

where \(\epsilon_\psi\) and \(\epsilon_n\) are convergence thresholds set to \(10^{-4}\). Once the convergence has been achieved, SP2D save all the results calculated in an output file and the run is ended.

3.11 Conclusions

In this Chapter, a self-consistent Schrödinger-Poisson solver was developed, which is able to deal with arbitrary geometries, materials and orientations to achieve the charge and potential distribution in the cross-section of a MuG structure. A non-parabolic effective mass approach was employed for the Schrödinger equation, and the contribution of \(\Gamma, X\) (\(\Delta\) for Silicon) and \(L\) valleys was included. In addition, the developed simulator allowed the inclusion of arbitrary profile of interface states.
Chapter 4

Electrostatic analysis of MuG devices using SP2D

4.1 Introduction

In this chapter we apply SP2D to the study of several relevant electrostatic magnitudes in MuG architectures. Specifically, here we focus on two structures, Trigates and NWs due to their technological performance. The Trigate architecture introduces the fewest changes to conventional planar transistor processing, while allowing a very good control of the channel [151]. Indeed, as aforementioned Intel® has recently taken to production microprocessors based on the Trigate architecture on bulk wafers [60]. Meanwhile, NW FETs, first experimentally achieved by IBM® [79], have demonstrated superior electrostatic control of the channel thanks to their surrounding gate.

In addition to the geometrical versatility of SP2D, we make use of its non-parabolic dispersion relation description to study, besides SOI substrates, III-V materials. Other characteristics of SP2D such as arbitrary orientation and the inclusion of interface states are also exploited in the five electrostatic studies performed in this Chapter.

The rest of this Chapter is organized as follows. In Section 4.2 we compare SP2D results with those obtained from a two-bands $k \cdot p$ simulator and we validate SP2D using experimental data taken from a Trigate architecture. In Section 4.3 we focus on the study of III-V NWs. In particular we analyze the population of satellite valleys of different III-V semiconductors and we briefly discuss their implications on the conduction effective mass and the gate capacitance. In Sections 4.4 and 4.5 a comparative
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study of III-V and Si MuG architectures is performed. Thus, Section 4.4 is focused on the performance of III-V and SOI Trigates as a function of the device width while Section 4.5 compares DG and Trigate architectures, emphasizing the need of 2D studies to achieve a proper understanding of Trigate behavior. Sections 4.6 and 4.7 pay attention to SOI Trigate architectures. Section 4.6 deals with the effect of back gate bias on $V_T$ and analyze the body effect. In Section 4.7 we analyze the influence of $D_{it}$ on the threshold voltage, $V_T$, and subthreshold swing, $SS$, of MuG structures. Finally, Section 4.8 sums up some conclusions.

4.2 Validation of SP2D, non-parabolic EMA and semiconductor parameters

In this Section we validate the SP2D simulator presented in Chapter 3 justifying its use in the electrostatic studies proposed in subsequent Sections.

First we check the EMA for the electrons. To do so, the results from SP2D are compared to those obtained from a two-band $k \cdot p$ simulator also implemented in the Nanoelectronics Research Group [152]. Fig 4.1 shows the linear electron concentration, $N_i$, as a function of the applied gate voltage, $V_g$, for several Si-SiO$_2$ cylindrical NWs (see Fig. 4.2 for a schematic depiction) with sizes ranging from 3nm to 10nm and $t_{ins} = 1$nm. Two transport orientations have been considered (a) $< [111]$ and (b) $[110]$. EMA non-parabolic results are plotted as dashed lines while $k \cdot p$ results are plotted as solid lines.

As can be seen in Fig. 4.1 the non-parabolic SP2D accurately reproduces the results for all NWs sizes in both orientations. Only for the smallest size there is slight difference in the results between EMA and $k \cdot p$. This result is in good correspondence with other validations of EMA pointed out in the literature [153]. The non-parabolicity parameter of Si is small, $\beta_\Delta = 0.5$eV$^{-1}$, and therefore Si does not imply a very disadvantageous scenario for parabolic EMA. For this reason, and in order to keep it clear, we have not plotted parabolic EMA results on Fig. 4.1.

In contrast if III-V semiconductors are considered, the non-parabolic factor is higher and the differences between parabolic and non-parabolic dispersion relation results are larger. Fig. 4.3 presents $N_i$ versus $V_g$ for (a) InAs and (b) GaAs cylindrical NWs with $R_s = 5$nm (circles) and $R_s = 15$nm (squares) considering parabolic (dashed) and non-parabolic dispersion relations (solid). Al$_2$O$_3$ with $t_{ins} = 2$nm was employed as insulator.
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Figure 4.1: Electron concentration, $N_i$, as a function of the gate voltage, $V_g$, for several Si-SiO$_2$ cylindrical NWs with sizes ranging from 3nm to 10nm and $t_{\text{ins}} = 1$nm, calculated using EMA non-parabolic (dashed) and $k \cdot p$ six band simulations (solid) for (a) [111] and (b) [110] transport orientations.

Figure 4.2: Cylindrical NW geometry: $R_s$ is the semiconductor radius and $t_{\text{ins}}$ is the insulator thickness.

The non-parabolic factors of InAs and GaAs for the different valleys are summarized in Appendix F. As can be observed, the parabolic approach underestimates the electron concentration for both materials. However, the error is larger for InAs than for GaAs, since $\beta_\Gamma$ for InAs more than doubles its value for GaAs. An extensive comparison between parabolic and non-parabolic electrostatic results of III-V NWs can be found in Ref. [154].

One non-negligible question regarding simulation concerns the selection of an appropriate set of material parameters. There are several references in the literature which have compiled extensive information about III-V semiconductors parameters [92], [155],
4.2. Validation of SP2D

Figure 4.3: $N_i$, as a function of $V_g$, for (a) InAs and (b) GaAs NWs with $R_s = 5$nm (circles) and $R_s = 15$nm (squares) considering parabolic dispersion relation (dashed) and non-parabolic dispersion relation (solid).

A brief discussion on their influence on the simulation results becomes necessary. To do it, we have selected, due to their completeness and clarity, two studies by Kim et al. [89] and Vurgaftman et al. [90]. InGaAs parameters obtained from Refs. [89] and [90] are summarized in Table 4.1.

<table>
<thead>
<tr>
<th></th>
<th>[89]</th>
<th>[90]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_{g,\Gamma}$ (eV)</td>
<td>0.730</td>
<td>0.830</td>
</tr>
<tr>
<td>$E_{g,L}$ (eV)</td>
<td>1.480</td>
<td>1.182</td>
</tr>
<tr>
<td>$E_{g,X}$ (eV)</td>
<td>1.980</td>
<td>1.563</td>
</tr>
<tr>
<td>$m_\Gamma (m_0)$</td>
<td>0.045</td>
<td>0.052</td>
</tr>
<tr>
<td>$m_{l,L} (m_0)$</td>
<td>1.232</td>
<td>1.661</td>
</tr>
<tr>
<td>$m_{t,L} (m_0)$</td>
<td>0.061</td>
<td>0.115</td>
</tr>
<tr>
<td>$m_{l,X} (m_0)$</td>
<td>1.209</td>
<td>4.553</td>
</tr>
<tr>
<td>$m_{t,X} (m_0)$</td>
<td>0.193</td>
<td>0.233</td>
</tr>
<tr>
<td>$\beta_{\Gamma}$ (eV)</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$\beta_{L}$ (eV)</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>$\beta_{X}$ (eV)</td>
<td>0.5</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Table 4.1: $E_{g,v}$, $m_v^*$, and $\beta_v$ of In$_{0.53}$Ga$_{0.47}$As obtained from Refs. [89] and [90].

The main differences in Table 4.1 regard the energy gaps and effective masses of the satellite valleys. These differences result in distinct onsets (due to $E_g$) and population rates (due to $m$) of the satellite valleys. Fig. 4.4 shows the gate capacitance $C_g$, as a
function of the gate voltage, $V_g$, for the two sets of parameters given in Table 4.1 for InGaAs cylindrical NWs with sizes $2R_s = 5\text{nm}$ and $2R_s = 15\text{nm}$. Al$_2$O$_3$ is used as insulator, with $t_{\text{ins}} = 2\text{nm}$, and standard orientation is assumed.

When the parameters from Ref. [90] are considered, a shoulder is observed near $V_g \approx 0.9\text{V}$, for $2R_s = 5\text{nm}$; while using the parameters from Ref. [89] the shoulder appears at higher gate voltages ($V_g \approx 1.2\text{V}$ for $2R_s = 5\text{nm}$ and $V_g \approx 1.6\text{V}$ for $2R_s = 15\text{nm}$). The position of the shoulder is related to the value of the $L$-valleys gap, which determines the $L$-valley population onset.

![Figure 4.4: $C_g$ as a function of $V_g$ for two InGaAs NW sizes: $2R_s = 5\text{nm}$ and $2R_s = 15\text{nm}$ for the set of parameters given in Ref. [89] (dashed lines) and the one given in Ref. [90] (solid lines).](image)

Once the importance of the material parameters in the simulation results is assessed, we have to choose a set of parameters to be considered by SP2D. To do it we have confronted SP2D results with the experimental ones provided by Radosavljevic et al. in Ref. [99]. In Fig. 4.5 we present the geometry implemented by SP2D to replicate that shown in Ref. [99]. The semiconductor device width, $W_s$, and height, $H_s$, are set to $45\text{nm}$ and $50\text{nm}$, respectively and a tilt of $80^\circ$ of the lateral sides is considered, similar to that depicted in Ref. [99]. In order to get the best fit with the experimental results, we have slightly reduced the EOT of the device from $1.2\text{nm}$ to $1.1\text{nm}$. We use Tantalum silicate (TaSiO$_x$) as gate insulator, with a dielectric constant estimated as $\varepsilon_{\text{ins}} = 9\varepsilon_0$, from the EOT and the device geometries provided in Ref. [99]. The potential barrier height between the gate insulator and the semiconductor has been estimated as $1.97\text{eV}$, following the procedure explained in Section 3.4 and assuming that all the parameters for TaSiO$_x$ can be calculated by a linear interpolation between those corresponding to SiO$_2$ and Ta$_2$O$_5$. As in Ref. [99], the gate penetrates into the
buried oxide, increasing the electrostatic control of the gate on the bottom region of the device.
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Figure 4.5: Cross-section of the Trigate with the gate penetrating into the buried oxide as in [99]. $W_s$ and $H_s$ are the semiconductor width and height respectively, $t_{\text{ins}}$ is the oxide thickness. A tilt of $80^\circ$ of the lateral sides has been considered.

Fig. 4.6 depicts $C_g$ of the Trigate device as a function of the gate overdrive voltage, $V_{\text{od}} = V_g - V_T$ for the experimental results from Ref. [99] (solid line) and the simulations using both the sets of parameters in Table 4.1 from Refs. [89] (dotted line) and [90] (dashed line). For high gate voltages the simulation results for the set of parameters from Vurgaftman et al. [90] show a hump, due to the occupation of the $L$ valley which can be better appreciated in Fig. 4.7 where the total charge of each kind of valley is depicted versus $V_g$. The larger gap of the $L$ valleys proposed in Ref. [89] increases the gate voltage range where only the $\Gamma$ valley contributes to the capacitance and provides results closer to the experimental ones. Thus, hereinafter this set of parameters will be used for simulations of III-V materials in SP2D.
Figure 4.6: $C_g$ versus $V_g$ for the InGaAs Trigate of Fig. 4.5. Comparison between experimental results from Ref. [99] (solid line) and simulations using the parameters in Table 4.1 from Ref. [89] (dotted line) and Ref. [90] (dashed line).

Figure 4.7: $N_i$ of each kind of valley versus $V_g - V_T$ for the InGaAs Trigate of Fig. 4.5. The two sets of parameters shown in Table 4.1 are used.
4.3 Comparison of III-V cylindrical NWs

In this Section we accomplish a brief study on the population of the $\Gamma$, $L$ and $X$ valleys in cylindrical NWs of different III-V materials and sizes. We also discuss its influence on the average conduction effective mass, $m^*$, and the gate capacitance, $C_g$. The NW geometries considered in this Section are as the one depicted in Fig. 4.2 and are oriented along the [100] crystallographic direction. Al$_2$O$_3$ was used as gate insulator with an insulator thickness $t_{\text{ins}} = 2\text{nm}$. A metal-gate work function $\Phi_m = 5.05\text{eV}$ was assumed.

Fig. 4.8 shows the populations of the $\Gamma$-valley (dashed), the $L$-valley (dotted) and the $X$-valley (dash-dotted) together with the total electron population (solid) as a function of $V_g$ for InAs (left), InGaAs (center) and GaAs (right) NWs of diameters $2R_s = 5\text{nm}$ (top) and $2R_s = 15\text{nm}$ (bottom).

![Graphs](image)

**Figure 4.8:** $N_i$ of each kind of valley versus $V_g$ for InAs (left) InGaAs (center) and GaAs (right) NWs of sizes $2R_s = 5\text{nm}$ (top) and $2R_s = 15\text{nm}$ (bottom). Total, $\Gamma$-valley, $L$-valley and $X$-valley electron populations are plotted as solid, dashed, dotted and dash-dotted lines respectively.

As can be seen in Fig. 4.8 the $X$-valley population is not relevant for the voltage...
range analyzed, limiting its interest in practical purposes, and therefore it is obliterated in the forthcoming analysis. The main differences between curves for the different materials and sizes regards the valley population onsets. The threshold voltages of the $\Gamma$ and $L$ valleys, $V_{T,\Gamma}$ and $V_{T,L}$, were obtained from the maximum of the second derivative of the charge associated to each valley \[156\], and are summarized in Table 4.2. $\Delta V_T$ refers to the difference $V_{T,L} - V_{T,\Gamma}$.

<table>
<thead>
<tr>
<th>Material</th>
<th>$V_{T,\Gamma}$ (V)</th>
<th>$V_{T,L}$ (V)</th>
<th>$\Delta V_T$ (V)</th>
</tr>
</thead>
<tbody>
<tr>
<td>InAs</td>
<td>0.53</td>
<td>1.14</td>
<td>0.61</td>
</tr>
<tr>
<td>InGaAs</td>
<td>0.75</td>
<td>1.24</td>
<td>0.49</td>
</tr>
<tr>
<td>GaAs</td>
<td>1.12</td>
<td>1.41</td>
<td>0.29</td>
</tr>
</tbody>
</table>

### Table 4.2: $V_{T,\Gamma}$ and $V_{T,L}$ (determined using the second derivative of the charge) for InAs, InGaAs and GaAs NWs of sizes $2R_s = 5\text{nm}$ and $2R_s = 15\text{nm}$. $\Delta V_T$ refers to the difference $V_{T,L} - V_{T,\Gamma}$

As can be noted in Fig. 4.8 and Table 4.2, InAs devices achieve the highest difference between $V_{T,\Gamma}$ and $V_{T,L}$ for both sizes, due to its larger $E_{g,L} - E_{g,\Gamma}$ separation (see Appendix F). One interesting result concerns the decrease in the $V_{T,L} - V_{T,\Gamma}$ difference, with the device shrinking which is due to both the increase of $V_{T,\Gamma}$ and the decrease of $V_{T,L}$. This contra-intuitive result (for a decrease of device size we would expect an increase of $V_T$ regardless the kind of valley) can be explained attending to the effect of the confinement on the first energy level, $E_0$, of $\Gamma, E_{0,\Gamma}$ and $L, E_{0,L}$, valleys. $E_0$, as is demonstrated in Section 6.5 mainly determines $V_T$ for III-V NWs \[156\].

Fig. 4.9 shows the position of $E_0$ (referred to the bottom of the conduction band) in the sub-threshold regime (under flat well approximation) as a function of $2R_s$ and the confinement effective mass, $m_v$. As can be observed, only for small $m_v$ there is a non-negligible change in the position of $E_0$ with $2R_s$. The values of $m_v$ for $\Gamma$ and $L$ valleys for InAs are plotted as dashed lines \[1\]. From, Fig. 4.9 we would expect no meaningful change in $E_{0,L}$ and therefore $V_{T,L}$ with $2R_s$, but actually $V_{T,L}$ increases with $2R_s$. Therefore, we have to look for the explanation somewhere else.

Fig. 4.10 depicts the dependence of $E_{0,\Gamma}$ (solid) and $E_{0,L}$ (dashed) (referred to $E_F$ which is the reference for energies as proposed in Chapter 3), and the surface potential

---

1An isotropic effective mass for the $L$ valley ($m_L = 0.6m_0$) was considered for illustrative purposes in Fig. 4.9 Nevertheless the appropriate anisotropy of $L$-valley is taken into consideration by SP2D.
Figure 4.9: $E_0$ (referred to the bottom of conduction band) for a sub-threshold voltage (under flat well approximation) as a function of $2R_s$ and $m_v$. The values of $m_v$ for $\Gamma$ (0.026) and $L$ (0.6) valleys for InAs are plotted as white dashed lines.

$\phi_s$ (dash-dotted) as a function of $V_g$ for two InAs NWs with sizes (a) $2R_s = 5$nm and (b) $2R_s = 15$nm. The $V_g$ values corresponding to the threshold voltages of the $\Gamma$ and $L$ valleys are plotted as dotted lines. Two assertions can be done from Fig. 4.10: (a) the value $E_0$ for which the valley turns on is pretty similar in both sizes (around 0.03eV for the $\Gamma$-valley and around 0.075eV for the $L$-valley); (b) The dependence of $E_0$ with $V_g$ is quite different from one size to the other.

The smaller the device, the sharper the decrease of $E_{0,\Gamma}$ and $E_{0,L}$ with $V_g$ in the region between $V_{T,\Gamma}$ and $V_{T,L}$ due to the lower inversion charge and, consequently, potential screening. As the value $E_{0,L}$ for subthreshold regime and valley onset condition does not vary very much for both sizes, it is the slope of change of $E_{0,L}$ with $V_g$ which mainly determines $V_T$, being $V_T$ higher when the slope is softer (larger devices).

The $V_g$ range between $V_{T,\Gamma}$ and $V_{T,L}$ is of interest because the conduction effective mass coincides with the $\Gamma$ valley mass, thus providing its well-known beneficial effects on the transport properties (see Chapter 9). As a drawback, in the same $V_g$ range where the higher mobility is expected, the so-called density of states bottleneck appears, limiting the gate capacitance. Fig. 4.11 shows $C_g$ as a function of $V_g$ for InAs (left), InGaAs (center) and GaAs (right) and different NW sizes: $2R_s = 5$nm (solid) and $2R_s = 15$nm.

---

2 Exact values are $E_{0,\Gamma} = 0.0371$eV and $E_{0,\Gamma} = 0.0292$eV for $2R_s = 5$nm and 15nm and $E_{0,L} = 0.0828$eV and $E_{0,L} = 0.0675$eV for $2R_s = 5$nm and 15nm.

3 Some differences regarding the results from Fig. 4.9 are observed as here the anisotropy of the $L$-valley is taken into consideration.
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Figure 4.10: $E_{0,\Gamma}$ (solid) and $E_{0,L}$ (dashed) and the surface potential $\psi_s$ (dash-dotted) as a function of $V_g$ for two InAs NWs with sizes (a) $2R_s = 5\text{nm}$ and (b) $2R_s = 15\text{nm}$. The $V_g$ values corresponding to the threshold voltages of the $\Gamma$ and $L$ are plotted as dotted lines.

(dashed). As can be observed, in the range between $V_{T,\Gamma}$ and $V_{T,L}$ (see Table 4.2) the gate capacitance is degraded, showing oscillations in the transition between off and on states, and actually it only increases to acceptable values when $L$ valleys get populated. It is for GaAs, with smaller $V_{T,L}-V_{T,\Gamma}$, that $C_g - V_g$ curves increases more sharply giving a better $C_g$ behavior.

Figure 4.11: $C_g$ versus $V_g$ for (a) InAs, (b) InGaAs and (c) GaAs NWs of size $2R_s = 5\text{nm}$ (solid), and $2R_s = 15\text{nm}$ (dashed).

Electrostatics
4.4 Comparison of Si and III-V Trigate MOSFETs

In this Section, guided by the good results obtained in the SP2D validation done in Section 4.2 for an InGaAs Trigate, we study the behavior of InGaAs, InGaSb and SOI Trigate FETs, as a function of the channel width, $W_s$. InGaSb has not been deeply studied in the literature for electron as majority carriers [157]. The inclusion in this comparison obeys to the technological expectations placed on it as a good alternative to Si in CMOS processes [157]. In addition to its well known hole mobility, InGaSb is characterized by a low $\Gamma$-valley effective mass, which can be controlled through the In molar fraction. On the contrary, the energy gap separation between $\Gamma$ and $L$ valleys is small for this material (see Appendix F) affecting negatively to the its potential high electron mobility.

Fig. 4.12 shows the Trigate geometry considered in this Section. $H_s$ is the semiconductor channel height while $t_{\text{ins}}$ and $t_{\text{box}}$ are the gate and buried insulator thicknesses, respectively. All III-V semiconductors parameters are taken from Ref. [89] and summarized in Appendix F. For the sake of simplicity in the interpretation of the results, no tilt of the lateral sides of the Trigate is considered. The same, equivalent oxide thickness, EOT will be used for all devices, with SiO$_2$ as the gate insulator for the Si Trigates and TaSiO$_x$ for the InGaAs and InGaSb ones. The material parameters of TaSiO$_x$ are those used in Section 4.2.

![Figure 4.12: Trigate geometry.](image)

Figure 4.12: Trigate geometry. The channel size is $W_s \times H_s$. $t_{\text{ins}}$ and $t_{\text{box}}$ are the gate and buried insulator thickness, respectively. Following the experimental geometry from Ref. [99], the gate is extended along the buried insulator.

Fig. 4.13 compares the gate capacitance per unit area, $C_{g,sf}$ (which allows a fair comparison between sizes) as a function of $V_g$ for InGaAs (solid), InGaSb (dotted) and...
Si (dashed) Trigate devices. Several semiconductor widths, $W_s$, from 5nm to 30nm, are considered. The semiconductor height is kept constant to $H_s = 50$nm. As can be seen, the curves achieved for Si devices are very close and only for very small devices slight variations are found. However, $W_s$ has a stronger impact on structures made of III-V alloys. Two main conclusions related to $W_s$ can be deduced from these results:

(a) The threshold voltage variations associated to the higher quantization of narrower devices are more noticeable in InGaAs and InGaSb than in Si Trigates, due to the smaller effective masses of the InGaAs and InGaSb Γ valley. Fig. 4.14(a) shows the increment in the threshold voltage, $\Delta V_T$, as the device width is reduced from 30nm to 5nm for Si (circles), InGaAs (squares) and InGaSb (diamonds) devices. The observed $\Delta V_T$ in InGaAs and InGaSb is three times higher than in Si for $W_s = 5$nm.

(b) At large $V_g$ values an increase of $C_g$ is found when the device dimensions are shrunk for InGaAs and InGaSb Trigates. This effect appears when satellite valleys get populated, primarily because the gate voltage at which the $L$ valleys begin to be populated is reduced with the device width, as can be seen in Fig. 4.14(b). The effect is more clearly observed in InGaSb devices which have a lower $L$ valley threshold voltages.

![Figure 4.13: $C_{g,sf}$ versus $V_g$ of InGaAs (solid), InGaSb (dotted), and Si (dashed) Trigate MOSFETs with $H_s = 50$nm and $W_s$ ranging from 5nm to 30nm.](image)

As also shown in Fig. 4.13, higher values for $C_g$ are achieved for Si Trigates compared to III-V materials, in agreement with the results presented in the literature for
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Figure 4.14: (a) $\Delta V_T$ of the $\Gamma$ valley as a function of $W_s$ for InGaAs (solid lines), InGaSb (dotted lines) and of $\Delta$-valley for Si (b) $\Delta V_T$ of the $L$ valley as a function of $W_s$ for InGaAs (solid lines), InGaSb (dotted lines). $H_s = 50$nm and $W_s$ ranging from 5nm to 30nm.

both planar devices \[158\] and NWs \[159\]. The capacitance degradation for InGaAs and InGaSb devices is due to: 1) their larger inversion layer centroid \[160\], and 2) the density of states bottleneck \[66\]. Both effects are related to the reduced confinement effective mass of these materials.

Figs. 4.15 and 4.16 show the 2D charge distributions for InGaAs, InGaSb and Si Trigates (10nm×30nm only) and some horizontal slices of the charge distribution in the center of the devices, respectively.

Figure 4.15: $n$ ($\text{cm}^{-3}$) simulated at $V_g - V_T = 0.5$V for InGaAs (left) InGaSb (center) and Si (right) Trigate MOSFETs with $W_s = 10$nm and $H_s = 50$nm.

As can be seen in Fig. 4.15 the electron distribution for the Si, InGaAs and InGaSb
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Trigates is not uniform. The increase of the electrostatic control in the regions close to the top gate and also to the bottom buried gate (especially near the corners) results in an enhancement of the charge density in those regions. The impact of this contribution should not be neglected for a correct modeling of Trigate geometries (see Section 4.5).

![Figure 4.16: Slice of the electron density (cm$^{-3}$) at the center of the device (see inset), at $V_g = 1.2V$, for InGaAs (solid), InGaSb (dotted) and Si (dashed) Trigate MOSFETs with $H_s = 50$nm. Two different semiconductor widths are considered: $W_s = 5$nm and $W_s = 30$nm.](image)

In Fig. 4.16 the larger separation between the inversion charge and the semiconductor-insulator interface in InGaAs and InGaSb devices with respect to Si one is clearly depicted for $W_s = 30$nm. For $W_s = 5$nm the spatial confinement is strong enough to obscure the influence of $m^*_v$ on the charge distribution. The degradation of $C_g$ in InGaAs and InGaSb for this size is therefore due to the density of states bottleneck.

### 4.5 Trigate versus DG comparison

To get a deeper understanding of the Trigate behavior, in this Section we have made a comparative study of Trigates and Double Gate (DG) FETs with similar sizes. The same kind of Trigates studied in Section 4.4 are considered (see Fig. 4.5). The electron density of the DG MOSFETs is calculated as the charge of a slice at the center of the Trigate (similar to the curves shown in Fig. 4.16), multiplied by the device height to account for the whole DG device charge.

Fig. 4.17 shows the electron density per unit length ($N_i$) achieved for 50nm height Trigates and the values obtained when DG devices are considered. $W_s$ from 5nm to
30nm are simulated.

**Figure 4.17:** \( N_i \) as a function of \( V_g \) for (a) Trigates and (b) DGs with \( H_s = 50 \)nm and \( W_s \) ranging from 5nm to 30nm. Si and InGaAs are used as semiconductors.

Important differences are found depending on the description employed. The most obvious is the higher total charge of Trigate devices, which is primarily related to: 1) the increase on the device perimeter due to the top interface and 2) the non-negligible impact of the corners, due to their higher electron concentration. That higher electrostatic control of the gates on the corner regions also modifies the influence of the satellite valleys on the device performance, as \( L \) valleys are first populated near the corners of the device. To study this effect, Figs. 4.18 and 4.19 show the charge associated to the \( L \) valleys DG and Trigate devices made of InGaAs and InGaSb respectively. In all the cases, important differences are found that cannot be explained just by means of the increase in the total perimeter of the device.

Furthermore, from Figs. 4.18 and 4.19 we can asses that: 1) for InGaAs, the \( L \)-valley population in the top and lateral regions is quite reduced since nearly doubling the height (from 30nm to 50nm) or tripling the width (from 10nm to 30nm) does not notably increase the \( L \)-valley concentration (from \( 2.5 \times 10^7 \text{cm}^{-1} \) to \( 3 \times 10^7 \text{cm}^{-1} \) and from \( 2.8 \times 10^7 \text{cm}^{-1} \) to \( 3 \times 10^7 \text{cm}^{-1} \) for the largest polarization, respectively); 2) for InGaSb the \( L \)-valley population is disposed more uniformly through the different regions reducing the role of the corners, which explain the smaller differences between Trigate and DG.

The differences observed in the valleys population between Trigate and DG geometries may influence the estimation of the electron mobility. The larger effective mass of
the \( L \) valleys in the transport direction increases the average conduction effective mass, \( m^* \), of the device which is calculated as:

\[
m^* = \sum_v \frac{m^*_v N_v}{N_i}
\]  

where \( m^*_v \) and \( N_v \) are the conduction effective mass and electron concentration of the \( v \)-th valley. Therefore, the lack of precision when describing Trigate devices as DGs produces errors in the estimation of the conduction effective mass. Fig. 4.20 shows how the DG modeling of the devices underestimates \( m^* \) for InGaAs and InGaSb trigates but overestimates it for Si.

The large increase of \( m^* \) for large inversion charges observed in Fig. 4.20 points out a degradation of the electron mobility in III-V materials for high gate voltages. A thorough study of the transport properties of these devices will be carried out in Chapter 9.
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**Figure 4.19:** Electron density per unit length of the $L$ valleys versus $V_g$ for InGaSb Trigates and DGs with $H_s = 30$nm and 50nm, and $W_{sc} = 30$nm (a) and 10nm (b).

**Figure 4.20:** Conduction effective mass as a function of the inversion charge for InGaAs, InGaSb and Si trigate (solid lines) devices and comparison with their DG (dashed lines) counterpart ($W_s = 30$nm, $H_s = 50$nm).
4.6 Influence of the back-gate bias on the electrostatics of Si Trigates

Low-power applications require dynamic control of the threshold voltage to manage simultaneously power and performance [161], [162]. One potential solution is the back-gate biasing that modifies $V_T$ due to the body effect. However, few works deal with this effect on MuG MOSFETs [163], [164]. This Section analyzes the influence of back gate bias on the performance of Si Trigate structures [165, 166].

Fig. 4.21 shows a cross-section of a Trigate with rectangular semiconductor channel, being $W_s$ and $H_s$ the semiconductor width and height respectively. $t_{\text{ins}}$ and $t_{\text{box}}$ are the thicknesses of the front gate and buried insulators, respectively. Back-gate bias ($V_{bg}$) is applied beneath the buried oxide. Si Trigates were oriented along the [011] crystallographic direction ($\hat{z}$), being the top and bottom ($\hat{y}$) Si-insulator interfaces (100)-oriented, and the lateral ones ($\hat{x}$) (011)-oriented.

For Si Trigates, a midgap metal gate ($\Phi_m = 4.61\text{eV}$) is considered for the front gate and a p$^+$poly-Si for the back gate ($\Phi = 5.17\text{eV}$). SiO$_2$ is assumed as gate and buried insulator with thicknesses $t_{\text{ox}} = 1.2\text{nm}$ and $t_{\text{box}} = 10\text{nm}$, respectively. The minimum channel width and height considered for Si is 5nm. The channel orientation has been taken into account rotating the effective mass tensor as explained in Section 3.6. Non-
4.6. Influence of the back-gate bias on the electrostatics of Si Trigates

Parabolic corrections to the conduction band have also been included as explained in Section 3.7.

First, the inversion charge ($N_i$) versus front gate voltage ($V_{fg}$) curves have been studied as a function of the back gate bias ($V_{bg}$). Fig. 4.22 shows the results for a device with $W_s = 5\, \text{nm}$ and $H_s = 5\, \text{nm}$. As can be seen, only the threshold voltage ($V_T$) is modified when $V_{bg}$ changes, while the gate capacitance as a function of the overdrive gate voltage ($V_{fg} - V_T$) remains unaltered. Negative values of $V_{bg}$ increase $V_T$, as they reduce the overall potential in the channel, while positive ones decrease $V_T$.

![Figure 4.22: $N_i$ versus $V_{fg}$ in a device with $W_s = 5\, \text{nm}$, $H_s = 5\, \text{nm}$, as a function of $V_{bg}$ (ranging from -2V to 2V).](image)

The influence of the back-gate bias varies when different device widths are considered. This is due to a modification of the front-gate control on the back part of the channel. The overall behavior, however, is quite complex, as shown in Fig. 4.23, where different device widths are taken into account for a fixed device height, $H_s = 5\, \text{nm}$, for (a) $V_{gb} = 2\, \text{V}$ and (b) $V_{gb} = -2\, \text{V}$. As can be observed, when $W_s$ is raised, $V_T$ slightly increases for negative values of $V_{bg}$, while it remarkably decreases for positive values of $V_{bg}$. To explain this behavior, the influence of the quantum confinement on the threshold voltage has to be taken into account. Hence, for negative $V_{bg}$ values, there are two contributions that tend to cancel each other:

- Firstly, the increase of the device width produces a larger influence of the back-gate bias and thus, from a classical point of view, $V_T$ should rise.

- Secondly, the wider the device, the lower the quantum confinement and therefore the lower its influence on the threshold voltage. In the absence of $V_{bg}$, this would...
cause a reduction of $V_T$ for wider devices.

As for positive $V_{bg}$ values, the higher influence of the back gate in wider devices tends to reduce $V_T$, adding up to the quantum confinement effect.

The complete picture of $V_T$ as a function of $V_{bg}$ and $W_s$ is shown in Fig. 4.24(a) for a $H_s = 5\text{nm}$ device. Correspondingly the dependence of $V_T$ on $H_s$ for varying $V_{bg}$ is plotted in Fig. 4.24(b) for a $W_s = 5\text{nm}$. It is easy to note for a given device size increasing the device width augments the control of $V_{bg}$ on $V_T$ while an increase of the device height reduces that control.

As already reported in Ref. [161], both the increase of $W_s$ and the decrease of $H_s$
are useful to augment the body factor, which is defined as

\[ \gamma = \left| \frac{\partial V_T}{\partial V_{bg}} \right| \] (4.2)

Fig. 4.25 depicts the body factor as a function of the channel width and height. As can be seen, for the values of \( t_{\text{ins}} \) and \( t_{\text{box}} \) considered in this work, \( \gamma \) values higher than 0.1 can be achieved only for width/thin devices. However, devices with almost square aspect ratio (5nm×5nm or 20nm×15nm) can achieve \( \gamma \) values as large as 0.05 which may be worth for \( V_T \) control [?]. As the body factor is closely related to the ratio between the channel-to-back-gate capacitance (\( C_{bg} \)) and the channel-to-front-gate capacitance (\( C_{fg} \)) [162], the use of Ultra-Thin BOX is critical to even higher \( \gamma \) values.

![Image](image.png)

**Figure 4.25:** Body factor (\( \gamma \)) as a function of \( W_s \) and \( H_s \). The dashed lines indicate the \( \gamma = 0.05 \) and \( \gamma = 0.1 \) isolines.

Apart from the influence of the back-gate bias on the threshold voltage, the use of \( V_{bg} \) also modifies the electron distribution in the channel. Figure 4.26 represents the normalized charge distribution along a vertical slice of a \( W_s \times H_s = 5\text{nm} \times 5\text{nm} \) device for different inversion charges (\( N_i \)) at \( V_{bg} = \pm 2\text{V} \). For positive \( V_{bg} \) values (solid lines), the volume inversion effect is enhanced, being the charge more homogeneously distributed along the channel (even for large values of \( N_i \), close to \( 10^7\text{cm}^{-1} \)). On the other hand, negative \( V_{bg} \) values (dashed lines) shift the charge towards the top interface.

The 2D normalized electron distribution for that device at an inversion charge of \( N_i = 10^6\text{cm}^{-1} \) is depicted in Fig. 4.27 for (a) \( V_{bg} = -2 \text{V} \) and (b) \( V_{bg} = 2\text{V} \). Not only the charge is closer to the top interface in the \( V_{bg} = -2\text{V} \) case, but it is also more confined and closer to the lateral regions of the device. As it will be discussed in Chapter 9, this has a strong influence on the electron mobility.
4.7 Effects of interfacial states on the technological variability of Si Trigates

In this Section we study the influence of the interfacial states, $D_{it}$, on the performance of MuG FETs and, specifically, on the subthreshold Swing and threshold voltage \cite{167}. To do it, we consider a Trigate Si-SiO$_2$ MOSFET as the one depicted in Fig. 4.12 but neglecting the buried gate. $W_s$ and $H_s$ are set to 10nm and $t_{ins}$ to 1nm. Undoped body, corner rounding, a midgap metal gate and, otherwise stated, (100)/[011]-oriented devices are used. $D_{it}$ has been modeled as a Gaussian function, with amplitude $A_g = A_0$ and variance $\sigma_g = \sigma_0$, following the experimental results from Ref. \cite{102}. Other energetic profiles described in the literature must be highlighted \cite{103, 141, 145, 168}.
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Fig. 4.28 shows experimental (solid) and modeled (dotted) (a) $D_{it}$ and (b) $Q_{it}$ as a function of the energy in the gap $E - E_i$, being $E_i$ the intrinsic level. As in Ref. [102], only acceptor kind traps are considered.

![Figure 4.28](image)

**Figure 4.28:** (a) $D_{it}$ and (b) $Q_{it}$ as a function of the energy in the gap, $E - E_i$. Two $D_{it}$ profiles are considered: an experimental one obtained from Ref. [102] and a Gaussian profile with the same peak and integrated charge.

Fig. 4.29 shows the $SS$ calculated as a function of $V_g - V_T$ in the presence of the $D_{it}$ at different temperatures, $T$ ranging from 50K to 300K. Our simulations reproduce the behavior shown in Ref. [102]: for small $V_g$, the $SS$ values are close to the ideal $SS$ limit, $\ln(10) \cdot k_B T/q$. However, there is a kink close to $V_T$ related to the presence of the $D_{it}$, which is drifted to larger $V_g$ values as $T$ increases. Thus, at high $T$ the influence of the $D_{it}$ moves above threshold voltage, being obscured by the electron charge.

For that reason, the forthcoming results are obtained, otherwise stated, at $T = 50K$. First, we have compared $SS$ for different Gaussian $D_{it}$ profiles. Fig. 4.30 presents $SS$ as a function of $V_g$ for increasing values of $A_g$: from $A_0/2$ to $2A_0$. The higher $A_g$, the higher $Q_{it}$ and, as expected from the $-Q_{it}/C_{ins}$ term of $V_T$ (see Section ??) the larger $\Delta V_T$.

The amplitude and broadening in the $V_g$ range of the $SS$ kink increase with $A$. This effect degrades the on-off transition regime, as shown in Fig. 4.31 where the total charge density versus $V_g$ is represented for the same $A_g$ values considered in Fig. 4.30.

An alternative explanation of this effect can be found from the surface potential, $\psi_s$, behavior along the Si-SiO$_2$ interface which is shown in Fig. 4.32. The linear relation between $\psi_s$ and $V_g$ is broken when $D_{it}$ begins to fill: at that point, the increase of $Q_{it}$
screens the potential, reducing $|d\psi_s/dV_g|$ and therefore the control of the gate on the inversion charge.

As a consequence, as depicted in Fig. 4.32, the subband energy levels $E_j$ show a plateau region which extends through the $V_g$ range where $D_{it}$ keep filling up (see Fig. 4.30). The $E_j$ rise is responsible for a lower level occupation and thus the charge reduction shown in Fig. 4.31.

A variation of $\sigma_g$ also modifies the behavior of the $SS$ kink, as shown in Fig. 4.34, where the high correlation between the $SS$ kink and the shape of the $D_{it}$ curve is evidenced. In this case, the $D_{it}$ curves have been adjusted to have the same total integrated charge by modifying also the amplitude, and thus $\Delta V_T$ is very similar for all the $\sigma$ values.

Experimental results have shown that the $D_{it}$ associated to lateral and top/bottom regions of MuG devices can be significantly different. Thus, some experimental results have shown a higher $D_{it}$ concentration in the lateral regions compared to the top ones [102], [169]. Fig. 4.35 shows the simulation results when different amplitudes of the Gaussian profile are applied to the lateral and top regions. A higher lateral $D_{it}$ increases the impact on both, the $SS$ kink and in $\Delta V_T$, mainly because the associate perimeter is larger $2W_s > H_s$.

It is more interesting to analyze the influence of each region of the device separately on the $SS$ and potential. In Fig. 4.36 we compare the $SS$ achieved when $D_{it}$ are placed
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![Graph showing SS as a function of Vg for several Ag and T = 50K for a 10nm x 10nm Trigate device.](image)

**Figure 4.30:** $SS$ as a function of $V_g$ for several $A_g$ and $T = 50K$ for a $10nm \times 10nm$ Trigate device.

in all the Si-SiO$_2$ interfaces and in each of them separately: corners, top, lateral and Si-BOX (bottom) regions are considered.

The maximum $\Delta V_T$ and wider $SS$ kink is produced by charges located at the Si-BOX interface. This result is related to the reduction of the gate control on such interface, which may be modeled as a reduction of the $C_{ins}$ associated to that region, which would increase $V_T$. The potential decrease due to $D_{it}$ screening in each region is depicted in Fig. 4.37: lower values are found near the regions where the $D_{it}$ is placed. Again, the stronger effect of $D_{it}$ at the Si-BOX interface is perceived.

Moreover, we have considered two alternative transport orientations: [001] and [011] (both on (100) wafers, corresponding to the top surface of the Trigate): the results show that the orientation does not significantly impact neither the $SS$ nor the $\Delta V_T$, due to the fairly noticeable orientation dependence of the charge distribution in the subthreshold regime, as seen in Fig. 4.38 (the different peak value of the charge is related to a small $V_T$ variation, shown in Fig. 4.36).

The relationship between the $SS$ degradation and $\Delta V_T$ has been analyzed in Ref [170], without successful results. One of the reasons may be the influence of the insulator thickness variability, also perceived in the TEM scans of Si NWs in Ref. [102]. We have modified the gate insulator geometry as shown in the insets of Fig. 4.39 where $t_{ins}$ at the center of the top/lateral regions is increased or decreased to better fit fabricated devices. As shown in Fig. 4.39, the thicker insulator thickness provokes a degradation on the $SS$ and a higher $\Delta V_T$, as a consequence of the lower electrostatic control. This is
demonstrated in the inset of Fig. 4.38 where the potential along the device is plotted for the two extreme cases showing a larger screening in the device with thicker insulator thickness.

From all the aforementioned results, we conclude that:

(a) The reduction of the gate control increases the negative effects of the interface charges

(b) The increase of the gate insulator thickness or the presence of a noticeable interface charge at the Si-BOX interface of SOI devices degrades the device performance

(c) The improvement of the electrostatic control on the gate insulator interface reduces the technological variability associated to \( D_{it} \).

Hence, we can expect that the increase of the number of gates helps to reduce both \( SS \) and \( \Delta V_T \). This hypothesis is confirmed in Fig. 4.40 where \( N_i \) is depicted as a function of \( V_g \) for different Mug structures with the same channel dimensions than the Trigate studied in this Section. In this Figure, the hump associated to the \( D_{it} \) presence is reduced as the gate control of the channel is increased, leading to the conclusion that the NW structure is the one with better immunity against the \( D_{it} \) influence.
Figure 4.32: $\psi_s$ along $C_{i-s}$ as a function of $V_g$ ranging from 0.5V to 0.64V without (left) and with (right) $D_{it}$ at $T = 50K$ for the 10nm×10nm Trigate. Inset: schematic depiction of the Trigate device with the semiconductor-insulator interface path marked with letters.

Figure 4.33: $E_1$ as a function of $V_g$ for several $A_g$ and $T = 50K$ for a 10nm×10nm Trigate device.
Figure 4.34: $SS$ as a function of $V_g$ for several $\sigma_g$ and $T = 50K$ for a $10\text{nm} \times 10\text{nm}$ Trigate device.

Figure 4.35: $SS$ as a function of $V_g$ for different profiles associated to lateral and top regions at $T = 50K$ for a $10\text{nm} \times 10\text{nm}$ Trigate device.
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Figure 4.36: SS as a function of $V_g$ for $D_{it}$ placed at different region: all (named ALL), lateral (LAT), top (TOP), bottom (BOT) and top corners (COR) at $T = 50K$ for a 10nm×10nm Trigate device.

Figure 4.37: Potential decrease due to $D_{it}$ screening for $D_{it}$ located at: (a) in the Si-BOX region, (b) only in the lateral sides, (c) only in the top side, and (d) the whole Si-SiO$_2$ interface, for a 10nm×10nm Trigate device.

Figure 4.38: $n$ for (a) (100)/[011] and (b) (100)/[001] Trigate FETs at $V_g = 0.53V$ without $D_{it}$ for a 10nm×10nm Trigate device.
Chapter 4. Electrostatic analysis of MuG devices using SP2D

Figure 4.39: \( SS \) as a function of \( V_g \) for variable insulator thicknesses at the lateral top interfaces at \( T = 50K \) for a 10nm\( \times \)10nm Trigate device. Inset: Potential along the device for the two extreme cases: \( t_{\text{ins,s}} = t_{\text{ins,l}} = t_{\text{ins}}/2 \) (left) and \( t_{\text{ins,s}} = t_{\text{ins,l}} = 2t_{\text{ins}} \) (right).

Figure 4.40: \( SS \) as a function of \( V_g \) for different MuG structures and \( T = 50K \).
4.8 Conclusions

In this Chapter, Trigates and NWs made of Si and III-V semiconductors have been studied using the SP2D simulator. It has been demonstrated that the low density of states has a strong influence on the charge density and gate capacitance behavior of III-V NWs. Moreover, the population of higher energy valleys (in particular, of \( L \) valleys) can strongly modify the small conduction effective mass associated to III-V semiconductors. Additionally, we have studied the behavior of InGaAs, and SOI Trigate FETs, as a function of the channel width, showing that the semiconductor width has a strong impact on InGaAs Trigates: both the threshold voltage and the gate voltage at which the \( L \) valleys begin to be populated depend on the width. Besides, it has been demonstrated the importance of considering the two-dimensional confinement for III-V materials to accurately reproduce the electron distribution near the corners. This effect produces a noticeable impact on the conduction effective mass as a result of the different population of each valley. The control of the threshold voltage and the charge distribution of Trigate SOI devices by modifying the back-gate bias has been studied, confirming the possibility of achieving body factors higher than \( \gamma = 0.1 \) as long as the channel width over height ratio is increased as much as possible. Finally, the influence of the interfacial states, \( D_{it} \), on the performance of Si MuG FET and, specifically, on the subthreshold swing and threshold voltage has been analyzed observing relevant variations with the temperature and the oxide thickness. It is concluded that the higher the number of gates the lower the degradation due to the interface states.
Chapter 5

Charge, potential and current analytical models for III-V NWs

5.1 Introduction

In this Chapter, an analytical model is proposed to calculate the potential, inversion charge and drain current of III-V cylindrical NWs. To develop the model, we make use of the cylindrical symmetry of the device and the isotropic effective mass of Γ valley to solve the Poisson and Schrödinger equations in polar coordinates. From Schrödinger solution we obtain expressions for the subband energies and their corresponding wavefunctions, taking into account their penetration into the gate insulator and the effective mass discontinuity in the semiconductor-insulator interface. A complete expression for the potential in the NW is achieved by solving the Poisson equation for an arbitrary number of subbands. The model considers Fermi-Dirac Statistics, two-dimensional quantum confinement of the carriers, non-parabolicity effects and interface states.

Several differences must be highlighted between this work and other models proposed in the literature for cylindrical NWs [171]: 1) the inclusion of the wavefunction penetration into the gate insulator, which has to be considered to accurately model low-effective-mass materials [96]; 2) The non-parabolic dispersion relationship, which is non-negligible in III-V materials [154]; and 3) The possibility of including an arbitrary analytical profile of interface states, which strongly affects the operation of III-V NWs [128].

The rest of the Chapter is organized as follows. In Section 5.2 we solve the
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Schrödinger equation in a cylindrical potential well with a finite potential barrier. The solutions are expressed in terms of Bessel functions for the well and modified Bessel functions of the second kind for the barrier. The correction (by means of the perturbation theory) to the Schrödinger energy levels for a non-flat potential scenario is also discussed. In Section 5.3 the Poisson equation is solved for an arbitrary number of occupied subbands obtaining an expression for the potential in the NW. This potential is then used to correct the energy levels, as proposed in Section 5.2. Section 5.4 reviews the calculation of the electron charge considering parabolic and non-parabolic dispersion relationships. In Section 5.5 we deal with the inclusion of interface states in the model, allowing the introduction of any arbitrary analytical interface state profile. In Section 5.6 we briefly discuss the implementation of all equations from Section 5.2 and 5.3 using an iterative algorithm. Section 5.7 uses the results from the charge and potential model to build a current model for the NW. Section 5.8 validates the model by the comparison to the results of numerical simulations for different materials, sizes and applied gate voltages. Finally, the main conclusions of the work are presented in Section 5.9. Appendixes B.1, B.2 and B.3 include the mathematical details for: the normalization of the wavefunctions, the resolution of the Poisson equation and the determination of the boundary conditions, respectively.

5.2 Subband modeling

In this Section an analytical solution of the Schrödinger equation in a cylindrical NW is obtained, including the semiconductor, the gate insulator and the metal gate, as shown in Fig. 5.1.

![Figure 5.1: Geometry of the circular cross-section NW. $R_0$ is the semiconductor radius and $T_{ins}$ the insulator thickness.](image)
To do so, we consider a cylindrical well with finite potential barrier ($\Delta \phi$), as depicted in Fig. 5.2. Different effective masses are considered in the semiconductor ($m_a$) and the oxide ($m_b$), and the wavefunctions are allowed to penetrate into the gate insulator. This fact may impact the subband minimum energy as demonstrated by Mudanai et al. for planar devices [96]. For the system considered, the Schrödinger equation can be written as follows:

$$-\frac{\hbar^2}{2m_i} \nabla^2 \xi(r, \theta) = (E - \phi_i) \xi(r, \theta)$$

(5.1)

where $\xi(r, \theta)$ is the wavefunction associated to an energy $E$, and $m_i$ and $\phi_i$ are the confinement effective mass and the potential energy of each region $i = a, b$ (see Fig. 5.2). It is assumed here that neither $m_i$ nor $\phi_i$ depend on the azimuthal angle, $\theta$ (i.e., the model is applied to isotropic bands). Therefore, $\xi(r, \theta)$ can be decomposed into its radial and angular components as:

$$\xi(r, \theta) = R(r)Y(\theta)$$

(5.2)

Using the previous factorization, Eq. (5.1) can be written as:

$$\frac{Y(\theta)}{r^2} \frac{\partial^2 R(r)}{\partial r^2} + \frac{Y(\theta)}{r} \frac{\partial R(r)}{\partial r} + \frac{R(r)}{r^2} \frac{\partial^2 Y}{\partial \theta^2} = -R(r)Y(\theta)\beta_i$$

(5.3)

where we have defined:

$$\beta_i = \sqrt{\frac{2m_i}{\hbar^2} (E - \phi_i)}$$

(5.4)
Rearranging terms we get:

\[
\frac{1}{R(r)} \frac{\partial^2 R(r)}{\partial r^2} + \frac{r}{R(r)} \frac{\partial R(r)}{\partial r} + r^2 \beta_i = \frac{1}{Y(\theta)} \frac{\partial^2 Y(\theta)}{\partial \theta^2}
\]

(5.5)

which can be split into:

\[
\frac{\partial^2 Y(\theta)}{\partial \theta^2} = -l^2 Y(\theta)
\]

(5.6)

\[
\frac{r^2 \partial^2 R(r)}{\partial r^2} + \frac{r}{r} \frac{\partial R(r)}{\partial r} + \left( \beta_i r^2 - l^2 \right) R(r) = 0
\]

(5.7)

The solution of Eq. (5.6) is:

\[
Y(\theta) = \frac{1}{\sqrt{2\pi}} e^{i\theta}
\]

(5.8)

where \(l \in \mathbb{Z}\) (to enforce \(Y\) is single-valued) and \(i\) is the imaginary unit.

Assuming \(\phi_a < E < \phi_b\), the solution of Eq. (5.7) is:

\[
R^i(r) = \begin{cases} 
A \cdot J_l(\gamma r) & \text{for } i = a \\
C \cdot K_l(\alpha r) & \text{for } i = b
\end{cases}
\]

(5.9)

being \(J_l(\gamma r)\) the Bessel function of order \(l\), \(K_l(\alpha r)\) the modified Bessel function of the second kind and order \(l\), \(\gamma = \beta_a\) and \(\alpha = j\beta_b\). Thus, the set of solutions for \(\xi(r, \theta)\) in Eq. (5.1) is as wide as \(\mathbb{Z}\).

The values of \(\gamma\), \(\alpha\) and \(E\) can be determined by applying the usual boundary conditions to \(\xi\) in the interface between media [115]:

\[
\xi^a(R_s, \theta) = \xi^b(R_s, \theta)
\]

(5.10)

\[
\frac{1}{m_a} \left. \frac{d\xi^a(r, \theta)}{dr} \right|_{r=R_s} = \frac{1}{m_b} \left. \frac{d\xi^b(r, \theta)}{dr} \right|_{r=R_s}
\]

(5.11)

Here, it is convenient to use the substitution \(\hat{E} = E - \phi_a\). Then \(\gamma\) and \(\alpha\) can be rewritten as:

\[
\gamma^2 = \frac{2m_a}{\hbar^2} \hat{E}, \quad \alpha^2 = \frac{2m_b}{\hbar^2} \left( \Delta \phi - \hat{E} \right)
\]

(5.12)

where \(\Delta \phi = \phi_b - \phi_a\) is the difference between the potential energies in both mediums, that is the barrier between their conduction band levels (see Fig. 5.2).
Then applying Eqs. (5.10) and (5.11) we get:

\[ A \cdot J_l(\gamma R_s) = C \cdot K_l(\alpha R_s) \] (5.13)

\[ \frac{A}{m_a} \gamma [J_{l-1}(\gamma R_s) - J_{l+1}(\gamma R_s)] = -\frac{C}{m_b} \alpha [K_{l-1}(\alpha R_s) + K_{l+1}(\alpha R_s)] \] (5.14)

The unknown constants, \( A \) and \( C \), can be eliminated by dividing the two previous equations:

\[ \frac{\eta}{m_a} \frac{J_{l-1}(\eta) - J_{l+1}(\eta)}{J_l(\eta)} = -\frac{\zeta}{m_b} \frac{K_{l-1}(\zeta) + K_{l+1}(\zeta)}{K_l(\zeta)} \] (5.15)

where \( \eta = \gamma R_s \) and \( \zeta = \alpha R_s \). An additional relationship between \( \eta \) and \( \zeta \) can be achieved from the definition of \( \gamma \) and \( \alpha \):

\[ \eta^2 + \frac{m_a}{m_b} \zeta^2 = \frac{2m_a \Delta \phi R_s^2}{\hbar^2} \] (5.16)

Equations (5.15) and (5.16) form a system from which we can calculate \( \eta \) and \( \zeta \).

The device dimensions and the semiconductor and insulator properties determine the right-hand-side of Eq. (5.16); and, consequently, the solution of the system. Some aspects must be taken into account when solving Eqs. (5.15) and (5.16):

(a) There are multiple solutions for the system: as many as values of \( l \) in Eq. (5.15).

(b) For a given \( l \) there are also several solutions as the Bessel functions involved in Eq. (5.15) are not monotonic.

(c) Every solution with \( l = m \), being \( m = 1, 2, \ldots \), is degenerate; having its degenerate solution \( l = -m \). This result can be deduced from the properties of Bessel and modified Bessel functions:

\[ J_v(x) = (-1)^v J_{-v}(x) \]

\[ K_v(x) = K_{-v}(x) \quad \text{with} \ v \in \mathbb{Z} \] (5.17)

It is easy to observe that, applying these properties, Eq. (5.15) is completely equivalent for \( l = m \) and \( l = -m \).

(d) For \( l = 0 \) the solution is non-degenerate.

For each solution pair \( \eta_j, \zeta_j \), with \( j = 0, 1, \ldots \), one can easily calculate a corre-
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Corresponding pair \( \gamma_j \) and \( \alpha_j \) and, using Eq. (5.12), a discrete energy level \( \hat{E}_j \) as:

\[
\hat{E}_j = \frac{\hbar^2}{2m_\text{a}} \eta_j^2 \frac{j^2}{R_s^2}
\]  

For the sake of clarity, let us briefly explain the subscript notation used in this Chapter. On the one hand, we use the subscript \( j \) to enumerate the subbands, from the lowest \( (j = 0) \) to the highest \( (j = N) \) value of \( \hat{E}_j \) (where \( N \) is the number of subbands considered). On the other hand, the subscript \( l \) indicates the order of the Bessel function associated to the \( j \) subband; in other words the value of \( l \) in Eq. (5.15) for which \( \hat{E}_j \) is solution. Therefore, hereafter we assume \( l = l(j) \).

To better appreciate the solutions provided by the system of Eqs. (5.15) and (5.16), Fig. 5.3 shows the first 24-th wavefunctions, sorted (left to right and top to bottom) attending to the value of \( \hat{E}_j \), for a In\(_{0.53}\)Ga\(_{0.47}\)As-Al\(_2\)O\(_3\) NW with \( 2R_s = 20\)nm and \( t_{\text{ins}} = 1\)nm. The material parameters of In\(_{0.53}\)Ga\(_{0.47}\)As and Al\(_2\)O\(_3\) are summed up in Appendix ???. To get a more meaningful representation of the wavefunctions, we have plotted the real part of \( \xi_j(r, j) \) for \( l \geq 0 \). Plotting \( |\xi_j(r, \theta)| \) –which actually reflects the charge distribution– in its stead, will obscure the differences between \( l \)-values. Nevertheless, it is easy to figure out the corresponding imaginary parts of \( \xi_j(r, \theta) \). As \( R^l(r) \) is real and \( Y(\theta) = e^{i\theta}/\sqrt{2\pi} \), the imaginary parts are just a rotation given by \( \pi/2l \) (with \( l \neq 0 \)) of the plotted real parts. For \( l = 0 \) the wavefunction is real. Each wavefunction in Fig. 5.3 is labeled with its corresponding values of \( j \) and \( l \). The missing values of \( j \) correspond to the \( l < 0 \) results which are not plotted. The wavefunctions for \( l < 0 \) will be equal to their \( l > 0 \) counterparts except for a factor \(-1\) multiplying the real parts for odd \( l \) and the imaginary parts for even \( l \). As expected the cylindrical symmetry of \( |\xi_j(r, \theta)| \) is always preserved.

Hitherto, the values of the constants \( A \) and \( C \) in Eq. (5.9) have not been determined. They can be obtained from the normalization of the wavefunction:

\[
\int \int |\xi_j(r, \theta)|^2 rdrd\theta = 1
\]  

Using Eqs. (5.2), (5.8) and (5.9), Eq. (5.19) is rewritten as:

\[
A_j^2 \int_0^{R_s} r J_l^2(\gamma_j r) \, dr + C_j^2 \int_{R_s}^{R_s+t_{\text{ins}}} r K_l^2(\alpha_j r) \, dr = 1
\]  

Electrostatics
Figure 5.3: First 24-th wavefunctions, sorted (left to right and top to bottom) attending to the value $\hat{E}_j$, for a InGaAs-Al$_2$O$_3$ NW with $2R_s = 20\text{nm}$ and $t_{\text{ins}} = 1\text{nm}$. Only the real part of the wavefunction is represented.

where $A_j$ and $C_j$ are related by Eq. (5.13). The integration of Eq. (5.20) is detailed in Appendix B.1. The results for $A_j$ and $C_j$ are:

$$A_j = \left( \frac{R_s^2}{2} \left[ 2J_1^2(\gamma_j R_s) - J_{l-1}(\gamma_j R_s) J_{l+1}(\gamma_j R_s) - J_{l}^2(\gamma_j R_s) \frac{K_{l-1}(\alpha_j R_s) K_{l+1}(\alpha_j R_s)}{K_l^2(\alpha_j R_s)} \right] \right)^{-1/2}$$

$$C_j = \left( \frac{R_s^2}{2} \left[ 2K_1^2(\alpha_j R_s) - K_{l-1}(\alpha_j R_s) J_{l+1}(\gamma_j R_s) - K_{l-1}(\alpha_j R_s) K_{l+1}(\alpha_j R_s) \right] \right)^{-1/2}$$

$$- \frac{(R_s + t_{\text{ins}})^2}{2} \left[ K_l^2(\alpha_j (R_s + t_{\text{ins}})) - K_{l-1}(\alpha_j (R_s + t_{\text{ins}})) K_{l+1}(\alpha_j (R_s + t_{\text{ins}})) \right]^{-1/2}$$

(5.21)

(5.22)
5.2. Subband modeling

Up to now we have solved the Schrödinger equation for a flat potential well obtaining expressions for the energy levels, Eq. (5.18), and the wavefunctions, Eqs. (5.8) and (5.9). However, the flat potential well is not a realistic scenario as far as the population associated to the subbands, and therefore the charge in the NW, becomes not negligible. Then, the potential in the NW gets curved in a way determined by the Poisson equation, and the solution of the simplified problem proposed in this Section is no longer accurate.

This variation of the potential in the NW can be taken in account using the perturbation theory. Here the perturbation is due to the non-flat potential, $\psi(r)$, in the NW. This term only affects the potential energy of the Hamiltonian. Thus, $\tilde{H} = -q\tilde{\psi}(r)$, being $\tilde{\psi}(r) = \psi(r) - \phi_a/q$. The term $-\phi_a/q$ enforces the precept that $\tilde{\psi}(r)$ is a difference between unperturbed and perturbed scenarios. $\Delta \phi$ is not included in $\tilde{H}$ as it was part of the original Hamiltonian. For a non-degenerate subband, the first-order correction of the energy level is given by [172]:

$$\Delta \hat{E}_j = \langle \xi_j^* | \tilde{H} | \xi_j \rangle$$

(5.23)

which for the NW can be written as,

$$\Delta \hat{E}_j = -q \int_0^{2\pi R_s+t_{ins}} \int_0^{R_s+t_{ins}} \xi_j(r, \theta) \tilde{\psi}(r) \xi_j^*(r, \theta) \, r \, dr \, d\theta = -q \int_0^{R_s+t_{ins}} R_j(r) \tilde{\psi}(r) R_j^*(r) \, r \, dr$$

(5.24)

where we have used:

$$\int_0^{2\pi} Y_j(\theta) Y_j^*(\theta) d\theta = \frac{2\pi}{\sqrt{2\pi}} e^{i\theta} e^{-d\theta} = 1$$

(5.25)

For degenerate energy levels $\tilde{E}_j = \tilde{E}_k$, the correction factors $\Delta \hat{E}_j$ and $\Delta \hat{E}_k$ can be obtained as [172]:

$$\Delta \hat{E}_{j,k} = \frac{1}{2} (V_{jj} + V_{kk}) \pm \frac{1}{2} \sqrt{(V_{jj} - V_{kk})^2 + 4|V_{jk}|^2}$$

(5.26)

where $V_{jk} = \langle \xi_j^* | \tilde{H} | \xi_k \rangle$. As previously explained, for degenerate energy levels $k$ and $j$

---

1 We have assumed no azimuthal dependence of $\psi$, as can be expected due to the cylindrical symmetry of the structure. This assumption will be demonstrated later in Section 5.3.
it holds that \( l(j) = m \) and \( l(k) = -m \). Then it is proved that:

\[
V_{jk} = -q \int_0^{2\pi} \frac{e^{im\theta}}{\sqrt{2\pi}} \left( \frac{e^{-im\theta}}{\sqrt{2\pi}} \right) \ast \int_0^{R_{s+t_{\text{ins}}}} R_j(r) \tilde{\psi}(r) R_k^*(r) r \, dr = 0 \quad (5.27)
\]

Therefore:

\[
\Delta \hat{E}_{j,k} = \frac{1}{2} (V_{jj} + V_{kk}) \quad (5.28)
\]

But it can be readily checked that \( V_{jj} = V_{kk} \) as \( R_j(r)R_j^*(r) = R_k(r)R_k^*(r) \) –see Eqs. (5.9) and (5.17)–. Then,

\[
\Delta \hat{E}_{j,k} = V_{jj} = V_{kk} = -q \int_0^{R_{s+t_{\text{ins}}}} R_j(r) \tilde{\psi}(r) R_j^*(r) r \, dr \quad (5.29)
\]

Thus, to calculate the perturbation to the energy levels necessary to correct the flat potential well approximation, we need to determine the potential \( \psi \) in the structure. In the next Section we deal with the Poisson equation to determine the potential.

### 5.3 Potential modeling

In the present Section we undertake the calculation of the potential in the NW, \( \psi \), due to the charge associated to an arbitrary number of subbands. The Poisson equation in cylindrical coordinates is:

\[
\frac{1}{r^2} \frac{\partial^2 \psi}{\partial \theta^2} + \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial \psi}{\partial r} \right) = -\frac{\rho_i(r, \theta)}{\epsilon_i} \quad (5.30)
\]

where \( \epsilon_i \) and \( \rho_i \) are the dielectric constant and charge density in the media \( i \), respectively. \( \rho_i \) is given by:

\[
\rho_i = -qn(r, \theta) - qN_a \delta_{i,a} \quad (5.31)
\]

where \( \delta_{i,a} \) is the Kronecker delta and \( n(r, \theta) \) and \( N_a \) are the electron and acceptor impurities concentrations respectively. \( N_a \) is assumed constant and \( n(r, \theta) \) is given by:

\[
n(r, \theta) = \sum_{j=0}^{N} g(\hat{E}_j) |\xi_j(r, \theta)|^2 \quad (5.32)
\]
which for the media $i$ can be written as:

$$n(r, \theta) = \sum_{j=0}^{N} g(\hat{E}_j)|R^i_j(r)|^2|Y_j(\theta)|^2$$  \hspace{1cm} (5.33)

being $g(\hat{E}_j)$ the density of states associated to level $j$. Using $|Y(\theta)|^2 = 1/2\pi$, the resulting Poisson equation for the media $i$ is:

$$\frac{1}{r^2} \frac{\partial}{\partial r} \left( r \frac{\partial \psi}{\partial r} \right) + \frac{1}{r} \frac{\partial}{\partial \theta} \left( r \frac{\partial \psi}{\partial \theta} \right) = \frac{q}{2\pi \epsilon_i} \sum_{j=0}^{N} g(\hat{E}_j)|R^i_j(r)|^2 + \frac{q}{\epsilon_i} N_a \delta_{i,a}$$  \hspace{1cm} (5.34)

As there is no azimuthal dependence of the charge density and taking into account the cylindrical symmetry of the NW, we can assume no azimuthal dependence for the potential (coherently with Section 5.2). Then, the resulting Poisson equation is:

$$\frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial \psi}{\partial r} \right) = \frac{q}{2\pi \epsilon_i} \sum_{j=0}^{N} g(\hat{E}_j)|R^i_j(r)|^2 + \frac{q}{\epsilon_i} N_a \delta_{i,a}$$  \hspace{1cm} (5.35)

A first integration of Eq. (5.35) gives:

$$\int dr \frac{\partial}{\partial r} \left( r \frac{\partial \psi}{\partial r} \right) = \frac{q}{2\pi \epsilon_i} \sum_{j=0}^{N} g(\hat{E}_j) \int r|R^i_j(r)|^2 dr + \frac{q\delta_{i,a}}{\epsilon_i} \int r N_a dr + C_i$$  \hspace{1cm} (5.36)

where $C_i$ is the integration constant in media $i$. A second integration of Eq. (5.36) results in:

$$\int \left( \frac{\partial \psi}{\partial r} \right) dr = \frac{q}{2\pi \epsilon_i} \sum_{j=0}^{N} g(\hat{E}_j) \int \frac{1}{\hat{r}} \int r|R^i_j(r)|^2 dr d\hat{r} + \frac{q\delta_{i,a}}{\epsilon_i} \int \frac{\hat{r}}{2} N_a d\hat{r} + \int \frac{C_i}{\hat{r}} d\hat{r} + D_i$$  \hspace{1cm} (5.37)

where, in both cases, the integral and sum in the right-hand-side were interchanged as Fubini-Tonelli’s theorem is satisfied, and we have used the symbol $\hat{\cdot}$ to distinguish the two integrations variables.

Therefore, the potential in the media $i$ can be written as,

$$\psi^i(r) = \sum_{j=0}^{N} \frac{q}{2\pi \epsilon_i} g(\hat{E}_j)\varphi^i_j(r) + \frac{q}{\epsilon_i} \frac{r^2}{4} N_a \delta_{i,a} + C_i \ln(r) + D_i$$  \hspace{1cm} (5.38)
where the term \( \frac{q}{2\pi\epsilon_i}g(\hat{E}_j)\varphi_j^i(r) \) is the contribution of the \( j \) subband to the potential in media \( i \); and,
\[
\varphi_j^i(r) = \frac{1}{r} \int \frac{1}{r} \int r |R_j^i(r)|^2 dr d\hat{r} \tag{5.39}
\]
determines the spatial distribution of this \( j \) subband contribution to the potential. Substituting Eq. (5.9) into Eq. (5.39) we have:
\[
\varphi_j^i(r) = \begin{cases} 
A_j^2 \int \frac{1}{r} \int r J_l^2(\gamma_j r) dr d\hat{r} & i = a \\
C_j^2 \int \frac{1}{r} \int r K_l^2(\alpha_j r) dr d\hat{r} & i = b 
\end{cases} \tag{5.40}
\]
We conclude from Eq. (5.17), that degenerate energy levels \( j \) and \( k \) (with \( l(j) = m \) and \( l(k) = -m \) ) have the same contribution to the potential. Eq. (5.40) is solved in detail in Appendix B.2 providing the following expression:
\[
\varphi_j^i(r) = \begin{cases} 
A_j^2 \left( \frac{r^2}{2} J_l^2(\gamma_j r) + \frac{r^2}{2} J_{l-1}^2(\gamma_j r) + (-l + \frac{1}{2}) \frac{r}{\gamma_j} J_{l-1}(\gamma_j r) J_l(\gamma_j r) + \frac{l}{\gamma_j^2} \sum_{m=1}^{l} J_{m-1}^2(\gamma_j r) - \frac{1}{2\gamma_j^2} J_0^2(\gamma_j r) \right) & i = a \\
C_j^2 \left( \frac{r^2}{2} K_l^2(\alpha_j r) - \frac{r^2}{2} K_{l-1}^2(\alpha_j r) + (-l + \frac{1}{2}) \frac{r}{\alpha_j} K_{l-1}(\alpha_j r) K_l(\alpha_j r) + \frac{l}{\alpha_j^2} \sum_{m=1}^{l} (-1)^{l-m} K_{m-1}^2(\alpha_j r) - (-1)^{l-1} \frac{l}{2\alpha_j^2} K_0^2(\alpha_j r) \right) & i = b 
\end{cases} \tag{5.41}
\]
To clarify the contribution of each subband to the potential, Fig. 5.4 shows \( \varphi_j \) for the first 24-th subbands, sorted left to right and top to bottom, for an InGaAs-Al\(_2\)O\(_3\) NW with \( 2R_s = 20\text{nm} \) and \( t_{\text{ins}} = 1\text{nm} \). Each \( \varphi_j \) was labeled with its corresponding value of \( j \) and \( l \). Since degenerate subbands contribute equally to the potential, their corresponding \( \varphi_j \) was plotted just once.

Two conclusions can be extracted from Fig. 5.4: (a) As the order \( l \) of the Bessel function associated to the subband increases, its contribution to the potential is more step-like; (b) For a given \( l \), \( \varphi_j \) depends softly on \( r \) for higher \( j \). Nevertheless, \( \varphi_j \) is weighted by the population of the corresponding subbands \( g(\hat{E}_j) \), as proposed in Eq. (5.38), being the first contributions always more relevant than the last ones.

Once the expression for the spatial distribution of the contribution of the subband
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Figure 5.4: $\varphi_j$ due to first 24-th subbands, sorted (left to right and top to bottom) attending to the value $E_j$, for a $2R_s = 20$nm InGaAs-Al$_2$O$_3$ NW with $t_{\text{ins}} = 1$nm.

$j$ to the potential in the semiconductor and the insulator has been achieved, we need to calculate the integration constants $C_i$ and $D_i$ in both media. To do it, we apply the following boundary conditions

$$\frac{d\psi^a(r)}{dr}\bigg|_{r=0} = 0 \quad (5.42)$$

$$\psi^a(R_s) = \psi^b(R_s) \quad (5.43)$$

$$\epsilon_a \frac{d\psi^a(r)}{dr}\bigg|_{r=R_s} = \epsilon_b \frac{d\psi^b(r)}{dr}\bigg|_{r=R_s} \quad (5.44)$$

$$\psi^b(R_s + t_{\text{ins}}) = V_g - \Phi_{\text{ins}} \quad (5.45)$$

where:

(a) Eq. (5.42) is set by the cylindrical symmetry of the structure;

(b) Eqs. (5.43) and (5.44) are imposed by the continuity of the solution of the Poisson
equation in the interface between media

Eq. (5.45) is obtained from the polarization of the NW, being $V_g$ the voltage applied in the gate contact located at the outer shell of the NW and $\Phi_{ms}$ the difference between the metal gate work function and the semiconductor electron affinity.

The step by step procedure to determine $C_a$, $D_a$, $C_b$ and $D_b$ from these equations is accomplished in Appendix B.3. For the sake of clarity, we write here just the final solutions.

$$C_a = 0$$

$$D_a = \frac{q}{2\pi\epsilon_b} \sum_{j=0}^{N} g(\hat{E}_j) \varphi_j^a(R_s) + C_b \ln(R_s) + D_b - \frac{q}{2\pi\epsilon_a} \sum_{j=0}^{N} g(\hat{E}_j) \varphi_j^b(R_s) - \frac{q R_s^2}{\epsilon_a 4 N_a}$$

$$C_b = \frac{R_s}{\epsilon_b} \left( \frac{1}{2\pi} \sum_{j=0}^{N} g(\hat{E}_j) \varphi_j^a(R_s) + \frac{q N_a R_s}{2} - \frac{1}{2\pi} \sum_{j=0}^{N} g(\hat{E}_j) \varphi_j^b(R_s) \right)$$

$$D_b = V_g - \Phi_{ms} - \frac{1}{2\pi\epsilon_b} \sum_{j=0}^{N} g(\hat{E}_j) \varphi_j^b(R_s + t_{ins}) - C_b \ln(R_s + t_{ins})$$

where $\varphi_j^a$ and $\varphi_j^b$ are the derivatives of $\psi_j^a$ and $\psi_j^b$ and their expressions are proposed in Appendix B.3. Summing up, the potential in the semiconductor can be calculated as:

$$\psi^a(r) = \frac{q}{2\pi\epsilon_a} \sum_{j=0}^{N} g(\hat{E}_j) \varphi_j^a(r) + \frac{q r^2}{\epsilon_a 4 N_a} + D_a$$

where $\varphi_j^a$ and $D_a$ are given by Eqs. (5.41) and (5.47). Correspondingly, the potential in the insulator is given by:

$$\psi^b(r) = \frac{q}{2\pi\epsilon_b} \sum_{j=0}^{N} g(\hat{E}_j) \varphi_j^b(r) + C_b \ln(r) + D_b$$

where $\varphi_j^b$, $C_b$ and $D_b$ are given by Eqs. (5.41), (5.48) and (5.49).

Once we have a complete close expression for the potential in the NW, we can briefly discuss about the main factors influencing its behavior. In the semiconductor, the radial dependence of $\psi(r)$ is governed by two terms (remind that $D_a$ is just a constant): the first of them is associated to the electron concentration, the second one is controlled
by the acceptor impurities. For low gate voltages the acceptor impurities term is the main contribution to Eq. (5.50), and the potential has a quadratic dependence on the radial coordinate. However, for low $N_a$ concentrations ($< 10^{14}\text{cm}^{-3}$) the total variation of the potential due to $N_a$ is of the order of $10^{-6}\text{V}$ or $10^{-7}\text{V}$. This variation is negligible and the flat band approximation works well. When higher gate voltages are considered, the potential is controlled by the first term of Eq. (5.50). Then, the potential curvature along the semiconductor radius cannot be neglected and the flat potential well approximation starts to fail, being necessary to correct the energy levels as explained in Section 5.2. Regarding the potential in the insulator, there are also two contributions, one controlled by the electron concentration and one with logarithmic dependence on $r$. However, in the insulator, due to the low penetration of the wavefunctions, the electron concentration term is, even for large $V_g$, much smaller than the logarithmic term, being the potential controlled by this one.

### 5.4 Charge modeling

In this Section we model the electron charge, $Q_i$, considering a parabolic and a non-parabolic dispersion relationship. The electron charge can be calculated as:

$$Q_i = -q \int_0^{2\pi} \int_0^{R_s+t_{\text{ins}}} n(r,\theta) r dr d\theta = -q \sum_{j=0}^{N} \int_{0}^{2\pi} \int_0^{R_s+t_{\text{ins}}} |\xi_j(r,\theta)|^2 r dr d\theta = -q \sum_{j=0}^{N} g(\hat{E}_j)$$

(5.52)

where we have used Eq. (5.19). For a parabolic dispersion relationship the density of states associated to an energy level $E_j$ is well known:

$$g(E) = g_v \left( \frac{2m^*_a k_B T}{\pi \hbar^2} \right)^{1/2} \mathcal{F}_{-1/2} \left( \frac{E_F - E_j}{k_B T} \right)$$

(5.53)

where $g_v$ is the valley degeneracy ($g_v = 1$ for the $\Gamma$ valley) and $m^*_a$ the transport effective mass in the semiconductor. The rest of the terms keep their usual meaning. This expression can be related to the solution, $\hat{E}_j$, obtained in Section 5.2 by rearranging the term $E_F - E_j$ in the following way:

$$E_j - E_F = (E_j - \phi_a) + (\phi_a - E_F) = \hat{E}_j + \phi_a - \hat{E}_j - q\psi_c$$

(5.54)
where \( E_F = 0 \) is assumed as a reference for energies, and \( \phi_a = -q\psi_c \), being \( \psi_c = \psi^a(0) \) the potential at the center of the NW. Then, for a parabolic approximation, \( g(\hat{E}_j) \) can be written as:

\[
g(\hat{E}_j) = g_v \left( \frac{2m^*_a k_B T}{\pi \hbar^2} \right)^{1/2} \mathcal{F}_{-1/2} \left( -\frac{\hat{E}_j - q\psi_c}{k_B T} \right)
\] (5.55)

However, as discussed in Section 5.2, the solution \( \hat{E}_j \) is not accurate if the potential is not flat, which is the case whenever the semiconductor charge is not negligible. The energy level \( \hat{E}_j \) must be corrected by the perturbation energy \( \Delta\hat{E}_j \). Then:

\[
g(\hat{E}_j) = g_v \left( \frac{2m^*_a k_B T}{\pi \hbar^2} \right)^{1/2} \mathcal{F}_{-1/2} \left( -\hat{E}_j + \Delta\hat{E}_j - q\psi_c \right)
\] (5.56)

Up to this point, we have considered a parabolic band approximation. However, the non-parabolicity of the conduction band in III-V materials modifies the energy levels and the dispersion relationship. To study its effects, we recall here the model presented by Jin et al. [95], where the following expression for the non-parabolic dispersion relationship is proposed (see Section 2.6):

\[
\hat{E}_j^{\text{NP}}(k) = \hat{\phi}_j + \frac{-1 + \sqrt{1 + 4\beta_v \left( \frac{\hbar^2 k^2}{2m^*_a} + \hat{E}_j - \hat{\phi}_j \right)}}{2\beta_v}
\] (5.57)

where \( \beta_v \) is the non-parabolicity factor of the \( v \) valley; \( k \) is the wavevector component in the non-confined dimension; and \( \hat{\phi}_j \) is the expectation value of the potential energy with respect to the wavefunction of the \( j \) subband, defined as:

\[
\hat{\phi}_j = \int_0^{2\pi} \int_0^{R_s + t_{\text{ins}}} \xi_j(r, \theta) \hat{\phi}(r) \xi_j^*(r, \theta) r dr d\theta
\] (5.58)

where \( \hat{\phi}(r) \) is the total potential energy:

\[
\hat{\phi}(r) = \begin{cases} -q(\psi^a(r) - \psi_c) & 0 < r < R_s \\ -q(\psi^b(r) - \psi_c) + \Delta\phi & R_s < r < R_s + t_{\text{ins}} \end{cases}
\] (5.59)

which, to be coherent with \( \hat{E}_j \), is referred to the potential energy at the center of the NW, \(-q\psi_c\). \( \hat{\phi}_j \) should not be confused with \(-q\hat{\phi}(r)\) as here the potential barrier
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between the semiconductor and the insulator must be taken into consideration.

To introduce the non-parabolicity in the model, we have considered two different approaches. In the first approximation we introduced a non-parabolic correction which only shifts the parabolic energy minimum:

\[
\Delta \hat{E}_{NP}^j = \hat{E}_{NP}^j(0) - \hat{E}_j = \hat{\phi}_j + \frac{-1 + \sqrt{1 + 4\beta_v \left(\hat{E}_j - \hat{\phi}_j\right)}}{2\beta_v} - \hat{E}_j
\]  

(5.60)

Then \(\Delta \hat{E}_{NP}^j\) is introduced into (5.60) leading to:

\[
g(\hat{E}_j) = g_v \sqrt{\frac{2m_0^* k_B T}{\pi \hbar^2}} F_{-\frac{1}{2}} \left( -\frac{\hat{E}_j + \Delta \hat{E}_j - q\psi_c + \Delta \hat{E}_{NP}^j}{k_B T} \right)
\]  

(5.61)

The second approximation takes into consideration the non-parabolic dispersion relationship defined in Eq. (5.57). Therefore, \(g(\hat{E}_j)\) is not determined by Eq. (5.61) and it cannot be expressed as a function of a Fermi integral of any order. In its stead, it is given by:

\[
g(\hat{E}_j) = \frac{g_v}{\pi} \int_{-\infty}^{\infty} \left( 1 + e^{-\hat{E}_{NP}^j(k) / k_B T} \right)^{-1} dk
\]  

(5.62)

where \(\hat{E}_{NP}^j(k)\) is calculated as in Eq. (5.57) and again \(E_F = 0\). The first approximation is simpler than the second one, but it is not accurate for large gate voltages. For this reason, it will only be used for the threshold voltage model presented in Chapter 6. In any other case involving non-parabolicity, the second approximation is the most appropriate.

5.5 Interfacial states modeling

In this Section, we deal with the inclusion of interfacial states, \(D_{it}\), in the model. The presence of a non null surface charge, \(Q_{it}\), at the semiconductor-insulator interface modifies the boundary condition which imposes the continuity of the electric displacement field at the interface. This boundary condition must be, then, reformulated taking into consideration \(Q_{it}\):

\[
\epsilon_a \left. \frac{d\psi_a(r)}{dr} \right|_{r=R_a} - \epsilon_b \left. \frac{d\psi_b(r)}{dr} \right|_{r=R_a} = Q_{it}
\]  

(5.63)
with \( Q_{it} \) and \( D_{it} \) are related by

\[
Q_{it} = q \int_{E_v(R_s)}^{E_i(R_s)} D_{it}^d(E)[1 - f(E)]dE - q \int_{E_i(R_s)}^{E_c(R_s)} D_{it}^a(E)f(E)dE \tag{5.64}
\]

where the superscript \( d \) (a) refers to donors (acceptors) traps, and \( f(E) \) is the Fermi function. \( E_c, E_v \) and \( E_i \) are the conduction band, the valence band and the intrinsic Fermi level respectively. Using the references for energies proposed in Section 5.4, we can write \( E_c(R_s) = -q\psi(R_s) \). Then \( E_c(R_s) = -q\psi(R_s) = -q\psi_s \). Thus, Eq. (5.64) can be rewritten in terms of \( \psi_s \) as:

\[
Q_{it} = q \int_{-q\psi_s - E_g/2}^{-q\psi_s} D_{it}^d(E) \frac{e^{E/k_BT}}{1 + e^{E/k_BT}}dE - q \int_{-q\psi_s - E_g/2}^{-q\psi_s} D_{it}^a(E) \frac{1}{1 + e^{E/k_BT}}dE \tag{5.65}
\]

where \( E_g \) is the band gap. The new boundary condition in Eq. (5.63) modifies the determination of \( C_b \) in Eq. (5.48) which now is reformulated as:

\[
C_b = \frac{R_s}{\epsilon_b} \left( \frac{1}{2\pi} \sum_{j=0}^{N} g(\hat{E}_j)\varphi_j^b(R_s) + \frac{qN_aR_s}{2} - \frac{1}{2\pi} \sum_{j=0}^{N} g(\hat{E}_j)\varphi_j^b(R_s) \right) - \frac{R_s}{\epsilon_b} Q_{it} \tag{5.66}
\]

The remaining solutions from the Poisson equation obtained in Section 5.3 are kept as aforementioned.

### 5.6 Iterative scheme

In this Section we discuss the implementation of the model. It is straightforward to appreciate that the expressions for \( g(\hat{E}_j) \) and \( \psi(r) \) are coupled. This interdependency is observed in the factor \( \psi_c \) in Eq. (5.56) and \( g(\hat{E}_j) \) in Eqs. (5.50) and (5.51). Therefore, the model requires an iterative solution scheme. Fig. 5.5 shows a flux diagram of the procedure employed to solve the model.

The initial solution considers a flat potential well \( \psi(r) = 0 \) (therefore \( \Delta \hat{E}_j = 0 \)) and a given polarization in the outer shell of the NW (given by \( V_g \)). Then we solved the Schrödinger equation obtaining \( \hat{E}_j \) and \( \xi_j \) from Eqs. (5.18) and (5.2). In the next step we determine \( g(\hat{E}_j) \) using Eq. (5.56) for parabolic bands or Eq. (5.62) for non-parabolic
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\[
\psi(r) = 0, \Delta \hat{E}_j = 0, V_g
\]

Get \( \hat{E}_j \) and \( \xi_j \) from Eqs. (5.18) and (5.2)

Determine \( g(\hat{E}_j) \) from Eq. (5.56) or Eq. (5.61)-(5.62)

Calculate \( \psi(r) \) from Eqs. (5.50) and (5.51)

Obtain \( \Delta \hat{E}_j \) from Eqs. (5.24) and (5.29)

Does \( \psi_c \) converge?

no

yes

END

Figure 5.5: Iterative scheme for the implementation of the model.

bands. Once we get \( g(\hat{E}_j) \), we obtain \( \psi(r) \) in both media using Eqs. (5.50) and (5.51). This allows us to recalculate \( \Delta \hat{E}_j \) using Eqs. (5.24) and (5.29) for non-degenerate and degenerate energy levels respectively. The new \( \Delta \hat{E}_j \) values would imply a variation of \( g(\hat{E}_j) \) as given by Eqs. (5.56) and (5.62), restarting the loop. The stop condition is the convergence of any of the variables involved, for example the potential \( \psi_c \). This iterative scheme can be optimized introducing a convergence accelerator algorithm as Gauss-Seidel [173].
5.7 Drain current model

In this Section we propose an analytical model for the drain current, $I_{ds}$, of III-V NWs in two scenarios: 1) when no $D_{it}$ is considered; and 2) when a constant $D_{it}$ is assumed.

Fig. 5.6 depicts a long channel cylindrical NW where $L$ is the NW channel length, and $V_s$ and $V_d$ are the source and drain voltages respectively. $V$ is a gradual potential which varies from the source, $V = V_s$, to the drain, $V = V_d$. This gradual potential (plotted as a dashed line between the two ends of the NW in Fig. 5.6) can be modeled as a variation in the pseudo Fermi level [174]:

$$E_F(z) = E_F(0) - qV$$

(5.67)

The cross-section potentials at two arbitrary NW axial positions are also plotted (they were obtained by solving the analytical charge and potential models for two arbitrary $V(z)$ values).

![Figure 5.6: 3D schematic view of a long channel cylindrical NW. The semiconductor and insulator media are plotted as orange and gray, respectively while the gate contact is plotted as red. A 2D cross-section of the potential, $V$ is plotted for two $z$ positions. An arbitrary $\phi$ dependence on $z$ is plotted as a dashed line between the two ends of the NW.](image)

To determine $I_{ds}$ we use the (drift-diffusion) current continuity condition which
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imposes \[175], \[176], \[177]:

\[ \mu 2\pi R_s Q_i \frac{dV}{dz} = \text{constant} \quad (5.68) \]

being \( \mu \) the mobility (which for the sake of simplicity is assumed to be constant\(^2\)). To determine \( I_{ds} \) we integrate Eq. (5.68) from the source, \( z = 0 \), to the drain, \( z = L \), getting:

\[ I_{ds} = \frac{2\pi R_s \mu}{L} \int_{V_s}^{V_d} Q_i(V) dV \quad (5.69) \]

The electron charge per unit surface is given by Eq. (5.52):

\[ Q_i(V) = -\frac{qN_c}{2\pi R_s} \sum_{j=0}^{N} F - \frac{1}{2} \left( -\frac{\hat{E}_j + \Delta \hat{E}_j - q\psi_s + qV}{k_B T} \right) \quad (5.70) \]

where \( E_F \) has been replaced by the pseudo Fermi level \( E_F(z) = E_F(0) - qV \) to take into consideration its variation along the NW length; and, consistently with the previous Section, the Fermi level at the source was used as a reference for energies, \( E_F(0) = 0 \).

The surface potential, \( \psi_s \), can be calculated as:

\[ \psi_s = V_{gs} - (\Phi_m - \chi_s) - \frac{Q_i}{C_{ins}} - \frac{Q_{it}}{C_{ins}} \quad (5.71) \]

being \( Q_{it} \) the surface charge due to interface states given, as in Eq. (5.64), by:

\[ Q_{it} = q \int D_{it}^d(E) [1 - f(E)] dE - q \int D_{it}^a(E) f(E) dE \quad (5.72) \]

As already seen in Section 5.6 Eqs. (5.70) and (5.71) are coupled. Furthermore, \( Q_{it} \) can have an arbitrary dependence on \( V \). Therefore, the integration in Eq. (5.69) is not straightforward. However there are at least two cases where the integration can be successfully accomplished:

(A) If no interface traps are considered.

(B) If a constant profile for the interface traps is assumed and the Fermi function is approximated by a step function.

The integration procedure in both cases is detailed in Appendix 8.4. Here we recall

\(^2\)This simplification, although not pretty realistic (see Chapter 7), is quite used in the literature for long channel devices \[174, 176\].
the resulting expressions.

5.7.1 Drain current when \( D_{it} = 0 \)

When no interface traps are considered, \( I_{ds} \) is given by:

\[
I_{ds} = \frac{\mu}{L} \left( f_1(V_d) + f_2(V_d) - f_1(V_s) - f_2(V_s) \right)
\]  
(5.73)

where \( f_1 \) and \( f_2 \) are defined as:

\[
f_1(V) = -\frac{k_B T}{q} \sum_{j=0}^{N} F_{\frac{1}{2}} \left( -\frac{E_j + \Delta \hat{E}_j - q \psi_s + q V}{k_B T} \right)
\]  
(5.74)

\[
f_2(V) = -\frac{1}{C_T} \left[ \sum_{j=0}^{N} F_{\frac{1}{2}} \left( -\frac{E_j + \Delta \hat{E}_j - q \psi_s + q V}{k_B T} \right) \right]^2
\]  
(5.75)

being \( C_T \) a capacitance term defined in Eq. (B.75) in Appendix B.4. It is important to remind that \( \psi_s \) and \( \Delta \hat{E}_j \) in Eqs. (5.74) and (5.75) are the surface potential and the correction of the energy level \( j \) for a given value \( V \) of the pseudo Fermi level. Therefore, when evaluating \( f_1 \) and \( f_2 \) at \( V_s \) (\( V_d \)) in Eq. (5.73), \( \psi_s \) and \( \Delta \hat{E}_j \) would be \( \psi_{ss} \) (\( \psi_{sd} \)) and \( \Delta \hat{E}^s_j \) (\( \Delta \hat{E}^d_j \)), that is the surface potential and the correction to the energy level at the source (drain) respectively. Thus, Eq. (5.73) requires the resolution of the charge model for \( V = V_s \) and \( V = V_d \).

5.7.2 Drain current for a constant \( D_{it} \) profile

When a constant \( D_{it} \) profile is assumed in a certain range of energies between \( E_a \) and \( E_b \), \( I_{ds} \) is given by:

\[
I_{ds} = \frac{\mu}{L} \left[ f_1(V_d) + f_2(V_d) - f_1(V_s) - f_2(V_s) + \frac{f_1(V_b) + f_2(V_b) - f_1(V_a) - f_2(V_a)}{1 + \frac{q D_{it}}{C_{ins}}} \right]
\]  
(5.76)

being \( f_1 \) and \( f_2 \) already defined in Eqs. (5.74) and (5.75) respectively. \( V_b \) and \( V_a \) are the gradual potentials corresponding to the pseudo Fermi potential for which \( E_F(z) = E_b \)
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and $E_F(z) = E_a$, respectively.

It is worth to particularize the range of energies where the traps are present to the upper half of the band gap, in accordance with an amphoteric perspective of the interface traps nature \[175\]. Then, $E_a = E_i$ and $E_b = E_c$ being $E_i$ and $E_c$ the intrinsic Fermi level and the conduction band edge, respectively. Then, $I_{ds}$ will be:

$$
I_{ds} = \frac{\mu}{L} \left[ f_1(V_d) + f_2(V_d) - f_1(V_s) - f_2(V_s) + \frac{f_1(V_c) + f_2(V_c) - f_1(V_i) - f_2(V_i)}{1 + \frac{qD_{it}}{C_{ins}}} \right]
$$

(5.77)

Now, $V_c$ and $V_i$ are the gradual potentials for which the pseudo Fermi level crosses through $E_c$ and $E_i$, respectively. Using the references for energies in the charge mode, where $E_c(r) = -q\psi(r)$, it is easy to check that $-qV_c = -q\psi_s$ and $-qV_i = -q\psi_s + E_g/2$. It is noted that Eqs. (5.74) and (5.75) are pretty simplified when $V$ is evaluated at $V_i$ and $V_c$. In fact, $\Delta \hat{E}_j$ can be obliterated for $V = V_i$, as $E_F(z) = E_i$ and no relevant charge concentration or potential curvature is expected; thus the arguments of $F$ are simplified and $F_{-\frac{1}{2}}$ to $\hat{E}_j$. For $V = V_c$, $\Delta \hat{E}_j$ cannot be neglected and the solution of the charge model is mandatory.

5.8 Results and discussion

In this Section, the results from the proposed analytical models are compared with the solution of the 2D self-consistent Schrödinger-Poisson solver (see Chapter 3) for different NW sizes and gate voltages. InAs and In$_{0.53}$Ga$_{0.47}$As are considered as semiconductor materials while Al$_2$O$_3$ is used as gate insulator. The parameters of the simulation of $\Gamma$, $X$ and $L$ valleys are summarized in Appendix F.

First we study the validity of the proposed solution of the Schrödinger equation. A subthreshold gate voltage ($V_g = 0.2$V) was considered to limit the effect of: 1) the conduction band curvature in the semiconductor and 2) the logarithmic potential well in the insulator as much as possible. Fig. 5.7(a) shows the three lower energies calculated with the developed analytical model (solid lines) and with the self consistent simulator (symbols) as a function of the device size. The model energy levels corresponding to an infinite potential well are also plotted (dashed lines). The infinite potential well
strongly overestimates the energy levels while an excellent agreement is found for the finite potential well model presented in this Chapter.

\[ E_j (eV) \]

\[ 2R_0 \text{ (nm)} \]

\[ \Gamma, j=1, l=0 \]

\[ L, j=3,4, l=2 \]

**Figure 5.7:** Energy minimum of the first subbands of InGaAs NWs as a function of the device size at (a) \( V_g = 0.2V \) and (b) \( V_g = 0.8V \). Comparison between simulation (symbols), and model results (solid lines) considering a finite (solid) and infinite (dashed) potential well. The first L valley energy level (not modeled) is also depicted.

The first \( L \)-valley energy level (not modeled) is also depicted in Fig. 5.7. It should be noted that, for small devices (\( 2R_s \leq 10\text{nm} \)), the second and third subbands of the \( \Gamma \) valley (i.e., the one that is modeled here) are more energetic than the first subband of \( L \) valleys, and therefore a model accounting for \( L \) valleys would be needed to reproduce more exactly the simulation results for small NWs. Nevertheless, this would imply a complete new resolution of the Schrödinger and Poisson equations since \( L \)-valleys are anisotropic.

While the results for \( \hat{E}_j \) obtained from Eq. (5.18) are quite accurate for low gate voltages (where the potential is roughly planar), for higher gate voltages the expressions above are not so well suited, as shown in Fig. 5.7(b). The reason is that, when higher \( V_g \) are considered, the electron concentration in the semiconductor increases, affecting the potential that is not flat anymore.

Then, the energy levels must be corrected (using the perturbation theory) as proposed by Eqs. (5.24) and (5.29). In Fig. 5.8 we show the first two energy levels as a function of the device size (for InGaAs NWs), before (dashed) and after (solid) introducing the corrections due to the curved potential. The gate voltage is \( V_g = 0.8V \), as in Fig. 5.7(b). As can be seen, an excellent agreement is found between model and
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simulation results when the correction in the energy levels is introduced.

Figure 5.8: Energy minimum of the first subbands of InGaAs NWs at $V_g = 0.8V$. Comparison between simulation (symbols) and modeled (lines) values before (dashed) and after (solid) the energy correction.

Since the energy levels from Eq. (5.1) need a correction for large $V_g$, it is interesting to look at the validity of their corresponding wavefunctions in a similar scenario. Fig. 5.9 shows $|R_j|^2$ as a function of the radial position, $r$, $j = 0$ (left) and $j = 1, 2$ (right) subbands of $2R_s = 10nm$ InGaAs NWs, considering infinite and finite potential barriers for $V_g = 0.8V$. Simulation and model results are plotted as solid and dashed lines, respectively. Even for this gate voltage (where a non-flat potential well in the NW is expected) the wavefunctions obtained from Eq. (5.1) fit the simulation results. That agreement reinforces the assumption, made in Section 5.2, when just the energy levels and not the wavefunctions from Schrödinger equation were corrected. Finally, it can be observed that for infinite potential barrier, the wavefunction is displaced away from the semiconductor-insulator interface, highlighting the relevance of the wavefunction penetration for a good modeling.

Once the energy levels obtained from Eq. (5.18) and corrected by Eqs. (5.24) and (5.29) and the wavefunctions determined by Eq. (5.9) are validated, we deal with the assessment of $g(E)$ for parabolic and non-parabolic bands. Fig. 5.10 shows $N_i$ versus $V_g$ for a $2R_s = 10nm$ InGaAs NW. Model results are plotted as dashed lines while simulation ones correspond to solid lines. Dash-dotted line correspond to the first non-parabolic approach (which just corrects the energy minimum.) Only three energy levels were considered in this figure.

As can be seen, when non-parabolic effects are included, $N_i$ as well as its slope in-
Sim. Model
finite
infinite

finite
infinite

Figure 5.9: \(|R_j(r)|^2\) versus radial position for \(j = 0\) (a) and \(j = 1, 2\) (b) subbands, considering a finite and an infinite potential well. Simulation and model results are plotted as solid and dashed lines respectively for a \(2R_s = 10\)nm InGaAs NW for \(V_G = 0.8\)V.

crease due to the higher density of states. Regarding the two approximations employed to include the non-parabolicity, the first one fits well the non-parabolic simulation results up to \(V_g \simeq 0.9\)V. However, for higher gate voltages \(N_i\) is underestimated. The advantage of this first non-parabolic description is the simplicity of the resulting mathematical expression. For these reason it will be employed when determining \(V_T\) in Chapter 6. On the contrary, the second one accurately reproduces the simulation results in a higher range, at the cost of a more complex expression. Due to its simplicity we use the parabolic description in the forthcoming results of the model in this Chapter.

We now study the accuracy of the model expressions for the potential. Fig. 5.11 shows the potential along \(r\) for a \(2R_s = 10\)nm InAs (left) and a InGaAs (right) NWs with \(t_{\text{ins}} = 1.5\)nm at overdrive gate voltages \(V_g - V_T = 0.1\)V (top) and \(V_g - V_T = 0.5\)V (bottom). InAs and InGaAs present notably differences in magnitudes such as the band gap and the effective mass, allowing to test the model in distinct scenarios. \(V_T\) is the threshold voltage and its value has been calculated for InAs (\(V_T = 0.32\)V) and InGaAs (\(V_T = 0.56\)V) using the maximum of the second derivative of the charge. Excellent agreement was found between simulation and model results for the \(V_T\) (see Chapter 6 for a detailed study of \(V_T\)). Solid and dashed curves correspond to the simulation and model results under consideration. The transition between semiconductor and insulator is marked by thin dashed vertical lines. As can be seen, the model fits the potential quite well for both materials and bias conditions. Even for higher overdrive gate voltages, \(V_g - V_T > 0.5\)V, the model is expected to work properly till the L-valley.
Figure 5.10: \( N_i \) versus gate voltage for a \( 2R_a = 10\text{nm} \) InGaAs NW. Dashed and solid lines correspond to non-parabolic and parabolic results respectively.

levels begin to be populated.

The role of the different energy levels is better appreciated from the charge distribution in the structure. Fig. 5.12 shows the electron density along the radial coordinate of the NW for InAs (left) and InGaAs (right) NWs at the same overdrive gate voltages. Again, solid and dashed curves correspond to the simulation and model results respectively, and the transition between media are plotted as thin dashed vertical lines. The contribution of the first energy level is also plotted (dotted line). For low overdrive gate voltages \( (V_g - V_T = 0.1V) \) nearly all the charge is due to the filling of the first energy level \( (j = 0, l = 0) \). When a higher voltage is considered \( (V_g - V_T = 0.5V) \) the charge is pushed away from the center of the NW, due to the occupancy of the second degenerate energy level \( (j = 1, 2, l = \pm 1) \). At both values of \( V_g - V_T \), it is easy to appreciate the differences in the electron charge distribution inside the insulator for each material: the InGaAs device has a softer charge profile in the semiconductor-insulator interface than the InAs one due to the smaller discontinuity in the oxide-semiconductor effective masses \( (m_a = 0.0468 \text{ for InGaAs, } m_a = 0.026 \text{ for InAs and } m_b = 0.2 \text{ for Al}_2\text{O}_3) \).

Let us evaluate the electron density per unit length, \( N_i \), as a function of the overdrive gate voltage. Fig. 5.13 shows \( N_i \) versus \( V_g - V_T \) for several InGaAs and InAs NW sizes. The model fits well the simulation results in all the operation regimes. The differences observed in Fig. 5.13 for large \( V_g - V_T \) in the smallest device are explained by the occupation of higher energy levels belonging to the \( L \) valley (not considered in this model). As it is discussed in Chapter \( \underline{4} \) for a given overdrive gate voltage, \( L \) valley
population increases with decreasing size. For this reason, larger differences between model and simulation results are observed (at the same $V_g - V_T$) for small NWs in Fig. 5.13. Therefore, the model is expected to work properly (if a good convergence is achieved) for much larger sizes than those shown in Fig. 5.13. For them the $L$-valley population is less meaningful and the model would only be limited for very large overdrive voltages due to a strong curvature of the potential (which cannot be taken into account by a first order correction). The better fit obtained for the InAs NW in Fig. 5.13 is due to its lower confinement effective mass. The lower the effective mass, the higher the separation between the energy levels, and the larger the gate voltage range where the model is accurate.

Now we briefly study (and validate) the model when $D_{it}$ is included. Fig. 5.14 shows the subthreshold swing and the surface potential, $\psi_s = \psi(R_s)$ when $D_{it}$ is considered and when it is not, for a 15nm InAs NW ($t_{\text{ins}} = 1\text{nm}$). Simulation and model results are plotted as solid and dashed lines respectively.

We have considered a Gaussian $D_{it}$ distribution of acceptors traps centered in the middle of the upper part of the gap with variance 20meV and amplitude of 5·
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Figure 5.12: Electron density along a slice for $2R_s = 10\text{nm}$ InAs (left) and InGaAs (right) NWs at $V_g-V_T = 0.1\text{V}$ and $V_g-V_T = 0.5\text{V}$. Comparison between simulation (solid) and model (dashed) results. The contribution of the first energy level is plotted as dotted line.

Figure 5.13: Comparison between the simulated (dashed) and modeled (solid) inversion charge for (a) InAs and (b) InGaAs NWs with different sizes. Dashed and solid lines correspond to simulation and model results respectively.

$10^{13}\text{cm}^{-2}\text{eV}^{-1}$. It is in good correspondence with experimental profiles reported in the literature [102]. A good agreement between model and simulation results is observed.
The $D_{it}$ shape is well reproduced by the $SS$ curves. Regarding the surface potential, the effect of $D_{it}$ can be appreciated as a decrease of $\psi_s$ as a consequence of the charge screening.

Finally, the results from the drain current analytical model are validated with the numerical results obtained using the solution of the SP2D solver for different NW sizes and gate and drain voltages. The numerical current from the 2D simulator is obtained by using Eq. (5.69). We set $L = 100\text{nm}$ and $\mu = 200\text{cm}^2/\text{V s}$ for both simulation and model results.

First, we compare the model and simulation results when no interface states are present. Fig. 5.15 shows $I_{ds}$ as a function of $V_{ds}$ from model (dashed) and simulation (solid) for several $V_{gs}$ values from 0.6V (stars) to 1.2V (circles), for a $2R_s = 15\text{nm}$ InAs NW with $t_{ins} = 1.5\text{nm}$ and no interface traps. It can be observed that the model fits the simulation results in all operation regimes and for all $V_{gs}$. Only a small misfit is observed for $V_{gs} = 1.2\text{V}$, which is due to the non-negligible population of the $L$-valley subbands.

Let us now validate $I_{ds}$ results when a constant $D_{it}$ profile is assumed. Fig. 5.16 shows $I_{ds}$ as a function of $V_{ds}$ from model (dashed lines) and simulation (solid lines) for a $2R_s = 15\text{nm}$ InAs NW, assuming a constant $D_{it} = 10^{13}\text{eV}^{-1}\text{cm}^{-2}$ in the upper half of the band gap and 0 otherwise. Similar $V_{gs}$ values to those of Fig. 5.15 are considered. Once more, a good fit is observed for $I_{ds}$ in a wide range of $V_{ds}$ and $V_{gs}$.
values. Again, the small misfit between model and simulation results for $V_{gs} = 1.2V$ is due to the $L$-valley population.

To better appreciate the influence of the interface states on the drain current, Fig. 5.17 compares $I_{ds}$ results achieved by the model (dashed lines) and simulation (solid lines) as a function of $V_{ds}$ at $V_{gs} = 0.8V$ for several $D_{it}$ values: $D_{it} = 0$ (circles), $D_{it} = 10^{13}eV^{-1}cm^{-2}$ (squares) and $D_{it} = 1.5 \cdot 10^{13}eV^{-1}cm^{-2}$ (diamonds). The presence of interface states results in a decrease of $I_{ds}$ in all regimes. As can be expected, the larger the interface states concentration the larger the decrease in the linear and saturated current. This dependence could be exploited to try to determine the mean $D_{it}$ value in the NW from drain current measurements.

Now we assess the validity of the model for other semiconductor materials and sizes. Fig. 5.18 presents $I_{ds}$ as a function of $V_{ds}$ for $2R_s = 15nm$ (a) InGaAs and (b) GaAs NWs at $V_{gs} - V_T = 0.5V$, being $V_T = 0.52V$ for the InGaAs NW and $V_T = 0.90V$ for the GaAs NW (both $V_T$ values were obtained from the maximum of the transconductance $[179],[156]$). Simulation and model results are plotted as solid and dashed lines for $D_{it} = 0$ (squares) and $D_{it} = 10^{13}cm^{-2}eV^{-1}$ (circles). The model reproduces well the simulation results for both materials.

The larger difference between $I_{ds}$ with and without $D_{it}$ in GaAs (regarding that of InGaAs) is due to its wider gap. If a constant $D_{it}$ in the upper half of the gap is considered, the total interface charge is $Q_{it} = D_{it} \times E_g/2$. Thus, the higher total $Q_{it}$
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Figure 5.16: $I_{ds}$ as a function of $V_{ds}$ from model (dashed) and simulation (solid) for several $V_{gs}$: 0.6V (stars), 0.8V (diamonds), 1V (squares) and 1.2V (circles), for $D_{it} = 10^{13}$eV$^{-1}$cm$^{-2}$ for a $2R_s = 15$nm InAs NW.

for GaAs implies, as was discussed in Fig. 5.17 a higher decrease in the saturation drain current, explaining the differences between InGaAs and GaAs in Fig. 5.18.

Fig. 5.19 depicts the results for several InAs NWs ranging from $2R_s = 15$nm to $2R_s = 60$nm considering (a) no $D_{it}$ and (b) a constant $D_{it} = 10^{13}$cm$^{-2}$eV$^{-1}$ profile in the upper half of the band gap. $I_{ds}$ as a function of $V_{ds}$ is plotted for $V_{gs} - V_T = 0.5$V being $V_T = 0.23$V, 0.18V, and 0.15V for the $2R_s = 15$nm, 30nm and 60nm NWs, respectively. The model fits the simulation results for $2R_s = 15$nm to $2R_s = 30$nm in both scenarios. Some inaccuracy in the model results, regarding the simulated ones, is observed for the largest size: $2R_s = 60$nm. In this case the source of inaccuracy in the model is not due to the $L$-valley population (which is less relevant in larger NWs as explained in Section 4.3) but to the approximation made in Appendix B.4 to analytically integrate the current.

Although the analytical $I_{ds}$ expression underestimates non-negligibly the current for large NWs, it is worth to look that the $I_{ds}$ difference with and without $D_{it}$ is not so distinct in model and simulation results. Fig. 5.20 shows $I_{ds}^{w/o} - I_{ds}^{v}$ in the saturation region as a function of $2R_s$, being $I_{ds}^{w/o}$ and $I_{ds}^{v}$ the drain currents in absence and presence of $D_{it}$ respectively. As can be observed, the model reproduces the tendency of the curve also for larger NWs, reinforcing its validity to extract $D_{it}$ from $I_{ds}$.
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Figure 5.17: $I_{ds}$ as a function of $V_{ds}$ for a $V_{gs} = 0.8V$ for the model (dashed) and simulation (solid) results for several $D_{it}$ values: $D_{it} = 0$ circles, $D_{it} = 10^{13} \text{eV}^{-1} \text{cm}^{-2}$ (squares) and $D_{it} = 1.5 \cdot 10^{13} \text{eV}^{-1} \text{cm}^{-2}$ (diamonds).

Figure 5.18: $I_{ds}$ as a function of $V_{ds}$ for $2R_s = 15\text{nm}$ InGaAs (a) and GaAs respectively (b) NWs at $V_{gs} - V_T = 0.5V$. Simulation and model results are plotted as solid and dashed lines for $D_{it} = 0$ (squares) and $D_{it} = 10^{13} \text{cm}^{-2} \text{eV}^{-1}$ (circles).
Figure 5.19: $I_{ds}$ as a function of $V_{ds}$ for several InAs NW sizes: $2R_s = 15\text{nm}$ (diamonds), $2R_s = 30\text{nm}$ (circles) and $2R_s = 60\text{nm}$ (squares) considering (a) no $D_{it}$ and (b) a constant $D_{it} = 10^{13}\text{cm}^{-2}\text{eV}^{-1}$ profile in the upper half of the band gap.

Figure 5.20: $I_{ds}^{w/o} - I_{ds}^{w}$ in the saturation region as a function of $2R_s$ from model (dashed) and simulation (solid) for InAs NWs biased at $V_{gs} - V_T = 0.5\text{V}$. 

5.9 Conclusions

In this Chapter we have proposed a complete model for the potential, the inversion charge and the drain current in NWs made of III-V materials. This model presents analytical expressions for the calculation of the subband energies and their corresponding wavefunctions, taking into account their penetration into the gate insulator and the effective mass discontinuity in the semiconductor-oxide interface. The model considers Fermi-Dirac statistics, two-dimensional confinement of the carriers and non-parabolic effects. It also allows the inclusion of arbitrary analytical profiles of interfacial states. We have demonstrated that our analytical solution fits very well the numerical simulations in all operating regimes and for a wide range of NW sizes and gate voltages. The main limitation of the potential and charge models is related to the population of energy levels associated to the $L$-valley, and the strong curvature of the potential in the semiconductor (which cannot be considered by a first order correction) for very large $V_g$ values. As for the drain current model, it is limited for large NWs by the approximation made when solving the long channel integral.
Chapter 6

Gate capacitance and threshold voltage models

6.1 Introduction

In this chapter, we develop physically based analytical models for the gate capacitance ($C_g$), and the threshold voltage ($V_T$), in III-V NWs. To do so, we use the results from charge, potential and drain current achieved in Chapter 5. All the features from the analytical model of Chapter 5 are kept: two-dimensional quantum confinement of the carriers, wavefunction penetration into the gate insulator, Fermi-Dirac statistics and the conduction band non-parabolicity.

There are two main concepts that strongly affect the behavior of electrostatic magnitudes in III-V NWs:

1. The 2D quantum confinement of the carriers which leads to: (a) a displacement of the charge density, pushed away from the semiconductor-insulator interface [62] and (b) a change (regarding bulk) in the behavior of the density of states, which decrease with increasing energy [140].

2. The low effective mass (characteristic of III-V materials) which reduces the density of states, leading to the so-called density of states bottleneck [66].

Regarding the gate capacitance, this scenario implies that $C_g$ is reduced much below the insulator capacitance ($C_{\text{ins}}$) and the so called quantum capacitance limit can be reached [180]. That possibility may degrade the device performance, although some
authors have found positive consequences regarding the control of SCEs and power-delay product \cite{181, 182}. In the gate capacitance model presented here we try to achieve a better understanding, shedding light on the different terms that contribute to $C_g$.

As for the threshold voltage, the traditional definition of $V_T$ (as $V_g$ for which $\psi_s = 2\psi_F$ being $\psi_F$ the Fermi potential \cite{183–185}) is no longer valid for III-V NWs. The low density of states implies high surface band bendings to reach a non-negligible electron concentration, and, consequently, a reformulation of the concept is required. To overcome this issue, several new proposals to estimate $V_T$ have recently come up and various articles have reviewed the different $V_T$ definitions and methods available for its extraction \cite{97, 179, 186–196}. However, to the best of our knowledge there is no analytical physically based study in the literature on III-V NWs $V_T$ modeling. In the threshold voltage model presented here we analyze the various factors which are involved in the onset condition of the NWs providing a complete analytical expression.

The rest of this Chapter is organized as follows. Section 6.2 explains the procedure to achieve the gate capacitance model for III-V NWs, and the different capacitance terms are defined. In Section 6.3 we validate the gate capacitance model results with those from the simulator presented in Chapter 3. In Section 6.4 we evaluate the contribution of the different capacitance terms (the insulator capacitance, the finite density of states and the charge distribution in the NW) to the total gate capacitance and compare the model results with those corresponding to a Si NW. Section 6.5 explains the process followed to achieve a $V_T$ model for III-V NWs under the parabolic band assumption. In Section 6.6 we propose a non-parabolic band correction to $V_T$. In Section 6.7 we discuss the variation on $V_T$ due to a non-null $D_{it}$. In Section 6.8 we validate the model results with those obtained from simulation for several semiconductor materials, NW sizes and insulator thicknesses. We also evaluate the different contributions to $V_T$, discuss the influence of the wavefunction penetration into the gate insulator on $V_T$ and its dependence on the confinement effective mass of the $\Gamma$-valley. Section 6.9 sums up the main conclusions of this Chapter. Finally, in Appendix ?? is included some calculi related to the capacitance and threshold voltage models.
6.2 Gate Capacitance Model

In this section we propose an analytical model for the gate capacitance of III-V cylindrical NWs. The NW structure is the same presented in Fig. 5.1 of Chapter 5 where \( R_s \) was the semiconductor radius and \( t_{\text{ins}} \) the insulator thickness.

The gate capacitance is defined as:

\[
C_g = \frac{\partial Q_G}{\partial V_g} = \frac{\partial Q_s + Q_{\text{ins}}}{\partial V_g} \approx -\frac{\partial Q_s}{\partial V_g} \quad (6.1)
\]

being \( Q_G = -Q_s - Q_{\text{ins}} \) the gate charge; \( Q_s = Q_d + Q_i \) the total charge in the semiconductor; \( Q_{\text{ins}} \) the charge in the insulator; and \( Q_i \) and \( Q_d \) the inversion and depletion charges in the semiconductor, respectively. In Eq. (6.1) we assumed that the charge in the insulator is negligible compared to the charge in the semiconductor (see Appendix C.2 for details on the goodness of the approximation). Using some trivial algebra, we can write:

\[
\frac{1}{C_g} = -\frac{\partial V_g}{\partial Q_s} = -\frac{\partial (V_g - \psi_s)}{\partial Q_s} - \frac{\partial \psi_s}{\partial Q_s} \quad (6.2)
\]

where \( \psi_s \) is the semiconductor surface potential that can be related to \( V_g \) by means of the Gauss’s law:

\[
V_g - \Phi_{\text{ms}} = \psi_s - \frac{Q_s}{C_{\text{ins}}} \quad (6.3)
\]

being \( C_{\text{ins}} = \frac{2\pi \epsilon_{\text{ins}}}{\ln \left(1 + \frac{T_{\text{ins}}}{R_s}\right)} \) the insulator capacitance per unit length\(^1\). Assuming that \( Q_d \) does not depend on \( V_g \), Eq. (6.2) can be rewritten as:

\[
\frac{1}{C_g} = \frac{1}{C_{\text{ins}}} + \frac{1}{C_{\text{inv}}} \quad (6.4)
\]

where \( C_{\text{inv}} = -\frac{\partial Q_i}{\partial \psi_s} \) is the inversion capacitance\(^2\). The term \( C_{\text{inv}} \) has been modeled in the literature in different ways\(^{[159, 197, 198]}\). Based on Ref.\(^{[159]}\), \( C_{\text{inv}} \) is written as:

\[
\frac{1}{C_{\text{inv}}} = -\frac{\partial \psi_s}{\partial Q_i} = -\frac{\partial \psi_c}{\partial Q_i} - \frac{\partial (\psi_s - \psi_c)}{\partial Q_i} \quad (6.5)
\]

where \( \psi_c \) is the potential at the center of the NW. Following the nomenclature proposed in Ref.\(^{[159]}\), the reciprocal of the first term is the quantum capacitance, \( C_Q = -\frac{\partial Q_i}{\partial \psi_c} \), due to the finite density of states; and the reciprocal of the sec-

\(^1\)Otherwise stated the capacitance terms mentioned throughout this Chapter are capacitances per unit length.
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The gate capacitance term is denoted by $C_e$, which can be expressed as [197]:

$$
\frac{1}{C_e} = -\frac{\partial(\psi_s - \psi_c)}{\partial Q_i} = \frac{1}{\epsilon_s} \frac{\partial(x_i Q_i)}{\partial Q_i}
$$

(6.6)

where $\epsilon_s$ is the dielectric constant in the semiconductor; and $x_i$ is calculated as:

$$
x_i = \frac{1}{2\pi} \int_0^{R_s} \int_0^{R_s} r \ln \left( \frac{R_s}{r} \right) n(r) dr
dr
$$

(6.7)

in which, coherently with Chapter 5, no dependence with the azimuthal coordinate for $n$ was assumed. We recall here the expression for $n$ achieved in Chapter 5, Eq. (5.33)

$$
n(r) = \frac{1}{2\pi} \sum_{j=0}^{N} g(\hat{E}_j) |R_j(r)|^2
$$

(6.8)

Thus, the electron charge $Q_i$ in the semiconductor can be calculated as:

$$
Q_i = q \int_0^{2\pi} \int_0^{R_s} r n(r) dr d\theta = q 2\pi \int_0^{R_s} r n(r) dr
$$

(6.9)

Then, substituting Eqs. (6.7) and (6.9) into Eq. (6.6) we get:

$$
\frac{1}{C_e} \approx \frac{q}{2\pi \epsilon_s} \left( \sum_{j} \int_0^{R_s} r \ln \left( \frac{R_s}{r} \right) |R_j(r)|^2 dr \frac{\partial g(\hat{E}_j)}{\partial \psi_c} \right) \frac{\partial \psi_c}{\partial Q_i}
$$

(6.10)

where it has been assumed that $|R_j(r)|^2$ does not depend on $\psi_c$ for III-V NWs, which is consistent with the analytical model of Chapter 5 (see Fig. 5.9). It is useful to define a quantum capacitance due to each subband $j$ as: $C_{Qj} = -q \partial g(\hat{E}_j)/\partial \psi_c$. Therefore, using the definition of $C_Q$, we have:

$$
\frac{1}{C_e} \approx \frac{1}{C_Q} \sum_{j} \frac{C_{Qj}}{2\pi \epsilon_s} \int_0^{R_s} r \ln \left( \frac{R_s}{r} \right) |R_j(r)|^2 dr
$$

(6.11)

where the integral term is, as proposed by Lee et al. in Ref. [159], closely related to an
effective inversion-layer centroid. In a similar way, it is possible to define an effective centroid capacitance associated to each subband \( j \) given by:

\[
C_{Cj} = \frac{2\pi \epsilon_s}{R_s} \int_0 \frac{1}{r \ln \left( \frac{R_s}{r} \right)} \left| R_j(r) \right|^2 dr
\]  

(6.12)

Therefore:

\[
\frac{1}{C_e} \approx \frac{1}{C_Q} \left( \sum_{j=0}^N \frac{C_{Qj}}{C_{Cj}} \right)
\]  

(6.13)

and the inversion capacitance is expressed as:

\[
\frac{1}{C_{inv}} \approx \frac{1}{C_Q} + \frac{1}{C_Q} \left( \sum_{j=0}^N \frac{C_{Qj}}{C_{Cj}} \right)
\]  

(6.14)

Using the definitions for \( C_Q \) and \( C_{Qj} \), we know that \( C_Q = \sum C_{Qj} \). Therefore the second term in the right-hand-side of Eq. (6.14) is a weighted mean of the centroid capacitances of all subbands, where the weight of each subband \( j \) is controlled by the rate of change of \( \varphi(E_j) \) with \( \psi_c \). This expression is equivalent to those proposed in Refs. [197] and [159]. However, this one dissociates the \( C_{inv} \) dependence on the density of states and on the charge distribution. Indeed, \( C_{Cj} \) just depends on \( |R_j(r)|^2 \) for each sub-band. If \( |R_j(r)|^2 \) does not change with \( V_g \) (as it is the case for III-V NWs under not too high \( V_g \) values, as it is shown in Chapter 5) then \( C_{Cj} \) is a purely geometric capacitance.

From the previous expression we can propose the circuit model for the total gate capacitance shown in Fig. 6.1. Although this model is less simple than others found in the literature [198], it is physically more meaningful. \( C_g \) is given by the series connection of the insulator capacitance, the quantum capacitance, and a contribution that depends on the effective position of the charge. Here, the centroid capacitances associated to each subband \( j \) are connected in series and they are weighted by the inverse of the contribution of their subband quantum capacitance to the whole quantum capacitance. Then, the series association of the centroid capacitances is controled by those subbands with the highest \( C_{Qj}/C_Q \) ratio. Therefore, the larger (the smaller) \( C_{Qj} \), the larger (the smaller) the influence of \( C_{Cj} \) associated to this level. Thus, the quantum capacitance due to each level determines not only \( C_Q \) but also how relevant \( C_{Cj} \) is for the total \( C_g \).
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**Figure 6.1:** Capacitance model for III-V cylindrical NWs.

It is interesting to note that in the quantum limit \( C_Q = C_{Q0} \) and \( C_{\text{inv}} \) is reduced to the series connection of \( C_{Q0} \) and \( C_{C0} \). This particular case is consistent with other studies of III-V MOSFETs \[198, 199\] and double gate MOSFETs \[96\] found in the literature.

Based on the analytical model of Chapter 5, we are able to achieve analytical expressions for \( C_{\text{inv}}, C_Q \) and \( C_C \) in this kind of structures. We recall here the expressions obtained in Chapter 5 for the electron wavefunction \( \xi_j(r, \theta) \)

\[
\xi_j(r, \theta) = R(r) \cdot Y(\theta) = \begin{cases} 
A_j J_l (\gamma_j r) \cdot e^{i\theta}/\sqrt{2\pi} & 0 < r < R_s \\
C_j K_l (\alpha_j r) \cdot e^{i\theta}/\sqrt{2\pi} & r > R_s 
\end{cases} \quad (6.15)
\]

and for the density of occupied states, \( g(\hat{E}_j) \):

(a) under parabolic dispersion relationship:

\[
g(\hat{E}_j) = g_v \sqrt{\frac{2m^* k_B T}{\pi \hbar^2}} F_{-\frac{1}{2}} \left( \frac{-\hat{E}_j + \Delta \hat{E}_j - q\psi_c}{k_B T} \right) \quad (6.16)
\]

(b) introducing a non-parabolicity correction factor of the minimum energy level

\[
g(\hat{E}_j) = g_v \sqrt{\frac{2m^* k_B T}{\pi \hbar^2}} F_{-\frac{1}{2}} \left( \frac{-\hat{E}_j + \Delta \hat{E}_j - q\psi_c + \Delta \hat{E}_{jNP}}{k_B T} \right) \quad (6.17)
\]
(c) considering a full non-parabolic dispersion relationship

\[ g(\hat{E}_j) = \frac{g_v}{\pi} \int_{-\infty}^{\infty} \left( 1 + e^{-\frac{\hat{E}_j^{NP}(k)}{k_B T}} \right)^{-1} dk \] (6.18)

In Eqs. (6.15)-(6.18) we have kept the nomenclature introduced in Chapter 5. Now we proceed to obtain an analytical expressions for \( C_{Cj} \) and \( C_{Qj} \) from the previous equations. First, substituting Eq. (6.15) in Eq. (6.12), the centroid capacitance associated to level \( j \) is found:

\[
C_{Cj} = \frac{2\pi \varepsilon_s}{R_s} \int_0^\infty r \ln \left( \frac{R_s}{r} \right) |A_j J_l(\gamma_j r)|^2 dr
\] (6.19)

where the integral in the denominator is solved for any level \( j \) in Appendix (C.1). The resulting expression is:

\[
C_{Cj} = \frac{2\pi \varepsilon_s}{A_j^2} \left( \frac{R_s^2}{2} J_l^2(\gamma_j R_s) + \frac{R_s^2}{2} J_{l-1}^2(\gamma_j R_s) + (-l + \frac{1}{2}) \frac{R_s}{\gamma_j} J_{l-1}(\gamma_j R_s) J_l(\gamma_j R_s) + \frac{l}{\gamma_j^2} \sum_{m=1}^{l} J_{m-1}^2(\gamma_j R_s) \right)^{-1}
\] (6.20)

To calculate the quantum inversion-layer capacitance due to level \( j \) we derive Eqs. (6.16), (6.17) and (6.18) with respect to \( \psi_c \) getting:

(a) under parabolic dispersion relation:

\[
C_{Qj} = q^2 g_v \sqrt{\frac{2m^*_a}{k_B T \pi \hbar^2}} F_{\frac{3}{2}} \left( -\hat{E}_j + \Delta \hat{E}_j - q \psi_c \right) \left( 1 - \frac{1}{q} \frac{\partial \hat{E}_j}{\partial \psi_c} \right)
\] (6.21)

(b) introducing a non-parabolicity correction factor of the minimum energy level

\[
C_{Qj} = q^2 g_v \sqrt{\frac{2m^*_a}{k_B T \pi \hbar^2}} F_{\frac{3}{2}} \left( -\hat{E}_j + \Delta \hat{E}_j - q \psi_c + \Delta \hat{E}_j^{NP} \right) \left( 1 - \frac{1}{q} \frac{\partial (\Delta \hat{E}_j + \Delta \hat{E}_j^{NP})}{\partial \psi_c} \right)
\] (6.22)
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(c) considering a full non-parabolic dispersion relation as proposed by Jin et al. [95]

\[
C_{Qj} = \frac{1}{k_B T} \frac{g_v}{\pi} \int_{-\infty}^{\infty} e^{-\frac{\hat{E}_{NP}(k)}{k_B T}} \left( \frac{\partial \hat{E}_{NP}(k)}{\partial \psi_c} \right) \left( 1 + e^{-\frac{\hat{E}_{NP}(k)}{k_B T}} \right)^{-2} dk
\]  

(6.23)

where the derivative rule for the Fermi-Dirac integral, \( F_{i-1}(x) = dF_i(x)/dx \), was used. It should be noted that centroid capacitances are not modified regardless the dispersion relation considered.

6.3 Capacitance model validation

Our intention here is to validate the analytical gate capacitance model by comparing its results with those provided by the simulator presented in Chapter 3. To do so, three different semiconductor materials (InAs, In\(_x\)Ga\(_{1-x}\)As \((x = 0.53)\) and GaAs) and three NW diameters \((2R_s = 5\text{nm}, 10\text{nm} \text{ and } 15\text{nm})\) have been considered. \(\Gamma, X\) and \(L\) valleys were taken into consideration in the simulations. \(\text{Al}_2\text{O}_3\) was used as gate insulator and \(t_{\text{ins}}\) was held to 1.5nm, which corresponds to an EOT of 0.6nm [200], following to previous works [201]. The validity of the model was also checked for other insulator materials and thicknesses. All material parameters are presented in Appendix F.

First, a parabolic conduction band is assumed.

Fig. 6.2 shows the simulated (solid lines) and modeled (dashed lines) gate capacitance results as a function of the gate voltage for three different InGaAs NW sizes. A good agreement is found for \(V_g < 0.7\text{V}\) in the \(2R_s = 15\text{nm}\) case, and \(V_g < 1\text{V}\) in the \(2R_s = 5\text{nm}\) and \(2R_s = 10\text{nm}\) cases. In its range of validity, the model accurately reproduces the humps in the gate capacitance which are due to the occupation of the first three energy levels. They are better observed in the \(2R_s = 10\text{nm}\) NW for \(j = 0\) around \(V_g = 0.6\text{V}\) and for \(j = 1, 2\) around \(V_g = 0.9\text{V}\) (the inset of Fig. 6.2 shows \(g(\hat{E}_j)\) associated to these levels versus the gate voltage for this NW size). As shown in the figure, the range of validity for the \(2R_s = 15\text{nm}\) device can be extended taking into account higher energy levels of the \(\Gamma\)-valley \((j = 3, 4, l = \pm2\) and \(j = 5, 6, l = \pm3)\). However, for the \(2R_s = 5\text{nm}\) and \(2R_s = 10\text{nm}\) NWs, the upper energy levels are the first sub-bands of the \(L\)-valley, which are not modeled in this work, and therefore considering higher energy levels of the \(\Gamma\)-valley does not improve the results.

Fig. 6.3 compares the model (dashed lines) and simulation (solid lines) results for
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Figure 6.2: Gate capacitance versus gate voltage for a $2R_s = 5\text{nm}$ (diamonds), $2R_s = 10\text{nm}$ (squares), $2R_s = 15\text{nm}$ (circles) InGaAs nanowires. Solid and dashed lines correspond to simulation and model results respectively. The results of the $2R_s = 15\text{nm}$ NW also include the $j = 3, 4, l = \pm 2$ and $j = 5, 6, l = \pm 3$ degenerate Γ-valley energy level. Inset: $g(E)$ due to level $j = 0$ and $j = 1, 2$ versus gate voltage for the $2R_s = 10\text{nm}$ InGaAs NW.

$2R_s = 10\text{nm}$ NWs made of different III-V materials. The gate capacitance is plotted as a function of the gate overdrive voltage ($V_g - V_T$). The $V_T$ values were numerically calculated from the maximum of the second derivative of the charge respect to the gate voltage. $V_T$ values were: 0.32V, 0.55V and 0.96V for the InAs, InGaAs and GaAs NWs, respectively. A detailed discussion on $V_T$ is proposed in Section 6.5. Again, the gate capacitance model fits quite well the simulation results for the three materials. The InAs NW presents the larger range of validity for the model (up to $V_g - V_T = 0.6\text{V}$), when only three energy levels are considered. This is due to its lower confinement effective mass, which increases the separation among energy levels and extends the range of $V_g$ where just three energy levels are enough to describe the gate capacitance behavior (see Chapter 5).

In Fig. 6.4 we proceed to assess the capacitance model results including the non-parabolic effects. Specifically, Fig. 6.4 shows $C_g$ versus $V_g$ for a $2R_s = 10\text{nm}$ InGaAs NW. Non-parabolic results are plotted as dashed lines while parabolic ones correspond to solid lines. The model results are represented as solid red in the parabolic approach, and dashed green and red in the non-parabolic approach using the first and second approximation, respectively. As can be seen, when non-parabolic effects are included, the gate capacitance curve shows a shift in the position of the peaks, displaced to lower gate...
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Figure 6.3: Gate capacitance versus gate overdrive voltage for InAs (circles), InGaAs (squares) and GaAs (diamonds) $2R_s = 10$nm NWs. Solid and dashed lines correspond to simulation and model results respectively.

voltages, and in their values, that are increased. Regarding the two approximations employed to include the non-parabolicity, the first one fits well the non-parabolic simulation results up to $V_g = 0.8$V. However, for higher gate voltages $C_g$ is underestimated in the same amount than the parabolic description. The advantage of this first non-parabolic description is the simplicity of the resulting mathematical expression which is accurate for low $V_g$, being later used in Section 6.5 for the threshold voltage calculation. On the contrary, the second one accurately reproduces the simulation results up to $V_g \simeq 1$V, at the cost of a more complex expression. Hereinafter, the parabolic description is used to discuss the model and gain some further insight on the different terms that determine the gate capacitance behavior.
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Figure 6.4: Gate capacitance versus gate voltage for a 2Rs = 10nm InGaAs NW. Dashed and solid lines correspond to non-parabolic bands and parabolic results respectively. Model results are plotted as red and green while simulation results are plotted as black.

6.4 Results and discussion of the $C_g$ model

6.4.1 Assessment of gate capacitance components.

Once the model has been validated, it is interesting to gain some further insight into the different components of the total gate capacitance. First, we shall examine how Eqs. (6.20) and (6.21) corresponding to $C_{Cj}$ and $C_{Qj}$ respectively reproduce the different terms of Eqs. (6.4) and (6.14). Fig. 6.5 shows the modeled $C_g$, $C_Q$ and $C_e$ in blue, red and green dashed lines respectively, for the 2Rs = 10nm InGaAs nanowire. Numerical simulation results are plotted as symbols.

A good correspondence is found between the model and the simulations results. The misfit observed for $V_g > 1$V is due to the occupancy of higher $L$-valley energy levels included in the simulator. It can be clearly observed that $C_Q$ mainly determines the $C_g$ behavior of the InGaAs NW. This situation is directly related to the density of states bottleneck phenomenon of III-V materials [159]. The humps in $C_Q$ are reproduced by $C_g$. However, their amplitude and width are modulated by $C_e$, which cannot be neglected, and by $C_{ins}$. Some differences between the model and the simulation results are observed for $C_e$ in the range $0.8V < V_g < 1$V. This discrepancy arises from the initial assumption that considers $|R_j(r)|^2$ independent on $\psi_c$, and therefore on $V_g$, –see Eq. (6.10)–. To achieve a better fit between model and simulation for $C_e$, this dependence
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should be taken into consideration, increasing notably the complexity of the model. Nevertheless $C_e$ is not the dominant contribution to $C_g$ and therefore the agreement between model and simulation for $C_g$ is still good in that range of applied bias.

Fig. 6.6 presents the results of a more detailed insight in the behavior of $C_e$. Specifically, it shows the contribution of each $C_{Cj}C_Q/C_{Qj}$ term achieved from the simulation (squares) and model (red and blue dashed lines). Again, just the first three energy levels ($j = 0$ and $j = 1, 2$) were considered. $C_e$ is plotted as a dashed green line. The $C_{Cj}$ terms are also shown (solid lines and circles for model and simulation respectively). As can be seen, a good fit between the model and the simulation results is observed for all terms until $V_g$ reaches 1V. For small $V_g$, only the first energy level ($j = 0$) is populated, and therefore $C_Q = C_{Q0}$ and $C_e = C_{C0}$. In this range, it is possible to consider $C_{inv}$ as the series combination of $C_{Q0}$ and $C_{C0}$, which is the quantum limit scenario [180]. As soon as the $j = 1, 2$ doubly degenerate energy levels are occupied, its quantum capacitance, $C_{Q1}$, is not negligible. Then, the ratio $C_Q/C_{Q0}$ rises and so does the term $C_{C0}C_Q/C_{Q0}$ which is no longer equal to $C_{C0}$. Moreover, $C_{C1}C_Q/C_{Q1}$ is higher than the centroid capacitance $C_{C1}$, because $C_Q > C_{Q1}$. For $V_g \gtrsim 0.8V$ $C_{Q1} > C_{Q0}$ (see the rate of increase of the charge in the inset of Fig. 6.2) and, as a consequence, $C_{C1}C_Q/C_{Q1} < C_{C0}C_Q/C_{Q0}$. Then, $C_e$ increases from its $C_{C0}$ initial value, and tends to $C_{C1}$. For $V_g > 1V$, the $C_Q/C_{Qj}$ ratio is underestimated by the model (as more energy levels –belonging to L-valley– are being occupied while the model considers $C_Q = C_{Q0} + C_{Q1}$) and so are the terms $C_{Cj}C_Q/C_{Qj}$.

**Figure 6.5:** Simulation (symbols) and model (dashed lines) results for $C_g$ (blue), $C_Q$ (red) and $C_e$ (green) as a function of $V_g$ for a $2R_s = 10$nm InGaAs NW.
Regarding the values calculated for $C_{Cj}$, the simulated $C_{Cj}$ remains almost constant with $V_g$. This is consistent with the model proposed in Chapter 5 which assumes that $\xi_j$ does not depend on $V_g$ in III-V NWs. As a consequence, the model fits well the simulated results. Moreover, $C_{Cj}$ can be closely associated to an inversion layer position \[159\]; Fig. 6.7 shows the first three simulated wavefunctions at $V_g = 0.8V$ and their corresponding inversion layer effective centroid determined in the way proposed by Lee et al. \[159\] from the model Eqs. (C.9), (C.10) and (C.11). The larger separation of the effective position of the charge respect to the semiconductor-insulator interface of level $j = 0$ is consistent with the smaller $C_{C0}$ (dashed blue) observed in Fig. 6.6.

### 6.4.2 Material comparison

To achieve a better understanding of the performance limits of III-V NWs, it is interesting to compare some of the previous results with those of a Si NW. To do it, we have assumed an isotropic effective mass model for Si, with a confinement effective mass for $\Delta_4$ valleys given by $m^* = (2m_l + m_t)/(m_l + m_t)$ \[95, 202\]. In this way the electron density does not depend on the azimuthal coordinate; and a capacitance model similar to the proposed here can be considered \[197\]. It should be noted that in Si the wavefunction depends strongly on $V_g$ and therefore $C_e$ cannot be expressed as in Eq. \[6.13\]. $SiO_2$ is considered as gate insulator with a thickness of $T_{ins} = 0.6nm$, which is the EOT corresponding to the 1.5nm thick $Al_2O_3$ gate insulator used for the III-V NWs \[200\].
Figure 6.7: Simulated $|\xi_j|^2$ at $V_g = 0.8V$ for $j = 0$ (left) and $j = 1, 2$ (center) and $j = 3, 4$ (right) subbands for the same device of Fig.6.5. The inversion layer effective centroid position is plotted as a semitransparent gray cylinder.

Fig. 6.8 shows the two contributions to $C_{\text{inv}}$ in Eq. (6.14): $C_Q$ (solid lines) and $C_e$ (dashed lines), for Si (circles), InAs (diamonds), InGaAs (squares) and GaAs (stars) NWs, all with $2R_s = 10\text{nm}$, as a function of $V_g - V_T$. It is important to note that the Si curves were obtained numerically from Eqs. (6.5) and (6.6), while the corresponding InAs, InGaAs and GaAs curves were calculated using the analytical expressions, as proposed previously. For the III-V nanowires, the values of $V_T$ commented in Section 6.3 are used again. For Si, $V_T$ is numerically determined obtaining a value $V_T = 0.52V$.

It can be observed that while $C_Q$ is the dominant term for the III-V nanowires, it is negligible for Si in the strong inversion regime. The different values of $C_Q$ in InAs, InGaAs and GaAs can be explained attending to the differences in their $\Gamma$-valley effective masses. First, the lowest confinement effective mass of InAs increases the separation between humps in $C_Q$ with respect to InGaAs or GaAs. Second, the largest density of states effective mass of GaAs rises $C_Q$ up to values above $C_e$. Hence, in this material $C_{\text{inv}}$ is controled simultaneously by $C_Q$ and $C_e$.

It is interesting to analyse the contribution of $C_e$ for the different materials. For gate voltages below $V_T$, in III-V NWs as well as in Si, $C_e$ remains almost constant. In the III-V NWs $C_e = C_{C0}$ and the differences observed among InAs, InGaAs and InAs are mainly due to $\epsilon_s$ in Eq. (6.29) and slightly to their effective mass and the wavefunction penetration into the gate insulator. The dependence of $C_e$ with $V_g$ is strongly influenced.
Figure 6.8: Gate capacitance as a function of the gate overdrive voltage. $C_Q$ and $C_e$ are plotted as solid blue and dashed green, respectively, for a $2R_s = 10$nm Si (circles), InAs (diamonds), InGaAs (squares) and GaAs (stars) NW.

by $C_Q$. In this way, $C_e$ in InAs remains constant until $V_g - V_T \simeq 0.25$V where the second energy level starts to get populated, while in GaAs this variation in $C_e$ appears for $V_g - V_T \simeq 0.1$V.

In Si the situation is completely different. $C_e$ remains constant only in the sub-threshold region and then it grows linearly with $V_g - V_T$. Moreover, since $C_Q$ is very high, $C_e$ determines $C_{inv}$ in the inversion regime for the Si NW. $C_e$ is closely related –see Eq. (6.13)– to the difference between the surface and the center potential in the NW. Therefore, to understand the differences in the $C_e$ behavior in Si with respect to III-V materials it is interesting to analyze the behavior of $\psi_s$ and $\psi_c$ with $V_g$. Fig. 6.9 shows $\psi_s$ (circles) and $\psi_c$ (squares) in the Si (solid lines) and InGaAs (dashed lines) NWs as a function of the gate voltage. In strong inversion, $\psi_c$ is screened by the charge in Si, and therefore it becomes constant while for InGaAs $\psi_c$ keeps on increasing although at a lower rate than $\psi_s$. This is the reason why $C_e$ increases almost linearly with $V_g$ in Si but not in InGaAs. As proposed by Knoch et al. [181], this fact could be an interesting advantage to allow a better electrostatic control of the channel and then to reduce the short channel effects in III-V NWs.

We can complete the comparison between Si and III-V materials by studying the gate capacitance dependence on the EOT. Fig. 6.10 shows $C_g$, for $V_g - V_T = 0.3$V, as a function of the EOT for $2R_s = 10$nm Si (circles), InAs (diamonds), InGaAs (squares) and GaAs (stars) NWs. The insulator capacitance $C_{ins}$ is also plotted as a dashed
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Figure 6.9: Surface (circles) and center (squares) potential in a Si (solid) and an InGaAs (dashed) $2R_s = 10\text{nm}$ NW.

line. Again the Si curve was numerically obtained –from Eq. (6.2)– while for the InAs, InGaAs and GaAs NWs, $C_g$ was determined using the analytical model. For the Si NW the gate capacitance strongly depends on the EOT, mimicking the behavior of $C_{\text{ins}}$. However, for III-V materials, $C_g$ is slightly affected by $C_{\text{ins}}$, or by a change in the EOT, since $C_{\text{inv}}$ is the dominant contribution and it is almost independent of the EOT, as already shown by the analytical model here proposed. This is an important result which demonstrates the restricted impact of the continuous EOT scaling on the performance improvement of III-V NWs, in contrast to the traditional trend of silicon

Figure 6.10: Gate capacitance as a function of the EOT for a $2R_s = 10\text{nm}$ Si (circles), InAs (diamonds), InGaAs (squares) and GaAs (stars) NW. $C_{\text{ins}}$ is also plotted as dashed a line.
devices.

6.4.3 Effect of the wavefunction penetration

Finally, we have performed a comparison of the results with and without wavefunction penetration into the gate oxide. Fig. 6.11 shows the gate capacitance as a function of the gate voltage for the $2R_s = 10$nm InGaAs NW considering a finite (squares) and infinite (circles) potential barrier. In both scenarios the model (dashed lines) fits well the simulation results (solid lines) until $V_g \simeq 1$V. It should be noticed that while the second hump is clearly present in the simulation results for the finite potential well case, it is not in the infinite one. In the former case, the upper energy levels are due to the $\Gamma$-valley, while in the later case they are due to the $L$-valley. The higher conduction effective mass of this valley tends to strongly increase $C_Q$, hiding the second hump. Furthermore, the position of the humps is modified when no wavefunction penetration is considered. This is because the resulting energy levels differ significantly (see Fig. 5.7 in Chapter 5) as it was also observed for planar devices [96]. Moreover, the amplitude of the humps is reduced when no wavefunction penetration is included. This can be explained attending to a displacement of the charge position in the semiconductor farther from the semiconductor-insulator interface (as it was shown in Fig. 5.9 in Chapter 5).

![Figure 6.11: Gate capacitance versus gate voltage for a $2R_s = 10$nm InGaAs NW. Solid and dashed lines correspond to simulation and model results respectively. Infinite and finite potential barrier are plotted as circles and squares respectively.](image)
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6.5 Threshold voltage modeling

In this Section we propose an analytical model for the threshold voltage of III-V NWs under a parabolic dispersion relation. Due to the relevance of non-parabolicity in III-V materials, the resulting expression will be modified in Sections 6.6 and 6.7 to consider non-parabolicity of the conduction band and interface states, respectively. The NW structure is the same as depicted in Fig. 5.1. As mentioned in the Introduction of the present Chapter, when small MuG devices are considered, the traditional definition of $V_T$ corresponding to a semiconductor surface potential band bending equal to two times the Fermi potential is no longer valid \[183-185\].

Here, $V_T$ is calculated as the maximum of the second derivative of the electron charge per unit length as a function of the gate voltage, $d^2Q_s/dV_g^2$, where $Q_s = Q_i + Q_d$ is the total charge in the semiconductor. Here $Q_i$ and $Q_d$ are the inversion and depletion charges in the semiconductor and we assume that $Q_d = qN_a\pi R_s^2$ does not depend on $V_g$. This definition of $V_T$ has been satisfactorily used in the study of the corner effects in MuG MOSFETs \[203\]. We recall the expression for $Q_i$ under parabolic dispersion relation introduced in Chapter 5. There, we showed that, around $V_T$, $Q_i$ can be calculated by the carriers in the first subband (see Fig. 5.7 in Chapter 5). Thus, the resulting expression for $Q_i$ around threshold is:

$$Q_i = qg(\hat{E}_0) = qg_v\sqrt{\frac{2m_t k_B T}{\pi \hbar^2}} \mathcal{F}_{-\frac{1}{2}} \left(-\frac{\hat{E}_0 + \Delta \hat{E}_0 - q\psi_c}{k_B T}\right)$$  \hspace{1cm} (6.24)

where the nomenclature introduced in Chapter 5 is kept.

However, in order to develop a simple compact model, $Q_i$ in Eq. (6.24) can be further simplified. For low gate voltages $\Delta \hat{E}_0$ can be neglected since the potential in the cross section of the NW is nearly flat and, consequently, this factor is not relevant (see Fig. 5.7a in Chapter 5). So, after renaming $N_c = qg_v\sqrt{2m_t k_B T/\pi \hbar^2}$, we can write

$$Q_i = N_c \mathcal{F}_{-\frac{1}{2}} \left(-\frac{\hat{E}_0 - q\psi_c}{k_B T}\right)$$  \hspace{1cm} (6.25)

Additionally, the gate capacitance, $C_g$, was defined in Eq. (6.1) as:

$$C_g \equiv \frac{dQ_G}{dV_g} = -\frac{dQ_s}{dV_g} = -\frac{dQ_i}{dV_g}$$  \hspace{1cm} (6.26)
where \( Q_G \) is the gate charge. For just one subband, we got in Section 6.2 that \( C_g \) can be expressed as:

\[
C_g = \left( \frac{1}{C_{\text{ins}}} + \frac{1}{C_{Q_0}} + \frac{1}{C_{C_0}} \right)^{-1}
\]

(6.27)

where \( C_{Q_0} \) and \( C_{C_0} \) were the quantum and centroid capacitances due to the first subband:

\[
C_{Q_0} = \frac{dQ_i}{d\psi_c} = \frac{q}{k_B T} N_c \mathcal{F}_{-\frac{1}{2}} \left( -\frac{\hat{E}_0 - q\psi_c}{k_B T} \right)
\]

(6.28)

\[
C_{C_0} = \frac{4\pi\varepsilon_s}{A_0^2 R_s^2} \left( J_1^2(\gamma_0 R_s) + J_0^2(\gamma_0 R_s) - \frac{J_0(\gamma_0 R_s)J_1(\gamma_0 R_s)}{\gamma_0 R_s} \right)
\]

(6.29)

For the sake of simplicity we define:

\[
\frac{1}{C_{\text{geom}}} \equiv \frac{1}{C_{\text{ins}}} + \frac{1}{C_{C_0}}
\]

(6.30)

Then:

\[
\frac{d^2Q_i}{dV_g^2} = -\frac{d}{dV_g} \left( \frac{1}{\frac{1}{C_{\text{geom}}} + \frac{1}{C_{Q_0}}} \right) = \frac{dC_{Q_0}}{dV_g^2} \left( 1 + \frac{C_{Q_0}}{C_{\text{geom}}} \right)^2
\]

(6.31)

Using the Gauss law we can write:

\[
V_g - \Phi_{\text{ms}} - \psi_s = \frac{Q_i}{C_{\text{ins}}} + \frac{Q_d}{C_{\text{ins}}}
\]

(6.32)

The surface potential can be expressed in terms of \( \psi_c \) as:

\[
\psi_s = \psi(R_s) = \frac{qg(\hat{E}_0) R_s^2}{2\pi\varepsilon_s} \left( J_1^2(\gamma_0 R_s) + J_0^2(\gamma_0 R_s) - \frac{J_0(\gamma_0 R_s)J_1(\gamma_0 R_s)}{\gamma_0 R_s} \right) + \frac{qN_a R_s^2}{4\varepsilon_s} + \psi_c
\]

(6.33)

where we have particularized Eq. (5.50) for just one subband. Using Eqs. (6.24) and (6.29) we can reformulate:

\[
\psi_s = \frac{Q_i}{C_{C_0}} + \frac{Q_d}{4\pi\varepsilon_s} + \psi_c
\]

(6.34)

Therefore, using Eq. (6.32) and assuming \( dQ_d/d\psi_c = 0 \), Eq. (6.34) can be rewritten as:

\[
\frac{dV_g}{d\psi_c} = \frac{dQ_i}{d\psi_c} \frac{1}{C_{\text{ins}}} + \frac{dQ_i}{C_{C_0} \psi_c} + 1
\]

(6.35)
Using Eqs. (6.28) and (6.30) Eq. (6.35) transforms into:
\[
\frac{dV_g}{d\psi_c} = \left(1 + \frac{CQ_0}{C_{\text{geom}}}ight)
\] (6.36)

So, applying the chain rule to \(dCQ_0/dV_g\) in Eq. (6.31) and substituting Eq. (6.36) we get:
\[
\frac{d^2Q_i}{dV_g^2} = \frac{dCQ_0}{d\psi_c} \left(1 + \frac{CQ_0}{C_{\text{geom}}}ight)^3
\] (6.37)

Although the maximum of \(d^2Q_s/dV_g^2\) could be determined differentiating Eq. (6.37) with respect to \(V_g\) and equaling the resulting expression to zero, the procedure would result in a non linear second order differential equation. Obtaining \(V_T\) from such expression is non trivial.

In its stead, we can consider having a deeper insight in the behavior of \(d^2Q_i/dV_g^2\). Substituting Eq. (6.28) into Eq. (6.37) leads to:
\[
\frac{d^2Q_i}{dV_g^2} = \frac{\left(\frac{q}{k_BT}\right)^2 N_c F_{-\frac{3}{2}} \left(-\frac{\hat{E}_0 - q\psi_c}{k_BT}\right)}{\left[1 + \frac{qN_c}{C_{\text{geom}}} F_{-\frac{3}{2}} \left(-\frac{\hat{E}_0 - q\psi_c}{k_BT}\right)\right]^3}
\] (6.38)

where we have used the derivative rule for the Fermi-Dirac integral: \(F_{i-1}(u) = dF_i(u)/du\).

The value of \(\psi_c\) that maximizes this expression is the center potential at threshold voltage: \(\psi_c^{(T)}\). Hereinafter we use the superscript \((\text{T})\) to denote the value of a potential at \(V_g = V_T\).

For the sake of clarity let us define: \(x = \left(-\hat{E}_0 + q\psi_c\right)/k_BT\), and \(A = \frac{qN_c}{k_BT C_{\text{geom}}}\). Then, determining \(\psi_c^{(T)}\) in (6.38) is equivalent to obtaining the value \(x_m\) that maximizes
\[
f(x) = \frac{F_{-\frac{3}{2}}(x)}{\left[1 + A F_{-\frac{3}{2}}(x)\right]^3}
\] (6.39)

The inset of Fig. 6.12 shows \(f(x)\) around its maximum for four values of \(A\). As can be seen, \(x_m\) varies with \(A\), which is a function of device geometry (through \(C_{\text{geom}}\)) and of the material parameters (through \(N_c\)). We have found that for all device geometries
and material parameters considered in this study the term $A$ is in a range from 0.2 to 5 where $x_m$ varies as shown in Fig. 6.12 (symbols). This dependence can be fitted by a quadratic approximation, shown as a dashed line in Fig. 6.12 and given by:

$$x_m = (0.038A^2 - 0.513A - 0.771) \quad (6.40)$$

Then, $\psi_c^{(T)}$ can be calculated as:

$$\psi_c^{(T)} = \frac{E_0}{q} + \left\{ 0.038 \frac{q}{k_BT} \left( \frac{N_c}{C_{\text{geom}}} \right)^2 - 0.513 \frac{N_c}{C_{\text{geom}}} - 0.771 \frac{k_BT}{q} \right\} \quad (6.41)$$

This expression accurately determines the center potential (referenced to $E_F$) at threshold voltage for all materials and nanowire sizes tested in this Chapter.

$\psi_c^{(T)}$ and $V_T$ can be related by means of the Gauss law evaluated at $V_s = V_T$:

$$V_T - \Phi_{\text{ins}} = \psi_s^{(T)} + \frac{Q_d}{C_{\text{ins}}} + \frac{Q_T}{C_{\text{ins}}} \quad (6.42)$$

where $\psi_s^{(T)}$ is the semiconductor surface potential at threshold which, from Eq. (6.34), is given by:

$$\psi_s^{(T)} = \frac{Q_T}{C_{\text{CO}}} + \frac{Q_d}{4\pi\epsilon_s} + \psi_c^{(T)} \quad (6.43)$$
Non-parabolic correction for the \( V_T \) model

Being \( Q_T \) the inversion charge at threshold,

\[
Q_T = N_c \mathcal{F}_{-\frac{1}{2}} \left( -\frac{\hat{E}_0 - q\psi_c^{(T)}}{k_B T} \right)
\]  

(6.44)

and where \( \psi_c^{(T)} \) was given in (6.41).

6.6 Non-parabolic correction for the \( V_T \) model

To provide a complete and accurate description of the threshold voltage in III-V NWs, the effect of non-parabolic bands should not be neglected. In this Section we propose a correction factor to Eq. (6.42) which takes into consideration the non-parabolicity of the \( \Gamma \)-valley dispersion relationship. To do it, we use the correction of the parabolic energy minimum introduced in Chapter 5, Eq. (5.60). As discussed in Fig. 5.10 in Chapter 5, this correction is accurate enough to model the \( Q_i \) versus \( V_g \) relation for low \( V_g \) values, and it is much simpler than the complete non-parabolic dispersion relation. Thus, using Eq. (5.60), the non-parabolic correction factor of the first energy level is:

\[
\Delta \hat{E}_0^{\text{NP}} = \hat{E}_0^{\text{NP}} - \hat{E}_0
\]  

(6.45)

where \( \hat{E}_0 \) is the parabolic band minimum and \( \hat{E}_0^{\text{NP}} \) is the non-parabolic band minimum given by:

\[
\hat{E}_0^{\text{NP}} = \hat{\phi}_0 + \frac{-1 + \sqrt{1 + 4\beta \left( \hat{E}_0 - \hat{\phi}_0 \right)}}{2\beta}
\]  

(6.46)

being \( \beta \) the non-parabolic factor and \( \hat{\phi}_0 \) defined in Eq. (5.58):

\[
\hat{\phi}_0 = \int_0^{2\pi} \int_0^{R_s + t_{\text{ins}}} \xi_0(r, \theta) \hat{\phi}(r) \xi_0^*(r, \theta) r dr d\theta
\]  

(6.47)

where \( \hat{\phi}(r) \) is the total potential energy referred to \( \psi_c \) (see Section 5.4 for details). Consistently with the assumption made in Section 6.5 when neglecting the energy correction factor \( \Delta \hat{E}_0 \), we can approximate the potential in the semiconductor as flat and equal to \( \psi_c \). In the insulator we have to add the potential barrier \( \Delta \phi \) to consider the total potential energy. Therefore, \( \hat{\phi}(r) \) can be approximated by zero inside the
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semiconductor and by $\Delta \phi$ in the insulator. Then $\hat{\phi}_0$ is given by\(^2\):

$$\hat{\phi}_0 = \frac{1}{2\pi} \int_0^{2\pi} \int_{R_s}^{R_s+t_{\text{ins}}} C_0 K_0(\alpha_0 r) \Delta \phi C_0^2 K_0^*(\alpha_0 r) r drd\theta = \Delta \phi C_0^2 \int_{R_s}^{R_s+t_{\text{ins}}} \left| K_0(\alpha_0 r) \right|^2 r dr =$$

$$\Delta \phi C_0^2 \left( \frac{R_s^2}{2} [K_0^2(\alpha_0 R_s) + K_1^2(\alpha R_s)] - \frac{R_s + t_{\text{ins}}}{2} [K_0^2(\alpha_0 (R_s + t_{\text{ins}})) + K_1^2(\alpha_0 (R_s + t_{\text{ins}}))] \right)$$

(6.48)

where we have used Eqs. (6.15) and (B.5). However, a more compact expression for $\hat{\phi}_0$ can be easily obtained if we approximate $K_0$ by\[^2\]ș\(204\):

$$K_0(\alpha_0 r) \approx \sqrt{\frac{\pi}{2\alpha_0 r}} e^{-\alpha_0 r}$$

(6.49)

which for the expected values of $\alpha_0 r > 10$ (all practical cases have been checked) introduces an error lower than 3%. The validation of such an approximation is showed in Appendix ???. Therefore, substituting Eq. (6.49) into Eq. (6.48) gives:

$$\hat{\phi}_0 = \frac{\Delta \phi C_0^2 \pi}{4\alpha_0^2} e^{-2\alpha_0 R_s} \left( 1 - e^{-2\alpha_0 t_{\text{ins}}} \right)$$

(6.50)

The term $e^{-2\alpha_0 t_{\text{ins}}}$ is actually much smaller than 1 for all practical values of the potential barrier, semiconductor radius, confinement effective mass (which determine $\alpha_0$) and $t_{\text{ins}}$ and therefore it can be neglected. Then, using Eq. (6.50) in Eqs. (6.46) and (6.45) the non-parabolic correction factor becomes:

$$\Delta \hat{E}_{0}^{\text{NP}} = \frac{\Delta \phi C_0^2 \pi}{4\alpha_0^2} e^{-2\alpha_0 R_s} - \hat{E}_0 + \frac{-1 + \sqrt{1 + 4\beta \left( \hat{E}_0 - \Delta \phi C_0^2 \pi e^{-2\alpha_0 R_s}/4\alpha_0^2 \right)}}{2\beta}$$

(6.51)

This non-parabolic correction factor modifies the energy level in Eq. (6.26). But, as can be inferred from Eqs. (6.41) and (6.42), this is equivalent to a shift in $V_T$ given by $\Delta \hat{E}_{0}^{\text{NP}}/q$. Therefore, the threshold voltage expression taking into consideration non-parabolic bands is:

$$V_T = \Phi_{\text{ins}} + \frac{Q_T}{C_{C0}} + \frac{Q_d}{4\pi\epsilon_s} + \frac{Q_T}{C_{\text{ins}}} + \frac{Q_d}{C_{\text{ins}}} + \psi_{(T)} + \frac{\Delta \hat{E}_{0}^{\text{NP}}}{q}$$

(6.52)

\(^2\)Please remind that $C_0$ is not a capacitance, but the normalization constant of the wavefunction in the insulator
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6.7 Influence of interface states on $V_T$

In this Section we discuss the effect of an arbitrary profile of interface states on the threshold voltage. To this end we first determine the variation of $\psi_c$ due to a non-null $D_{it}$. As shown by Eq. (6.52) this variation of $\psi_c$ can be right away translated into a variation in $V_T$. Therefore, we define the correction factor of $V_T$ due to a non-null $D_{it}$ as:

$$\Delta V_{D_{it}} = \psi_{c}^{wD_{it}} - \psi_{c}^{w/oD_{it}}$$ (6.53)

where the superscript $wD_{it}$ and $w/oD_{it}$ are used henceforth to refer to quantities with and without $D_{it}$. To determine this difference we make use the model equations from Sections 5.3 and 5.5. From Eq. (5.50) we get a generic expression for the center potential, which taking into account that $J_v(0) = 0$ for $v \neq 0$ and $J_0(0) = 1$:

$$\psi_c = \frac{q}{2\pi\epsilon_a} \sum_{j=0}^{N} g(\hat{E}_j) \frac{A^2_j}{2\gamma_j^2} + D_a$$ (6.54)

The first term in the right-hand-side of Eq. (6.54) is not modified if $D_{it}$ is considered. As explained in Section 5.5 the presence of a non-null $D_{it}$ modify the insulator integration constant $C_b$, see Eq. (5.48), and consequently constants $D_b$ and $D_a$ which depend on it, see Eqs. (5.47) and (5.49). Therefore, we can reformulate Eq. (6.53) as:

$$\Delta V_{D_{it}} = D_a^{wD_{it}} - D_a^{w/oD_{it}}$$ (6.55)

where $D_a$ is given by:

$$D_a = \frac{q}{2\pi\epsilon_b} \sum_{j=0}^{N} g(\hat{E}_j) \varphi^b_j(R_s) + C_b \ln(R_s) + D_b - \frac{q}{2\pi\epsilon_a} \sum_{j=0}^{N} g(\hat{E}_j) \varphi^a_j(R_s) - \frac{q R^2_s}{4\epsilon_a} N_a$$ (6.56)

Since the expression for $\varphi^a_j$, $\varphi^b_j$ and $g(\hat{E}_j)$ do not depend on $D_{it}$ we get:

$$D_a^{wD_{it}} - D_a^{w/oD_{it}} = (C_b^{wD_{it}} - C_b^{w/oD_{it}}) \ln(R_s) + (D_b^{wD_{it}} - D_b^{w/oD_{it}})$$ (6.57)
with $C_{bDit}^w$ and $C_{b/oDit}^w$ given by Eqs. (5.66) and (5.48). We recall them here:

$$C_{bDit}^w = \frac{R_s}{\epsilon_b} \left( \frac{1}{2\pi} \sum_{j=0}^{N} g(\hat{E}_j)\psi_j^a(R_s) + \frac{qN_aR_s}{2} - \frac{1}{2\pi} \sum_{j=0}^{N} g(\hat{E}_j)\psi_j^b(R_s) \right) - \frac{R_s}{\epsilon_b} Q_{it}$$  (6.58)

$$C_{b/oDit}^w = \frac{R_s}{\epsilon_b} \left( \frac{1}{2\pi} \sum_{j=0}^{N} g(\hat{E}_j)\psi_j^a(R_s) + \frac{qN_aR_s}{2} - \frac{1}{2\pi} \sum_{j=0}^{N} g(\hat{E}_j)\psi_j^b(R_s) \right)$$  (6.59)

where $Q_{it}$ is the charge due to active interface traps. As discussed in Section 5.5 it comes from an integration of $D_{it}$ whose limits depends on $\psi_s$. For the sake of simplicity, we consider here that all the traps are active at threshold voltage, which is not an unrealistic scenario looking at $\psi_s$ for voltage values close to $V_T$ (see Fig. 5.14 in Chapter 5). From Eq. (6.59) is straightforward to find:

$$C_{bDit}^w - C_{b/oDit}^w = \frac{R_s}{\epsilon_b} Q_{it}$$  (6.60)

Finally, $D_b$ was given by Eq. (5.49):

$$D_b = V_g - \Phi_{ms} - \frac{1}{2\pi \epsilon_b} \sum_{j=0}^{N} g(\hat{E}_j)\varphi_j^b(R_s + t_{ins}) - C_b \ln(R_s + t_{ins})$$  (6.61)

None of the terms in the right hand side of Eq. (6.61), except $C_b$, depend on $D_{it}$. Then, introducing Eq. (6.60) into Eq. (6.61),

$$D_{bDit}^w - D_{b/oDit}^w = - \frac{R_s}{\epsilon_b} Q_{it} \ln(R_s + t_{ins})$$  (6.62)

Substituting Eqs. (6.57), (6.60) and (6.62) into Eq. (6.55) we get:

$$\Delta V_{Dit} = - \frac{Q_{it}}{C_{ins,s}}$$  (6.63)

being $C_{ins,s} = \epsilon_b/R_s \ln \left(1 + \frac{t_{ins}}{R_s} \right)$ the insulator capacitance per unit surface. Although Eq. (6.63) is a commonly used formula in the literature, getting it reinforces the validity of the aforementioned model equations. The resulting threshold voltage expression
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including $D_{it}$ is:

$$V_T = \Phi_{ms} + \frac{Q_T}{C_{C0}} + \frac{Q_d}{4\pi \epsilon_s} + \frac{Q_T}{C_{ins}} + \frac{Q_d}{C_{ins,s}} + \psi_c^{(T)} + \frac{\Delta \hat{E}^{NP}}{q} - \frac{Q_{it}}{C_{ins,s}} \quad (6.64)$$

6.8 Validation and Results of the $V_T$ model

In this section, the results obtained with the threshold voltage model have been compared with the solution of the simulator presented in Chapter 3. InAs, In$_x$Ga$_{1-x}$As ($x=0.53$) and GaAs were considered as semiconductor materials. The values of the Γ-valley effective masses, and non parabolicity factors are summed up in Appendix F. Al$_2$O$_3$ was used as gate insulator, although the validity of the $V_T$ model was also checked for other insulator materials. Different NW sizes and oxide thicknesses were studied. The simulation results for $V_T$ were obtained from the maximum of the second derivative of the charge with respect to the gate voltage.

The main assumption of the $V_T$ model considers that $Q_i$ can be described, around $V_T$, by just one energy sub-band. To check the validity of this premise, Fig. 6.13 shows the $V_T$ simulation results when only the first sub-band (solid) and when all sub-bands (dashed) for a InAs NW. Some small differences are observed for large NW sizes ($2R_s = 20$nm). To explain this behavior, the inset in Fig. 3 depicts the potential energy profile in the cross-section of two InAs NWs with $2R_s = 5$nm and $2R_s = 20$ nm at $V_T$, including the first subband energy level (solid) and the following ones (dotted). The Fermi level (dashed) is also depicted as the energy reference. For the smaller device, the separation between the first energy level and the following ones is quite large, reducing the population of the rest of the subbands and therefore confirming our assumption. For the larger device, the separation is reduced explaining the higher influence of the following subbands on the calculated $V_T$. Still, this discrepancy is small enough to validate the starting hypothesis.

Fig. 6.14 shows the modeled $V_T$ (solid lines) as a function of the NW diameter for different III-V semiconductor materials: InAs (red), InGaAs (blue) and GaAs (green). Again $t_{ins} = 1.5$nm was considered. Several NW sizes (from $2R_s = 5$nm to 20nm) were simulated for each material (unfilled symbols). As can be seen, the model shows a good agreement for all NW sizes and materials.

To analyze the influence of the wavefunction penetration into the gate insulator on the determination of $V_T$, we have also plotted the infinite potential barrier case in
Figure 6.13: Threshold voltage versus NW diameter for a InAs NW considering the lowest subband (solid) or all the subbands (dashed). The inset shows the potential well, Fermi level (dashed), first energy level (solid) and following energy levels (red) for InAs NWs with $2R_s = 5$nm (left) and $2R_s = 20$nm (right) at $V_T$ (dashed).

Fig. 6.14 Dashed lines and filled symbols correspond to model and simulation results respectively. We can see that the model also fits the simulation results for the infinite potential barrier [205], [98]. Larger differences in $V_T$, between infinite and finite potential barrier cases, are observed for all materials when small NW sizes are considered. The higher influence of the infinite barrier in small NWs is due to their higher confinement that increases the value of the energy levels. The differences observed between the infinite and finite potential barrier cases are more relevant for the InAs NWs. The reason is that this material has the lowest confinement effective mass and therefore the largest wavefunction penetration into the gate insulator.

When very small devices are considered, the Γ-valley effective mass can notably differ from its bulk value [201]. This dependence can be included in the model. In fact, the model allows to consider different transport and confinement effective masses ($m_a^*$ and $m_a$, respectively). Thereby, $m_a^*$ affects to the $N_c$ factor in Eq. (6.24) and $m_a$ to $\hat{E}_0$ in Eq. (5.18).

Fig. 6.15 shows the threshold voltage as a function of the Γ-valley effective mass for two InGaAs NW sizes. To keep the figure simple, we have considered a isotropic effective mass: $m_a = m_a^*$. The rest of the material parameters (i.e. potential barrier, non-parabolicity factor, dielectric constant, etc.) are the characteristic ones of InGaAs. The simulation and model results are plotted as symbols and lines, respectively.
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Figure 6.14: Threshold voltage versus NW diameter for InAs (circles), InGaAs (squares) and GaAs (diamonds) NWs. Solid lines and unfilled symbols correspond to model and simulation results with finite potential barrier respectively. Dashed lines and filled symbols are the model and simulation results when an infinite potential barrier case is considered.

A good fit is observed for all effective mass values. As can be seen, a lower $m_a$ increases the threshold voltage.

It is worthy to assess the contribution of the different components of Eq. (6.52) to $V_T$. Fig. 6.16 shows these contributions as a function of the nanowire diameter for: (a) InAs and (b) GaAs NWs. The contribution of the depletion charge term has not been plotted as it is several orders of magnitude lower than any other, for the doping level, $N_a = 10^{14} \text{cm}^{-3}$, considered in this Chapter. As can be seen, in general, just three terms control almost completely the $V_T$ behavior: $\Phi_{ms}$, $\psi_c(T)$ and $\Delta E_{NP}^0$. The influence of the inversion onset charge term, $Q_T \left( C_{C0}^{-1} + C_{\text{ins}}^{-1} \right)$, is negligible for all the NW sizes. The influence of the non-parabolic correction is much smaller in the GaAs devices (Fig. 6.16b) than in the InAs NWs (Fig. 6.16a). The reason is the lower value of the non-parabolicity factor of the $\Gamma$-valley, $\beta$, in GaAs (see Appendix F). Moreover, for GaAs NW sizes larger than $2R_s = 10 \text{nm}$, $V_T$ is roughly determined by $\Phi_{ms}$.

Finally, the validity of the model for different insulator thicknesses is discussed. Fig. 6.17 shows the simulation (symbols) and model (solid lines) $V_T$ results as a function of $t_{\text{ins}}$ for $2R_s = 10 \text{nm}$ GaAs (green), InGaAs (blue) and a InAs (red) NWs. The results corresponding to two InGaAs NWs of $2R_s = 5 \text{nm}$ and $2R_s = 15 \text{nm}$ are also plotted as dashed lines (model) and as stars and triangles (simulation). As proposed
Figure 6.15: Threshold voltage for $2R_s = 5\text{nm}$ and $2R_s = 10\text{nm}$ InGaAs NWs considering different $\Gamma$-valley effective masses. Model and simulation results are plotted as solid lines and symbols, respectively.

in Section 6.5, $V_T$ in III-V NWs remains approximately constant with $t_{\text{ins}}$ as long as $C_{\text{ins}}$ is not comparable to $C_Q$ (see Section 6.2). The model reproduces the simulation results accurately for all proposed cases.
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**Figure 6.16:** Contribution of the different terms of Eq. (6.52) to $V_T$ for (a) a InAs and (b) a GaAs NW as a function of its size. The contribution of the depletion charge term to $V_T$ has not been plotted as it is several orders of magnitude lower than any other.

![Figure 6.17](image)

**Figure 6.17:** Threshold voltage versus insulator thickness for different $2R_s = 10\text{nm}$ GaAs (green), InGaAs (blue) and InAs (red) NWs. Model and simulation results are plotted as solid lines and symbols respectively. The results corresponding to two InGaAs NWs of $2R_s = 5\text{nm}$ and $2R_s = 15\text{nm}$ are also plotted as dashed lines (model) and as stars and triangles (simulation).
6.9 Conclusions

In this Chapter, we have proposed physically based analytical models for two electrostatic quantities in III-V NWs: the gate capacitance, and the threshold voltage. These models took into consideration Fermi-Dirac statistics, the conduction band non-parabolicity, and the two-dimensional quantum confinement of the carriers.

Regarding the gate capacitance model, it has been demonstrated that the model fits very well the numerical results for different NW sizes and materials, and for gate overdrive voltages up to 0.4V (in the worst case) without considering any fitting parameters. Its limitation was related to the occupancy of more than L-valley subbands and the presence of strong potential curvatures in the semiconductor which severely modify the wavefunctions obtained in Chapter 5. The different contributions to the total gate capacitance have been identified and modeled, showing their relation with the finite density of states and the charge distribution in the NWs. The capacitance behavior of III-V NWs has been compared with that of their Si counterparts. Significant differences have been found for the dominant contribution to the inversion capacitance, as well as for the semiconductor potential dependence on the gate voltage. Furthermore, we have shown the limited impact of the EOT reduction in the gate capacitance of III-V NWs, in contrast to the behavior observed in Si devices. Finally, the role of the wavefunction penetration into the gate insulator has been also analyzed, evidencing its relevance for an accurate description of the gate capacitance.

Concerning the threshold voltage model, after some reasonable approximations, we have come up with a simple expression of $V_T$ that will be useful for the development of compact models for III-V cylindrical NWs. We have demonstrated that the threshold voltage expression accurately reproduces the numerical results for different III-V semiconductor materials, NW sizes, and oxide thicknesses. The influence of the wavefunction penetration into the gate insulator has been discussed, illustrating its relevance for an accurate modeling of $V_T$. The $V_T$ variations due to the changes in the semiconductor effective mass have also been evaluated. We gave insight into the different contributions to the threshold voltage finding interesting differences among materials. Furthermore, we studied the $V_T$ dependence on the insulator thickness, showing no relevant changes in a wide range of $t_{\text{ins}}$ confirming that it is the quantum capacitance the main capacitance term controlling the behavior of III-V MOS structures.
Part III

Transport
Chapter 7

Boltzmann Transport Equation
and Momentum Relaxation Time
in a 1D electron gas

7.1 Introduction

The semi-classical study of the transport properties of a 1D electron gas implies the resolution of the Boltzmann Transport Equation (BTE) \[88, 206\]. As it happened with the Schrödinger and Poisson equations in the electrostatic part of this manuscript, the BTE is not straightforward to solve in complex structures. An analytical resolution is nearly unapproachable for most practical cases. For that reason, numerical solutions of the BTE are commonly used to analyze the transport behavior of electronic devices. Among them, we can highlight the Monte Carlo method, which solves the BTE collecting statistics \[207–211\]. Deterministic approaches have also been implemented \[212\]. Other usual approach is the linearization of the BTE using the Momentum Relaxation Time (MRT) approximation \[213–217\].

In this work, we opted for evaluating the low-field electron mobility using the MRT approximation. Thus, the main goals of this Chapter are: 1) to set up the necessary background on the BTE in a 1D electron gas, spotlighting those issues which needs clear understanding and 2) present the linearization of the BTE which is used for its resolution showing the approaches needed to carry it out.

The rest of the Chapter is organized as follows. In Section 7.2 we introduce the
BTE and particularize it for the description of the electron transport in a 1D gas. Section 7.3 discuss the collision term of the BTE, that includes the effect of the the scattering phenomena and the perturbing potential that they induce through the Fermi Golden Rule. In Section 7.4 the linearization of the BTE and the definition of the MRT are presented, and highlighting their implications. Sections 7.5 and 7.6 compare two approaches (explicit and implicit) to solve the equations presented in Section 7.4. In Section 7.7 we introduce the Kubo-Greenwood formula for the calculation of the mobility from the solutions of the linearized BTE. This Chapter also includes Appendix D that deals with the scattering mechanism employed in this work. Finally, Section 7.8 recapitulate the main conclusions obtained thorough the Chapter.

### 7.2 Boltzmann Transport Equation

In this Section we introduce the BTE and we particularize it to characterize the transport phenomena in a 1D electron gas. The BTE describes the evolution in the real space, momentum space and time of a statistical distribution of classical particles. Its derivation can be found in several textbooks \[88, 206, 218-220\]. The most general formulation is:

\[
\frac{df}{dt} = \left[ \frac{\partial f}{\partial t} \right]_{\text{diffusion}} + \left[ \frac{\partial f}{\partial t} \right]_{\text{forces}} + \left[ \frac{\partial f}{\partial t} \right]_{\text{collisions}} \tag{7.1}
\]

where \(f\) is the distribution function and describes the probability of finding a particle with a certain position and momentum at a given instant of time. Equation (7.1) reads as follows: the distribution function \(f\) changes with time by three different mechanisms: (i) particle’s motion diffusion (which implies a change in position), (ii) external forces (which implies a change in momentum), and (iii) particle collisions.

When the particles to be modeled by the BTE are electrons in a semiconductor, \(f = f(r, k, t)\), describes the electron distribution, and the first two factors of Eq. (7.1) can be particularized as \[219, 206\]:

\[
\left[ \frac{\partial f}{\partial t} \right]_{\text{diffusion}} = -\frac{1}{\hbar} \nabla_k E_j(k) \cdot \nabla f(r, k, t) \tag{7.2}
\]

and

\[
\left[ \frac{\partial f}{\partial t} \right]_{\text{forces}} = -\frac{qF}{\hbar} \cdot \nabla_k f(r, k, t) \tag{7.3}
\]

being \(F\) the external applied electric field.
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The derivation of Eq. (7.2) reads as follows: the net change in the electron distribution due to electron diffusion is equal to the product of the spatial gradient, which points in the direction of spatial change of the electron distribution, times the velocity which determines the rate of spatial change of the position with time. A similar statement can be derived for Eq. (7.3).

Finally, distribution’s change with time due to collisions can be written as:

\[
\frac{\partial f}{\partial t}\bigg|_{\text{collisions}} = S_{\text{in}}(r, k, t) - S_{\text{out}}(r, k, t) \tag{7.4}
\]

where \(S_{\text{in}}\) and \(S_{\text{out}}\) stand for the rate of particles changing their wavevector to \(k\) and/or their position to \(r\) after a collision and the rate of particles changing their wavevector from \(k\) and/or their position from \(r\) after a collision, respectively.

Using Eqs. (7.2), (7.3) and (7.4), the BTE for electrons in semiconductors can be reformulated as:

\[
\frac{df(r, k, t)}{dt} + \frac{1}{\hbar} \nabla_{k} E_{j}(k) \cdot \nabla f(r, k, t) + \frac{qF}{\hbar} \cdot \nabla_{k} f(r, k, t) = S_{\text{in}}(r, k, t) - S_{\text{out}}(r, k, t) \tag{7.5}
\]

Equation (7.5) determines the change with time of the electron distribution in a 3D electron gas under a semi-classical approach\(^2\). However, the object of interest along this manuscript is the study of MuG structures with 2D spatial confinement. The two paradigms, quantum mechanical (provided by the solution of the 2D Schrödinger and Poisson equations in the cross-section of the MuG structure in Chapter 2) and semi-classical (determined by the Boltzmann transport equation) need to be reassembled. The main assumption is to consider that the potential along the transport direction, \(z\), of the MuG structure varies pretty slowly and thus the electron wavefunction in that direction can be approximated by a plane wave.

Then, the 2D Schrödinger and Poisson equations are solved for the NW cross-section (as proposed in Chapter 2) at each position \(z\) (and potential \(V\)) along the NW length. Since no dependence on \(z\) of the semiconductor Hamiltonian is expected, the inclusion of \(V(z)\) can be modeled as a variation of the Fermi level along the NW length\,\(^2\).\(^{213}\)

\(^{1}\)The derivation of Eq. (7.5) is completely equivalent to that done by some authors in the literature\,\(^8\) by just applying the chain rule to \(df(r, k, t)/dt\) and assuming that \(r\) and \(k\) are independent and functions of time. We have opted for the one presented here as it provides a deeper understanding on the physics.

\(^{2}\)Electrons in Eq. (7.5) are considered classical particles, but the collisions can be treated quantum mechanically, as will be shown in Section 7.3.
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From the previous discussion we conclude that the six dimensional phase space \( r - k \) of Eq. (7.5) is reduced to a 2D space \( z - k_z \) and Eq. (7.5) is particularized for the 1D electron gas as:

\[
\frac{df_j(z, k_z, t)}{dt} + \frac{1}{\hbar} \frac{\partial E_j(k_z)}{\partial k_z} \frac{\partial f_j(z, k_z, t)}{\partial z} + \frac{qF_z}{\hbar} \frac{\partial f_j(z, k_z, t)}{\partial k_z} =
\]

\[= S_{\text{in},j}(z, k_z, t) - S_{\text{out},j}(z, k_z, t) \quad (7.6)\]

where \( f, S_{\text{in}} \) and \( S_{\text{out}} \) are discretized for each subband \( j \) and \( F_z = -\partial V(z)/\partial z \) is the longitudinal component of the electric field.

In the next Section, the rates of change in the electron states due to collisions, \( S_{\text{in}} \) and \( S_{\text{out}} \), are presented and their relation to the scattering phenomena and the perturbing potentials that they generate are discussed.

7.3 Scattering rate and perturbation potentials. Fermi Golden Rule

For an electron gas, \( S_{\text{in}} \) and \( S_{\text{out}} \) can be attributed to scattering events which perturb the electron free-flights, changing their ballistic trajectory. Three assumptions are made for the physical modeling of the scattering events: (a) the collisions occur in a very short time scale and can be considered as instantaneous; (b) the collisions produce a change in the particles trajectory modifying their wavenumber but they do not change the particles’ position; and (c) the scattering interaction is weak [206].

Under these three assumptions, \( S_{\text{out},j} \) can be written as:

\[
S_{\text{out},j}(z, k_z, t) = f_j(z, k_z, t) \sum_{j', k_z'} S_{j,j'}(k_z, k_z') [1 - f_{j'}(z, k_z', t)] \quad (7.7)
\]

Eq. (7.7) reads as: the rate of electrons leaving the subband \( j \) and wavenumber \( k_z \) after a collision (also called the scattering output flux) at a given position \( z \) and time \( t \), is equal to the probability of finding the \((k_z, j)\) state\(^3\) occupied, \( f_j(z, k_z, t) \), times the sum for all possible final states \((k_z', j')\) of the probability of finding the state empty, \([1 - f_{j'}(z, k_z', t)]\), times the scattering rate from the state \((j, k_z)\) to the state \((j', k_z')\),

\(^3\)We use the notation \((k_z, j)\) to refer to an electron belonging to the subband \( j \) with wavenumber \( k_z \).
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$S_{j,j'}(k_z,k'_z)$. A similar reasoning can be used to obtain the scattering input flux, $S_{in,j}$:

$$S_{in,j}(z,k_z,t) = [1 - f_j(z,k_z,t)] \sum_{j',k'_z} S_{j',j}(k'_z,k_z) f_{j'}(z,k'_z,t)$$  \hspace{1cm} (7.8)

Using Eqs. (7.7) and (7.8) into Eq. (7.6) the resulting 1D Boltzmann equation for the subband $j$ is:

$$\frac{df_j(z,k_z,t)}{dt} - \frac{1}{\hbar} \frac{\partial E_j(k_z)}{\partial k_z} \frac{\partial f_j(z,k_z,t)}{\partial z} + \frac{qF_z}{\hbar} \frac{\partial f_j(z,k_z,t)}{\partial k_z} = [1 - f_j(z,k_z,t)] \sum_{j',k'_z} S_{j,j'}(k'_z,k_z) f_{j'}(z,k'_z,t) - f_j(z,k_z,t) \sum_{j',k'_z} S_{j',j}(k'_z,k_z) [1 - f_{j'}(z,k'_z,t)]$$

$$\hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1 cm} (7.9)

To determine $S_{j,j'}(k_z,k'_z)$ we use the Fermi Golden Rule which provides an expression for $S_{j,j'}(k,k')$ given the perturbation potential, $\tilde{\psi}$, caused by the corresponding scattering mechanism. A detailed derivation of the Fermi Golden Rule for systems confined in one dimension can be found in several textbooks [88], [206], [220]. Here we just present the main steps applied to the 2D MuG structures studied in this manuscript, where the electron is confined in two dimensions.

The derivation of the Fermi Golden Rule starts with the time dependent Schrödinger equation for the electron including a perturbing potential due to the scattering mechanism. Using the EMA and particularizing for a 1D electron gas, it can be rewritten as:

$$[H(r) + \tilde{\phi}(r,t)] \tilde{\Psi}(r,t) = i\hbar \frac{d\tilde{\Psi}(r,t)}{dt}$$  \hspace{1cm} (7.10)

where $H(r)$ is the Hamiltonian operator of the electrostatic unperturbed problem presented in Chapter 2 in Eq. (2.9), and $\tilde{\phi} = -q\tilde{\psi}$ is the electron potential energy due to the perturbing potential. The solution of the perturbed problem can be written as a linear combination in the wavenumber space of the solutions of the unperturbed problem, $\Psi(r,t)$ [206]. Thus:

$$\tilde{\Psi}(r,t) = \sum_{i,k_z} c_{k_z}(t) \xi_i(x,y) e^{ik_z z} e^{-iE_i(k_z)t}$$  \hspace{1cm} (7.11)

where the unperturbed solution was written as in Chapter 2 and assuming a plane wave dependency with time, where $i$ and $k_z$ are the indexes for the subband and wavenumber,
respectively. To determine the coefficients $c_{k_{ext}}(t)$, Eq. (7.11) is substituted into Eq. (7.10) leading to:

$$\tilde{\phi}(\mathbf{r}, t) \sum_{i,k_z} c_{k_z}(t) \xi_{i,k_z}(x,y) e^{ik_z z} \sqrt{L} e^{iE_i(k_z) t} = i\hbar \sum_{i,k_z} \xi_{i,k_z}(x,y) e^{ik_z z} \sqrt{L} e^{iE_i(k_z) t} \frac{d c_{k_z}(t)}{dt}$$

(7.12)

The scattering process moves the electron from an initial state $(k_{zo},j)$ to a final state $(k_{zo}' ,j')$. Multiplying both sides of Eq. (7.12) by the electron wavefunction after the collision, $\xi_{j',k_{zo}'}(x,y) e^{i k_{zo}' z} \sqrt{L}$, integrating over the volume of the device, $V$, and taking into consideration the orthonormality of the solutions of the Schrödinger equation we get:

$$\sum_{i,k_z} c_{k_z}(t) \int_V \xi_{i,k_z}(x,y) e^{i k_z z} \sqrt{L} \tilde{\phi}(\mathbf{r}, t) \xi_{j',k_{zo}'}(x,y) e^{-i k_{zo}' z} \sqrt{L} dV e^{-iE_i(k_z) t} e^{iE_j(k_{zo}') t} = i\hbar \frac{d c_{k_{zo}'}(t)}{dt}$$

(7.13)

For the mechanisms of interest, a plane wave time dependency of the perturbing potential is assumed [206]:

$$\tilde{\phi}(\mathbf{r}, t) = \tilde{\phi}(\mathbf{r}) e^{\pm i\omega t}$$

(7.14)

Then:

$$\sum_{i,k_z} c_{k_z}(t) M_{i,j'}(k_z,k_{zo}') e^{-i(E_i(k_z) - E_j'(k_{zo}') \pm \hbar \omega) t} = i\hbar \frac{d c_{k_{zo}'}(t)}{dt}$$

(7.15)

where

$$M_{i,j'}(k_z,k_{zo}') = \int_V \xi_{i,k_z}(x,y) e^{i k_z z} \sqrt{L} \tilde{\phi}(\mathbf{r}, t) \xi_{j',k_{zo}'}^*(x,y) e^{-i k_{zo}' z} \sqrt{L} dV$$

(7.16)

is the matrix element for the interaction between states $(k_z,i)$ and $(k_{zo},j')$. Since the scattering interaction is weak we can assume that the electron initial wavenumber $k_{zo}$ is the main contribution to the sum in Eq. (7.12). In other words $c_k(t) \ll c_{k_{zo}}(t) = 1$

Then:

$$M_{j,j'}(k_{zo},k_{zo}') e^{-i(E_j(k_{zo}) - E_j'(k_{zo}') \pm \hbar \omega) t} = i\hbar \frac{d c_{k_{zo}'}(t)}{dt}$$

(7.17)

Integrating Eq. (7.15) for a certain period of time, $T$, in which the scattering event takes place, we can write:

$$c_{k_{zo}'}(T) = \frac{2}{i\hbar} M_{j,j'}(k_{zo},k_{zo}') e^{-i(E_j(k_{zo}) - E_j'(k_{zo}') \pm \hbar \omega) T} \sin \left( \frac{E_j(k_{zo}) - E_j'(k_{zo}') \pm \hbar \omega}{2\hbar} T \right)$$

(7.18)
The term $|c_{k_o}(T)|^2$ actually determines the probability of the transition from the $(k_o, j)$ state to the $(k'_o, j')$ state after a collision. The scattering rate $S_{j,j'}(k_z, k'_z)$ can be defined as the probability over time, therefore:

$$S_{j,j'}(k_z, k'_z) = \lim_{t \to \infty} \frac{|c_{k'_z}(T)|^2}{T} = \frac{2\pi}{\hbar} |M_{j,j'}(k_z, k'_z)|^2 \delta(E_j(k_z) - E_{j'}(k'_z) \pm \hbar \omega)$$ \hspace{1cm} (7.19)

where we have used the properties of the sinc($x$) function for $x \to \infty$ [221].

### 7.4 Momentum Relaxation Time

Once the BTE for a 1D electron gas has been presented, and the collisions term modeled, a method to solve Eq. (7.6) is needed. In this Section we present the linearization approximation, which provides a procedure to determine the electron momentum relaxation time that can be used to calculate the mobility as will be shown in Section 7.7.

Let us assume that only small displacements from equilibrium and uniform transport conditions are given. In this case, the distribution function, $f$, and other macroscopic quantities are independent of the transport position coordinate ($f \neq f(z)$). Under this approximation, the total derivative of the occupation function in the subband $j$-th, $df_j/dt$ can be written as [88]:

$$\frac{df_j(k_z, t)}{dt} \approx -\frac{\delta f_j(k_z)}{\tau_j(k_z)} = -\frac{f_j(k_z) - f_0(E_j(k_z))}{\tau_j(k_z)}$$ \hspace{1cm} (7.20)

where $f_0(E)$ is the Fermi-Dirac occupation function in equilibrium, and $\delta f_j(k_z)$ is the deviation of the occupation function $f_j(k_z, t)$ respect to $f_0(E_j(k_z))$.

The MRT approach also assumes stationary behavior, $f \neq f(t)$, and small electric field $F_z$ in the $\hat{z}$ direction so that $\partial f/\partial z \approx 0$. Thus, under a small electric field $F_z$ in the $z$ direction, Eq. (7.6) can then be written as:

$$-\frac{qF_z}{\hbar} \frac{\partial f_j(k_z)}{\partial k_z} = -\frac{\delta f_j(k_z)}{\tau_j(k_z)}$$ \hspace{1cm} (7.21)

We can develop the derivative in the left hand size as:

$$\frac{\partial f_j(k_z)}{\partial k_z} = \frac{\partial \delta f_j(k_z)}{\partial k_z} + \frac{\partial f_0(E_j(k_z))}{\partial k_z} = \frac{\partial \delta f_j(k_z)}{\partial k_z} + \frac{\partial f_0(E_j(k_z))}{\partial E_j(k_z)} \frac{\partial E_j(k_z)}{\partial k_z}$$ \hspace{1cm} (7.22)
Introducing the previous equation into Eq. (7.21) and neglecting second-order terms, we get:

\[
-q F_z \frac{\partial f_0(E_j(k_z))}{\partial E_j(k_z)} v_j(k_z) \tau_j(k_z) = \delta f_j(k_z) \tag{7.23}
\]

where the electron velocity definition: \(v_j(k_z) = \hbar^{-1} \frac{\partial E_j(k_z)}{\partial k_z}\) has been used. From now on, we will simplify the notation to \(E = E_j(k_z)\) and \(E' = E_{j'}(k_{z'})\).

Now, we will relate \(\delta f_j(k_z)\) to the scattering rates in Eqs. (7.7) and (7.8), in order to achieve an expression for \(\tau_j(k_z)\) as a function of the scattering rate \(S_{j,j'}(k_z, k_{z'})\). First, we replace \(f_j(k_z)\) and \(f_{j'}(k_{z'})\) by \(f_0(E) + \delta f_j(k_z)\) and \(f_0(E') + \delta f_{j'}(k_{z'})\), respectively.

\[
S_{in,j} - S_{out,j} = [1 - f_0(E) - \delta f_j(k_z)] \sum_{j',k'} S_{j,i}(k_{z'}, k_z) \left[ f_0(E') + \delta f_{j'}(k_{z'}) \right] - \left[ f_0(E) + \delta f_j(k_z) \right] \sum_{j',k'} S_{j,j'}(k_z, k_{z'}) \left[ 1 - f_0(E') - \delta f_{j'}(k_{z'}) \right] \tag{7.24}
\]

To simplify this equation we make use of the flux balance at equilibrium where the flux from state \((k_z, j)\) to the state \((k_{z'}, j')\) must equal the flux from \((k_{z'}, j')\) to \((k_z, j)\). Therefore:

\[
f_0(E') S_{j',j}(k_{z'}, k_z)(1 - f_0(E)) = f_0(E) S_{j,j'}(k_z, k_{z'})(1 - f_0(E')) \tag{7.25}
\]

Using Eq. (7.25) neglecting the second order terms \(\delta f_j(k_z)\delta f_{j'}(k_{z'})\) and making use of the condition of flux balance in equilibrium leads to:

\[
S_{in,j} - S_{out,j} = \sum_{j',k_z'} S_{j,j'}(k_z, k_{z'}) \frac{f_0(E)(1 - f_0(E'))}{f_0(E')(1 - f_0(E))} \left[ \delta f_{j'}(k_{z'}) (1 - f_0(E)) - f_0(E') \delta f_j(k_z) \right] - \sum_{j',k_z'} S_{j,j'}(k_z, k_{z'}) \left[ \delta f_j(k_z) (1 - f_0(E')) - f_0(E) \delta f_{j'}(k_{z'}) \right] \tag{7.26}
\]

After some algebra, we obtain:

\[
S_{in,j} - S_{out,j} = -\delta f_j(k_z) \sum_{j',k_z'} S_{j,j'}(k_z, k_{z'}) \left\{ \frac{1 - f_0(E')}{1 - f_0(E)} - \frac{\delta f_{j'}(k_{z'})}{\delta f_j(k_z)} \frac{f_0(E)}{f_0(E')} \right\} \tag{7.27}
\]
Using Eq. (7.23), we can rewrite the term $\frac{\delta f_j(k_z')}{\delta f_j(k_z)}$ as

$$\frac{\delta f_j(k_z')}{\delta f_j(k_z)} = \frac{q \tau_j(k_z') F_z v_j'(k_z') \frac{\partial f_0(E')}{\partial E}}{q \tau_j(k_z) F_z v_j(k_z) \frac{\partial f_0(E)}{\partial E}} = \frac{\tau_j(k_z') v_j'(k_z') f_0(E') [1 - f_0(E')]}{\tau_j(k_z) v_j(k_z) f_0(E) [1 - f_0(E)]}$$  \tag{7.28}

where the equality $\frac{\partial f_0(E)}{\partial E} = f_0(E) [1 - f_0(E)]$ was used. Finally, substituting Eqs. (7.21) and (7.28) into Eq. (7.20), we get:

$$\frac{1}{\tau_j(k_z)} = \sum_{j',k_z'} S_{j,j'}(k_z,k_z') \left( \frac{1 - f_0(E')}{1 - f_0(E)} \right) \left( 1 - \frac{\tau_j(k_z') v_j'(k_z')}{\tau_j(k_z) v_j(k_z)} \right)$$  \tag{7.29}

which is the final expression for $\tau_j(k_z)$.

The scattering probability $S_{j,j'}(k_z,k_z')$ in Eq. (7.29) includes the cumulative effect of all the scattering mechanisms and can be written as:

$$S_{j,j'}(k_z,k_z') = \sum_i S_{j,i}^i(k_z,k_z')$$  \tag{7.30}

where the $i$ index runs over the scattering mechanisms. Substituting Eq. (7.30) into Eq. (7.29) we get:

$$\frac{1}{\tau_j(k_z)} = \sum_{j',k_z'} \left[ \sum_i S_{j,i}^i(k_z,k_z') \left( \frac{1 - f_0(E')}{1 - f_0(E)} \right) \left( 1 - \frac{\tau_j(k_z') v_j'(k_z')}{\tau_j(k_z) v_j(k_z)} \right) \right]$$  \tag{7.31}

Eq. (7.31) can be written as:

$$\frac{1}{\tau_j(k_z)} = \sum_i \frac{1}{\tau_j^i(k_z)}$$  \tag{7.32}

being $\tau_j^i$ the contribution of the $i$-th scattering mechanism to $\tau_j$:

$$\frac{1}{\tau_j^i(k_z)} = \sum_{j',k_z'} S_{j,i}^i(k_z,k_z') \left( \frac{1 - f_0(E')}{1 - f_0(E)} \right) \left( 1 - \frac{\tau_j(k_z') v_j'(k_z')}{\tau_j(k_z) v_j(k_z)} \right)$$  \tag{7.33}

Moreover, the calculation of $\tau_j^i$ depends on the total $\tau_j$, and therefore, unless some approximation is done (see Section 7.5), a self consistent solution of $\tau_j$ including all the scattering mechanisms is needed. Once it is done, the contribution of a single scattering mechanism to $\tau_j(k_z)$, can be calculated as in Eq. (7.33).
The direct solution of Eq. (7.31) is not straightforward as it constitutes an implicit equation in $\tau_j(k_z)$. To reduce the problem, we distinguish three kinds of scattering mechanisms depending on the characteristic regarding energy and wavenumber. Thus, if we classify the scattering mechanism in three categories, isotropic (is), elastic anisotropic (ea) and inelastic anisotropic (ia), Eq. (7.31) can be rewritten as:

$$\frac{1}{\tau_j(k_z)} = \sum_{is} \sum_{j', k'_z} S_{ij,j'}^{is}(k_z, k'_z) \left( \frac{1 - f_0(E')}{1 - f_0(E)} \right) \left( 1 - \frac{\tau_j'(k'_z) v_j'(k'_z)}{\tau_j(k_z) v_j(k_z)} \right) + \sum_{ea} \sum_{j', k'_z} S_{ij,j'}^{ea}(k_z, k'_z) \left( \frac{1 - f_0(E')}{1 - f_0(E)} \right) \left( 1 - \frac{\tau_j'(k'_z) v_j'(k'_z)}{\tau_j(k_z) v_j(k_z)} \right) + \sum_{ia} \sum_{j', k'_z} S_{ij,j'}^{ia}(k_z, k'_z) \left( \frac{1 - f_0(E')}{1 - f_0(E)} \right) \left( 1 - \frac{\tau_j'(k'_z) v_j'(k'_z)}{\tau_j(k_z) v_j(k_z)} \right)$$

(7.34)

The characteristics of the three kinds of scattering mechanisms can be readily deduced from their names and are summarized below.

- Inelastic anisotropic mechanism: the energy is not conserved, $E' \neq E$, and the scattering rate is wavenumber dependent, $S_{ij,j'}(k_z, k'_z) \neq S_{ij,j'}(k_z, k'_z)$.

- Elastic anisotropic mechanism: there is energy conservation, $E' = E$, and the scattering rate depends on the wavenumber, $S_{ij,j'} = S_{ij,j'}(k_z, k'_z)$. In this category, both the elastic and inelastic mechanism are included.

- Isotropic mechanism: the scattering rate does not depend on the wavenumber, $S_{ij,j'} = S_{ij,j'}(k_z, k'_z)$. In this category, both the elastic and inelastic mechanism are included.

Taking into consideration these properties, Eq. (7.34) can be reformulated as:

$$\frac{1}{\tau_j(k_z)} = \sum_{is} \sum_{j', k'_z} S_{ij,j'}^{is}(k_z, k'_z) \left( \frac{1 - f_0(E')}{1 - f_0(E)} \right) + \sum_{ea} \sum_{j', k'_z} S_{ij,j'}^{ea}(k_z, k'_z) \left( 1 - \frac{\tau_j'(k'_z) v_j'(k'_z)}{\tau_j(k_z) v_j(k_z)} \right) + \sum_{ia} \sum_{j', k'_z} S_{ij,j'}^{ia}(k_z, k'_z) \left( \frac{1 - f_0(E')}{1 - f_0(E)} \right) \left( 1 - \frac{\tau_j'(k'_z) v_j'(k'_z)}{\tau_j(k_z) v_j(k_z)} \right)$$

(7.35)

In Appendix D we go through a more detailed discussion of the simplifications that can be made in Eq. (7.35) for the different scattering mechanism kinds, while in the next two Sections we discuss the two approaches that we consider for the solution of Eq. (7.35).
7.5 Explicit calculation of the MRT

In this Section we present an explicit approximation for the calculation of the MRT that has been extensively used in the literature, see for example Refs. [213–217, 222]. Instead of solving the equation system previously proposed, the explicit approach manipulates Eq. (7.35) under some approximations to achieve a simpler explicit solution for $\tau_j$.

The main assumption of the explicit calculation considers that there are small differences between $\tau_j(k_z)$ and $\tau_{j'}(k'_z)$ for all sub-bands, $j, j'$ and wave-vectors $k_z$ and $k'_z$. Using that approximation, $\tau_j(k'_z)/\tau_i(k_z) \simeq 1$, and the MRT of an elastic anisotropic mechanism can be written as:

$$\frac{1}{\tau_j^{ea}(k_z)} = \sum_{j',k'_z} S_{j,j'}^{ea}(k_z,k'_z) \left( 1 - \frac{v_{j'}(k'_z)}{v_j(k_z)} \right)$$

(7.36)

Equivalently, the MRT of an inelastic anisotropic mechanism is calculated as:

$$\frac{1}{\tau_j^{ia}(k_z)} = \sum_{j,k'_z} S_{j,j'}^{ia}(k_z,k'_z) \left( \frac{1 - f_0(E')}{1 - f_0(E)} \right) \left( 1 - \frac{v_{j'}(k'_z)}{v_j(k_z)} \right)$$

(7.37)

Then the total MRT for state $(k_z, j)$ is:

$$\frac{1}{\tau_j(k_z)} = \sum_{ii} \frac{1}{\tau_j^{ii}(k_z)} + \sum_{ea} \frac{1}{\tau_j^{ea}(k_z)} + \sum_{ia} \frac{1}{\tau_j^{ia}(k_z)}$$

(7.38)

where each contribution $\tau_j^{ii}(k_z)$, $\tau_j^{ea}(k_z)$ and $\tau_j^{ia}(k_z)$ is calculated as in Appendix D by just simplifying Eqs. (D.7), (D.10) and (D.14) using $\tau_j(k'_z) = \tau_i(k_z)$. Therefore, the explicit approach allows the independent and explicit calculation of the MRT due to each scattering mechanism. The total MRT is then obtained by applying the so-called Matthiessen rule at each $k_z$ value [223] as in Eq. (??)

The assumption made in Eqs. (7.36) and (7.37) seems quite arguable as it implies that $\tau$ does not depend on $k$ neither on the subband. However, the explicit calculation does work in many cases. The reason concerns the scattering rate $S_{j,j'}$ and the symmetry of the structures studied. When symmetric structures are considered, most of the scattering mechanisms result in a nearly diagonal $S_{j,j'}$ matrix. Consequently, the highest weight of the $\left( 1 - \frac{v_{j'}(k'_z)}{v_j(k_z)} \right)$ term in the $(j', k'_z)$ sum correspond to $k'_z = k_z$ where the approximation $\tau_j(k')/\tau_i(k) \simeq 1$ is fully satisfied.
7.6 Implicit calculation of the MRT

In this Section we present a procedure to determine \( \tau_j \) directly from Eq. (7.35) without any further approximations. Four important facts must be taken into consideration when approaching to the problem:

- Isotropic mechanisms do not depend on \( \tau_j \) and can be calculated, for a given \((k_z, j)\), in an independent way. In fact, we can define the contribution to \( \tau_j \) of the \( is \)-th isotropic inelastic mechanism as:

\[
\frac{1}{\tau_{js}(k_z)} = \sum_{j', k_z'} S_{js, j', k_z'}(k_z, k_z')
\]  

(7.39)

- \( \tau_j(k_z) \) depends on \( \tau_{j'}(k_z') \) through elastic anisotropic and inelastic anisotropic mechanisms.

- For elastic anisotropic mechanisms \((k_z, j)\) and \((k_z', j')\) states have the same energy.

- For inelastic anisotropic mechanism \( E' = E \pm \hbar \omega \) is satisfied, where \( E \) and \( E' \) are the energies corresponding to \((k_z, j)\) and \((k_z', j')\) states, respectively. For the sake of simplicity we just consider one inelastic anisotropic mechanism whose energy change is known and does not depend on the device geometry, size or any other variable: \( \pm \hbar \omega_p \). A more general approach including several mechanism with distinct inelastic anisotropic mechanism with different energy changes would imply a discretization of the energy space and a resolution of the complete system of Eq. (7.35) for each discrete energy value as it is done in Ref. [224].

Fig. 7.1 shows a schematic depiction of the possible transitions from an arbitrary state, \( k_z \) (plotted as a blue filled dot). The final states resulting from an elastic anisotropic process are plotted as squares while those resulting from an inelastic anisotropic process are plotted as circles. Transitions for inelastic isotropic mechanisms are not plotted as they can be calculated separately. Additionally, the transitions starting from any of the final states must also be taken into account (and are plotted as diamonds) as they influence the calculation of \( \tau_j \) at the initial state through \( \tau_{j'} \) at the final states. It is clear that this nested interdependency leads to a discretization of the wavenumber space according to the discretization of the energy space (which is governed by \( \pm \hbar \omega_p \)). In Fig. 7.1 we use \( k_{ij, b/f}^j \) to refer to the \( k_z \) state in the backward/forward branch of the \( j \)-th subband with energy \( E_i \). For example, the initial state
$k_{2,f}^0$ refers to the $k_z$ state in the positive branch of the 0-th subband with energy $E_2$. To keep the example simple enough to be afforded we have considered just three subbands and five energy steps. Nevertheless, the extension to a larger number of subbands and energy steps follows the same rules here proposed.

Figure 7.1: Schematic depiction of the possible transitions from the $k_{2,f}^0$ state. The final states resulting from an elastic anisotropic process are plotted as squares while those resulting from an inelastic anisotropic process are plotted as circles. Other states resulting from the discretization of the wavenumber space are plotted as diamonds.

From a mathematical point of view, the set of transitions depicted in Fig. 7.1 can be formulated as an equation system. Looking for a matrix formulation of the problem, we rewrite Eq. (7.35) by multiplying both sides by $v_j(k_z)\tau_j(k_z)$ getting:

$$v_j(k_z) = \tau_j(k_z)v_j(k_z) \left[ \sum_{is} \frac{1}{\tau_j^{is}(k_z)} + \sum_{ea} \sum_{j',k_z'} S_{j,j'}^{ea}(k_z,k_z') + \sum_{ia} \sum_{j,k_z'} S_{j,j'}^{ia}(k_z,k_z') \left( \frac{1 - f_0(E')} {1 - f_0(E)} \right) \right] - \sum_{ea} \sum_{j',k_z'} S_{j,j'}^{ea}(k_z,k_z') \tau_j'(k_z')v_j'(k_z')$$

$$- \sum_{ia} \sum_{j',k_z'} S_{j,j'}^{ia}(k_z,k_z') \left( \frac{1 - f_0(E')} {1 - f_0(E)} \right) \tau_j'(k_z')v_j'(k_z') \quad (7.40)$$

For the set of transitions introduced in Fig 7.1 we can write Eq. (7.40) as:
The matrix elements $\Xi$, $Z$ and $\Lambda$ are determined from Eq. (7.40) following a completely equivalent procedure to that exposed in Appendix D.\footnote{It must be noted that, due to the discretization of the energy space, $k_z$ is reduced to $k_i$ (being $i$ the energy index); and the initial state upper and lower energies are denoted as $i \pm 1$ instead of $\pm$. Finally, in this notation the band index $j/j'$ is explicitly introduced as a superscript in $k$ instead of using the primed/unprimed notation of the Appendix.}
The formulation of Ξ, Z and Λ for \( k_{i,b}^j \) and \( k_{i,f}^{j'} \) can be readily determine substituting \( k_{i,b}^j \) and \( k_{i,f}^{j'} \) by \( k_{i,b}^j \) and \( k_{i,f}^{j'} \) in the previous expressions. As for \( 1/\tau_j (k_{i,f}^j) \), it is calculated as in the explicit approximation. The dimension of the system is \([n × 1] = [n × n][n × 1]\) where \( n \) is the number of elements of the discretized wavenumber space. To better illustrate the transitions with origin at the \( k \) of simplicity, not all non-null elements of those rows are put down. Some other rows are written although, for the sake of simplicity, not all non-null elements of those rows are put down.

Under symmetric bands, as those depicted in Fig. 7.1, \( \tau (k_{i,b}^j) = \tau (k_{i,f}^{j'}) \) and \( v (k_{i,b}^j) = -v (k_{i,f}^{j'}) \). Thus, the previous equation system can be solved only for the positive \( k \) branch resulting into:

\[
\begin{bmatrix}
v_0(k_{1,f}^0) \\
v_0(k_{2,f}^0) \\
v_0(k_{3,f}^0) \\
v_1(k_{3,f}^1) \\
\vdots \\
v_2(k_{5,f}^2)
\end{bmatrix}
= \begin{bmatrix}
\tilde{\Xi}^{k_{1,f}}_{i,b} & 0 & 0 & \cdots & 0 \\
\Lambda^{k_{1,f}}_{k_{2,f}} & \tilde{\Xi}^{k_{2,f}}_{i,b} & 0 & \cdots & 0 \\
& \ddots & \ddots & \ddots & \ddots \\
& & \ddots & \ddots & \ddots \\
& & & \ddots & \ddots \\
0 & 0 & 0 & \cdots & \tilde{\Xi}^{k_{2,f}}_{i,b}
\end{bmatrix}
\begin{bmatrix}
n_0(k_{1,f}^0) \\
n_0(k_{2,f}^0) \\
n_0(k_{3,f}^0) \\
n_1(k_{3,f}^1) \\
\vdots \\
n_2(k_{5,f}^2)
\end{bmatrix}
\tag{7.45}
\]

where:

\[
\tilde{\Xi}^{k_{i,f}}_{i,b} = \Xi^{k_{i,f}}_{i,b} + Z^{k_{i,f}}_{i,b}
\tag{7.46}
\]

\[
\Lambda^{k_{i,f}}_{k_{i,f}^{j'}} = \Lambda^{k_{i,f}^{j'}}_{k_{i,f}^{j'}} + \Lambda^{k_{i,f}}_{k_{i,f}^{j'}}
\tag{7.47}
\]

\[
\tilde{Z}^{k_{i,f}^{j'}}_{k_{i,f}^{j'}} = Z^{k_{i,f}^{j'}}_{k_{i,f}^{j'}} + Z^{k_{i,f}^{j'}}_{k_{i,f}^{j'}}
\tag{7.48}
\]

which is a \([n/2 × 1] = [n/2 × n/2][n/2 × 1]\) system and is actually the equation system that we solve. Eq. (7.45) can be formulated in a matrix compact form as:

\[
v = \Lambda \tau \tag{7.49}
\]

where \( v \) and \( \tau \) are the column vectors containing the velocities and the MRTs, respectively, of discretized wavenumbers shown in Fig. 7.1. Thus, we can determine \( \tau \).
7.7. Mobility calculation

as:

$$\tau = \Lambda^{-1}v$$ (7.50)

It is worth to note that Eq. (7.45) has been proposed starting at an arbitrary wavenumber, \(k_{2f}^0\), and it has resulted in the determination of \(\tau\) for a set of \(n\) wavenumber values interdependent among them. This process is respected for different scattering wavenumbers, \(k_{2f}^0\), until \(\tau\) is modeled with enough precision for its numerical integration.

In Fig. 7.1 we have considered just five energy steps and three subbands, but the formulation of the matrix \(\Lambda\) for a more complex set of transitions, with more energy steps and more subbands can be performed following the same procedure already shown. One non-negligible issue regarding more complex formulations, concerns the truncation of the wavenumber set. In Fig. 7.1 we have considered just five energy steps, but from the monotonically increase of \(E\) with \(k_z\) (assumed for non-parabolic EMA), it is easy to conclude that a non-limited number of energy steps (and wavenumber values) result from the discretization of the wavenumber space. Moreover, due to the nested interdependency of the transitions, \(\tau(k_{2f}^0)\) will depend on these higher \(k_z'\). Nevertheless, \(S_{j,j'}\) tends to decrease for anisotropic mechanisms with increasing \(|k_z - k_z'|\), and therefore, the influence of higher states on the determination of \(\tau\) for the initial state rapidly decreases, allowing the truncation of the discretized wavenumber space with a simple Neumann boundary condition, that is \(\partial \tau_j(E)/\partial E \approx 0\) [224].

7.7 Mobility calculation

As explained in Section 7.4, in the MRT approximation only small displacements from equilibrium are allowed and macroscopic quantities are assumed to not depend on the transport direction. This assumption is used by the so-called Kubo-Greenwood formula to determine the electron mobility, \(\mu\), of an electron gas [225], [226]. Here we summarize the main steps which lead to the Kubo-Greenwood formula modified for 1D transport under non-parabolic dispersion relation. In first place, the current density per unit length due to the \(j\)-th subband of a 1D electron gas can be defined as [219]:

$$J_j = -\frac{q}{L} \sum_{k_z} v_j(k_z)f_j(k_z) \equiv -\frac{q}{L} \sum_{k_z} v_j(k_z)\delta f_j(k_z)$$ (7.51)
where $f_j(k_z) = f_0(E_j(k_z)) + \delta f_j(k_z)$ and the product term $v_j(k_z)f_0(E_j(k_z))$ vanishes due to its odd symmetry with $k_z$. Using Eq. (7.23) we can write:

\[ J_j = \frac{q^2}{L} F_z \sum_{k_z} v_j^2(k_z) \tau_j(k_z) \frac{\partial f_0(E_j(k_z))}{\partial E} \quad (7.52) \]

Assuming a linear relation between current and electric field we have:

\[ J_j = q N_j \mu_j F_z \quad (7.53) \]

where $N_j$ is the population of the $j$-th band. So, equaling Eqs. (7.52) and (7.53) and solving for $\mu$ we get:

\[ \mu_j = \frac{q}{N_j 2\pi} \int dk_z v_j^2(k_z) \tau_j(k_z) \frac{\partial f_0(E_j(k_z))}{\partial E} \quad (7.54) \]

So, the result is the Kubo-Greenwood formula for the mobility of a 1D electron gas [95, 225, 227]:

\[ \mu_j = \frac{q}{N_j 2\pi k_B T} \int dk_z v_j^2(k_z) \tau_j(k_z) f_0(E_j(k_z))(1 - f_0(E_j(k_z))) \quad (7.55) \]

The previous integral can be expressed in terms of energy using the relation $dk = dE/\hbar v_i(k)$:

\[ \mu_j = \frac{q}{N_j \hbar 2\pi k_B T} \int dE v_j(E) \tau_j(E) f_0(E_j)(1 - f_0(E_j)) \quad (7.56) \]

where we keep the nomenclature of the previous Chapters.

### 7.8 Conclusions

In this Chapter, we have developed an approach to calculate the electron mobility of a 1D electron gas based on the linearization of the Boltzmann Transport Equation using the momentum relaxation time approximation (MRT). Besides the explicit approach for the calculation of the MRT which has been extensively used in the literature, we showed the implicit approach resolution. The formulation of the implicit equation system was exemplified, focusing on the nested interdependency of the transitions, and the truncation of the discretized wavenumber space with a simple Neumann boundary condition. The implicit resolution of the MRT must be highlighted for its rigorousness.
and singularity in the literature.
Chapter 8

Modeling of scattering mechanisms in NWs

8.1 Introduction

In the previous Chapter we presented the procedure to determine the momentum relaxation time which depends on the matrix elements corresponding to the scattering mechanisms. In this Chapter we focus on the calculation of these matrix elements in a 1D electron gas due to five different processes: surface roughness, coulomb dispersion, bulk phonons (optical and acoustic), polar optical phonons and alloy disorder.

Although obtaining the final expression of the matrix element of each scattering element involves intricate mathematics, we have attempted to keep the derivations as rigorous as possible. Thus, in order to relieve the Chapter reading, we have moved to Appendix E some of the calculi. Despite of the mentioned mathematical complexity, the resulting matrix element expressions are in general simple functions which can be easily implemented. For that reason, we have not included, in this part of the manuscript, a description of the numerical particularities of the solution process. Thus, we utilize the wavefunctions and energy levels obtained using SP2D, and solve the expressions numerically using MATLAB®.

The rest of the Chapter is organized as follows. In Section 8.2 we discuss the surface roughness scattering mechanism assuming that it can be characterized by a random variable with an exponential power spectrum. In Section 8.3 we determine the coulomb scattering element for a fully uncorrelated distribution of impurities in the confinement...
plane and a hard-sphere model in the transport direction. Section 8.4 presents the matrix elements due to acoustic and optical phonons while Section 8.5 does it for polar optical phonons. Section 8.6 introduces the matrix element due to alloy disorder in compound semiconductors. In Section 8.7 we introduce the tensorial dielectric screening for static mechanisms: surface roughness, coulomb and alloy disorder. Finally, Section 8.8 summarizes the main conclusions of the Chapter. Appendix E collects the mathematical details of some of the derivations.

8.2 Surface roughness

The set of irregularities found at the interface between the insulator and the semiconductor media in a MIS heterostructure (known as Surface Roughness, SR) is an unavoidable consequence of the fabrication process, which affects negatively to the carriers displacement in the direction parallel to the insulator-semiconductor interface [228]. Surface roughness is a very important scattering mechanism in bulk MOSFETs, especially at high gate voltages, when the carriers get closer to the semiconductor-insulator interface. This process gets even more relevant when the device size is reduced and thinner films are considered [95, 229]. Therefore, it is expected to play an important role in the transport as the size of nanowires decreases. On the one hand, the volume inversion, due to higher confinement, shifts electrons far from the aforementioned interface, potentially reducing the effect of SR. On the other hand, the ratio of device-surface to device-volume ratio is augmented with respect to that of planar structures increasing the relevance of surface related processes such as SR [230].

The modeling of the perturbing potential due to SR and the corresponding scattering matrix elements has been extensively visited in the literature for 1D-confined devices [208, 229, 231–234]. Nevertheless, only a few researchers have worked in the modeling of 2D confined devices. We can highlight the works in Ref. [95] in which the SR for cylindrical structures was modeled. Later works [235] extend their calculation for rectangular devices but considering only for Line Edge Roughness calculation. Alternatives approaches can be found in Ref. [214, 230], based on Ando’s one [237], which, according to Ref. [95], cannot capture the body thickness dependence. Only very recently an alternative approach has been introduced almost simultaneously by Stanojevic and Kosina in Ref. [230] and Jin et al. in Ref. [238] without constraining the model to LER nor specific geometries or orientations. These two independent, but
coincident, studies are, to the best of our knowledge, the most realistic approximations to the SR physics in 2D confined devices.

In this manuscript, we have implemented this SR-model as follows. SR is defined by a random variable $\Delta_{\text{SR}}(r)$, being $r \in S_{\text{i-s}}$ the position vector and $S_{\text{i-s}}$ the surface which delimits the insulator-semiconductor interface. The perturbing potential due to SR is:

$$
\tilde{\psi}_{\text{SR}}(r) = \Delta \phi \Delta_{\text{SR}}(r)
$$

where, as proposed previously in this manuscript, $\Delta \phi$ is the potential energy barrier between the semiconductor and the insulator, and $\tilde{\psi}_{\text{SR}}$ is only defined in $S_{\text{i-s}}$.

The derivation of the SR scattering element between states $(k_z, j)$ and $(k'_z, j')$, follows that proposed in Refs. [230] and [238]. Our aim is just to spotlight some key steps introducing minor modifications. As proposed in Section 7.3 under the Fermi golden rule, the scattering element is defined as:

$$
M_{j,j'}(k_z, k'_z) = \Delta \phi \int_{S_{\text{i-s}}} dS \xi_{j,k_z}(x,y) e^{-i k_z z} \sqrt{L} \Delta(r) \xi^*_{j',k'_z}(x,y) e^{i k'_z z} \sqrt{L}
$$

where the volume integral has been reduced to a surface integration as $\tilde{\psi}_{\text{SR}}$ is only defined at the surface $S_{\text{i-s}}$. As $\Delta(r)$ is a random variable, Eq. (8.2) cannot be directly integrated. To avoid that problem Eq. (8.2) is reformulated as a function of $\Delta(r)$ autocorrelation function defined as:

$$
C(r) = \langle \Delta(r) \Delta(r') \rangle
$$

Keeping the random nature of $\Delta(r)$, $C(r)$ is the inverse transformation of the SR power spectrum, a quantity which can be realistically modeled (see Subsection 8.2.3).

Thus, squaring the matrix element and applying the expected value operator $\langle \rangle$ we get:

$$
\langle |M_{j,j'}(k_z, k'_z)|^2 \rangle = \frac{\Delta \phi^2}{L^2} \int_{S_{\text{i-s}}} dS \int_{S_{\text{i-s}}} dS' \xi_{j,k_z}(x,y) e^{-i k_z z} \xi^*_{j',k'_z}(x',y') e^{i k'_z z'} \langle \Delta(r) \Delta(r') \rangle
$$

$$
\xi_{j,k_z}(x', y') e^{i k'_z z'} \xi^*_{j',k'_z}(x', y') e^{-i k'_z z'}
$$

(8.4)
The previous integral can be rewritten as:

\[
\langle |M_{j,j'}(k_z,k_z')|^2 \rangle = \frac{\Delta \phi^2}{L^2} \int_{C_{i-s}} dc \int_{C_{i-s}} dc' \int_0^L dz \int_0^L dz' \xi_{j,k_z}^* (c) \xi_{j',k_z'}^* (c') \xi_{j,k_z} (c) \xi_{j',k_z'} (c') e^{i(k_z-k_z')(z'-z)} C(r) \tag{8.5}
\]

where \(C_{i-s}\) and \(L\) are the curve which describes the insulator-semiconductor interface in the cross-section and the device length, respectively; \(c\) is a 1D variable describing the confinement position \((x,y)\) along \(C_{i-s}\) and \(z\) is the transport coordinate. For the sake of clarity let us define the function:

\[
f_{j,j',k_z,k_z'} (c) = \Delta \phi \xi_{j,k_z} (c) \xi_{j',k_z'}^* (c) \tag{8.6}
\]

Then,

\[
\langle |M_{j,j'}(k_z,k_z')|^2 \rangle = \frac{1}{L^2} \int_{C_{i-s}} dc \int_{C_{i-s}} dc' \int_0^L dz \int_0^L dz' f_{j,j',k_z,k_z'} (c) f_{j,j',k_z,k_z'} (c') e^{i(k_z-k_z')(z'-z)} C(r) \tag{8.7}
\]

The integration procedure for Eq. (8.5) requires the transformation of the real space into its reciprocal wavenumber space. In this transformation the periodicity of the real space variable determines the properties of the reciprocal space. For that reason, a distinction must be done between open and close \(C_{i-s}\) paths. This distinction, although not explicitly exposed, is the main difference in the approaches followed by Stanojevic \textit{et al.} in Ref. \[230\] and Jin \textit{et al.} in Ref. \[238\].

### 8.2.1 Derivation for open cross sections curves

Let us first consider the case when \(C_{i-s}\) is an open curve, for example, a bulk FinFET. Then the autocorrelation function can be expressed in terms of the SR power spectrum, \(C(q)\), as:

\[
C(c, z) = \frac{1}{4\pi^2} \int \int C(q) e^{i q c (c'-c)} e^{i q z (z'-z)} dq_c dq_z \tag{8.8}
\]

where \(q\) is used here to denote the wavevector space of the scattering mechanism, keeping \(k\) to denote the wavevector space of electrons.
Introducing Eq. (8.8) into Eq. (8.5) one obtains:

\[
\langle |M_{j,j'}(k_z, k'_z)|^2 \rangle = \frac{1}{4\pi^2L^2} \int_{C_{i-s}} dc \int_{C_{i-s}} d'c' \int_0^L dz \int_0^L d'z' \int dq_z \int dq'_z f_{j,j',k_z,k'_z}(c) f^*_{j,j',k_z,k'_z}(c') e^{-iq_c(c-c')} e^{i(k_z-k'_z+q_z)(z'-z)} C(q) 
\]

(8.9)

As shown in Appendix E the integration on \(z\) and \(z'\) leads to \(2\pi L \delta(k_z - k'_z + q_z)\).

Applying the \(\delta\) function properties to the integral on \(q_z\), the following expression is achieved:

\[
\langle |M_{j,j'}(k_z, k'_z)|^2 \rangle = \frac{1}{2\pi L} \int_{C_{i-s}} dc \int_{C_{i-s}} d'c' \int dq_z \int_{C_{i-s}} d'c f_{j,j',k_z,k'_z}(c) f^*_{j,j',k_z,k'_z}(c') e^{-iq_c(c-c')} C(q, q'_z) 
\]

(8.10)

being \(q'_z = k'_z - k_z\). Rearranging Eq. (8.10) leads to:

\[
\langle |M_{j,j'}(k_z, k'_z)|^2 \rangle = \frac{1}{2\pi L} \int dq_z C(q, q'_z) \left[ \int_{C_{i-s}} dc f_{j,j',k_z,k'_z}(c) e^{-iq_c(c-c')} \right] \left[ \int_{C_{i-s}} d'c' f^*_{j,j',k_z,k'_z}(c') e^{iq'_c(c-c')} \right] 
\]

(8.11)

where, assuming that \(C_{i-s}\) is an open curve, the first term into brackets is the Fourier transform of \(f_{j,j',k_z,k'_z}\), and the second term is the complex conjugate of its Fourier transform. Therefore:

\[
\langle |M_{j,j'}(k_z, k'_z)|^2 \rangle = \frac{1}{2\pi L} \int dq_z C(q, q'_z) |F_{j,j',k_z,k'_z}(q_c)|^2 
\]

(8.12)

which is the final expression for the SR matrix element due to a transition between states \((k_z, j)\) and \((k'_z, j')\).

8.2.2 Derivation for closed cross-sections

When \(C_{i-s}\) is a closed curve (for example in a NW FET), some variations must be introduced in the determination of \(\langle |M_{j,j'}(k_z, k'_z)|^2 \rangle\). First, \(\Delta(r) = \Delta(c, z)\) is a periodic function in \(c\), and therefore its spectrum in the \(q_c\) direction is a summation of \(\delta\) functions
at multiples of $q_{c,0} = \frac{2\pi}{P}$, where $P$ is the length of $C_i$. Thus, we can write:

$$C(r) = \frac{1}{4\pi^2} \int dq_z dq_c \sum_m C(q_z, mq_{c,0}) \frac{2\pi}{P} \delta(q_c - mq_{c,0}) e^{iq_c(c'-c)} e^{i\pi q_s(z'-z)}$$

(8.13)

where the $\frac{2\pi}{P}$ inside the integrals relates the continuous spectrum corresponding to the non-periodic signal with the $\delta$ series Fourier components of the periodic signal. Then, $\langle |M_{j,j'}(k_z, k'_z)|^2 \rangle$ can be written as:

$$\langle |M_{j,j'}(k_z, k'_z)|^2 \rangle = \frac{1}{2\pi L^2 P} \int_{C_i} dc \int_{C_i} dc' \int_0^L dz \int_0^L dz' \int dq_z \int dq_c f_{j,j',k_z,k'_z}(c)f_{j',k_z,k'_z}(c') e^{-iq_c(c-c')} \sum_m C(q_z, mq_{c,0}) \delta(q_c - mq_{c,0}) e^{-iq_c(c-c')} e^{i(k_z-k'_z+q_z)(z'-z)}$$

(8.14)

Solving the integrals in $z$, $z'$ and $q_z$ as previously, we get:

$$\langle |M_{j,j'}(k_z, k'_z)|^2 \rangle = \frac{1}{LP} \int_{C_i} dc \int_{C_i} dc' \int dq_c f_{j,j',k_z,k'_z}(c)f_{j',k_z,k'_z}(c') e^{-iq_c(c-c')} \sum_m C(q_z^f, mq_{c,0}) \delta(q - mq_{c,0})$$

(8.15)

being again $q_z^f = k'_z - k_z$. The $q_c$ integral can be solved using the $\delta$ function property, leading to:

$$\langle |M_{j,j'}(k_z, k'_z)|^2 \rangle = \frac{1}{LP} \sum_m C(q_z^f, mq_{c,0}) \left[ \int_{C_i} f_{j,j',k_z,k'_z}(c) e^{-imq_{c,0}s} dc \right] \left[ \int_{C_i} f_{j',k_z,k'_z}(c') e^{imq_{c,0}s'} dc' \right]$$

(8.16)

The integrals into brackets can be readily related to the $m$-th coefficient of the Fourier series of $f_{j,j',k_z,k'_z}$ and its complex conjugate, given that $f$ is a periodic function with period the curve perimeter, $P = 2\pi/q_{c,0}$. This last condition can be straightforwardly checked taking into account that $\xi$ are single-valued functions. Therefore, the matrix element can be calculated as:

$$\langle |M_{j,j'}(k_z, k'_z)|^2 \rangle = \frac{P}{L} \sum_m C(q_z^f, mq_{c,0}) |f_m|^2$$

(8.17)
where:

\[ f_m = \frac{1}{P} \int_{c_{i,s}} f_{j,j',k_z,k_z'}(c)e^{-\frac{i2\pi ms}{P}} \, dc \]  

(8.18)

which is the same expression proposed by Jin \textit{et al.} [238] except for the different definition of the normalization factor \( P \), included as a part of \( f_m \) coefficients here. The advantage of this definition is that \( f_m \) in Eq. (8.18) can be calculated employing FFT algorithms, as proposed by Stanojevic and Kosina, thus accelerating their calculation.

### 8.2.3 SR power spectrum

The power spectrum of the SR is well known for planar structures [228], [240]. We will assume here that the same expression of \( C(q) \) can be used in non-planar structures [95], which is a valid assumption when \( P \gg \Lambda_{SR} \). Thus, for an exponential autocorrelation function, the following expression is achieved for the power spectrum [95, 229, 233]:

\[ C(q) = \pi \Delta_{SR}^2 \Lambda_{SR}^2 \left( 1 + \frac{\Lambda_{SR}^2|q|^2}{2} \right)^{3/2} \]  

(8.19)

where \( \Delta_{SR} \) and \( \Lambda_{SR} \) are the rms value and the correlation length of the roughness, and characterize the roughness in the direction perpendicular and parallel to the interface, respectively. Equation (8.19) is then introduced into Eqs. (8.12) and (8.17) to determine \( \langle |M_{j,j'}(k_z,k_z')|^2 \rangle \) for open and closed cross-section interface curves respectively.

### 8.2.4 Form factor

The form factor definition introduced in Eq. (8.6) is not unique. According to Ref. [230] it should be modified if the effective mass discontinuity in the semiconductor-insulator interface is taken into consideration, as:

\[ f_{j,j',k_z,k_z'}(c) = \xi_{j,k_z}(c)\xi_{j',k_z'}(c)\Delta \phi - \frac{\hbar^2}{2} \left[ \nabla \xi_{j,k_z}(c) \frac{1}{m_{ins}} \nabla \xi_{j,k_z}(c) + \nabla \xi_{j,k_z}(c) W \nabla \xi_{j,k_z}(c) \right] \]  

(8.20)

where \( m_{ins} \) is the insulator isotropic effective mass and \( W \) is the semiconductor effective mass tensor (see Section 3.6). A non isotropic insulator effective mass could also be considered introducing the appropriate tensor in Eq. (8.20) in the stead of \( 1/m_{ins} \).

Alternatively, if no wavefunction penetration into the insulator is considered, the
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form factor can be approximated by [230]:

\[
f_{j,j',k_z,k'_z}(c) = \frac{\hbar^2}{2m_{\text{ins}}} [\mathbf{n} \cdot W \nabla \xi_{j,k_z}(c)] [\mathbf{n} \cdot W \nabla \xi_{j',k'_z}(c)]
\]

(8.21)
or according to Ref. [238] as:

\[
f_{j,j',k_z,k'_z}(c) = \frac{\hbar^2}{2} [\mathbf{n} \cdot \nabla \xi_{j,k_z}^*(c)] W [\mathbf{n} \cdot \nabla \xi_{j',k'_z}^*(c)]
\]

(8.22)

which are equivalent expressions except for a factor \(m_{\text{ins}}W\) which may be non-negligible. Otherwise stated we have opted for using Eq. (8.20) in the mobility results presented in the forthcoming Chapter.

8.3 Coulomb dispersion

Nearby the semiconductor-insulator interface of a MIS heterostructure there are several kind of charges, mainly resulting from the fabrication process, which adversely affect to the displacement of the carriers along the transport direction. The effects of some of these charges (concretely those due to interface traps) on some electrostatic quantities (such as \(V_T\) or \(SS\)) have been already analyzed in Chapter 4. Nevertheless there are other kinds of charges which deserve mention here: interface fixed charges, insulator charges, charge due to mobile ions, and ionized impurities [140, 175]. All these charges, induce a perturbing potential which is the responsible of the so-called as coulomb dispersion, CO. A comprehensive introduction to the aforementioned charges and an extensive discussion on coulomb dispersion for 2D electron gases was accomplished by Gámiz et al. in Ref. [241]. Several works have dealt with the modeling of the coulomb perturbing potential in 1D-confined devices [209, 232, 242–244]. For such devices, Green functions can be analytically found and most of these works rely on them. Screening has been proven to have an impact in the coulomb limited mobility, and therefore it has been included in the models either using the long-wavelength approximations based on work by Stern and Howard [245] or using the Lindhard theory [95, 233]. Most of these works assume uncorrelated charges within the confinement direction, but correlation on the transport direction has been treated in [241] following the approach by Ning et al. [246].

The works dealing with coulomb scattering mechanism in NWs, such as Ref. [95, 215] assume specific geometries where the Green functions can again be calculated.
analytically. Moreover, a non-uniform distribution of the charge within the confinement plane does not seem to be considered, leading to very high Coulomb limited mobilities.

In this work we follow an approach similar to that implemented in Ref.[241], including the correlation along the transport direction, but maintaining the charge uncorrelated among the different regions of the cross section. This allows us to simulate any situation, from a totally correlated charge in the confinement plane to a totally uncorrelated one, by just adjusting the size of each region.

As for screening, we deal in this manuscript with the tensorial dielectric screening based on the work by Jin et al. [95] (see Section 8.7) and therefore in our derivation of the perturbing potential, the charge due to screening, needed to introduce the long-wavelength approach, is not considered.

We focus here on the determination of the matrix element due to a 1D electron gas. The perturbing potential, $\tilde{\psi}^{\text{CO}}$, associated to the coulomb scattering can be obtained by solving the Poisson equation for a given distribution of ionized impurities, $-\rho^{\text{CO}}(\mathbf{r})$.

$$\nabla \epsilon(\mathbf{r}) \nabla \tilde{\psi}^{\text{CO}}(\mathbf{r}) = -\rho^{\text{CO}}(\mathbf{r}) \quad (8.23)$$

As it happens with $\Delta^{\text{SR}}(\mathbf{r})$ in SR scattering, $\rho^{\text{CO}}(\mathbf{r})$ is actually a random variable. The approach used in SR, based on the determination of the expected value of the autocorrelation function, is not applicable to coulomb dispersion as it makes Eq. (8.23), to the best of our knowledge, irresolvable. An alternative approach consist on solving Eq. (8.23) for a known uncorrelated distribution of punctual charges in the confinement plane with a random distribution in the transport direction. Thus, we can write [241]:

$$\rho^{\text{CO}}(\mathbf{r}) = q \sum_{m} \sigma_{m}(z) \delta(s - s_{m}) \quad (8.24)$$

where, as in SR, we have decomposed the position vector $\mathbf{r}$ into a confinement plane variable $s$ and a transport variable $z$. Introducing Eq. (8.24) into Eq. (8.23) and writing $\nabla$ as sum of its components in the confinement plane and transport direction we get:

$$[\nabla_{s} \epsilon(\mathbf{r}) \nabla_{s} + \nabla_{z} \epsilon(\mathbf{r}) \nabla_{z}] \tilde{\psi}^{\text{CO}}(s, z) = -q \sum_{m} \sigma_{m}(z) \delta(s - s_{m}) \quad (8.25)$$

Following the approach by Gámiz et al. in Ref. [241], Eq. (8.25) is multiplied by $e^{-iq_{z}z}$
and integrated over $z$, to take the Fourier transform on the longitudinal direction:

$$\left[ \nabla_s \varepsilon(r) \nabla_s + \varepsilon(r) q_z^2 \right] \tilde{\psi}^{CO}(s, q_z) = -q \sum_m \sigma_m(q_z) \delta(s - s_m)$$  \hspace{1cm} (8.26)$$

where the derivative $\nabla_z$ in the real space is transformed into a factor, $q_z$, in the wavenumber space. Using the superposition principle we can write the perturbing potential as:

$$\tilde{\psi}^{CO}(s, q_z) = \sum_m G_{q_z}(s, s_m) \sigma_m(q_z)$$  \hspace{1cm} (8.27)$$

where Eq. (8.26) can be separately solved for each contribution to the potential:

$$\left[ \nabla_s \varepsilon(r) \nabla_s + \varepsilon(r) q_z^2 \right] G_{q_z}(s, s_m) = -q \delta(s - s_m)$$  \hspace{1cm} (8.28)$$

being $G_{q_z}(s, s_m)$ in Eq. (8.28) the impulse response of the differential equation; in other words its Green function.

The matrix element for a transition between states $(k_z, j)$ and $(k_z', j')$ was introduced in Eq. (7.17):

$$M_{j,j'}(k_z, k_z') = \int_V dV \xi_{j,k_z}(x,y) \xi^*_{j',k_z'}(x,y) \frac{e^{-ik_z z}}{\sqrt{L}} \tilde{\psi}^{CO}(s, z) \frac{e^{ik_z' z}}{\sqrt{L}}$$  \hspace{1cm} (8.29)$$

Decomposing the integral in the confinement plane and transport direction we have:

$$M_{j,j'}(k_z, k_z') = \frac{1}{L} \int_A ds \xi_{j,k_z}(x,y) \xi^*_{j',k_z'}(x,y) \int_A dz e^{-i(k_z-k_z')z} \tilde{\psi}^{CO}(s, z)$$  \hspace{1cm} (8.30)$$

Then, the expected value of the squared matrix element can be written as:

$$\langle |M_{j,j'}(k_z, k_z')|^2 \rangle = \frac{1}{L^2} \int_A ds \int_A ds' f_{j,j',k_z,k_z'}(s) f_{j,j',k_z,k_z'}^*(s')$$

$$\int dz \int dz' e^{-i(k_z-k_z')(z-z')} \langle \tilde{\psi}_{CO}(s, z) \tilde{\psi}_{CO}(s', z') \rangle$$  \hspace{1cm} (8.31)$$

where equivalently to what was done for SR, we have defined:

$$f_{j,j',k_z,k_z'}(s) = \xi_{j,k_z}(x,y) \xi^*_{j',k_z'}(x,y)$$  \hspace{1cm} (8.32)$$

being, $s = (x, y)$.

The Fourier transform of the autocorrelation function, $\langle \tilde{\psi}_{CO}(s, z) \tilde{\psi}_{CO}(s', z') \rangle$, gives
\[ C(s, q_z) = \langle \tilde{\psi}^*_{\text{CO}}(s, q_z) \tilde{\psi}_{\text{CO}}(s', q_z) \rangle = \sum_m \sum_i G_{q_z}^*(s', s_i) G_{q_z}(s, s_m) \langle \sigma_m(q_z) \sigma^*_i(q_z) \rangle \]  

(8.33)

We assume that the charge is uncorrelated for different regions in the confinement plane, so that the previous sum is null for \( m \neq i \). Then we can define the autocorrelation of the perturbing potential as:

\[ \langle \tilde{\psi}^*_{\text{CO}}(s, z) \tilde{\psi}_{\text{CO}}(s', z') \rangle = C(s, z) = \frac{1}{2\pi} \int C(s, q_z) e^{-i q_z (z' - z)} dq_z \]  

(8.34)

Thus, Eq. (8.31) can be rewritten as:

\[
\langle |M_{j,j'}(k_z, k'_{z'})|^2 \rangle = \frac{1}{2\pi L^2} \int ds \int_A ds' \int_A ds' f_{j,j',k_z,k'_{z'}}(s) f^*_{j,j',k_z,k'_{z'}}(s') \\
\int dz \int dz' \int dq_z e^{-i(k_z-k'_{z}-q_z)(z-z')} \sum_m G_{q_z}^*(s', s_m') G_{q_z}(s, s_m) \langle \sigma_m(q_z) \sigma^*_m(q_z) \rangle
\]  

(8.35)

The integration along \( q_z, z, \) and \( z' \) can be simplified as in Appendix E for SR. Thus:

\[
\langle |M_{j,j'}(k_z, k'_{z'})|^2 \rangle = \frac{1}{L} \int_A ds \int_A ds f_{j,j',k_z,k'_{z'}}(s) f^*_{j,j',k_z,k'_{z'}}(s') \sum_m G_{q_z}^*(s', s_m') G_{q_z}(s, s_m) \langle \sigma_m(q^f_z) \sigma^*_m(q^f_z) \rangle
\]  

(8.36)

where \( q^f_z = k_z - k'_{z'} \). \( \langle \sigma_m(q^f_z) \sigma^*_m(q^f_z) \rangle \) is the power spectrum of the random distribution of charges along the axial direction which can be determined under the hard-sphere model, as proposed for a 2D electron gas by Ning et al. in Ref. [246] and also studied by Gámiz et al. in Ref. [241]. In Appendix E we detail the calculus of the hard-sphere model for a 1D electron gas. The resulting power spectrum is:

\[
\langle \sigma_m(q^f_z) \sigma^*_m(q^f_z) \rangle = N_{\text{avg}} (1 - C \text{sinc}(q_z R_t))
\]  

(8.37)

where, as explained in Appendix E, \( N_{\text{avg}} \) is the average ionized impurities per unit length and \( R_t \) is the radius of the hard sphere which determines the minimum distance between ionized impurities. \( C = R_t N_{\text{avg}} \) is a measure of the degree of correlation in the transport direction: \( C = 0 \) correspond to a completely uncorrelated random distribution while \( C = 1 \) is a uniform fully correlated distribution. In Eq. (8.37) we have assumed that the axial distribution of charges corresponding to different confinement
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Plane positions are completely uncorrelated. Therefore Eq. (8.36) can be reformulated as:

\[ \langle |M_{j,j'}(k_z,k_z')|^2 \rangle = \frac{N_{\text{avg}}}{L} \int_A ds \int_A ds' f_{j,j',k_z,k_z'}(s) f_{j,j',k_z,k_z'}^*(s') \sum_m G_{q_f}(s,s_m) G_{q_f}^*(s',s_m) \left( 1 - C \text{sinc}(q_f R_t) \right) \]  (8.38)

Eq. (8.38) is the final expression for the coulomb dispersion matrix element due to a transition between states \((k_z,j)\) and \((k_z',j')\).

8.4 Bulk non-polar phonons

For a non-null temperature the atoms in the semiconductor lattice vibrate, oscillating around their equilibrium positions. Phonons (PH) are the result of a quantum mechanical analysis of these semiconductor lattice vibrations. The mathematical derivation of the phonon-electron interaction can be found in several textbooks [247], [88]. We briefly summarize here the main ideas to understand the perturbation potential due to phonons. In this manuscript, we neglect the confinement effects that may influence the behavior of phonons in small devices [236, 248, 249].

The vibrations can be modeled as a set of harmonic oscillators. For a crystal with a diatomic unit cell, there are six allowed modes of oscillation: two for each direction in real space. In the first of these two modes, the two atoms of the unit cell oscillate in phase while for the second one atoms vibrate in opposite phase. The two modes are known as acoustic, A, (due to its similarities with the propagation of an acoustic wave on air) and optic, O, (because in some ionic crystal they are excited by electromagnetic radiation), respectively [247]. Regarding the direction of vibration of the modes they are called transverse, T, when the atoms vibrate perpendicularly to the phonon wavevector, \(\mathbf{q}\) direction (there are two transverse modes) and longitudinal, L, when the atoms vibrate aligned with \(\mathbf{q}\) (there is one longitudinal mode).

The modes of oscillation for Si obtained from Refs. [88, 250, 251] are shown in Fig. 8.1 where the phonon energy is plotted as a function of the phonon wavevector magnitude \(|\mathbf{q}|\). Transversal modes (TA, TO) are degenerated. For low \(|\mathbf{q}|\) values, acoustic phonons modes (LA and TA), show a linear \(E(|\mathbf{q}|) - |\mathbf{q}|\) dependence and the energy is commonly modeled by a term \(E_{\text{PH}} = \hbar v_s |\mathbf{q}|\), where \(v_s\) is the slope of the \(\omega-|\mathbf{q}|\)
curve. For optic phonons, LO and TO, keep a constant energy $E_{\text{PH}}(|\mathbf{q}|) = \hbar \omega_{\text{OPH}}$.

![Figure 8.1](image)

**Figure 8.1:** Phonon energy, $E_{\text{PH}}$, as a function of the phonon wavevector magnitude $|\mathbf{q}|$ for different modes of vibration of Si oriented in [100] crystallographic direction. Transversal and longitudinal modes are plotted as dashed and solid lines respectively. Acoustic and optic modes are marked as A and O, respectively. Adapted from Ref. [88] after Refs. [250], [251].

The vibrations of the crystal induce a strain in the lattice which modifies the band edges of the semiconductor resulting in a deformation potential whose expression is given by

$$\psi_{\text{PH}}^{\pm}(\mathbf{r}) = D(\mathbf{q}) u_{\text{PH}}^{\pm}(\mathbf{r}, \mathbf{q}, t) = D(\mathbf{q}) \sqrt{\frac{\hbar}{2 \varrho_s \omega_{\text{PH}}(\mathbf{q}) L}} A(\mathbf{q}) e^{\pm i (\mathbf{q}\cdot\mathbf{r} - \omega_{\text{PH}}(\mathbf{q}) t)} \quad (8.39)$$

where $D(\mathbf{q})$ is a deformation potential, $u_{\text{PH}}^{\pm}(\mathbf{r}, \mathbf{q}, t)$ is the phonon wave, $\varrho_s$ is the semiconductor density, $\omega_{\text{PH}} = E_{\text{PH}}/\hbar$ is the phonon frequency and $A(\mathbf{q})$ is the wave magnitude which is related to the number of phonons, $n_{\text{PH}}(\mathbf{q})$, as $A(\mathbf{q}) = \sqrt{n_{\text{PH}}(\mathbf{q}) + \frac{1}{2} \pm \frac{1}{2}}$. $n_{\text{PH}}(\mathbf{q})$, is given by the Bose-Einstein distribution

$$n_{\text{PH}}(\mathbf{q}) = \frac{1}{e^{\frac{E_{\text{PH}}}{k_B T}} - 1} \quad (8.40)$$

To include the effect of phonons scattering in the transport calculations we have

---

1. The ± sign in the exponential correspond to phonon emission and absorption processes respectively. This result stems from a quantum treatment of the electron-phonon interaction.
2. Again the ± sign correspond to phonon emission and absorption processes, respectively.
assumed that only small $|q|$ phonons play a relevant role in the scattering process.

### 8.4.1 Acoustic phonons

As seen in Fig. 8.1 for acoustic phonons a small value of $|q|$ implies a small value of energy, $E_{\text{PH}}$, which in most of cases is negligible compared with the electron energy, $E_i(k_z)$, and can therefore be obliterated in the calculus. As a consequence, acoustic phonon mechanism is assumed to be elastic $^3$. Two implication derive from this assumption $^{206}$:

(a) The term $\omega t$ in the exponential of Eq. (8.39), which as explained in Section 7.3 determines the energy transfer due to the scattering process, is removed.

(b) The Bose-Einstein function in Eq. (8.40) is simplified to $k_B T/E_{\text{PH}}$ and $n_{\text{PH}}(|q|) = k_B T/E_{\text{PH}} = k_B T/h v_s |q|$

Moreover, the deformation potential for acoustic phonons is proportional to the wavenumber: $D(q) = D_{\text{APH}} q$. Thus, for acoustic phonons Eq. (8.39) is simplified to:

$$\tilde{\psi}_{\text{APH}}(r) = D_{\text{APH}} \sqrt{\frac{k_B T}{2AL\rho_s}} \frac{1}{v_s} e^{\pm iqr}$$  (8.41)

where we have used $\Omega = AL$. The matrix element due to a transition between states $(k_z, j)$ and $(k_z', j')$ is:

$$M_{j,j'}(k_z, k_z') = \int_0^L dz \int_A dA \xi_{j,k_z}(x,y) e^{-i k_z z} \sqrt{D_{\text{APH}}} \sqrt{\frac{k_B T}{2\rho_s AL v_s}} e^{\pm iqr} \xi_{j',k_z'}^*(x,y) e^{i k_z' z}$$  (8.42)

which can be written as $^4$

$$M_{j,j'}(k_z, k_z') = \frac{D_{\text{APH}}}{L} \sqrt{\frac{k_B T}{2\rho_s AL v_s}} \int_0^L dz \int_A dA \xi_{j,k_z}(x,y) e^{-i (q_x x + q_y y)} \xi_{j',k_z'}^*(x,y) e^{-i (k_z - k_z') + q_z z}$$  (8.43)

$^3$This approximation is not valid for low temperatures and highly confined structures $^{249}$.

$^4$For the sake of simplicity just the minus branch was considered. Equivalent derivation can be found for the positive branch.
The squared matrix element can then be calculated as:

\[
|M_{j,j'}(k_z,k'_z)|^2 = \frac{D_{\text{PH}}^2}{L^2} \frac{k_B T}{2g_s A L} \frac{1}{v_s^2} \int ds \int ds' \int dz \int dz' f_{j,j',k_z,k'_z}(x,y) e^{-i(k_zx+g_py)} f^*_{j,j',k_z,k'_z}(x,y') e^{i(k_zx'+g_py')} e^{-i(k_z-k'_z-q_z)(z'-z)}
\]

(8.44)

where \(f_{j,j',k_z,k'_z}(x,y)\) was defined in Eq. (8.32). The mathematical details of the integration procedure are given in Appendix E. The resulting expression is:

\[
|M_{j,j'}(k_z,k'_z)|^2 = \frac{D_{\text{PH}}^2}{L} \frac{k_B T}{2g_s} \frac{1}{v_s^2} \int dA f_{j,j',k_z,k'_z}(x,y) f^*_{j,j',k_z,k'_z}(x,y)
\]

(8.45)

which is the same expression proposed in Refs. [95, 227]. It is important to highlight that the matrix element does not depend on \(q_z\) and, therefore, it is isotropic.

### 8.4.2 Optical phonons

For optical phonons a small \(q_z\) does not imply a small energy, \(E_{\text{PH}}\), and therefore neither of the previous approximations for acoustic phonons can be made. Instead, \(\omega_{\text{PH}}(|q|)\) weakly depends on \(|q|\) and can be assumed as constant \(\omega_{\text{OPH}}\), see Fig. 8.1. Consequently the energy, \(E_{\text{PH}}\), and the number of phonons \(n_{\text{PH}}(q_z) = n_{\text{OPH}}\) are also constant. In addition, for optical phonons the deformation potential is assumed to be constant \(D(q_z) = D_{\text{OPH}}\). Thus, the perturbing potential can be written as:

\[
\tilde{\psi}_{\text{OPH}}(z) = D_{\text{OPH}} \sqrt{\frac{\hbar}{2ALg_s\omega_{\text{OPH}}}} \left[ n_{\text{PH}} + \frac{1}{2} \pm \frac{1}{2} e^{\pm i(|q|r)-\omega_{\text{OPH}}t} \right]
\]

(8.46)

One main difference between the perturbing potential presented in Eq. (8.46) and those obtained for other scattering mechanisms such as surface roughness, coulomb dispersion and acoustic phonons in Eqs. (8.1), (8.27), and (8.41) respectively, is the factor \(e^{\pm \omega_{\text{OPH}}t}\). As explained in Section 7.3 this factor implies a change in the energy between the initial and final states \(E\) and \(E'\) of states \((k_z,j)\) and \((k'_z,j')\) such that \(E' = E \pm \hbar \omega_{\text{PH}}\).

The matrix element due to a transition between states \((k_z,j)\) and \((k'_z,j')\) is given
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by:

\[ M_{j,j'}(k, k') = \int_0^L dz \int_A dA f_{j,j',k_z,k'_z}(s) e^{-ik_zz} \]

\[ \left( D_{OPH} \sqrt{\frac{\hbar}{2AL\xi\omega_{OPH}}} \sqrt{n_{PH} + \frac{1}{2} \pm \frac{1}{2} e^{\pm ik_zs \pm ik'_zz}} \right) \frac{e^{ik'_zz}}{\sqrt{L}} \] (8.47)

The square matrix element can then be written after the appropriate integration for \( q_x, q_y, q_z, z, z' \) equivalent to the carried out for acoustic phonons in Appendix E as:

\[ |M_{j,j'}(k, k')|^2 = \frac{D_{OPH}^2}{L} \frac{\hbar}{2\xi\omega_{OPH}} \left( n_{PH} + \frac{1}{2} \pm \frac{1}{2} \right) \int_A dA f_{j,j',k_z,k'_z}(s)f^*_{j,j',k_z,k'_z}(s) \] (8.48)

which also coincides with the expression proposed in Refs. [95, 227] As in acoustic phonons the matrix element is not dependent on \( q_z \), being therefore modeled as an inelastic isotropic mechanism.

8.5 Polar Optical Phonons

Similarly to non-polar bulk phonons, polar optical phonons (POP) result from vibrations of the crystal lattice. The main difference is related to the ionic nature of POP. In polar crystals, such as III-V compound semiconductors, there is a net electronic charge transfer between atoms of both compounds. This charge transfer leads to an effective dipole which results into a contribution to the dielectric function and modifies the potential induced by the lattice vibrations. The term optical comes from the high frequency and weakly wavevector dependent nature of these phonons. The mathematical derivation of the perturbing potential due to POP can be found elsewhere [252] leading to the so-called Fröhlich potential given by [217, 253, 254]:

\[ \tilde{\psi}_{POP}(r) = -i \sqrt{\frac{q^2\hbar\omega_{POP}}{2AL}} \left( \frac{1}{\epsilon_\infty} - \frac{1}{\epsilon_0} \right) \frac{1}{|q|} \sqrt{n_{PH} + \frac{1}{2} \pm \frac{1}{2} e^{\pm iq \cdot r - \omega_{POP}t}} \] (8.49)

being \( \omega_{POP} \) the phonon frequency, \( \epsilon(\infty) \) the high-frequency dielectric constant and \( \epsilon(0) \) the static dielectric constant. The rest of the terms keep the meaning used in Section 8.4. We have assumed that \( \omega_{POP} \) does not depend on \( |q| \) and consequently neither does \( n_{PH} \). As proposed in Section 7.3 and previously discussed in Section 8.4 for optical phonons, the factor \( e^{-i\omega_{POP}t} \) implies a change of energy in the scattering process. The
derivation of the matrix element for 2D-confined devices has been addressed in Ref. [217, 253, 254]. We reproduce it here for the sake of completeness. The matrix element can then be calculated as:

$$M_{j,j'}(k_z, k'_z) = \frac{1}{\sqrt{AL}} \int_0^L dz \int_A dA \xi_{j,k_z}(x,y) e^{-ik_zz} \left( \frac{C_{POP}}{|q|} e^{iqr} \right) \xi_{j',k'_z}(x,y) e^{ik'_zz}$$ (8.50)

where we have defined the constant:

$$C_{POP} = -\sqrt{\frac{q^2\hbar \omega_{POP}}{2}} \left( \frac{1}{\epsilon_\infty} - \frac{1}{\epsilon_0} \right) \left( n_{PH} + \frac{1}{2} \pm \frac{1}{2} \right)$$ (8.51)

The square matrix element is then given by:

$$|M_{j,j'}(k_z, k'_z)|^2 = \frac{C_{POP}^2}{L^2} \frac{1}{AL} \int_0^L dz \int_0^{L'} dA' f_{j,j',k_z,k'_z}(s) f_{j,j',k_z,k'_z}(s')$$

$$\int \int dq_x dq_y e^{\mp iq_x(x-x') \mp iq_y(y-y')} \frac{e^{i(k_z-k'_z-q_z)z}}{q_x^2 + q_y^2 + q_z^2}$$ (8.52)

where have used the \( f_{j,j',k_z,k'_z}(s) \) definition of Eq. (8.32). If we account for all the possible \( q_x, q_y \) and \( q_z \) contributions, and transforming the \( q_x, q_y \) and \( q_z \) sums in integrals as in Eqs. (E.23), we obtain:

$$|M_{j,j'}(k_z, k'_z)|^2 = \frac{C_{POP}^2}{L^2} \frac{1}{8\pi^3} \int dq_z \int_0^L dz \int_0^{L'} dA' f_{j,j',k_z,k'_z}(s) f_{j,j',k_z,k'_z}(s')$$

$$\int \int dq_x dq_y e^{\mp iq_x(x-x') \mp iq_y(y-y')} \frac{e^{i(k_z-k'_z-q_z)z}}{q_x^2 + q_y^2 + q_z^2}$$ (8.53)

The axial and \( q_z \) integration of Eq. (8.53) leads to:

$$|M_{j,j'}(k_z, k'_z)|^2 = \frac{C_{POP}^2}{L^2} \frac{1}{4\pi^2} \int dA f_{j,j',k_z,k'_z}(s) f_{j,j',k_z,k'_z}(s')$$

$$\int \int dq_x dq_y e^{\mp iq_x(x-x') \mp iq_y(y-y')} \frac{e^{i(k_z-k'_z-q_z)z}}{q_x^2 + q_y^2 + q_z^2}$$ (8.54)

where \( q_z^f = k_z - k'_z \) and we have substituted \( q \) by its components. The inner integral in Eq. (8.54) is analytically solved in Appendix F. Substituting the result into Eq. (8.53)
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we get:

$$\left| M_{j,j'}(k_z,k'_{z}) \right|^2 = \frac{C_{\text{POP}}^2}{2\pi L} \int_{A} dA \int_{A'} dA' f_{j,j',k_z,k_{z}'}(s) f_{j,j',k_z,k_{z}'}(s') K_0 \left( q_z' |s - s'| \right)$$  (8.55)

where $K_0$ is the modified Bessel function of the second kind and order zero. This is the final expression for the POP matrix element due to a transition between states $(k_z,j)$ and $(k'_z,j')$, which coincides with the expression achieved by Wang et al. in Ref. [253].

8.6 Alloy Disorder

In alloy semiconductors, there is some randomness in the distribution of atoms in the positions of the zinc-blende structure. Commonly one the semiconductors occupy one fcc lattice while the other two semiconductors distribute themselves randomly in the second fcc lattice [255]. As a consequence, the crystal potential is not periodic. The most common treatment of the problem consists on assuming that the alloy is actually ordered and the resulting virtual periodic crystal potential can be calculated as an average of those corresponding to the different semiconductor involved. The actual non-periodic potential influence is then modeled by a scattering mechanism called alloy disorder (AD). The expected value of the squared perturbing potential due to AD can be determined from a statistical analysis of the differences between actual and virtual potentials [234, 255], resulting into:

$$\langle |\psi^{\text{AD}}|^2 \rangle = \frac{a_0^3 x (1 - x)}{L} |V_a - V_b|^2$$  (8.56)

where $x$ is the alloy molar fraction, $|V_a - V_b|$ is the potential variation due to the presence of the alloys atoms and $a_0$ is the lattice constant (therefore $a_0^3$ is the integration volume of the perturbation potential). According to Harrison et al. [256], although $|V_a - V_b|$ could be taken as the difference in energy band gaps for the two components of the alloy, a more reasonable assumption is to take the vacuum level as the reference energy level. This last option is also chosen by Bastard [255]. The matrix element between states $(k_z,j)$ and $(k'_z,j')$ is:

$$M_{j,j'}(k_z,k'_z) = \int_{A} dz \int_{A'} ds \xi_{j,k_z}(x,y) e^{-ik_z x} \psi^{\text{AD}} \xi_{j',k'_z}^*(x,y) e^{ik'_z x}$$  (8.57)
Then, the expected value of the squared matrix element is:

\[
\langle |M_{j,j'}(k_z,k'_z)|^2 \rangle = \frac{a_0^2 x(1-x)}{4L} |V_a - V_b|^2 \int_A ds f_{j,j',k_z,k'_z}(s) M_{j,j',k_z,k'_z}(s)
\]

where \( f_{j,j',k_z,k'_z}(s) \) was defined in Eq. (8.32).

8.7 Dielectric Screening

Dielectric screening of the surface roughness, coulomb dispersion and alloy disorder scattering potentials needs to be included in order to get the correct dependence of the electron mobility on the effective field [95]. Moreover as it was pointed out in Ref. [257], a tensorial dielectric screening approach is needed for an accurate model.

In this Section, we introduce screening following Lindhard theory for 2D confined devices as in Ref. [95], but extending their approach to deal with arbitrary geometries and with scattering mechanisms for which the unscreened matrix element, \( M_{j,j'}(k_z,k'_z) \), cannot be calculated directly, and only their mean quadratic value, \( \langle |M_{j,j'}(k_z,k'_z)| \rangle \) can be attained. This is the case for AD and for SR when calculated as proposed in this manuscript following Refs. [238, 258]. The influence of screening on the phonon-electron interaction is neglected [95, 229, 233, 257]. The effective screened perturbing potential, \( \psi^s_q \), for a given value of \( q_z \) is written as [95]:

\[
\psi^s_{q_z}(s) = \psi^u_{q_z}(s) + \int ds G_{q_z}(s,s') \rho^\text{ind}_{q_z}(s) \epsilon_s
\]

where \( \psi^u_{q_z} \) is the unscreened perturbing potential and \( \rho^\text{ind}_{q_z} \) is the charge induced by the perturbing potential and can be calculated as:

\[
\rho^\text{ind}_{q_z}(s) = -\sum_{j,j'} \Pi_{q_z,j,j'} \psi^s_{q_z,j,j'}(s) \xi_j(s) \xi_{j'}(s)
\]

with

\[
\Pi_{q_z,j,j'} = e^2 \frac{2g_v}{L} \sum_k \frac{f_{j,k+q} - f_{j',k}}{E_{j,k} - E_{j,k+q}}
\]

where \( e \) is the electron charge, \( E_{j,k} = E_j(k) \) corresponds to the sum of potential and kinetic energy of a state of subband \( j \) with wave number \( k \), and \( f_{j,k} \) is the occupation of such state, namely the Fermi-Dirac function evaluated at \( E_{j,k} \). The \( 2g_v \) term accounts
for spin and valley degeneracy. Finally, $\psi_{qz,j,j'}^s$ is calculated as:

$$\psi_{qz,j,j'}^s = \int ds \xi_j(s) \psi_{qz}^s(s) \xi_{j'}^*(s)$$  \hspace{1cm} (8.62)$$

Equation (8.62) can be readily identified with the definition of the matrix element proposed in Eq. (??).

$$\psi_{qz,j,j'}^s = M_{j,j'}^{s}(k_z,k'_z)|_{qz=k_z-k'_z}$$  \hspace{1cm} (8.63)$$

Multiplying Eq. (8.59) by $\xi_i(s)\xi_{i'}(s)$ and integrating in the confinement plane we can write:

$$\psi_{qz,i,i',j,j'}^s = \psi_{qz,i,i'}^{us} + \int ds \xi_i(s)\xi_{i'}(s) \int ds' G_{qz}(s,s') \sum_{j,j'} \Pi_{qz,j,j'} \psi_{qz,j,j'}^s \xi_{j'}(s') \xi_{j}^*(s')$$  \hspace{1cm} (8.64)$$

which can be rewritten as:

$$\psi_{qz,i,i',j,j'}^s = \psi_{qz,i,i'}^{us} + \sum_{j,j'} \Pi_{qz,j,j'} \psi_{qz,j,j'}^s \nu_{qz,i,i',j,j'}$$  \hspace{1cm} (8.65)$$

where $\nu_{qz,i,i',j,j'}$ is defined as:

$$\nu_{qz,i,i',j,j'} = \int ds \xi_i(s)\xi_{i'}(s) \int ds' G_{q}(s,s') \xi_{j}(s') \xi_{j'}^*(s')$$  \hspace{1cm} (8.66)$$

Therefore, to achieve the screened matrix elements, the following equation system has to be solved

$$\psi_{qz,i,i'}^{us} = \sum_{j,j''} (\delta_{ij,i''j'} - \Pi_{qz,j,j'} \nu_{qz,i,i',j,j'}) \psi_{qz,j,j'}^s = \varepsilon_{qz,i,i',j,j'} \psi_{qz,j,j'}^s$$  \hspace{1cm} (8.67)$$

where $\varepsilon_{qz,i,i',j,j'}$ is the dielectric tensor. Thus, the screened matrix elements are given by:

$$\psi_{qz,j,j'}^s = \sum_{i,i'} \varepsilon_{qz,i,i',j,j'}^{-1} \psi_{qz,i,i'}^{us}$$  \hspace{1cm} (8.68)$$

The calculation of $G_{qz}(s,s')$ for cylindrical devices was addressed by Jin et al. in [95] and later extended for cylindrical structures with several insulator layers by Dura et al. [215]. Nevertheless, their work deals with a isotropic effective mass, where the angular wave number of the calculated wave functions is known a priori when solving the Schrödinger equation. However, when the effective mass tensor is anisotropic (as,
for example, at \(X\) and \(L\) valleys of III-V semiconductors), it is necessary to expand the wave functions into a series of cylindrical functions in order to use those \(G_{qz}\) functions even for cylindrical geometries. Moreover, these Green functions are not appropriate for any other geometry. In our simulator we have chosen to numerically solve Eq. (8.59) for a discrete set of \(q_z\) values, interpolating between them when needed. This makes possible to work with arbitrary geometries, at the cost of a higher computational burden.

### 8.7.1 Screening formulation

In this subsection we shed light on the introduction of screening in the matrix elements of surface roughness, coulomb dispersion and alloy disorder. The process is equivalent for all of them and therefore we will detail it in a general formulation similar to that proposed in Ref. [259] for AD. Let us start with the unscreened expression of the matrix element given by Eq. (8.68): Attending to the equivalence between Eqs. (8.62) and (8.63) the screened, \(M_{s,j,j'}^{k_z,k_{z'}}\), and unscreened, \(M_{us,i,i'}^{k_z,k_{z'}}\), matrix elements are related by:

\[
M_{s,j,j'}^{k_z,k_{z'}} = \sum_{j,j'} \epsilon_{q_z,i,i',j,j'}^{-1} M_{us,i,i'}^{k_z,k_{z'}}
\]

being as previously proposed \(q_z = k_{z'} - k_z\). Thus, if the matrix element can be calculated, the screening can be directly applied using Eq. (8.69). When this is not possible, from the definition of the matrix element in Eq. (8.62) we have:

\[
M_{s,i,i'}^{k_z,k_{z'}} = \frac{1}{L} \int_A ds \tilde{\psi}_{q_z}^{us}(s) \sum_{j,j'} \epsilon_{q_z,i,i',j,j'}^{-1} f_{j,j',k_z,k_{z'}}(s) e^{i(k_{z'} - k_z)z}
\]

with \(f_{j,j',k_z,k_{z'}}(s)\) as in Eq. (8.32). We can define the screened function form factor as:

\[
f_{s,i,i',k_z,k_{z'}}(s) = \sum_{j,j'} \epsilon_{q_z,i,i',j,j'}^{-1} f_{j,j',k_z,k_{z'}}(s)
\]

and rewrite (8.70) as:

\[
M_{s,i,i'}^{k_z,k_{z'}} = \frac{1}{L} \int_A ds \tilde{\psi}_{q_z}^{us}(s) f_{s,i,i',k_z,k_{z'}}(s)
\]

The former equation proves that the screened matrix element can be calculated using the same expressions developed in the previous Sections but with a screened form factor.
8.8 Conclusions

In this Chapter, the main scattering mechanisms for III-V and Silicon nanowires have been modeled for 2D confined devices. Novel models of surface roughness, coulomb, bulk phonons, polar optical phonons and alloy disorder scattering mechanisms have been developed. Moreover, tensorial dielectric screening has been considered and implemented. It should be highlighted that our simulator is useful for any device geometry and for both Silicon and III-V semiconductor materials, therefore constituting a state-of-the-art nanowire mobility simulator.
Chapter 9

Transport studies of MuG devices

9.1 Introduction

The previous two Chapters were devoted to the theoretical frame in which the electron mobility of MuG devices can be calculated under the MRT approximation. In this Chapter we study the electron mobility of Si and III-V Trigates and NWs. Specifically we 1) discuss the electron mobility of InAs NWs, analyzing its dependence on the NW diameter, carrier density and population of the Γ, L and X valleys; 2) compare the mobility behavior of Si and InGaAs Trigate’s architectures of different widths; and 3) analyze the influence of the back gate bias on the transport properties of SOI Trigates.

9.2 Electron mobility in InAs nanowires

During the last few years, numerous studies on the behavior of III-V NWs have been carried out \cite{280-285}. In particular, InAs NWs have received a lot of attention due to their high electron mobility and ease of near-ohmic metal contact formation \cite{282}. Different experiments have analyzed their transport properties as a function of parameters such as the temperature or the NW diameter \cite{100}. However, in spite of this interest there is a lack of knowledge about the detailed role played by each one of the scattering mechanisms that influence on the electron mobility. So that, the main goal of this Section is to carry out a comprehensive analysis of the electron mobility in InAs
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NWs making use of the Kubo-Greenwood formalism. The implicit approach in the calculation of the MRT, explained in Chapter 9, is used. The most influencing scattering mechanisms: non-polar optical and acoustic phonons, polar optical phonons, surface roughness and coulomb dispersion, presented in Chapter 8, are analyzed. Screening has a non-negligible effect and is considered in the calculation of the surface roughness and coulomb dispersion scattering rates. Finally, in this Section, we also ponder on the contribution of the different valleys on the total electron mobility providing a thorough understanding of the transport phenomena that may occur in these devices.

In this study, device diameters ranging from 5nm to 30nm are considered. Al2O3 is employed as gate insulator, with $T_{\text{ins}} = 1.5\text{nm}$, which corresponds to an EOT of 0.6nm [200], in good correspondence with previous works [201]. The transport axis of the NWs is oriented along the [001] direction. The material parameters for phonons are presented in Appendix F. A high density of interface traps ($5 \cdot 10^{12}\text{cm}^{-2}$) is assumed as traditionally the quality of interfaces between III-V materials and insulators is far from being perfect [141, 145]. As for the interface roughness an exponential autocorrelation function is considered, see Eq. (8.19), with $\Delta_{\text{SR}} = 0.5\text{nm}$ and $\Lambda_{\text{SR}} = 1.5\text{nm}$. A metal gate work function of $\Phi_m = 5.05\text{eV}$ is used, and the doping density is $N_a = 10^{14}\text{cm}^{-3}$.

We begin analyzing the mobility dependencies with the electron density, $N_i$, and the nanowire diameter, $2R_s$. Fig. 9.1 shows the contribution of each scattering mechanism to the total mobility as a function of the inversion charge for two NW diameters:

**Figure 9.1:** Electron mobility ($\mu$) as a function of $N_i$ for the different mechanisms: TOT (circles), SR (squares), CO (diamonds), OPH and APH (stars), and POP (triangles) for two InAs NW diameters: (a) $2R_s=5\text{nm}$, and (b) $2R_s=30\text{nm}$. 

[Diagram showing mobility data for different diameters]
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Figure 9.2: (a) $\mu_T$ as a function of $2R_s$ for different values of $N_i$: $10^{11}\text{cm}^{-2}$ (circles), $10^{12}\text{cm}^{-2}$ (squares), $5 \cdot 10^{12}\text{cm}^{-2}$ (diamonds) and $10^{13}\text{cm}^{-2}$ (stars). (b) $\mu$ as a function of $N_i$ for different values of $2R_s$: 5nm (circles), 10nm (squares), 20nm (diamonds) and 30nm (stars).

5nm and 30nm. Total (TOT), surface roughness (SR), coulomb dispersion (CO), bulk acoustic and optical phonons (APH-OPH), and polar optical phonons (POP) limited mobilities are plotted as circles, squares, diamonds, stars, and triangles, respectively. The scattering mechanism’s parameters are those collected in Appendix F. As may be seen, SR is the more limiting factor to the total mobility. For the smallest device ($2R_s = 5\text{nm}$), its control extends from low to high $N_i$. For low inversion charge, CO slightly reduces the total mobility with respect to the value given by SR, while for $N_i > 4 \cdot 10^{12}\text{cm}^{-2}$ the influence of phonons actually affects the total mobility, reducing its value to half of the SR-limited mobility. For larger devices, SR is still the dominant scattering mechanism for intermediate and high $N_i$, as the inversion charge moves towards the semiconductor insulator interface. For small electric fields, however, $\mu_{\text{CO}}$ and $\mu_{\text{POP}}$ fall below $\mu_{\text{SR}}$, affecting the final value of the total mobility.

To better appreciate the dependence of the mobility with the diameter of the NW, Fig. 9.2(a) shows the total mobility as a function of $2R_s$ for different values of inversion charge: $10^{11}\text{cm}^{-2}$ (circles), $10^{12}\text{cm}^{-2}$ (squares), $5 \cdot 10^{12}\text{cm}^{-2}$ (diamonds) and $10^{13}\text{cm}^{-2}$ (stars). To help us to interpret the results from Fig. 9.2(a) Fig. 9.2(b) shows the mobility as a function of the inversion charge for different NW sizes. The $N_i$ values considered in Fig. 9.2(a) are plotted in Fig 9.2(b) as vertical dashed lines. Studying these figures, some conclusions can be extracted:

1. For small NWs, $2R_s < 20\text{nm}$, $\mu$ decreases as the NW size is reduced. This trend
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Figure 9.3: (a) $\mu_{SR}$ as a function of $2R_s$ for different values of $N_i$: $10^{11}$cm$^{-2}$ (circles), $10^{12}$cm$^{-2}$ (squares), $5 \cdot 10^{12}$cm$^{-2}$ (diamonds) and $10^{13}$cm$^{-2}$ (stars). (b) $\mu_{SR}$ as a function of $N_i$ for different NW diameters: 5nm (circles), 10nm (squares), 20nm (diamonds) and 30nm (stars).

is not so clear for high $N_i$ around $2R_s = 10$nm due to the oscillations associated to the finite density of states that can also be appreciated in Fig. 9.2(b)\textsuperscript{1}.

2. For diameters larger than 20nm, and for each $N_i$ value, the mobility tends to saturate with the size (see Fig. 9.2(a)).

Once the total mobility dependence with $2R_s$ has been analyzed, it is interesting to have a more detailed look at the most limiting scattering mechanism. So that, SR-limited mobility ($\mu_{SR}$) behavior as a function of the NW diameter and $N_i$ have been depicted in Figs. 9.3(a) and 9.3(b), respectively. The same color and symbol code previously used in Figs. 9.2(a) and 9.2(b) is kept now. According to these figures, we can highlight some conclusions about the $\mu_{SR}$ behavior in InAs NWs:

1. For low $N_i$ values, there is a continuous growth of $\mu_{SR}$ with the NW diameter. As the electric field is low, the semiconductor charge is mainly located in the center of the NW, minimizing the effect of SR for large devices. Therefore, the geometrical confinement is the main reason of the reduction of $\mu_{SR}$ for small devices.

2. For large $N_i$ values, SR scattering is the dominant mechanism, and therefore the curves corresponding to $N_i = 5 \cdot 10^{12}$cm$^{-2}$ and $N_i = 10^{13}$cm$^{-2}$ in Fig. 9.3(a) do

\textsuperscript{1}These oscillations are similar to those experimentally demonstrated for Si devices at low temperature in Ref. 266.
not show big differences with the corresponding ones for the total mobility shown in Fig. 9.2(a).

3. For large NWs, $\mu_{\text{SR}}$ decreases monotonically with $N_i$, mainly due to the higher electrical confinement, which increases the influence of the SR. It should be noticed, however, that this trend is not maintained for small devices, where the low density of states is responsible for the fluctuations observed for the 5nm and 10nm curves in Fig. 9.3(b).

Now, we analyze the influence of the different valleys ($\Gamma$, $L$ and $X$) on the mobility behavior. We have first estimated the relative population of each valley for two NW diameters, $2R_s = 5\text{nm}$ and $2R_s = 20\text{nm}$, in a wide $N_i$ range. Our results indicate that the population of the $X$ valley is negligible in any case and it will not be considered in the following discussion.

![Figure 9.4: Relative population of the $\Gamma$-valley (squares) and the $L$-valley (circles) for the $2R_s = 5\text{nm}$ (dashed) and the $2R_s = 20\text{nm}$ (solid) NWs as a function of the electron density.](image)

The $\Gamma$ valley collects all the electrons at very low inversion densities, regardless of the NW diameter, as it could be expected due to its lower energy. However, as the applied gate bias increases, more electrons populate the $L$ valleys. Moreover, the NW size plays an important role in the relative contribution of each valley, as shown in Fig. 9.4. Thus, the reduction of the diameter increases the relative population of the $L$ valley (as explained in Section 4.3), making it more important than the $\Gamma$ one in the case of the $2R_s = 5\text{nm}$ NW for $N_i$ values around $N_i = 7 \cdot 10^{12}\text{cm}^{-2}$. 
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For the transport orientation considered for these devices, the four \( L \) valleys have the same, high transport effective mass \((0.64m_0)\) compared to the \( \Gamma \) valley \((0.026m_0)\). Therefore, it could be expected that the \( L \) valley contribution would actually spoil the mobility behavior as the NW diameter is reduced, since its relative weight steadily increases. To shed light on the potential degrading effect of the \( L \) valley, we have to evaluate first the contribution of a single subband to the total mobility. To do so, we calculate \( \mu_j n_j / N_i \), where \( \mu_j \) is the mobility of the \( j \)-th subband, \( n_j \) is its population and \( N_i \) is the total one. Then, the contribution to the total mobility of a certain valley \( v \) can be computed as

\[
\mu_v = \sum_{j \in v} \mu_j n_j / N_i \tag{9.1}
\]

being the total mobility \( \mu = \sum_v \mu_v \).

Making use of Eq. (9.1), we have calculated the contribution to the total mobility of the \( \Gamma \) and \( L \) valleys for the same two diameters considered in Fig. 9.4, \( 2R_s = 5\text{nm} \) and \( 2R_s = 20\text{nm} \). The results are depicted in Fig. 9.5. As shown, the contribution to the electron mobility corresponding to the \( L \) valley is much lower than the corresponding to the \( \Gamma \) valley except for very large values \((N_i > 10^{13}\text{cm}^{-2})\). We wish to draw the reader’s attention to the logarithmic scale in the mobility axis. As the total mobility is achieved adding up the contributions of each valley, the total mobility essentially coincides with the contribution of the \( \Gamma \) valley in the range up to \( N_i > 10^{13}\text{cm}^{-2} \). Taking into account the non-negligible population of the \( L \) valley shown in Fig. 9.4, its low contribution to the total mobility can be read as an effective degradation of the transport properties, in particular for high values of \( N_i \) and small diameters. Thus, Fig. 9.5 provides a clear evidence of the importance of considering the \( L \) valley when studying the transport properties of InAs NWs.

Let us go on with the study of mobility results. As the oscillations due to the density of states usually shadow the mobility dependence with the NW size for a given \( N_i \), it is interesting to consider the peak mobility in its stead. Fig. 9.6 presents the peak mobility as a function of \( 2R_s \) for SR (squares) and POP (diamonds) and for the total mobility (circles).

It can be observed that the total peak mobility reaches a constant value for large NW sizes. This behavior is coherent with what was observed in Fig. 9.2(a). The peak mobility in SR describes a continuous increase with size. This result is very similar to that presented for low \( N_i \) in Fig. 9.3(a). It actually makes sense, as the SR mobility is maximum at low \( N_i \) where the charge is far from the semiconductor-insulator interface.
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Figure 9.5: Mobility contribution of the $\Gamma$-valley (squares) and the $L$-valleys (scircles) in a $2R_s=5\text{nm}$ (dashed lines) and a $2R_s=20\text{nm}$ (solid lines) InAs NW as a function of the electron density.

Figure 9.6: Total (circles), SR (squares), and POP (diamonds) peak mobility, $\mu_{\text{PEAK}}$ as a function of $2R_s$.

On the other hand, the reduction of the SR peak mobility for small devices is directly related to the trend observed for the total mobility, showing again that, even at low inversion densities, SR is the most limiting scattering mechanism for small devices. As for POP, roughly a constant value for the peak mobility is found. It is clear, however, that the peak mobility for large devices is strongly influenced by POP and therefore this mechanism should not be neglected when studying the mobility behavior of large III-V NWs.
9.3 Comparison of Si and InGaAs mobility in Trigate FETs

In this Section, we complicate the scenario introducing more complex geometries: Trigate FET; and an alternative III-V material: InGaAs. The Trigate FET introduces the fewest changes to conventional planar transistor processing, while allowing a very good control of the channel \[67, 151\]. InGaAs adds to the well known advantages of III-V materials could offer an improved semiconductor-insulator interface \[61\].

Thus, we complete the electrostatic study performed in Section 4.4 comparing the behavior of Si and InGaAs Trigate’s architectures. The same geometries and material properties presented in the aforementioned Section are considered, keeping SiO$_2$ and TaSiO$_x$ as insulators with and EOT 1.1nm. The material parameters of TaSiO$_x$ were calculated by a linear interpolation between those corresponding to SiO$_2$ and Ta$_2$O$_5$. In this work, [110]-oriented devices fabricated on (001) wafers are considered, thus confining electrons within two different directions: [001] (top and bottom surfaces) and [1\overline{1}0] (left and right surfaces). As for the scattering mechanisms, those presented in Chapter 8 are used here, adding to the previous Section the Alloy AD disorder characteristic of this ternary material. The material and transport parameters are summed up in Appendix F.

Regarding the interface quality, the density of ionized impurities is set to \( N_{\text{CO}} = 5 \cdot 10^{11}\text{cm}^{-2} \), while a surface roughness correlation length \( \Lambda_{\text{SR}} = 1.5\text{nm} \) is used. Distinct rms surface roughness values are considered for the top and lateral interfaces of the Trigate: \( \Delta_{\text{SR, TOP}} = 0.4\text{nm} \) and \( \Delta_{\text{SR, LAT}} = 0.5\text{nm} \), after Ref. [238].

First, let us contrast the total electron mobility, \( \mu \), of Si and InGaAs Trigates assuming equal quality semiconductor-insulator interfaces for both cases. Fig. 9.7 shows \( \mu \) as a function of \( N_i \) for 30nm height Si (solid lines) and InGaAs (dashed lines) Trigates of three different widths: 5nm (diamonds), 10nm (squares) and 20nm (circles).

In both materials, there is not a significant difference in the mobility tendency between the two largest widths (\( W_s = 10\text{nm} \) and \( W_s = 20\text{nm} \)). Moreover, the InGaAs mobility is for these two sizes larger than the Si mobility in the whole depicted range of inversion charge. The InGaAs-Si mobility ratio, for a given size, reaches its maximum at low \( N_i \) values where the InGaAs mobility is around one order of magnitude higher than that of Si. This mobility ratio is reduced as we move toward higher \( N_i \) falling to a factor of \( \sim 2 \). That change in the mobility ratio of InGaAs and Si widest Trigates
can be better analyzed attending to the different scattering mechanism contributions to the mobility.

Fig. 9.8 shows the contribution to the total mobility (circles) of the different scattering mechanism: SR (squares), AD (asterisks), POP (triangles), CO (diamonds) and APH-OPH (stars) as a function of $N_i$ for $W_s = 20$nm, $H_s = 30$nm (a) InGaAs and (b) Si Trigates. Meaningful differences are observed in the mechanisms’ contributions to the total mobility for both materials. While bulk non-polar phonons play a negligible role in InGaAs, they mostly control the mobility at low $N_i$ in Si. For the InGaAs Trigates, two mechanisms not present in Si, as AD and POP, are the most limiting in that range of $N_i$. This change in the mechanisms controlling the mobility explain the large discrepancies, around one order of magnitude, observed (for that width) between both materials in Fig. 9.7 at low $N_i$. However, when high electric fields are considered SR becomes dominant for InGaAs while for Si its contribution is of the same order of magnitude than bulk phonons. While SR limited mobility behaves distinctly in both materials at low inversion charges, mainly due to the higher spatial confinement of InGaAs (as a consequence of its lower effective mass), it is pretty similar for high $N_i$ (when the charge distribution is close to the interface in both cases). The factor $\sim 2$ observed in the InGaAs-Si mobility ratio for high $N_i$ can be attributed to the role of bulk phonons in Si.

Up to this point, we have intentionally omitted the thinnest ($W_s = 5$nm) Trigates in our analysis. The mobility behavior for them shows some dissimilarities with respect
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Figure 9.8: Contributions to the total mobility (circles) of SR (squares), AD (asterisks), POP (triangles), CO (diamonds) and APH-OPH (stars) as a function of $N_i$ for a $W_s = 20\,\text{nm}$, $H_s = 30\,\text{nm}$ (a) InGaAs and (b) Si Trigates.

to the wider sizes as it was shown in Fig. 9.7. First, the density of states bottleneck in the InGaAs Trigate results in a pronounced oscillation in the total mobility. Second, for $N_i \simeq 0.7 \cdot 10^{13}\,\text{cm}^{-2}$ the mobility of InGaAs is degraded below that of Si. To better understand this performance, we depict the different contributions to the mobility in Fig. 9.9. The symbols code from the Fig. 9.8 is kept.

As can be seen, at low $N_i$ values SR gains importance (with respect to wider devices) in both InGaAs and Si. It is worth to note that (due to the stronger spatial confinement) the separation from the charge centroid to the semiconductor-insulator interface (at low electric fields) is reduced with the semiconductor width; augmenting the relevance of SR. The distinct behavior observed between Si and InGaAs can again be ascribed to the relevance of bulk-phonons in Si, which degrades the total mobility to $\sim 0.25$ the value given by SR. For InGaAs, AD, POP, and CO are also relevant at low $N_i$, reducing the total mobility to $\sim 0.7$ the SR mobility value. For high $N_i$ there is an important reduction in the total mobility of InGaAs (around a factor 2 that of SR) due to AD.

Since it was not commented in the previous Section, we focus now on the AD mechanism. Fig. 9.10 shows the AD limited mobility as a function of $N_i$ for 30nm height InGaAs Trigates with three different widths: 5nm (diamonds), 10nm (squares) and 20nm (circles). As can be observed, there is a monotonic decrease in AD limited mobility with size for the whole range of depicted $N_i$. As explained in Chapter 8 the matrix element of AD is controlled by the overlapping of the wavefunctions correspond-
Chapter 9. Transport studies of MuG devices

Figure 9.9: Contributions to the total mobility (circles) of SR (squares), AD (asterisk), POP (triangle), CO (diamonds) and APH-OPH (stars) as a function of $N_i$ for a $W_s = 5\text{nm}$ (a) InGaAs and (b) Si Trigates.

...ing to the subbands involved in the electron transitions. As the device size is reduced, the spatial confinement tends to increase the overlapping, and therefore augments the matrix elements and reduces the mobility. The behavior with $N_i$ can also be easily explained: the higher $N_i$, the larger the number of occupied subbands and available transitions for AD, and therefore, the lower the mobility.

One last question, regarding AD limited mobility, deserves to be commented: this mechanism is extremely sensitive to the value chosen for of the alloy scattering potential, $|V_a - V_b|$ in Eq. (8.58). In this Section we have set $|V_a - V_b|$ to the difference between the conduction band levels of InAs and GaAs, 0.52V according to Ref. [115]. However, it should be pointed out that other works in the literature choose a different value for this parameter (see for example Ref. [267], where of $|V_a - V_b|$ = 1.6V). As the matrix elements depend on $|V_a - V_b|^2$ that difference in the value of the alloy scattering potentials is translated into a factor $(1.6/0.5)^2 \sim 10$ in the matrix elements and, consequently, $\sim 1/10$ in the AD limited mobility. Therefore, we highlight here the need of a proper selection of the alloy potential for a reasonable study of the AD influence on the mobility.

We focus now on the mobility degradation due to the $L$-valley population. As explained in Section 4.4, the relative population of $L$-valleys in the InGaAs Trigates tends to increase when reducing the semiconductor width. Thus we can expect a spoil in the mobility due to their large effective mass. For the device orientation considered...
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Figure 9.10: AD limited mobility as a function of $N_i$ for 30nm height InGaAs Trigates with three different widths: 5nm (diamonds), 10nm (squares) and 20nm (circles).

here, two $L$ valleys have a transport effective mass $m^* = 1.1461m_0$ and the other two have $m^* = 0.1154m_0$. Therefore, significant differences are expected between them. Figs. 9.11 and 9.12 show the relative population and the contribution to the total mobility, calculated using Eq. (9.1), of the $\Gamma$-valley (squares) and the two groups of $L$-valleys ($m^* = 1.1461m_0$ plotted as circles, $m^* = 0.1154m_0$ plotted as diamonds) in a $W_s = 5$nm (dashed lines) and a $W_s = 20$nm (solid lines) InGaAs Trigate. As expected, the contribution to the electron mobility of the $L$ valleys is lower than the one of the $\Gamma$-valley, resulting (as explained in the previous Section) in an effective degradation of the mobility. The contribution of the two kinds of $L$ valleys was plotted separately, highlighting the relevance that the orientation can have on the $L$-valley degradation of the mobility for thinner devices.

Up to this point, we have compared InGaAs and Si Trigates with the same interface characteristics. However, technological difficulties result in poorer interfaces in up-to-date III-V insulator interfaces [268, 269]. Thus, it is interesting to analyze the relative contributions of SR and CO when a poorer semiconductor-insulator interface is present. Fig. 9.13 compares the InGaAs total mobility (circles), as well as SR (squares) and CO (diamonds) limited mobilities for the previous interface ($N_{CO} = 5 \cdot 10^{11}$cm$^{-2}$, $\Delta_{SR, TOP} = 0.4$nm, $\Delta_{SR, LAT} = 0.5$nm and $\Lambda_{SR} = 1.5$nm), plotted as solid lines and a degraded interface ($N_{CO} = 5 \cdot 10^{12}$cm$^{-2}$, $\Delta_{SR, TOP} = 0.8$nm, $\Delta_{SR, LAT} = 1$nm and $\Lambda_{SR} = 1.5$nm) plotted as dashed lines, for 30nm height InGaAs Trigates with two different widths: (a) 5nm and (b) 20nm.
Figure 9.11: Relative population of the Γ-valley (squares) and the two groups of L-valleys \((m^* = 1.1461m_0\) circles, \(m^* = 0.1154m_0\) diamonds) in a \(W_s = 5\text{nm}\) (dashed lines) and a \(W_s = 20\text{nm}\) (solid lines) InGaAs Trigate as a function of the electron density.

The rest of the scattering mechanism are not shown since they would not be modified as the interface is changed. The degradation in the mobility due to the degraded quality of the interface is obvious in both sizes. The CO limited mobility is reduced proportionally to \(N_{\text{CO}}\), namely in a factor 10. The SR mobility dependence on \(\Delta_{\text{SR}}\) goes down with \(\Delta_{\text{SR}}^2\). Thus, for the widest device the SR limited mobility is reduced around a factor 4.

For the widest device, \(\mu_{\text{CO}}\) is the most limiting contribution to the mobility for low inversion charges when the poorest interface is considered. For the better interface, CO affects more than SR (at low \(N_i < 10^{12}\text{cm}^{-2}\)), but as already shown in Fig. 9.8(a) there are other mechanisms, such as POP and AD, which degrade further the mobility. When higher electric fields are considered the charges moves towards the interface and the SR becomes more relevant. In the thinner device, SR is the dominant mechanism in the whole depicted range of \(N_i\) and the total mobility is degraded in the poor interface in a similar amount than it is the SR limited mobility. Therefore, improving the quality of the interface is shown to have a direct impact in the total electron mobility and should be one of the main technological purposes to consider III-V materials as potential substitutes of Si in MuG architectures.
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Figure 9.12: Mobility contribution of the $\Gamma$-valley (squares) and the two groups of $L$-valleys ($m^* = 1.1461m_0$ circles, $m^* = 0.1154m_0$ diamonds) in a $W_s = 5\text{nm}$ (dashed lines) and a $W_s = 20\text{nm}$ (solid lines) InGaAs Trigate as a function of the electron density.

Figure 9.13: Total mobility (circles), as well as SR (squares) and CO (diamonds) limited mobilities for the original interface ($N_{CO} = 5 \cdot 10^{11}\text{cm}^{-2}$, $\Delta_{SR,\text{TOP}} = 0.4\text{nm}$, $\Delta_{SR,\text{LAT}} = 0.5\text{nm}$ and $\Lambda_{SR} = 1.5\text{nm}$), plotted as solid lines and a degraded interface ($N_{CO} = 5 \cdot 10^{12}\text{cm}^{-2}$, $\Delta_{SR,\text{TOP}} = 0.8\text{nm}$, $\Delta_{SR,\text{LAT}} = 1\text{nm}$ and $\Lambda_{SR} = 1.5\text{nm}$) plotted as dashed, for 30nm height InGaAs Trigates with two different widths: (a) 5nm and (b) 20nm
9.4 Influence of back gate bias on the electron mobility of Si Trigate devices

Let us finally study the influence of the back gate bias on the transport behavior of Si Trigate devices completing the electrostatic study of Section 4.6. To the best of our knowledge, there is not such a study in the literature for MuG devices, although the results for ultrathin SOI devices have pointed out that the influence of $V_{bg}$ may be non-negligible [163], [270].

As in Section 4.6 SOI Trigate structures have been studied here [165, 166]. A midgap metal gate ($\Phi_m=4.61$eV) is considered, and the gate and buried oxide (SiO$_2$) thicknesses are $t_{ins}=1.2$nm and $t_{box}=10$nm, respectively. The channel is oriented along the [011] crystallographic direction, being the top and bottom Si-insulator interfaces [100]-oriented, and the lateral ones [011]-oriented. Back-gate bias ($V_{bg}$) is applied beneath the buried oxide. A rectangular silicon channel is simulated, being $W_s$ and $H_s$ the silicon width and height respectively.

Bulk optical (OPH) and acoustic (APH) phonons, surface-roughness (SR) and Coulomb (CO) scattering mechanisms are included in the simulations. Again, both SR and CO scattering mechanisms are implemented taking into account the tensorial dielectric screening [95], while the phonon interactions remain unscreened. The scattering mechanisms are introduced as in Chapter 8. The phonons parameters are summed up in Appendix F. The surface characteristics are: $\Delta_{sr}=0.5$nm, $L_{sr}=1.5$nm and $N_{CO}=5 \times 10^{11}$cm$^{-2}$.

In this study, we have chosen two devices with sizes: $W_{sc} \times H_s = 20$nm$\times$15nm, and $W_{sc} \times H_s = 5$nm$\times$5nm. Both of them have similar, relatively high values of the body factor, $\gamma \simeq 0.05$, see Fig. 4.25, and square-like cross sections. $V_{bg}$ values ranging from $-2$V to 2V are considered. Fig. 9.14 depicts the electron mobility as a function of the inversion charge for constant values of $V_{bg}$, for both device sizes. As shown, higher $V_{bg}$ values increase the electron mobility for the largest device, and also for the smaller one at high inversion charges. However, there is a non-monotonic behavior as a function of the back-gate voltage at low $N_i$ values, which can be better seen in Fig. 9.15 where $\mu$ has been depicted as a function of $V_{bg}$ for constant $N_i$ values.

The behavior of these curves can be explained by studying the role of the different scattering mechanisms. Let us first compare, in Figs. 9.16, the behavior of phonon-limited mobility, $\mu_{PH}$ (circles), phonon and SR-limited mobility, $\mu_{PH+SR}$ (diamonds),
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and phonon, SR and coulomb-limited mobility, \( \mu_{PH+SR+CO} \) (stars) as a function of the inversion charge for \( V_{bg} = \pm 2V \).

As can be seen, the influence of PH, SR and CO is similar in the smallest device for both \( V_{bg} = \pm 2V \). The reason may be found in the strong geometrical confinement. However, for the biggest device, where the charge position can be modulated using the back-gate bias, the mobility reduction due to SR and CO is stronger at negative values of \( V_{bg} \).

The non-monotonic behavior of \( \mu_{SR} \) for \( V_{bg} = 2V \) observed in Fig. 9.16(b) is related to the charge redistribution that occurs when \( N_i \) increases, as shown in Fig. 4.26. For small \( N_i \) values, the charge is located close to the Si/BOX interface and the SR scattering due to this surface is not negligible. However, as \( V_{fg} \) is increased and \( N_i \) grows, the charge is shifted from the Si/BOX towards the center of the fin, as shown in Figs. 4.26 and 4.27, and therefore the influence of the SR scattering is reduced. As a consequence, the achieved mobility is larger than in the \( V_{bg} = -2V \) case, where the charge get closed to the top interface.

Taking into account that the Si/BOX interface is expected to have a better quality than the lateral and top ones [271], we have simulated the behavior of the mobility curves when, only in this interface, \( \Delta_{SR} \) is reduced to 0.2nm and \( N_{CO} \) to \( 10^{11}\text{cm}^{-2} \).

Fig. 9.17 presents the total mobility curves as a function of \( N_i \) for both, the original device (solid lines) and the one with improved Si/BOX interface quality (dashed lines), for \( V_{bg} = \pm 2V \).
Figure 9.15: Electron mobility as a function of $V_{bg}$ for inversion charge values $N_i = 10^{11}$ cm$^{-2}$ (circles), $N_i = 10^{12}$ cm$^{-2}$ (diamonds) and $5 \times 10^{13}$ cm$^{-2}$ (squares) for: (a) 5nm x 5nm and (b) 20nm x 15nm Trigates.

Figure 9.16: $\mu_{PH}$ (circles), $\mu_{PH+SR}$ (diamonds) and $\mu_{PH+SR+CO}$ (stars) as a function of the inversion charge for the two $V_{bg}$ values: 2V (solid) and −2V, for (a) 5nm x 5nm and (b) 20nm x 15nm Trigates.
In the small device, the improvement of one of the interfaces reduces the matrix elements due to SR and CO scattering mechanisms regardless the back-gate voltage, due to the strong geometrical confinement. Therefore, an improvement of the total mobility is found for both $V_{bg} = \pm 2V$, although this improvement is higher in the $V_{bg} = 2V$, where the charge is closer to the Si/BOX interface.

In the larger device, there is almost no influence of the Si/BOX interface improvement at $V_{bg} = -2V$, as the charge is quite far from this interface even at low inversion charges (see Fig. 4.26). However, for small $N_i$ and positive back-gate bias, a strong increase of the mobility is found, due to the proximity of the inversion charge to the Si/BOX interface.

As can be seen, in the larger device, the mobility achieved for positive $V_{bg}$ values doubles that achieved for negative $V_{bg}$ values in a large range of $N_i$ values. Therefore, the impact of $V_{bg}$ on the electron mobility should not be neglected when studying the back gate influence on the device performance.

9.5 Conclusion

In this Chapter, we have accomplished three transport studies using the implicit solution from the MRT approximation of the Boltzmann transport equation.
First, we have analyzed the electron mobility behavior for InAs NWs as a function of their diameter and inversion charge. We have demonstrated that surface roughness is the most limiting mechanism as the device size is shrunk. However, polar optical phonons and Coulomb interactions should also be considered in order to explain the trend observed for the total mobility as a function of the device size and the electron density. We have also demonstrated the importance of including the $L$ valley in the calculations as its increasing population when the diameter is reduced strongly degrades the mobility. Therefore, neglecting the contribution of the $L$ valley would lead to wrong conclusions.

Second, we have compared the mobility performance of InGaAs and Si Trigates. The mechanism contributions to the mobility have been studied for different Trigate widths, observing relevant differences in the InGaAs-Si ratio with size.

We have analyzed the influence of the back-gate bias on the electron mobility of Trigate silicon devices. It has been confirmed the strong impact of the back-gate bias on the electron mobility. Positive back-gate bias pushes the charge further from the top and lateral Si/insulator interfaces, reducing the influence of SR and Coulomb scattering mechanisms and therefore increasing the carrier mobility. On the contrary, the carrier mobility is degraded for negative back-gate bias.
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Conclusions

As explained in the Objectives section, the main objective of this PhD Thesis was the study of MuG architectures and III-V compounds semiconductors. In this context, the main contributions of this work are listed next:

1. A self-consistent Schrödinger-Poisson solver was developed, which is able to deal with arbitrary geometries, materials and orientations to achieve the charge and potential distribution in the cross-section of a MuG structure. A non-parabolic effective mass approach was employed for the Schrödinger equation, and the contribution of $\Gamma$, $X$ ($\Delta$ for Silicon) and $L$ valleys was included. In addition, the developed simulator allows the inclusion of an arbitrary profile of interface states.

2. Using this self-consistent Schrödinger-Poisson solver, Trigates and NWs made of Si and III-V semiconductors were analyzed. It was demonstrated that the low density of states has a strong influence on the charge density and gate capacitance behavior of III-V NWs. Moreover, the population of higher energy valleys (in particular, of $L$ valleys) can strongly modify the small conduction effective mass associated to III-V semiconductors. Additionally, we studied the behavior of InGaAs, and SOI Trigate FETs, as a function of the channel width, showing that the semiconductor width has a strong impact on InGaAs Trigates: both the threshold voltage and the gate voltage at which the $L$ valleys begin to be populated depend on the width. Besides, it was demonstrated the importance of considering the two-dimensional confinement for III-V materials to accurately reproduce the electron distribution near the corners. This effect produces a noticeable impact on the conduction effective mass as a result of the different population
of each valley. The control the threshold voltage and the charge distribution of Trigate SOI devices by modifying the back-gate bias was studied, confirming the possibility of achieving body factors higher than \( \gamma = 0.1 \) as long as the channel width over height ratio is increased as much as possible. Finally, the influence of the interfacial states, \( D_{\text{it}} \), on the performance of Si MuG FET and, specifically, on the subthreshold swing and the threshold voltage was analyzed observing relevant variations with the temperature and the oxide thickness. It was concluded that the higher the number of gates the lower the degradation due to the interface states, caused by the higher electrostatic control of the semiconductor-insulator interface.

3. A fully analytical model for the charge and potential distributions in cylindrical III-V nanowires was developed. This model presented analytical expressions for the calculation of the subband energies and their corresponding wavefunctions, taking into account their penetration into the gate insulator and the effective mass discontinuity in the semiconductor-oxide interface, Fermi-Dirac statistics, two-dimensional confinement of the carriers and non-parabolic effects. It also allowed the inclusion of arbitrary analytical profiles of interfacial states. We demonstrated that our analytical solution fits very well the numerical simulations in all operating regimes for a wide range of NW sizes and gate voltages. The model was extended to calculate the current in a long-channel nanowire including the interface charge.

4. Using the results from the charge and potential models, we proposed physically based analytical models for the gate capacitance and the threshold voltage in III-V NWs. Regarding the gate capacitance model, it was demonstrated that the model fits very well the numerical results for different NW sizes and materials, without considering any fitting parameters. The different contributions to the total gate capacitance were identified and modeled, showing their relation with the finite density of states and the charge distribution in the NWs. The capacitance behavior of III-V NWs were compared with that of their Si counterparts. Significant differences were found for the dominant contribution to the inversion capacitance, as well as for the semiconductor potential dependence on the gate voltage. Furthermore, we showed the limited impact of the EOT reduction in the gate capacitance of III-V NWs, in contrast to the behavior observed in Si devices. The role of the wavefunction penetration into the gate insulator was
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also analyzed, evidencing its relevance for an accurate description of the gate capacitance. Concerning the threshold voltage model, after some reasonable approximations, we came up with a simple expression of $V_T$ that will be useful for the development of compact models for III-V cylindrical NWs. We demonstrated that the threshold voltage expression accurately reproduces the numerical results for different III-V semiconductor materials, NW sizes, and oxide thicknesses. The influence of the wavefunction penetration into the gate insulator was discussed, illustrating its relevance for an accurate modeling of $V_T$. The $V_T$ variations due to the changes in the semiconductor effective mass were evaluated. We gave insight into the different contributions to the threshold voltage finding interesting differences among materials. Furthermore, we studied the $V_T$ dependence on the insulator thickness, showing no relevant changes in a wide range of $t_{\text{ins}}$, contrary to what is observed in Si devices.

5. We have developed a model to calculate the electron mobility of a 1D electron gas based on the linearization of the Boltzmann Transport Equation using the momentum relaxation time approximation (MRT). Besides the explicit approach for the calculation of the MRT, which has been extensively used in the literature, we implemented an implicit approach resolution. The formulation of the implicit equation system was exemplified, considering the nested interdependency of the transitions, and the truncation of the discretized wavenumber space with a Neumann boundary condition. We have to highlight that this implicit solution of the MRT, taking into account several scattering mechanisms is, to the best of our knowledge, unique in the literature for 2D confined devices.

6. The main scattering mechanisms for III-V and Silicon nanowires have been modeled for 2D confined devices. Novel models for surface roughness, Coulomb, bulk phonons, polar optical phonons and alloy disorder scattering mechanisms have been developed. Moreover, tensorial dielectric screening has been considered and implemented. It should be stressed that our simulator is useful for any device geometry and for both Silicon and III-V semiconductor materials, therefore constituting a state-of-the-art nanowire mobility simulator.

7. Finally, the mobility behavior of III-V and Silicon nanowires has been addressed. In our studies, which include InAs nanowires and InGaAs trigate devices, we have shown that the surface quality has to be improved in order to fulfill the high electron mobility expected for III-V nanowires. In particular, surface roughness
seems to be the most critical scattering mechanism, and for very small sizes it limits the mobility of III-V nanowires to that of Si nanowires, therefore canceling the potential improvement on the device performance given by the low conduction effective mass. We observed that polar optical phonons and Coulomb interactions should also be considered in order to explain the trend for the total mobility as a function of the device size and the electron density. We have also demonstrated the importance of including the $L$ valley in the calculations as its increasing population when the diameter is reduced strongly degrades the mobility. Therefore, neglecting the contribution of the $L$ valley would lead to wrong conclusions. We analyzed the influence of the back-gate bias on the electron mobility of Trigate SOI devices confirming its strong impact. Positive back-gate bias pushes the charge further from the top and lateral Si/insulator interfaces, reducing the influence of surface roughness and Coulomb scattering mechanisms and therefore increasing the carrier mobility. On the contrary, the carrier mobility was degraded for negative back-gate bias.
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Appendix A

Numerical implementation of surface interface charge

In this Appendix we deal with the mathematical details regarding the relation between surface interface charge, $Q_{it,sf}$, and volumetric interface charge, $Q_{it,vl}$, discussed in Chapter 3. Specifically we: 1) detail the procedure to obtain a relation between $Q_{it,vl}$ and $\psi|_{i,m} - \psi|_{i,s}$ in both Cartesian and cylindrical coordinates; and 2) we determine the values of $A_{cte}$, $A_{lin}$, $A_{exp}$, and $A_{gau}$ for a given value of $Q_{it,sf}$.

First, we determine the relation between $\psi|_{i,m} - \psi|_{i,s}$ and $Q_{it,vl}$ for regions with straight and curved segments. To do it, let us properly define both problems. Fig. A.1 shows a region, $R_i$, corresponding to a curved segment (left) and another corresponding to a straight segment (right).

![Figure A.1: Definition of system references to find a relation $\psi|_{i,m} - \psi|_{i,s}$ $Q_{it,vl}$ and $Q_{it,sf}$ for a curved segment (left) and a straight region (right).](image)

It is straightforward to see that the reference system which easiest describe the...
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problem are cylindrical (for the curved segments) and Cartesian (for the straight segment) with the origins marked as $O$ at Fig. A.1. Thus, $C_{i,s} \cap R_i$ can be easily defined as $\zeta = \zeta_c$ for the curved region and as $\vartheta = 0$ for the straight region. Other reference systems, with other origins could be selected, but the definition of $C_{i,s} \cap R_i$ will be not so simple. Then, we have $\psi|_{i-s} = \psi(\zeta_c)$ for the curved region and $\psi|_{i-s} = \psi(0)$ for the straight region.

Equivalently we obtain that $\zeta_c + t_{\text{ins}}$ and $t_{\text{ins}}$ are the values of the variables $\zeta$ and $\vartheta$ which describe $C_{i-m} \cap R_i$ for the curved and the straight regions. As a consequence, $\psi|_{i-m} = \psi(\zeta_c + t_{\text{ins}})$ for the curved region and $\psi|_{i-m} = \psi(t_{\text{ins}})$ for the straight region.

We have noted the coordinate system variables as $\zeta$ and $\vartheta$ to differentiate them from typical Cartesian and cylindrical coordinates, as $\vartheta$ and $\zeta$ are region dependent. Thus, $\vartheta$ can be $x o y$, as defined in Section 3.2, depending on the orientation of the region, and shifted by a certain quantity $O_s$; while $\zeta$ would be $r = \sqrt{x^2 + y^2}$ shifted by the position of $O_c$ with respect to origin of the Cartesian coordinate defined in Section 3.8.

Moreover, $Q_{it,vl}$ is defined as non-null in a region of thickness $t_o \leq t_{\text{ins}}$ and (as proposed in Section 3.8) only dependent on the coordinate perpendicular to $C_{i,s}$.

Then, we can reformulate Eq. (3.35) for straight segments as:

$$\frac{d^2 \psi(\vartheta)}{d\vartheta^2} = -\frac{Q_{it,vl}(\vartheta)}{\epsilon_{\text{ins}}}$$  \hspace{1cm} (A.1)

And for curved segments, as:

$$\frac{1}{\zeta} \frac{d}{d\zeta} \left( \frac{d\psi(\zeta)}{d\zeta} \right) = -\frac{Q_{it,vl}(\zeta)}{\epsilon_{\text{ins}}}$$ \hspace{1cm} (A.2)

A first integration between $\vartheta$ and $t_{\text{ins}}$ for the straight region and between $\zeta$ and $\zeta_c + t_{\text{ins}}$ for the curved region gives

$$\left. \frac{d\psi(\vartheta')}{d\vartheta'} \right|_{\vartheta}^{t_{\text{ins}}} = -\int_{\vartheta}^{t_{\text{ins}}} \frac{Q_{it,vl}(\vartheta)}{\epsilon_{\text{ins}}} d\vartheta$$ \hspace{1cm} (A.3)

$$\left. \frac{d\psi(\zeta')}{d\zeta'} \right|_{\zeta}^{\zeta_c+t_{\text{ins}}} = \int_{\zeta}^{\zeta_c+t_{\text{ins}}} \frac{Q_{it,vl}(\zeta)}{\epsilon_{\text{ins}}} d\zeta$$ \hspace{1cm} (A.4)
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But due to the charge neutrality of the whole structure, no electric field is expected at $C_{i-m}$, and, therefore: \[
\frac{d\psi(\vartheta)}{d\vartheta} |_{\vartheta=t_{\text{ins}}} = 0, \text{ for straight regions, and } \frac{d\psi(\varsigma)}{d\varsigma} |_{\varsigma=\varsigma_c+t_{\text{ins}}} = 0 \]
for curved regions. So:

\[
\frac{d\psi(\vartheta)}{d\vartheta} = - \frac{t_{\text{ins}}}{\varepsilon_{\text{ins}}} \int_{\vartheta} Q_{\text{it,vl}}(\vartheta) d\vartheta \quad (A.5)
\]

\[
\varsigma \frac{d\psi(\varsigma)}{d\varsigma} = \int_{\varsigma} \varsigma Q_{\text{it,vl}}(\varsigma) d\varsigma \quad (A.6)
\]

A second integration between 0 and $t_{\text{ins}}$ for straight region and between $\varsigma_c$ and $\varsigma_c + t_{\text{ins}}$ for curved region gives:

\[
\psi |_{i-m} - \psi |_{i-s} = \frac{1}{\varepsilon_{\text{ins}}} \int_{0}^{t_{\text{ins}}} d\vartheta \int_{\vartheta} Q_{\text{it,vl}}(\vartheta) d\vartheta \quad (A.7)
\]
for straight segments and

\[
\psi |_{i-m} - \psi |_{i-s} = \frac{1}{\varepsilon_{\text{ins}}} \int_{\varsigma_c}^{\varsigma_c + t_{\text{ins}}} d\varsigma \int_{\varsigma} \varsigma Q_{\text{it,vl}}(\varsigma) d\varsigma \quad (A.8)
\]
for curved segments.

Now, we determine $A_{\text{cte}}$, $A_{\text{lin}}$, $A_{\text{exp}}$, and $A_{\text{gau}}$ for a given value of $Q_{\text{it,sl}}$. Let us recall Eqs. (3.38) and (3.39):

\[
Q_{\text{it,sl}} t_{\text{ins}} = \int_{0}^{t_{\text{ins}}} d\vartheta \int_{\vartheta} Q_{\text{it,vl}}(\vartheta) d\vartheta \quad (A.9)
\]

and:

\[
Q_{\text{it,sl}} \varsigma_c \ln(1 + t_{\text{ins}}/\varsigma_c) = \int_{\varsigma_c}^{\varsigma_c + t_{\text{ins}}} \frac{1}{\varsigma} d\varsigma \int_{\varsigma} \varsigma Q_{\text{it,vl}}(\varsigma) d\varsigma \quad (A.10)
\]

To determine $A_{\text{cte}}$, $A_{\text{lin}}$, $A_{\text{exp}}$, and $A_{\text{gau}}$ we substitute the expressions for $Q_{\text{it,vl}}$ given in Tab. 3.1 into Eqs. (3.38) and (3.39) and we solve for $A$.

To keep this manuscript (to the best of our possibilities) clear and legible, we have omitted the integration procedure for each profile in Table (3.1). They mostly consist
on integrals of polynomial and exponentials functions. The results are summarized in Tables A.1 and A.2 for straight and curved regions. In Tables A.1 and A.2, erf and \( e_i \) refers to the error complementary function and the exponential integral function, respectively.

\[
A_{\text{cte}} = 2 \frac{t_{\text{ins}}}{t_o^2} Q_{\text{it,sf}} \\
A_{\text{lin}} = 4 \frac{t_{\text{ins}}}{t_o^2} Q_{\text{it,sf}} \\
A_{\text{exp}} = \frac{t_{\text{ins}}}{\sigma_e \left( 1 - (t_o + \sigma_e) e^{-\frac{t_o}{\sigma_e}} \right)} Q_{\text{it,sf}} \\
A_{\text{gau}} = \left( \frac{t_{\text{ins}}}{\sigma_g} \frac{1}{t_o \sqrt{\pi/2} \text{erf} \left( \frac{t_o}{\sqrt{2}\sigma_g} \right)} + t_{\text{ins}}(e^{-\frac{t_o}{2\sigma_g^2}} - 1) \right) Q_{\text{it,sf}}
\]

**Table A.1:** \( A_{\text{cte}}, A_{\text{lin}}, A_{\text{exp}}, \) and \( A_{\text{gau}} \) as a function of \( Q_{\text{it,sf}} \) for different profiles in straight segment regions.
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\[ A_{\text{cte}} = \frac{\varsigma_c \ln(1 + \frac{t_{\text{ins}}}{\varsigma_c})}{(\varsigma_c + t_o)^2} \left[ \frac{\ln(1 + \frac{t_o}{\varsigma_c})}{2} - \frac{1}{2} + \frac{\varsigma_c^2}{4} \right] Q_{\text{it, sf}} \]

\[ A_{\text{lin}} = \frac{\varsigma_c \ln(1 + \frac{t_{\text{ins}}}{\varsigma_c})}{[\frac{(\varsigma_c + t_o)^2}{2} \left[ \frac{\ln(1 + \frac{t_o}{\varsigma_c})}{2} - \frac{1}{2} + \frac{\varsigma_c^2}{4} \right] (1 + \frac{t_o}{\varsigma_c})] - \frac{1}{3} \left[ \frac{(\varsigma_c + t_o)^3}{3} \right] \ln(1 \left(1 + \frac{t_o}{\varsigma_c}) - \frac{1}{3} \right] + \frac{\varsigma_c^3}{9} \] 

\[ A_{\text{exp}} = \frac{-\frac{\varsigma_c}{\sigma_e} \ln(1 + \frac{t_{\text{ins}}}{\varsigma_c})}{(\varsigma_c + t_o + \sigma_e) \left[ \frac{\ln(1 + \frac{t_o}{\varsigma_c})}{\varsigma_c} + \sigma_e (e^{-\frac{\varsigma_c + t_o}{\varsigma_c}} - e^{-\frac{\varsigma_c}{\sigma_e}} + e_i(\frac{\varsigma_c + t_o}{\sigma_e}) - e_i(\frac{\varsigma_c}{\sigma_e})) \right] \] 

\[ A_{\text{gau}} = \frac{-\frac{\varsigma_c}{\sigma_g} \ln(1 + \frac{t_{\text{ins}}}{\varsigma_c})}{Q_{\text{it, sf}}} \]

\[ -[e^{-\frac{t_o^2}{2\sigma_g^2}} - \sqrt{\frac{\varsigma_c}{\sigma_g}} \text{erf}(-\frac{t_o}{\sqrt{2\sigma_g}})] \left[ \frac{\varsigma_c + t_o}{\varsigma_c} \right] + \int_{\varsigma_c}^{\frac{(\varsigma_c - \varsigma_c^2)^{\frac{1}{2}}}{2\sigma_g}} e^{-\frac{(\varsigma - \varsigma_c)^2}{2\sigma_g^2}} d\varsigma + \sqrt{\frac{\varsigma_c}{\sigma_g}} \int_{\varsigma_c}^{\frac{\varsigma_c + t_o}{\varsigma_c}} \frac{\varsigma}{\sqrt{2\sigma_g}} - e_i(\frac{\varsigma}{\sigma_g}) d\varsigma \]

Table A.2: \( A_{\text{cte}}, A_{\text{lin}}, A_{\text{exp}}, \) and \( A_{\text{gau}} \) as a function of \( Q_{\text{it, sf}} \) for different profiles in curved segment regions.
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Charge, potential and drain current models related calculi

In this appendix we sum up some calculi related to the charge and potential and drain current analytical models.

B.1 Normalization of the wavefunctions

In this Section we determine the wavefunction normalization constants $A$ and $C$ obtained in the resolution of the Schrödinger equation in Chapter 5. We recall here Eq. (5.20):

$$A^2 \int_0^{R_s} r J_l^2(\gamma_jr) \, dr + C^2 \int_{R_s}^{R_s+t_{ins}} r K_l^2(\alpha_jr) \, dr = 1 \quad (B.1)$$

Using Eq. (5.13) we have:

$$A^2 \int_0^{R_s} r J_l^2(\gamma_jr) \, dr + A^2 \left( \frac{J_l(\gamma_jR_s)}{K_l(\alpha_jR_s)} \right)^2 \int_{R_s}^{R_s+t_{ins}} r K_l^2(\alpha_jr) \, dr = 1 \quad (B.2)$$

Therefore:

$$A_j^2 = \left( \frac{R_s}{\int_0^{R_s} r J_l^2(\gamma_jr) \, dr + \frac{J_l^2(\gamma_jR_s)}{K_l^2(\alpha_jR_s)} \int_{R_s}^{R_s+t_{ins}} r K_l^2(\alpha_jr) \, dr} \right)^{-1} \quad (B.3)$$
Both integrals in Eq. (B.3) are known [221]:

\[
\int r J_1^2(\gamma_j r) \, dr = \frac{r^2}{2} (J_1^2(\gamma_j r) - J_{l-1}(\gamma_j r) J_{l+1}(\gamma_j r)) \tag{B.4}
\]

\[
\int r K_1^2(\alpha_j r) \, dr = (-1)^{l+1} \frac{\pi^2}{4} \int r [H_l^{(1)}(\alpha_j r)]^2 \, dr = \frac{r^2}{2} \left(K_l^2(\alpha_j r) - K_{l-1}(\alpha_j r) K_{l+1}(\alpha_j r)\right) \tag{B.5}
\]

where we have used the connection formula between \(K_v\), and the Hankel function of the first kind, \(H_v^{(1)}\):

\[
K_v(x) = i^{v+1} \frac{\pi}{2} H_v^{(1)}(ix) \tag{B.6}
\]

being \(i\) the imaginary unit. Then, evaluating the integrals in their limits we find:

\[
A_j = \left(\frac{R_s^2}{2} \left[2 J_1^2(\gamma_j R_s) - J_{l-1}(\gamma_j R_s) J_{l+1}(\gamma_j R_s) - J_1^2(\gamma_j R_s) \frac{K_{l-1}(\alpha_j R_s) K_{l+1}(\alpha_j R_s)}{K_1^2(\alpha_j R_s)}\right] \right. \\
- \frac{J_1^2(\gamma_j R_s)}{K_1^2(\alpha_j R_s)} \left( R_s + t_{ins} \right)^2 \left[ K_1^2(\alpha_j (R_s + t_{ins})) - K_{l-1}(\alpha_j (R_s + t_{ins}) K_{l+1}(\alpha_j (R_s + t_{tox})) \right]\right)^{-1/2} \tag{B.7}
\]

and using Eq. (5.13):

\[
C_j = \left(\frac{R_s^2}{2} \left[2 K_1^2(\alpha_j R_s) - K_{l-1}(\alpha_j R_s) J_{l+1}(\gamma_j R_s) - K_{l-1}(\alpha_j R_s) K_{l+1}(\alpha_j R_s)\right] \right. \\
- \frac{(R_s + t_{ins})^2}{2} \left[ K_1^2(\alpha_j (R_s + t_{ins})) - K_{l-1}(\alpha_j (R_s + t_{ins}) K_{l+1}(\alpha_j (R_s + t_{tox})) \right]\right)^{-1/2} \tag{B.8}
\]

**B.2 Resolution of the Poisson equation**

In this Section we deal with the resolution of the Poisson equation for a III-V cylindrical NW. Specifically we detail the mathematical procedure followed to obtain \(\psi_j\), that is the spatial distribution of the contribution of the subband \(j\) to the potential \(\psi\). We
recall here Eq. (5.40):

\[
\varphi_j(r) = \begin{cases} 
A_j^2 \int \int r J_j^2(\gamma_j r) \frac{1}{r} dr \frac{1}{r} d\hat{r} & \text{if } i = a \\
C_j^2 \int \int r K_j^2(\alpha_j r) dr \frac{1}{r} d\hat{r} = (-1)^{l+1} \frac{\pi^2}{4} C_j^2 \int \int r [H_l^{(1)}(i\alpha_j r)]^2 dr \frac{1}{r} d\hat{r} & \text{if } i = b 
\end{cases}
\]

(B.9)

where \(K_l\) was rewritten in terms of \(H_l^{(1)}\) using the definition of Eq. (B.6). Expressing \(\varphi_j(r)\) in this way allows us to give a unified treatment to the integral. This is because \(H_l^{(1)}\) (also called Bessel function of the third kind) shares with \(J_l\) many recurrence relations and connection formulas. Thus, we use the notation \(M(\nu x)\) to refer to both \(J_l(\gamma_j r)\) and \(H_l^{(1)}(i\alpha_j r)\), in the forthcoming integration. The inner integral in Eq. (B.9) is known:

\[
\int x M_\nu^2(ax) dx = \frac{x^2}{2} [M_\nu^2(ax) - M_{\nu-1}(ax)M_{\nu+1}(ax)]
\]

(B.10)

being the equality valid for both \(J_\nu\) and \(H_\nu^{(1)}\) as proposed in Eqs. (B.4) and (B.5). Therefore:

\[
\int \int r' M_l^2(\nu_j r') dr' \frac{1}{r'} dr = \frac{1}{2} \int \int r M_l^2(\nu_j r) dr - \frac{1}{2} \int r M_{l-1}(\nu_j r) M_{l+1}(\nu_j r) dr
\]

(B.11)

The first integral in the right-hand side of Eq. (B.11) can again be solved using Eq. (B.10). The second one can be written as:

\[
\int r M_{l-1}(\nu_j r) M_{l+1}(\nu_j r) dr = \int r M_{l-1}(\nu_j r) M_{l-1}(\nu_j r) dr - \frac{2}{\nu_j} \int r M_{l-1}(\nu_j r) \frac{dM_l(\nu_j r)}{dr} dr
\]

(B.12)

where we have used the recurrence relation:

\[
M_{\nu+1}(ax) = M_{\nu-1}(ax) - \frac{2}{a} \frac{d M_\nu(ax)}{dx}
\]

(B.13)

which is valid for both \(J_\nu\) and \(H_\nu^{(1)}\). Again the first integral in the right-hand side can be solved using Eq. (B.10). The second integral can be integrated by parts as:

\[
\int r M_{l-1}(\nu_j r) \frac{dM_l(\nu_j r)}{dr} dr = r M_{l-1}(r) M_l(r) - \int M_l(\nu_j r) [lM_{l-1}(\nu_j r) - r\nu_j M_l(\nu_j r)] dr
\]

(B.14)
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where:

\[ u = r M_{l-1}(\nu_j r) \quad \rightarrow \quad du = l M_{l-1}(\nu_j r) - \nu_j r M_l(\nu_j r) \]  
(B.15)

\[ dv = \frac{dM_l(\nu_j r)}{dr} \quad \rightarrow \quad v = M_l(\nu_j r) \]  
(B.16)

and where the recurrence relation:

\[ \frac{dM_v(ax)}{dx} = a \left[ \frac{v}{ax} M_v(ax) - M_{v+1}(ax) \right] \]  
(B.17)

holds for both \( J_v \) and \( H_v^{(1)} \). Then, the integral in the right-hand side of Eq. (B.14):

\[ \int M_l(\nu_j r) \left[ l M_{l-1}(\nu_j r) - \nu_j r M_l(\nu_j r) \right] dr = l \int M_l(\nu_j r) M_{l-1}(\nu_j r) dr - \nu_j \int r M_l^2(\nu_j r) dr \]  
(B.18)

where the second integral in the right-hand side of Eq. (B.18) can be calculated using Eq. (B.10). Applying Eq. (B.13) to \( M_l(\nu_j r) \) with \( l = v + 1 \) in the first integral we obtain:

\[ l \int M_l(\nu_j r) M_{l-1}(\nu_j r) dr = l \int M_{l-2}(\nu_j r) M_{l-1}(\nu_j r) dr - \frac{2l}{\nu_j} \int \frac{dM_{l-1}(\nu_j r)}{dr} M_{l-1}(\nu_j r) dr \]  
(B.19)

where the first integral is direct:

\[ \frac{2l}{\nu_j} \int M_{l-1}(\nu_j r) \frac{dM_{l-1}(\nu_j r)}{dr} dr = \frac{l}{\nu_j} M_{l-1}^2(\nu_j r) \]  
(B.20)

and:

\[ l \int M_l(\nu_j r) M_{l-1}(\nu_j r) dr = l \int M_{l-1}(\nu_j r) M_{l-2}(\nu_j r) dr - \frac{l}{\nu_j} M_{l-1}^2(\nu_j r) \]  
(B.21)

but it is easy to see that the first integral in the right-hand side of Eq. (B.21) is just the integral in the left-hand side of Eq. (B.18) with a reduction of 1 in the order of \( M \) functions. We can apply this rule recursively until we reach,

\[ \int M_1(\nu_j r) M_0(\nu_j r) dr = -\frac{M_0^2(\nu_j r)}{2\nu_j} \]  
(B.22)
which is satisfied for both $J_v$ and $H_v^{(1)}$. Then, the complete integral is:

$$
\int \int_0^r r' |M_l(\nu_j r')|^2 dr' \frac{1}{r} dr = \frac{1}{2} r^2 M_l^2(\nu_j r) - \frac{1}{2} r^2 M_{l-1}(\nu_j r) M_{l+1}(\nu_j r) -
\frac{1}{2} \frac{r^2}{\nu_j} M_{l-1}^2(\nu_j r) + \frac{1}{2} \frac{r^2}{\nu_j} M_{l-2}(\nu_j r) M_l(\nu_j r) + \frac{1}{2} \frac{r^2}{\nu_j} \nu_j \frac{r^2}{2} M_l^2(\nu_j r) -
\frac{1}{2} \frac{r}{\nu_j} \nu_j \frac{r^2}{2} M_{l-1}(\nu_j r) M_{l+1}(\nu_j r) + \frac{1}{2} \frac{r}{\nu_j} \nu_j \frac{r^2}{2} M_{l-2}(\nu_j r) M_l(\nu_j r) +
$$

Rearranging terms we have:

$$
\frac{3}{4} \frac{r^2}{\nu_j} M_l^2(\nu_j r) - \frac{3}{4} \frac{r^2}{\nu_j} M_{l-1}(\nu_j r) M_{l+1}(\nu_j r) - \frac{1}{2} \frac{r^2}{\nu_j} M_{l-1}^2(\nu_j r) + \frac{1}{2} \frac{r^2}{\nu_j} M_{l-2}(\nu_j r) M_l(\nu_j r) +
$$

$$
+ \frac{r}{\nu_j} M_{l-1}(\nu_j r) M_l(\nu_j r) + \frac{l}{\nu_j^2} M_{l-1}^2(\nu_j r) - \frac{l}{\nu_j} \int M_{l-1}(\nu_j r) M_{l-2}(\nu_j r) dr
$$

We can use the recurrence relation:

$$
M_{v+1}(a x) + M_{v-1}(a x) = \frac{2 v}{a x} M_v(ax)
$$

valid for $J_v$ as well as for $H_v^{(1)}$ to rewrite $M_{l-2}$ as:

$$
M_{l-2}(\nu_j r) = \frac{2(l - 1)}{\nu_j r} M_{l-1}(\nu_j r) - M_l(\nu_j r)
$$

Using it in Eq. (B.24) and simplifying we get:

$$
\frac{1}{2} \frac{r^2}{\nu_j} M_l^2(\nu_j r) - \frac{3}{4} \frac{r^2}{\nu_j} M_{l-1}(\nu_j r) M_{l+1}(\nu_j r) - \frac{1}{2} \frac{r^2}{\nu_j} M_{l-1}^2(\nu_j r) + \frac{1}{2} \frac{r^2}{\nu_j} \nu_j \frac{r^2}{2} M_l^2(\nu_j r) -
$$

$$
+ \frac{1}{\nu_j} M_{l-1}(\nu_j r) M_l(\nu_j r) + \frac{l}{\nu_j^2} M_{l-1}^2(\nu_j r) + \frac{l}{\nu_j} \int M_{l-1}(\nu_j r) M_{l-2}(\nu_j r) dr
$$

Now we use again Eq. (B.25) for $M_{l+1}(\nu_j r)$ and we obtain:

$$
\frac{1}{2} \frac{r^2}{\nu_j} M_l^2(\nu_j r) + \frac{1}{2} \frac{r^2}{\nu_j} M_{l-1}^2(\nu_j r) + (-l + \frac{1}{2} \nu_j) M_{l-1}(\nu_j r) M_l(\nu_j r) + \frac{l}{\nu_j^2} M_{l-1}^2(\nu_j r) -
$$

$$
- \frac{l}{\nu_j} \int M_{l-1}(\nu_j r) M_{l-2}(\nu_j r) dr
$$
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Or applying the recursive integral in Eq. (B.21) and the result from Eq. (B.22) we get:

\[
\frac{1}{2} r^2 M_i^2(\nu_j r) + \frac{1}{2} r^2 M_{i-1}^2(\nu_j r) + (-l + \frac{1}{2}) \frac{r}{\nu_j} M_{i-1}(\nu_j r) M_i(\nu_j r) + \frac{l}{\nu_j^2} \sum_{m=1}^{l} M_{m-1}^2(\nu_j r) \]

\[
- \frac{l}{2\nu_j^2} M_0^2(\nu_j r)
\]

(B.29)

Now, we can undo the change of notation to establish the contribution of the subband \( j \) to the potential in the semiconductor:

\[
\varphi^a_j(r) = A^2_j \left( \frac{r^2}{2} J^2_0(\alpha_j r) + \frac{r^2}{2} J^2_{l-1}(\gamma_j r) + (-l + \frac{1}{2}) \frac{r}{\gamma_j} J_{l-1}(\gamma_j r) J_l(\gamma_j r) + \right.
\]

\[
+ \frac{l}{\gamma_j^2} \sum_{m=1}^{l} J^2_{m-1}(\gamma_j r) - \frac{l}{2\gamma_j^2} J^2_0(\gamma_j r) \right)
\]

(B.30)

Equivalently, using Eq. (B.6), with \( \nu_j = i\alpha_j \)

\[
\varphi^b_j(r) = C^2_j \left( \frac{(-1)^{(l+1)}}{(-1)^{(l+1)} + 1} \frac{r^2}{2} K^2_l(\alpha_j r) + \frac{(-1)^{(l+1)}}{(-1)^l} \frac{r^2}{2} K^2_{l-1}(\alpha_j r) + \right.
\]

\[
\frac{(-1)^{(l+1)}}{l+1} \frac{r}{\alpha_j} K_{l-1}(\alpha_j r) K_l(\alpha_j r) + \frac{l}{r^2\alpha_j^2} \sum_{m=1}^{l} \frac{(-1)^{l+1}}{(-1)^m} K^2_{m-1}(\alpha_j r) - \right.
\]

\[
\frac{(-1)^{l+1}}{(-1)} \frac{l}{2r^2\alpha_j^2} K^2_0(\alpha_j r) \right)
\]

(B.31)

and simplifying the powers of \( i \), the contribution of the subband \( j \) to the potential in the insulator is:

\[
\varphi^b_j(r) = C^2_j \left( \frac{rR^2}{2} K^2_l(\alpha_j r) - \frac{r^2}{2} K^2_{l-1}(\alpha_j r) + (-l + \frac{1}{2}) \frac{r}{\alpha_j} K_{l-1}(\alpha_j r) K_l(\alpha_j r) + \right.
\]

\[
+ \frac{l}{\alpha_j^2} \sum_{m=1}^{l} (-1)^{l-m} K^2_{m-1}(\alpha_j r) - (-1)^{l-1} \frac{l}{2\alpha_j^2} K^2_0(\alpha_j r) \right)
\]

(B.32)
B.3 Determination of \( C_i \) and \( D_i \) from Poisson boundary conditions

In this Section we apply the boundary conditions of Eqs. (5.42)-(5.45) to the solution of the Poisson equation obtained in Chapter 5 to determine the constants of integration \( C_a, D_a, C_b \) and \( D_b \). Two of these boundary conditions, given by Eqs. (5.42) and (5.44), involve the derivatives of the potential in both media. For the sake of clarity, let us first calculate expressions for these derivatives. Thus, we recall the expression for the potential in the media \( i \):

\[
\psi^i(r) = \frac{q}{2\pi\epsilon_i} \sum_{j=0}^{N} g(\hat{E}_j)\psi^i_j(r) + \frac{q r^2}{\epsilon_i} N_a\delta_{i,a} + C_i \ln(r) + D_i
\]  

(B.33)

Then its derivative is:

\[
\psi'^i(r) = \frac{d\psi^i(r)}{dr} = \frac{q}{2\pi\epsilon_i} \sum_{j=0}^{N} g(\hat{E}_j)\psi'^i_j(r) + \frac{q r}{\epsilon_i} N_a\delta_{i,a} + \frac{C_i}{r}
\]  

(B.34)

where \( \psi'^i_j(r) = d\psi^i_j(r)/dr \) can be written, using Eqs. (B.29), (B.30) and (B.32) as:

\[
\psi'^i_j(r) = (B^i_j)^2 \frac{d}{dr} \left( \frac{1}{2} r^2 M^2_l(\nu_j r) + \frac{1}{2} r^2 M^2_{l-1}(\nu_j r) + (-l + \frac{1}{2}) \frac{r}{\nu_j} M_{l-1}(\nu_j r) M_l(\nu_j r) + \frac{l}{\nu_j^2} \sum_{m=1}^{l} M^2_{m-1}(\nu_j r) - \frac{l}{2\nu_j^2} M^2_0(\nu_j r) \right)
\]  

(B.35)

being \( B^i_j \) equal to \( A_j (r^{l+1} \pi C_j/2) \) for the media \( a \) \( (b) \). This way of expressing the potential allows (as in Appendix B.2) a unique treatment of \( J_v \) and \( K_v \) (trough \( H_v^{(1)} \)) simplifying the forthcoming calculus. Thus, applying the derivative relation:

\[
\frac{dM_v(ax)}{dx} = \frac{1}{2} a (M_{l-1}(ax) - M_{l+1}(ax))
\]  

(B.36)
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which is valid for both $J_v$ and $H_v^{(1)}$, we have:

$$
\varphi_j(r) = (B_j^i)^2 \left[ r M_i^2(\nu_j r) + \frac{\nu_j r^2}{2} M_l(\nu_j r) [M_{l-1}(\nu_j r) - M_{l+1}(\nu_j r)] + + r M_{l-1}^2(\nu_j r) + \frac{\nu_j r^2}{2} M_{l-1}(\nu_j r) [M_{l-2}(\nu_j r) - M_l(\nu_j r)] + (-l + \frac{1}{2}) \frac{1}{\nu_j} M_{l-1}(\nu_j r) M_l(\nu_j r) + (-l + \frac{1}{2}) r \left[ M_{l-2}(\nu_j r) M_l(\nu_j r) - M_l^2(\nu_j r) + M_{l-1}^2(\nu_j r) - M_{l-1}(\nu_j r) M_{l+1}(\nu_j r) \right] + \sum_{m=1}^{l} M_{m-1}(\nu_j r) [M_{m-2}(\nu_j r) - M_m(\nu_j r)] + \frac{l}{\nu_j} M_0(\nu_j r) M_1(\nu_j r) \right] \quad (B.37)
$$

which rearranging terms can be expressed as:

$$
\varphi_j(r) = (B_j^i)^2 \left[ -\frac{l}{2} + \frac{3}{4} r M_i^2(\nu_j r) + \frac{\nu_j r^2}{2} M_l(\nu_j r) M_{l+1}(\nu_j r) + (-l + \frac{5}{4}) r M_{l-1}^2(\nu_j r) + \sum_{m=1}^{l} M_{m-1}(\nu_j r) [M_{m-2}(\nu_j r) - M_m(\nu_j r)] + \frac{l}{\nu_j} M_0(\nu_j r) M_1(\nu_j r) \right] \quad (B.38)
$$

Then, using Eq. (B.26) for the first appearance of $M_{l-2}$ in Eq. (B.38), we get:

$$
\varphi_j(r) = (B_j^i)^2 \left[ -\frac{l}{2} + \frac{3}{4} r M_i^2(\nu_j r) + \frac{l}{2} + \frac{1}{4} r M_{l-1}^2(\nu_j r) + (-l + \frac{1}{2}) \frac{1}{\nu_j} M_{l-1}(\nu_j r) M_l(\nu_j r) + (-l + \frac{1}{2}) r \left[ M_{l-2}(\nu_j r) M_l(\nu_j r) - M_l^2(\nu_j r) + M_{l-1}^2(\nu_j r) - M_{l-1}(\nu_j r) M_{l+1}(\nu_j r) \right] + \sum_{m=1}^{l} M_{m-1}(\nu_j r) [M_{m-2}(\nu_j r) - M_m(\nu_j r)] + \frac{l}{\nu_j} M_0(\nu_j r) M_1(\nu_j r) \right] \quad (B.39)
$$

In addition, we can write:

$$
(-l + \frac{1}{2}) \frac{r}{2} \left[ M_{l-2}(\nu_j r) M_l(\nu_j r) - M_{l-1}(\nu_j r) M_{l+1}(\nu_j r) \right] = \quad (B.40)
$$

$$
(-l + \frac{1}{2}) \left[ \frac{l-1}{\nu_j} M_{l-1}(\nu_j r) M_l(\nu_j r) - \frac{r}{2} M_l^2(\nu_j r) - \frac{l}{\nu_j} M_0(\nu_j r) M_1(\nu_j r) + \frac{r}{2} M_{l-1}^2(\nu_j r) \right]
$$
where we have used the recurrence relation in Eq. (B.25) with $v - 1 = l - 2$ for $M_{l-2}$ and with $v + 1 = l + 1$ for $M_{l+1}$. Thus, substituting Eq. (B.40) into Eq. (B.39) gives:

$$
\varphi_j^i(r) = (B_j^i)^2 \left( \frac{r}{2} M_l^2(\nu_j r) + \frac{r}{2} M_{l-1}^2(\nu_j r) + \frac{l}{\nu_j} \sum_{m=1}^{l} M_{m-1}(\nu_j r)[M_{m-2}(\nu_j r) - M_m(\nu_j r)] \right) + \frac{l}{\nu_j} M_0(\nu_j r) M_1(\nu_j r) \tag{B.41}
$$

This expression can be particularized for each media giving:

$$
\varphi_j^a(r) = A_j^2 \left( \frac{r}{2} J_l^2(\alpha_j r) + \frac{r}{2} J_{l-1}^2(\alpha_j r) + \frac{l}{\gamma_j} \sum_{m=1}^{l} J_{m-1}(\alpha_j r)[J_{m-2}(\alpha_j r) - J_m(\alpha_j r)] \right) + \frac{l}{\gamma_j} J_0(\nu_j r) J_1(\gamma_j r) \tag{B.42}
$$

$$
\varphi_j^b(r) = C_j^2 \left( \frac{r}{2} K_l^2(\alpha_j r) - \frac{r}{2} K_{l-1}^2(\alpha_j r) \right) - \frac{l}{\alpha_j} \sum_{m=1}^{l} (-1)^{l-m} K_{m-1}(\alpha_j r)[K_{m-2}(\alpha_j r) + K_m(\alpha_j r)] + \frac{l}{\gamma_j} (-1)^{l-1} K_0(\alpha_j r) K_1(\alpha_j r) \tag{B.43}
$$

where we have used Eq. (B.6) with $\nu_j = i\alpha$ as it was done in Appendix B.2 to express Eq. (B.41) in terms of $K_v(\alpha_j r)$. Eqs. (B.34), (B.42) and (B.43) completely determine $\psi_j^i$.

Now we can go on with the determination of the integration constants. The first boundary condition is:

$$
\left. \frac{d\psi^a(r)}{dr} \right|_{r=0} = 0. \tag{B.44}
$$

Then

$$
\frac{q}{2\pi \epsilon_a} \sum_{j=0}^{N} g(\hat{E}_j) \varphi_j^b(0) + \frac{C_a}{r} \bigg|_{r=0} = 0. \tag{B.45}
$$

Since $J_v(0) = 0$ for $v \neq 0$, then it is easy to check that $\varphi_j^a(0) = 0$ and, consequently,

$$
C_a = 0 \tag{B.46}
$$
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From the second boundary condition we get:

\[ \epsilon_a \frac{d\psi^a(r)}{dr} \bigg|_{r=R_s} = \epsilon_b \frac{d\psi^b(r)}{dr} \bigg|_{r=R_s} \]  

(B.47)

Therefore:

\[ \frac{q}{2\pi} \sum_{j=0}^{N} g(\hat{E}_j) \varphi_j^b(R_s) + \frac{q}{2} N_a R_s = \frac{q}{2\pi} \sum_{j=0}^{N} g(\hat{E}_j) \varphi_j^b(R_s) + C_b \epsilon_b \frac{\epsilon_b}{R_s} \]  

(B.48)

So,

\[ C_b = \frac{R_s}{\epsilon_b} \left( \frac{q}{2\pi} \sum_{j=0}^{N} g(\hat{E}_j) \varphi_j^a(R_s) + \frac{q}{2} N_a R_s - \frac{q}{2\pi} \sum_{j=0}^{N} g(\hat{E}_j) \varphi_j^b(R_s) \right) \]  

(B.49)

where \( \varphi_j^b \) and \( \varphi_j^b \) are given by Eqs. (B.42) and (B.43). The third boundary condition imposes:

\[ \psi^b(R_s + t_{ins}) = V_G - \Phi_{ms} \]  

(B.50)

Then:

\[ \frac{q}{2\pi \epsilon_b} \sum_{j=0}^{N} g(\hat{E}_j) \varphi_j^b(R_s + t_{ins}) + C_b \ln(R_s + t_{ins}) + D_b = V_G - \Phi_{ms} \]  

(B.51)

and:

\[ D_b = V_G - \Phi_{ms} - \frac{q}{2\pi \epsilon_i} \sum_{j=0}^{N} g(\hat{E}_j) \varphi_j^b(R_s + t_{ins}) + C_b \ln(R_s + t_{ins}) \]  

(B.52)

where \( \varphi_j^b \) is given by Eq. (B.32) and \( C_b \) was obtained in Eq. (B.49). Finally the last boundary condition is:

\[ \psi^a(R_s) = \psi^b(R_s) \]  

(B.53)

So:

\[ \frac{q}{2\pi \epsilon_a} \sum_{j=0}^{N} g(\hat{E}_j) \varphi_j^a(R_s) + \frac{q}{\epsilon_a} R_s^2 N_a + D_a = \frac{q}{2\pi \epsilon_b} \sum_{j=0}^{N} g(\hat{E}_j) \varphi_j^b(R_s) + C_b \ln(R_s) + D_b \]  

(B.54)
Thus:

\[ D_a = \frac{q}{2\pi\varepsilon_a} \sum_{j=0}^{N} g(\hat{E}_j)\varphi_j^a(R_s) + \frac{q}{\varepsilon_a} R_s^2 N_a - \frac{q}{2\pi\varepsilon_b} \sum_{j=0}^{N} g(\hat{E}_j)\varphi_j^b(R_s) - C_b \ln(R_s) - D_b \]  

(B.55)

where \( \varphi_j^a \) and \( \varphi_j^b \) are given by Eqs. (B.30) and (B.32), and \( C_b \) and \( D_b \) were calculated in Eqs. (B.49) and (B.52).

## B.4 Drain current analytical model related calculi

In this Section we accomplish the integration of Eq. (5.69) to obtain \( I_{ds} \). First, we recall Eq. (5.69):

\[ I_{ds} = \frac{2\pi R_s \mu}{L} \int_{V_s}^{V_d} Q_i(V) dV \]  

(B.56)

For the sake of simplicity, we use the following notation in the forthcoming procedure:

\[ x = V, \quad f(x) = Q_i, \quad \kappa_j = -\hat{E}_j + \Delta \hat{E}_j, \quad Q_i = -\frac{qN_c}{2\pi R_s} \sum_{j=0}^{N} \mathcal{F}_{-\frac{1}{2}}(\kappa_j + y) \]  

(B.57)

\[ y = \frac{q\psi_s}{k_B T} - \frac{qx}{k_B T} = \frac{q}{k_B T} \left( V_G - (\Phi_m - \chi_s) - \frac{f(x)}{C_{\text{ins}}} - \frac{-\frac{qN_c}{2\pi R_s} \sum_{j=0}^{N} \mathcal{F}_{-\frac{1}{2}}(\kappa_j + y)}{C_{\text{ins}}} \right) - x \]  

(B.58)

where we have used Eq. (5.71) for the definition of \( y_s \). Then, the integral in Eq. (B.56) can be written as:

\[ -qN_c \int \sum_{j=0}^{N} \mathcal{F}_{-\frac{1}{2}}(\kappa_j + y) dx = -qN_c \int \sum_{j=0}^{N} \mathcal{F}_{-\frac{1}{2}}(\kappa_j + y) \frac{dx}{d(\kappa_j + y)} d(\kappa_j + y) \]  

(B.59)

being

\[ \frac{d(\kappa_j + y)}{dx} = \frac{d\kappa_j}{dx} + \frac{dy}{dx} \]  

(B.60)
On the one hand, we can write

\[
\frac{dy}{dx} = -q \frac{1}{k_B T C_{\text{ins}}} \frac{df(x)}{dx} - q N_c \sum_{i=0}^{N} \mathcal{F}_{\frac{1}{2}}(\kappa_i + y) \frac{d(\kappa_i + y)}{dx} - q \frac{1}{k_B T}
\]  

(B.61)

being the index \(j\) independent of the sum index \(i\). On the other hand, using the definition for \(\Delta \hat{E}_j\) proposed in Eq. 5.24:

\[
\frac{d\kappa_j}{dx} = -q \frac{d\Delta \hat{E}_j}{dx} = -q \frac{1}{k_B T} \int R_j(r) \frac{d\hat{\psi}(r)}{dx} R_j^*(r) r dr
\]  

(B.62)

where \(\hat{\psi}(r) = \psi(r) - \psi(R_s)\). Then we can write:

\[
\frac{d\kappa_j}{dx} = -q \frac{1}{k_B T} \left( -q N_c \sum_{i=0}^{N} \frac{d}{dx} \mathcal{F}_{\frac{1}{2}}(\kappa_i + y) \Upsilon_{ij} \right)
\]  

(B.63)

being

\[
\Upsilon_{ij} = \int R_j(r) \hat{\phi}_i R_j^*(r) r dr
\]  

(B.64)

\(\hat{\phi}_i\) is given by Eq. (5.41). Using Eq. (??) directly into Eq. (B.62) would highly complicate the subsequent calculus. We consider here the following substitution:

\[
\Upsilon_j = \sum_{i=0}^{N} \mathcal{F}_{\frac{1}{2}}(\kappa_i + y) \Upsilon_{ij}
\]  

(B.65)

Contrary to \(\Upsilon_{ij}\), \(\Upsilon_j\) would depend on \(V\) as it does \(\mathcal{F}_{\frac{1}{2}}(\kappa_i + y)\). Actually, the \(\Upsilon_j\) dependence on \(V\) is determined by the relative population of the subbands. But we can expect a reduced variation in the relative occupation of the subbands for medium and strong inversion (small \(V\)). In weak inversion (large \(V\)) some variations are observed as new subbands start to be populated. Nevertheless, the weak inversion scenario corresponds to a saturated drain, and as it is well known the drain charge contribution to the saturation current is not relevant. As a consequence, we assume \(\Upsilon_j\) as a constant, determined by the subband populations at the source: \(V = V_s\). Then, after some algebr,
we get:

\[
\frac{d}{dx} \left( \kappa_j + y \right) = -\frac{q}{k_BT} \frac{1}{C_{\text{ins}}} \frac{df(x)}{dx} - \frac{q}{k_BT} \left( \frac{1}{C_{\text{ins}}} + \Upsilon_j \right) \left( -qN_c \right) \frac{d}{dx} \left( \kappa_j + y \right) \frac{d\left( \kappa_j + y \right)}{dx} - \frac{q}{k_BT} \left( \frac{1}{C_{\text{ins}}} + \Upsilon_j \right) \left( -qN_c \right) \frac{d}{dx} \left( \kappa_j + y \right) \frac{d\left( \kappa_j + y \right)}{dx} - \frac{q}{k_BT} \left( \frac{1}{C_{\text{ins}}} + \Upsilon_j \right) \left( -qN_c \right) \frac{d}{dx} \left( \kappa_j + y \right) \frac{d\left( \kappa_j + y \right)}{dx} - \frac{q}{k_BT} \left( \frac{1}{C_{\text{ins}}} + \Upsilon_j \right) \left( -qN_c \right) \frac{d}{dx} \left( \kappa_j + y \right) \frac{d\left( \kappa_j + y \right)}{dx} \right)
\]

Using it into Eq. (B.56) we get:

\[
I_{ds} = -qN_c \mu \frac{L}{L} \int \sum_{j=0}^{N} \mathcal{F}_{-\frac{1}{2}}(\kappa_j + y) \frac{k_BT}{q} + \left( \frac{1}{C_{\text{ins}}} + \Upsilon_j \right) \left( -qN_c \right) \frac{d}{dx} \left( \kappa_j + y \right) \frac{d\left( \kappa_j + y \right)}{dx} \left( \frac{1}{C_{\text{ins}}} + \Upsilon_j \right) \left( -qN_c \right) \frac{d}{dx} \left( \kappa_j + y \right) \frac{d\left( \kappa_j + y \right)}{dx} \right)
\]

Eq. (B.67) is not a straightforward expression to integrate analytically. Nevertheless, it can be integrated in some particular cases:

1. If no interface traps are considered, then \( f(x) = 0 \)

2. If a constant profile of \( D_{it}(E) \) is considered, and the Fermi function is approximated by a step function, then \( df(x)/dx = qD_{it} \)

**B.4.1 Drain current if no \( D_{it} \) is considered**

If no interface traps are considered, Eq. (B.67) is simplified to:

\[
I_{ds} = \frac{\mu}{L} \left( -qN_c \right) \int \sum_{j=0}^{N} \mathcal{F}_{-\frac{1}{2}}(\kappa_j + y) \left( \frac{k_BT}{q} + \left( \frac{1}{C_{\text{ins}}} + \Upsilon_j \right) \left( -qN_c \right) \frac{d}{dx} \left( \kappa_j + y \right) \frac{d\left( \kappa_j + y \right)}{dx} \right)
\]

\[
(B.68)
\]
Therefore:

\[ I_{ds} = \frac{\mu}{L} (-qN_c) \frac{k_B T}{q} \int \sum_{j=0}^{N} F_{-\frac{1}{2}}(\kappa_j + y)d(\kappa_j + y) + \]

\[ + \frac{\mu}{L} (-qN_c) \int \sum_{j=0}^{N} F_{-\frac{1}{2}}(\kappa_j + y) \left( \frac{1}{C_{\text{ins}}} + \Upsilon_j \right) (-qN_c)d \sum_{i=0}^{N} F_{-\frac{1}{2}}(\kappa_i + y) \] (B.69)

\[ (\text{B.70}) \]

The first integral in the right-hand side of Eq. (B.70) is easy to solve,

\[ \int \sum_{j=0}^{N} F_{-\frac{1}{2}}(\kappa_j + y)d(\kappa_j + y) = \sum_{j=0}^{N} F_{\frac{1}{2}}(\kappa_j + y) \] (B.71)

where we have used the Fermi-Dirac recurrence relation \( F_{j+1}(x) = \int F_j(x)dx \). The second integral is not straightforward to solve as far as the integrand is a sum of terms scaled by a factor \( \Upsilon_j \) which is not present in the differential. Similarly to the approximation made in Eq. (B.65) we can define:

\[ \Upsilon = \frac{\sum_{j=0}^{N} F_{-\frac{1}{2}}(\kappa_i + y)\Upsilon_j}{\sum_{j=0}^{N} F_{-\frac{1}{2}}(\kappa_i + y)} \] (B.72)

which allows us to write the second integral as:

\[ \int \left( \frac{1}{C_{\text{ins}}} + \Upsilon \right) \sum_{j=0}^{N} F_{-\frac{1}{2}}(\kappa_j + y)d \left( \sum_{i=0}^{N} F_{-\frac{1}{2}}(\kappa_i + y) \right) = \]

\[ \left( \frac{1}{C_{\text{ins}}} + \Upsilon \right) \left( \sum_{j=0}^{N} F_{-\frac{1}{2}}(\kappa_j + y) \right)^2 \] (B.73)

The approximation made in Eq. (B.72) is equivalent to that used in Eq. (B.65). Therefore, the discussion about its validity referred previously can also be assumed
here. Finally, substituting Eqs. (B.71) and (B.73) into (B.70) we get:

\[
I_{ds} = \frac{\mu}{L} \left[ (-qN_c) \sum_{j=0}^{N} F_{\frac{1}{2}}(\kappa_j + y) + \frac{1}{C_{ds}} (-qN_c) \frac{\left( \sum_{j=0}^{N} F_{-\frac{1}{2}}(\kappa_j + y) \right)}{2} \right]^{2} \frac{V_d}{V_s} 
\]

(B.74)

where \(C_T\) was defined as:

\[
\frac{1}{C_T} = \left( \frac{1}{C_{ins}} + \gamma \right) 
\]

(B.75)

For the sake of clarity we can define the functions:

\[
f_1(V) = -qN_c \frac{k_B T}{q} \sum_{j=0}^{N} F_{\frac{1}{2}} \left( -\hat{E}_j + \Delta\hat{E}_j - q\psi_s + qV \right) 
\]

(B.76)

\[
f_2(V) = -qN_c \frac{1}{C_{ds}} \left[ \sum_{j=0}^{N} F_{-\frac{1}{2}} \left( -\hat{E}_j + \Delta\hat{E}_j - q\psi_s + qV \right) \right]^{2} 
\]

(B.77)

being the resulting drain current in absence of \(D_{it}\):

\[
I_{ds} = \frac{\mu}{L} \left( f_1(V_d) + f_2(V_d) - f_1(V_s) - f_2(V_s) \right) 
\]

(B.78)

where \(\psi_{ss} (\psi_{sd})\) and \(\Delta\hat{E}_{js} (\Delta\hat{E}_{jd})\) are the surface potential and correction to the energy level at the source (drain) respectively; and can be obtained solving the charge model for \(V = V_s (V = V_d)\).

**B.4.2 Drain current for a constant \(D_{it}\)**

Now, we extend the drain current model assuming a constant \(D_{it}\) profile in the gap. To do it we approximate the Fermi function by a step function. Furthermore, for the sake of simplicity, let us consider just acceptors traps. The extension to a profile with both kind of traps is straightforward. We can define \(D_{it}(E)\) as

\[
D_{it}(E) = D_{it} \times [U(E - E_i(R_s)) - U(E - E_c(R_s))] 
\]

(B.79)

that is a constant \(D_{it}\) in a certain range of energies between the conduction band at the interface, \(E_c(R_s)\), and the intrinsic Fermi level at the interface, \(E_i(R_s)\), being \(U\) the
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step function. Introducing Eq. (B.79) into the expression for $Q_{it}$, given by Eq. (5.64), we get

$$Q_{it} = -qD_{it} \int \frac{U(E - E_i) - U(E - E_c)}{1 + e^{\frac{E - qV}{k_B T}}} dE = \quad (B.80)$$

where we have substituted $E_F$ by the pseudo Fermi level. Using the references for energies proposed in Section 5.2, we can write $E_c(r) = -q\psi(r)$. Then $E_c(R_s) = -q\psi(R_s) = -q\psi_s$. Thus, Eq. (5.64) can be rewritten in terms of $\psi_s$ as:

$$Q_{it} = -qD_{it} \int \frac{U(E + q\psi_s + E_g/2) - U(E + q\psi_s)}{1 + e^{\frac{E + qV}{k_B T}}} dE \quad (B.81)$$

Assuming that the Fermi function can be approximated by a step function, its derivative is a Dirac delta function. Then, we can write:

$$\frac{dQ_{it}}{dV} = -qD_{it} \times [U(-qV + q\psi_s + E_g/2) - U(-qV + q\psi_s)] \quad (B.82)$$

which using the definition in Eq. (B.58) can be reformulated as:

$$\frac{f(x)}{x} = -qD_{it} [U(y + E_g/2) - U(y)] \quad (B.83)$$

Now we can substitute it in Eq. (B.67) resulting:

$$I_{ds} = -qN_c \int \sum_{j=0}^{N} \frac{k_B T}{q} \left[ \frac{1}{C_{ins}} + Y_j \right] (-qN_c) \frac{d \sum_{i=0}^{N} F_{-\frac{1}{2} \left( \kappa_i + y \right)} d(\kappa_j + y)}{1 - \frac{q D_{it}}{C_{ins}} [U(y + E_g/2) - U(y)]} \quad (B.84)$$
Using the properties of the step function, we can split the previous integrals into three integrals:

\[
I_{ds} = -q^2 N_c^2 \int_{y_s}^{y_c} \sum_{j=0}^{N} F_{-\frac{1}{2}}(\kappa_j + y) \left( \frac{k_B T}{q^2 N_c} - \left( \frac{1}{C_{ins}} + \gamma_j \right) \frac{d}{d(\kappa_j + y)} \right) d(\kappa_j + y)
\]

\[
- \frac{-q^2 N_c^2}{1 - \frac{qD_{it}}{C_{ins}}} \int_{y_i}^{y_c} \sum_{j=0}^{N} F_{-\frac{1}{2}}(\kappa_j + y) \left( \frac{k_B T}{q^2 N_c} - \left( \frac{1}{C_{ins}} + \gamma_j \right) \frac{d}{d(\kappa_j + y)} \right) d(\kappa_j + y)
\]

\[
-q^2 N_c^2 \int_{y_i}^{y_d} \sum_{j=0}^{N} F_{-\frac{1}{2}}(\kappa_j + y) \left( \frac{k_B T}{q^2 N_c} - \left( \frac{1}{C_{ins}} + \gamma_j \right) \frac{d}{d(\kappa_j + y)} \right) d(\kappa_j + y)
\]

(B.85)

where the integral limits \(y_s, y_d\) are the \(y\)-values corresponding to \(V = V_s\) and \(V = V_d\); and \(y_c = 0\) and \(y_i = -E_g/2\) correspond to \(V\)-values \(V_c\) and \(V_i\) such as \(\psi_s - V_c = 0\) (that is \(E_F(z) = E_c\)) and \(\psi_s - V_i = E_g/2\) (that is \(E_F(z) = E_i\)). The three integrals in Eq. (B.85) are the same than that solved in Eq. (B.70). Then, following the above explained procedure and using the definitions for \(f_1\) and \(f_2\) in Eqs. (B.76) and (B.77) we get:

\[
I_{ds} = \frac{\mu}{L} [f_1(V_c) + f_2(V_c) - f_1(V_s) - f_2(V_s) + f_1(V_i) + f_2(V_i) - f_1(V_c) - f_2(V_c)] (B.86)
\]

which can be simplified to:

\[
I_{ds} = \frac{\mu}{L} \left[ f_1(V_d) + f_2(V_d) - f_1(V_s) - f_2(V_s) + \frac{f_1(V_c) + f_2(V_c) - f_1(V_i) - f_2(V_i)}{1 + \frac{qD_{it}}{C_{ins}}} \right]
\]

(B.87)

It should be noted that this \(I_{ds}\) expression requires solving the model for four Fermi
pseudo-potentials: $V_s$ and $V_d$ as it was in Eq. (B.68) and $V_1$ and $V_2$ which correspond to the cross of $E_F$ trough $E_c(R_s) = -q\psi_s$ and $E_i = -q\psi_s - E_g/2$. As it was in Eq. (B.68), the values of $E_j$ are constant and independent of $V$ but not $\Delta E_j$ and $\psi_s$ which need to be calculated for each case.

In the linear region, $V_{ds} < V_{gs} - V_T$, just the first two integrals of Eq. (B.86) make sense. $V_d$ is not high enough as to move the pseudo Fermi potential below the intrinsic level. Then, the third integral in Eq. (B.85) can be removed and the upper limit in the second one is changed from $y_i$ to $y_c$. 
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Appendix C

Capacitance and threshold voltage models related calculi

In this Appendix we sum up some calculi related to the capacitance and threshold voltage analytical models.

C.1 Determination of the centroid capacitance

In this Section we obtain an expression for the centroid capacitance of an arbitrary subband \( j \), solving the integral proposed in Chapter 6. We recall here Eq. (6.12):

\[
C_{Cj} = \frac{2\pi \varepsilon_s}{\int_0^{R_0} r \ln \left( \frac{R_0}{r} \right) |A_j J_l(\gamma_j r)|^2 dr}
\]  

(C.1)

The integral in the denominator of Eq. (C.1) can be reformulated as:

\[
\int_0^{R_0} r \ln \left( \frac{R_0}{r} \right) |A_j J_l(\gamma_j r)|^2 dr = \ln(R_0) \int_0^{R_0} r |A_j J_l(\gamma_j r)|^2 dr - \int_0^{R_0} r \ln(r) |A_j J_l(\gamma_j r)|^2 dr
\]

(C.2)
where the second term can be integrated by parts:

\[
\int_0^{R_0} \ln(r) |A_j J_l(\gamma_j r)|^2 dr = \left[ \ln(r) \int_0^{R_0} |A_j J_l(\gamma_j r)|^2 dr \right]_0^{R_0} - \int_0^{R_0} \left( \int_0^{R_0} |A_j J_l(\gamma_j r)|^2 dr \right) \frac{1}{r} \frac{d}{dr}r \\
\text{(C.3)}
\]

but the first term in the right-hand side of Eq. \text{(C.3)} is canceled out with the first term in the right-hand side of Eq. \text{(C.2)}. Then:

\[
\int_0^{R_0} r \ln \left( \frac{R_0}{r} \right) |A_j J_l(\gamma_j r)|^2 dr = \int_0^{R_0} r |A_j J_l(\gamma_j r)|^2 dr \frac{1}{r} \frac{d}{dr}r \\
\text{(C.4)}
\]

where we have used the symbol \( \hat{\gamma} \) to distinguish between the two integrations. This integral is the same than the one solved in Appendix B.2 when dealing with the Poisson equation in the semiconductor. We recall here Eq. \text{(B.30)}

\[
A_j^2 \int \int r J_l^2(\gamma r) dr \frac{1}{r} \frac{d}{dr}r = A_j^2 \left( \frac{r^2}{2} J_l^2(\gamma r) + \frac{r^2}{2} J_{l-1}^2(\gamma r) + (-l + \frac{1}{2}) \frac{r}{\gamma_j} J_{l-1}(\gamma r) J_l(\gamma r) + \frac{l}{\gamma_j^2} \sum_{m=1}^{l} J_{m-1}^2(\gamma r) - \frac{l}{2\gamma_j^2} J_0^2(\gamma r) \right) \\
\text{(C.5)}
\]

So, evaluating Eq. \text{(C.5)} in their limits, \( r = R_0 \) and \( r = 0 \), we have:

\[
\int_0^{R_0} \int |A_j J_l(\gamma_j r)|^2 dr \frac{1}{r} \frac{d}{dr}r = A_j^2 \left( \frac{R_0^2}{2} J_l^2(\gamma_j R_0) + \frac{R_0^2}{2} J_{l-1}^2(\gamma_j R_0) + (-l + \frac{1}{2}) \frac{R_0}{\gamma_j} J_{l-1}(\gamma_j R_0) J_l(\gamma_j R_0) + \frac{l}{\gamma_j^2} \sum_{m=1}^{l} J_{m-1}^2(\gamma_j R_0) - \frac{l}{2\gamma_j^2} J_0^2(\gamma_j R_0) - \frac{l}{2\gamma_j^2} J_0^2(0) \right) \\
\text{(C.6)}
\]

where we have used \( J_v(0) = 0 \) for \( v \neq 0 \). Therefore, using Eq. \text{(C.6)}, \( C_{C_j} \) can be written as:

\[
C_{C_j} = \frac{2\pi \epsilon_s}{A_j^2} \left( \frac{R_0^2}{2} J_l^2(\gamma_j R_0) + \frac{R_0^2}{2} J_{l-1}^2(\gamma_j R_0) + (-l + \frac{1}{2}) \frac{R_0}{\gamma_j} J_{l-1}(\gamma_j R_0) J_l(\gamma_j R_0) + \frac{l}{\gamma_j^2} \sum_{m=1}^{l} J_{m-1}^2(\gamma_j R_0) - \frac{l}{2\gamma_j^2} J_0^2(\gamma_j R_0) - \frac{l}{2\gamma_j^2} J_0^2(0) \right)^{-1} \\
\text{(C.7)}
\]
Furthermore, looking at the similarities between the resolution proposed here for the centroid capacitance and the one carried out in Appendix B.2 for \( \varphi_j \) it is easy to conclude that:

\[
C_{C,j} = \frac{2\pi \epsilon_s}{\varphi_j(R_0) - \varphi_j(0)} \quad (C.8)
\]

Therefore, from \( \varphi_j \) properties (see Section 5.3), we can assume that degenerate energy levels have equal centroid capacitances.

To conclude this Appendix we give the particular centroid capacitance expressions for the first five subbands: \( j = 0, l = 0; j = 1, 2, l = \pm 1; \) and \( j = 3, 4, l = \pm 2. \) They are used later in Section 6.3. For \( j = 0, l = 0; \)

\[
C_{C0} = \frac{2\pi \epsilon_s}{A^2_j} \frac{2}{R_0^2} \left( J^2_0(\gamma_0 R_0) + J^2_1(\gamma_0 R_0) - \frac{1}{\gamma_0 R_0} J_1(\gamma_0 R_0) J_0(\gamma_0 R_0) \right)^{-1} \quad (C.9)
\]

For \( j = 1, 2, l = \pm 1; \)

\[
C_{C1,2} = \frac{2\pi \epsilon_s}{A^2_1} \frac{2}{R_0^2} \left( J^2_1(\gamma_1 R_0) + J^2_0(\gamma_1 R_0) - \frac{1}{\gamma_1 R_0} J_0(\gamma_1 R_0) J_1(\gamma_1 R_0) + \frac{J^2_0(\gamma_1 R_0) - J^2_0(0)}{\gamma_1^2 R_0^2} \right)^{-1} \quad (C.10)
\]

For \( j = 3, 4, l = \pm 2; \)

\[
C_{C3,4} = \frac{2\pi \epsilon_s}{A^2_3} \frac{2}{R_0^2} \left( J^2_2(\gamma_3 R_0) + J^2_1(\gamma_3 R_0) - \frac{3}{\gamma_3 R_0} J_1(\gamma_3 R_0) J_2(\gamma_3 R_0) + \frac{4}{\gamma_3^2 R_0^2} J^2_1(\gamma_3 R_0) + 2 \frac{J^2_0(\gamma_3 R_0) - J^2_0(0)}{\gamma_3^2 R_0^2} \right)^{-1} \quad (C.11)
\]

where in all cases \( J^2_0(0) = 1 \)

### C.2 Validity of the approximations for the \( C_g \) and \( V_T \) models

In this Section we check the validity of the approximations made in Chapter 6, specifically in Eqs. (6.4) and (6.49), for the capacitance and threshold voltage models.
First, we deal with the approximation in Eq. (6.1). We recall it here:

\[
C_G = \frac{\partial Q_G}{\partial V_G} = - \frac{\partial Q_s + Q_{ins}}{\partial V_G} \approx - \frac{\partial Q_s}{\partial V_G} \tag{C.12}
\]

Here, we supposed that \(Q_{ins}\) was negligible compared to \(Q_s\). In the model, \(Q_{ins}\) (assuming no \(D_{it}\)) is determined by the wavefunction penetration into the insulator. For a subband \(j\), the ratio between the electron charge in the semiconductor (neglecting \(N_a\)) and the electron charge in the insulator is proved to be:

\[
\theta_C = \frac{\int_{R_0+\ell_{ins}}^{R_0} C_j^2 K_l(\alpha_j r) r dr}{\int_{R_0}^{R_0} A_j^2 J_l(\gamma_j r) r dr} = \frac{1}{\int_{0}^{A_j^2 J_l(\gamma_j r) r dr}} - 1 \tag{C.13}
\]

where we have applied Eq. (B.1). From, \(\theta\) we can get an estimation of the relative error committed in Eq. (C.12). The exact value of the error depends on the relative occupations of the different subbands and the corresponding errors associated to each subband. Fig. shows \(\theta\) as a function of the NW size for several materials InGaAs (solid lines), InAs (dashed lines) and GaAs (dash-dotted lines) and subbands: \(j = 0, l = 0\) (blue), \(j = 1, 2, l = \pm 1\) (green) and \(j = 3, 4, l = \pm 2\).

InAs shows the maximum error as it has the lower confinement effective mass and consequently higher wavefunction penetration (see Fig 5.12 in Chapter 5). The behavior of the error is non-monotonic as the penetration of the wavefunction into the insulator is a not simple result which depends on several factors: the potential barrier height, the size of the NW or the effective mass in the insulator and the semiconductor among others. Nevertheless the maximum error achieved is around 5% (corresponding to \(j = 3, 4, l = \pm 2\) subband in InAs for \(2R_0 = 5\text{nm}\)), but this subband for this size is nearly empty for a reasonable range of gate voltage (see Fig. 5.13 in Chapter 5), so its contribution to the error in Eq. (6.1) is negligible. From Fig. C.1 we can conclude that the approximation in Eq. (6.1) is appropriate.

In second place, we discuss the approximation in Eq. (6.49). It is a well known approximation for \(K_0\) when the argument is high \[204\]. We define the relative error
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Figure C.1: $\vartheta$ as a function of the NW size for several materials: InGaAs (solid lines), InAs (dashed lines) and GaAs (dash-dotted lines) and subbands: $j=0, l=0$ (blue), $j=1, 2, l=\pm 1$ (green) and $j=3, 4, l=\pm 2$.

due to this approximation as:

$$\vartheta_T = \frac{\int_{R_0}^{R_0+t_{\text{ins}}} K_0(\alpha_0 r) - \sqrt{\frac{\pi}{2\alpha_0 r}} e^{-\alpha_0 r} r dr + \int_{R_0}^{R_0+t_{\text{ins}}} K_0(\alpha_0 r) r dr}{R_0 + t_{\text{ins}} \int_{R_0}^{R_0+t_{\text{ins}}} K_0(\alpha_0 r) r dr}$$  \hspace{1cm} (C.14)

To validate the applicability of this expression in our threshold voltage model, Fig. C.2 shows the relative error between the analytical integral solution in Eq. 5.58 and the approximate solution in Eq. 6.50 for several III-V materials: InGaAs (blue), GaAs (green) and InAs (red), as a function of the semiconductor diameter when $t_{\text{ins}} = 1.5$ nm was considered. As can be seen the relative error is lower than 3% for the devices considered in this work.
Figure C.2: Relative error ($\vartheta_T$) between the analytical integral solution of Eq. (5.58) and the approximate solution of Eq. (6.50) as a function of the NW size, for several III-V materials: InGaAs (plotted as blue), GaAs (plotted as green) and InAs (plotted as red).
Appendix D

Scattering elements

In this Appendix we briefly discuss the characteristic of the three kinds of scattering mechanisms distinguished in Section 7.4 and their implication in the formulation of the implicit problem given by Eq. (7.34).

D.1 Inelastic anisotropic mechanism

For an inelastic anisotropic mechanism the energy is not conserved and $S_{j,j'}$ is wavenumber dependent. This can be written in the general formulation given in Eq. (7.19) as:

$$S_{j,j'}^{ia}(k_z, k'_z) = \frac{2\pi}{\hbar} \left| M_{j,j'}(k_z, k'_z) \right|^2 \delta \left( E_{j'}(k'_z) - E_j(k_z) \pm \hbar \omega \right)$$  \hspace{1cm} (D.1)

where the delta function restricts the non null elements of $S_{j,j'}$ to those with $E_{j'}(k'_z) = E_j(k_z) \pm \hbar \omega$. We assume that the scattering mechanism is not $k_z$ dependent itself, and $\omega \neq \omega(k_z - k'_z)$. Using the equivalence [88]:

$$\sum_{k_z} = \frac{L}{2\pi} \int dk_z$$  \hspace{1cm} (D.2)
we can write:

$$\frac{1}{\tau_j^{\text{in}}(k_z)} = \sum_{j',k_z'} S_{j,j'}^{\text{in}}(k_z,k_z') \left( \frac{1 - f_0(E')}{1 - f_0(E)} \right) \left( 1 - \frac{\tau_{j'}(k_z') v_{j'}(k_z')}{\tau_j(k_z) v_j(k_z)} \right) =$$

$$\frac{L}{\hbar} \sum_{j'} \int |M_{j,j'}(k_z,k_z')|^2 \delta \left[ E_{j'}(k_z') - E_i(k_z) \pm \hbar \omega \right] \left( \frac{1 - f_0(E')}{1 - f_0(E)} \right) \left( 1 - \frac{\tau_{j'}(k_z') v_{j'}(k_z')}{\tau_j(k_z) v_j(k_z)} \right) dk_z'$$

(D.3)

For a 1D electron gas, with a monotonic dispersion relation (guaranteed under non-parabolic EMA), there are only two \(k_z^j\) states in the subband \(j\) with energy \(E_{j'}(k_z) = E_j(k_z) + \hbar \omega\) and other two \(k_z^j\) states with \(E_{j'}(k_z') = E_j(k_z) - \hbar \omega\). We name them here \(k_{z,b}^+\) and \(k_{z,f}^+\) for the process augmenting the electron energy and \(k_{z,b}^-\) and \(k_{z,f}^-\) for the process reducing the electron energy. The subindex \(b\) (backward) and \(f\) (forward) denotes transitions to final states with negative and positive \(k_z\) respectively. Fig. D.1 presents a schematic depiction of subbands \(j\) and \(j'\) and the different \(k_z\) states involved in a transition due to an inelastic intersubband process. Inelastic anisotropic mechanisms can also be intrasubband (see Chapter 8) and the resulting \(k_z\) are plotted in Fig. D.1 as squares.

Using the \(\delta\) function property:

$$\int dk_z' F(k_z) \delta(g(k_z')) = \sum_n \frac{F(k_{z,n}^\pm)}{|g'(k_{z,n}^\pm)|}$$

(D.4)

where \(k_{z,n}^\pm\) are the zeros of \(g(k_z)\) and \(g' = dg/dk_z\), we can rewrite Eq. (D.3) as:

$$\frac{1}{\tau_j^{\text{in}}(k_z)} = \sum_{j'} \frac{L}{2\pi} \int \frac{2\pi}{\hbar} \left| M_{j,j'}(k_z,k_z') \right|^2 \delta \left[ E' - E \pm \hbar \omega \right] \left( \frac{1 - f_0(E')}{1 - f_0(E)} \right) \left( 1 - \frac{\tau_{j'}(k_z') v_{j'}(k_z')}{\tau_j(k_z) v_j(k_z)} \right) dk_z =$$

$$\frac{L}{\hbar} \left( \frac{1 - f_0(E \pm \hbar \omega)}{1 - f_0(E)} \right) \sum_{j'} \left| M_{j,j'}(k_z,k_{z,n}^\pm) \right|^2 \left( \frac{1 - \tau_{j'}(k_{z,b}^\pm) v_{j'}(k_{z,b}^\pm)}{\tau_j(k_z) v_j(k_z)} \right)$$

$$\frac{L}{\hbar} \left( \frac{1 - f_0(E \pm \hbar \omega)}{1 - f_0(E)} \right) \sum_{j'} \left| M_{j,j'}(k_z,k_{z,f}^\pm) \right|^2 \left( \frac{1 - \tau_{j'}(k_{z,f}^\pm) v_{j'}(k_{z,f}^\pm)}{\tau_j(k_z) v_j(k_z)} \right)$$

(D.5)

where

$$\frac{\partial(E_{j'}(k_z') - E_j(k_z) \pm \hbar \omega)}{\partial k_z'} = \hbar v_{j'}(k_z')$$

(D.6)
Using the symmetry property of the non-parabolic EMA dispersion relation, we get $v_{j'}(k_{z,b}^{t\pm}) = -v_{j'}(k_{z,f}^{t\pm})$ and $\tau_{j'}(k_{z,b}^{t\pm}) = \tau_{j'}(k_{z,f}^{t\pm})$. Then Eq. (D.5) can be written as:

$$\frac{1}{\tau_{j,k_{z}}^{ia}} = \frac{L}{\hbar} \left( 1 - \frac{f_{0}(E \pm \hbar \omega)}{1 - f_{0}(E)} \right) \sum_{j'} \left[ \frac{|M_{j,j'}(k_{z,k_{z}}^{t\pm})|^2 - |M_{j,j'}(k_{z,k_{z}}^{t\pm})|^2}{|h v_{j'}(k_{z,b}^{t\pm})|} \right]$$

$$\left( 1 - \frac{\tau_{j'}(k_{z,b}^{t\pm}) v_{j'}(k_{z,b}^{t\pm})}{\tau_{j}(k_{z}) v_{j}(k_{z})} \right)$$

(D.7)

\[\text{Figure D.1:} \text{ Schematic view of the transitions between } k\text{-states in the subband } j \text{ and the subband } j' \text{ due to an inelastic mechanism. The initial state is plotted as a filled circle while the final states for a intersubband transitions are marked with arrows and plotted as unfilled circles. Final states resulting from a intrasubband transition are also plotted as squares.}\]

### D.2 Elastic anisotropic mechanism

For an elastic anisotropic mechanism, $S_{j,j'}$ depends on the wavenumber but there is energy conservation. Then, $S_{j,j'}$ can be written as:

$$S_{j,j'}^{ea}(k_{z,k_{z}}) = \frac{2\pi}{\hbar} \left| M_{j,j'}(k_{z,k_{z}}) \right|^2 \delta \left[ E_{j'}(k_{z}) - E_{j}(k_{z}) \right]$$

(D.8)
where the delta function restricts the non null elements of $S_{j,j'}$ to those with $E_{j'}(k'_z) = E_j(k_z)$. Then, using (D.2) we can write:

$$\frac{1}{\tau_j^{ca}(k_z)} = \sum_{j',k'_z} S_{j,j'}^{ca}(k_z, k'_z) \left( \frac{1 - f_0(E')}{1 - f_0(E)} \right) \left( 1 - \frac{\tau_j(k_z) v_j(k_z)}{\tau_j(k_z) v_j(k_z)} \right) =$$

$$\sum_{j'} \frac{L}{2\pi} \int \frac{2\pi \hbar}{k_z} |M_{j,j'}(k_z, k'_z)|^2 \delta [E' - E] \left( \frac{1 - f_0(E')}{1 - f_0(E)} \right) \left( 1 - \frac{\tau_j(k_z) v_j(k_z)}{\tau_j(k_z) v_j(k_z)} \right) dk_z$$

(D.9)

This expression is similar to (D.3) except for the term $[1 - f_0(E')] / [1 - f_0(E)] = 1$. For a transition between bands $j$ and $j'$ and non-parabolic EMA there are just two possible final states $k'_{z,b}$ and $k'_{z,f}$. Fig. D.2 presents a schematic depiction of subbands $j$ and $j'$ and the different $k$ states involved in a transition due to an elastic process. Again just intersubband transitions were marked with arrows, denoting the final states with circles while the final states resulting from intrasubband transitions (also possible in elastic anisotropic mechanisms) are plotted as squares.

Following the same mathematical procedure and the symmetry of the dispersion relation under EMA discussed previously we reach to:

$$\frac{1}{\tau_j^{ca}(k_z)} = \frac{L}{\hbar} \sum_j \left[ \frac{|M_{j,j'}(k_z, k'_{z,t})|^2 - |M_{j,j'}(k_z, k'_{z,b})|^2}{\hbar v_j(k'_{z,t})} \left( 1 - \frac{\tau_j(k_z) v_j(k_z)}{\tau_j(k_z) v_j(k_z)} \right) \right]$$

(D.10)
D.3 Isotropic mechanism

For isotropic mechanisms (both elastic and inelastic), $S_{j,j'}$ does not depend on the wavenumber and there is not energy conservation. Thus, $S_{j,j'}$ can be written as:

$$ S_{is,j,j'}^{is}(k_z, k'_z) = S_{is,j,j'}^{is}(E) = \frac{2\pi}{\hbar} |M_{j,j'}|^{2} \delta[E_{j'}(k'_z) - E_j(k_z) \pm \hbar \omega] \quad (D.11) $$

where the $M_{j,j'}$ dependence on $k_z$ was annulled and we assumed inelastic process. The derivation for elastic processes is the same except for the factor $\pm \hbar \omega$. As in the inelastic anisotropic mechanisms, we assume that the scattering mechanism is not $k_z$ dependent itself and $\omega \neq \omega(k_z - k'_z)$. Then, the sum over all $k'_z$ states which contribute to the inelastic isotropic $\tau_j$ would be:

$$ \frac{1}{\tau_{is}^j(k_z)} = \sum_{j', k'_z} S_{is,j,j'}^{is} \left( \frac{1-f_0(E')}{1-f_0(E)} \right) \left( 1 - \frac{\tau_{j'}(k'_z)v_{j'}(k'_z)}{\tau_j(k_z)v_j(k_z)} \right) $$

$$ = \frac{2\pi}{\hbar} \sum_{j'} |M_{j,j'}|^{2} \sum_{k'_z} \delta[E' - E \pm \hbar \omega] \left( \frac{1-f_0(E')}{1-f_0(E)} \right) \quad (D.12) $$

Here the term $[1 - \tau_{j'}(k'_z)v_{j'}(k'_z)/\tau_j(k_z)v_j(k_z)]$ drops in the sum. This is because for symmetric bands: $v_{j'}(k_{z,f}^{\pm}) = -v_{j'}(k_{z,b}^{\pm})$, being $k_{z,f}^{\pm}$ and $k_{z,b}^{\pm}$ the possible final states (see Fig. [D.1]). Due to the isotropy: $\tau_{j'}(k_{z,f}^{\pm}) = \tau_{j'}(k_{z,b}^{\pm}) = \tau_{j'}(E')$.

Then using (D.2) we get:

$$ \sum_{j} \frac{L}{2\pi} |M_{j,j'}|^{2} \int \frac{2\pi}{\hbar} \delta[E' - E \pm \hbar \omega] \left( \frac{1-f_0(E')}{1-f_0(E)} \right) dk'_z \quad (D.13) $$

This expression is similar to (D.3) except for the term $[1 - \tau_{j'}(k'_z)v_{j'}(k'_z)/\tau_j(k_z)v_j(k_z)]$. Following the same mathematical procedure and the approximations for a monotonic symmetric dispersion relation we reach:

$$ \frac{1}{\tau_{is}^j(k_z)} = \frac{L}{\hbar} \left( \frac{1-f_0(E \pm \hbar \omega)}{1-f_0(E)} \right) \sum_{j'} \frac{2M_{j,j'}}{[\hbar v_{j'}(k_{z,f}^{\pm})]} \quad (D.14) $$

Unlike in anisotropic scattering mechanisms, the momentum relaxation time of an isotropic mechanism can be calculated independently of the rest of scattering mechanism as no implicit dependence on $\tau_j$ is present.
Appendix E

Scattering mechanisms related calculi

In this Appendix we sum up some of the necessary calculi for the determination of the matrix element of the different scattering mechanisms.

E.1 Surface Roughness: axial and $q_z$ integrations

In this Section we detail the space and wavenumber axial integration of Eq. (8.9) paying attention to the normalization of the delta Dirac function. We recall space and wavenumber axial integration in Eq. (8.9) as:

$$\int dq_z \int_0^L dz \int_0^L dz' e^{i(k_z-k'_z+q_z)(z-z')} C(q_z, q_s) = \int dq_z C(q_z, q_s) \int_0^L dz e^{i(k_z-k'_z+q_z)z} \int_0^L dz' e^{-i(k_z-k'_z+q_z)z'} \quad (E.1)$$

Each of the previous space axial integrations can be solved, assuming $L \rightarrow \infty$, taking into account that:

$$\int_{-\infty}^{\infty} e^{-iqz} dz = 2\pi \delta(q) \quad (E.2)$$

Then, we can rewrite Eq. (E.1) as:

$$2\pi \int dq_z C(q_z, q_s) \int_0^L dz e^{i(k_z-k'_z+q_z)z} \delta(k_z - k'_z + q_z) \quad (E.3)$$
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Let us now define, for simplicity, $g(q_z) = \int_0^L dz e^{i(k_z - k'_z + q_z)z}$. Then the previous integral leads to:

$$2\pi C(q^f_z, q_s) g(q^f_z)$$

(E.4)

being $q^f_z = k'_z - k_z$. From the definition of $g(q_z)$, it is clear that $g(q^f_z) = \int_0^L dz = L$, and therefore Eq. (E.1):

$$2\pi LC(q^f_z, q_s)$$

(E.5)

### E.2 Coulombian dispersion hard-sphere model

In this Section we apply the hard-spheres model proposed by Ning et al. [246] to a 1D electron gas. The aim is to determine a power spectrum $C^{CO}_{m,i}(q_z)$ from the autocorrelation function of a random distribution of ionized impurities along the axial direction. The first approximation made here assumes that the distribution of charges along the axial direction for a given position $s = s_i$ in the confinement plane is completely independent of the axial distribution corresponding to another position $s = s_m$.

Now we assume that for each position $s_m$ in the confinement plane there is a random distribution of $N$ punctual particles along the axial direction. As explained in [241], it is not the charge density, but its fluctuations, the responsible of the Coulomb scattering. Therefore, we will define:

$$\sigma_m(z) = \sum_{i=1}^N \delta(z - z_i) - N_{\text{avg}}$$

(E.6)

where $N_{\text{avg}}$ is the average charge density per unit length, and is related to $N$ as, $N_{\text{avg}} = N/L$. Taking the Fourier transform we get:

$$\sigma_m(q_z) = \sum_{i=1}^N e^{-iq_z z_i} - N_{\text{avg}} \delta(q_z)$$

(E.7)

1The approximation makes sense as far as the positions $s_i$ and $s_m$ are far from each other but can be criticizes otherwise. For the sake of simplicity we go on with it here.
The power spectrum $C_{m,m}^{\text{CO}}(qz)$ is given by:

$$
C_{m,m}^{\text{CO}}(qz) = \langle \sigma_m(qz) \sigma_m^*(qz) \rangle = \int \left( \sum_{i=1}^{N} e^{-iqz_i} - N_{\text{avg}} \delta(qz) \right) \left( \sum_{j=1}^{N} e^{iqz_j} - N_{\text{avg}} \delta(qz) \right) P(z_1, ..., z_N) dz_1 ... dz_N
$$

(E.8)

where $P(z_1, ..., z_N)dz_1 ... dz_N$ is the probability of a set of particles 1...N to be placed near the set of positions $z_1 ... z_N$. We will call $W(z_i, z_j)dz_idz_j$ the joint probability of particles $i$ and $j$ being at $z_i$ and $z_j$ regardless the positions of the rest of the particles:

$$
W(z_i, z_j) = \int \frac{P(z_1 ... z_N)dz_1 ... dz_N}{dz_idz_j}
$$

(E.9)

After Ning et al. [246], Eq. (E.8) can be written as:

$$
C_{m,m}^{\text{CO}}(qz) = N_{\text{avg}} + \sum_{i,j,i \neq j} \int W(z_i, z_j) e^{-iqz_i} dz_idz_j - N_{\text{avg}}^2 \delta(qz)
$$

(E.10)

The hard sphere model assumes that two particles cannot be closer than $R_t$, and can be uniformly distributed otherwise. Thus, $W(z_i, z_j)$ is:

$$
W(z_i, z_j) = \begin{cases} 
0 & \text{if } |z_i - z_j| < R_t \\
\frac{1}{(L - R_t)L} & \text{if } |z_i - z_j| > R_t
\end{cases}
$$

(E.11)

where $1/L$ is the probability of a particle being at position $z_i$ and $1/(L - R_t)$ is the probability of a particle being at a position $z_j$ given that there is a particle at position $z_i$. $W(z_i, z_j)$ can be written in a more compact way as

$$
W(z_i, z_j) = \frac{1}{(L - R_t)L} \left[ 1 - \text{rect} \left( \frac{z_i - z_j}{R_t} \right) \right]
$$

(E.12)

The integral in Eq. (E.10) results into:

$$
\int e^{iqz_i} dz_i \int \left[ 1 - \text{rect} \left( \frac{z_i - z_j}{R_t} \right) \right] e^{-iqz_j} dz_j
$$

(E.13)
where the inner integral is the Fourier transform of \[ 1 - \text{rect}\left( \frac{z_j - z_i}{R_t} \right) \]. Thus: (E.13)

\[
\int e^{i q z_j} \left[ \delta(q_z) - R_t e^{-i q z_j} \text{sinc}(R_t q_z) \right] dz_j
\]

which results in:

\[
\delta(q_z) \delta(-q_z) - L R_t \text{sinc}(R_t q_z)
\]

Then we can write Eq. (E.10) as:

\[
C_{m,m}^{\text{CO}}(q_z) = N_{\text{avg}} + \frac{1}{L(L - R_t)} \sum_{i,j,i \neq j} \left[ \delta(q_z) \delta(-q_z) - L R_t \text{sinc}(R_t q_z) \right] - N_{\text{avg}}^2 \delta(q_z)
\]

The terms accompanying \( \delta(q_z) \) will only appear in the calculation when \( q_z = 0 \). But \( q_z \) does not affect in CO scattering mechanisms. Thus, they can be neglected:

\[
C_{m,m}^{\text{CO}}(q_z) = N_{\text{avg}} - \frac{1}{L^2} (N)(N - 1)L R_t \text{sinc}(R_t q_z)
\]

which can be rewritten, taking into account the relation \( L = N/N_{\text{avg}} \), and assuming \( N \approx N - 1 \) and \( L \approx L - R_t \), as:

\[
C_{m,m}^{\text{CO}}(q_z) = N_{\text{avg}} \left[ 1 - \frac{N}{L} R_t \text{sinc}(R_t q_z) \right]
\]

where \( C = \frac{N}{L} R_t = N_{\text{avg}} R_t \) is defined as the autocorrelation coefficient: \( C = 0 \) correspond to a completely uncorrelated random distribution while \( C = 1 \) us a uniform fully correlated distribution.

### E.3 Acoustic phonon: contributions over all \( q \)

In this Section, we sum up the mathematical details for the determination of the squared matrix element due to acoustic phonons. An equivalent procedure is followed in the determination of \( |M_{j,j'}(k_z, k'_z)|^2 \) in Eq. (8.48) for optical phonons. First we recall the squared matrix element from Eq. (8.44):

\[
|M_{j,j'}(k_z, k'_z)|^2 = \frac{D_{\text{APH}}^2}{L^2} \frac{k_BT}{2\xi} \frac{1}{v^2_{\text{g}}} \frac{1}{AL} \int_A ds \int_A ds' \int_0^L dz \int_0^L dz' f_{j,j',k_z,k'_z}(s) e^{-i (q_x x + q_y y)} f^*_{j,j',k_z,k'_z}(s') e^{i (q_x x' + q_y y')} e^{-i (k_z - k'_z - q_z)(z' - z)}
\]
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We will focus in the term which is common to acoustic and optical phonon:

\[
\frac{1}{AL} \int_A ds \int_A dz \int_0^L dz' \ f_{j,j',k_z,k_z'}(s) e^{-i(q_x x + q_y y)} f_{j,j',k_z,k_z'}^*(s') e^{i(q_x x' + q_y y')} e^{-i(k_z - k_z' - q_z)(z' - z)}
\]  

(E.20)

We can define the Fourier transform of \( f_{j,j',k_z,k_z'}(x, y) \) as:

\[
f_{j,j',k_z,k_z'}(q_s) = \int_A ds f_{j,j',k_z,k_z'}(s) e^{-iq_s s}
\]  

(E.21)

where \( q_s = q_x x + q_y y \) Then:

\[
\frac{1}{AL} \int_0^L dz \int_0^L dz' \ f_{j,j',k_z,k_z'}(q_s) f_{j,j',k_z,k_z'}^*(q_s) e^{-i(k_z - k_z' - q_z)(z' - z)}
\]  

(E.22)

Now we sum over all possible states \( q_x, q_y \) and \( q_z \) to take into consideration all the \( q \) contributions. We convert the summation into integrals taking into consideration that:

\[
\sum_{q_x, q_y, q_z} = \frac{AL}{8\pi^4}
\]  

(E.23)

to rewrite Eq. (E.20) as:

\[
\frac{1}{8\pi^3} \int_0^L dz \int_0^L dz' \int dq_x \int dq_y f_{j,j',k_z,k_z'}(q_s) f_{j,j',k_z,k_z'}^*(q_s) e^{-i(k_z - k_z' - q_z)(z' - z)}
\]  

(E.24)

Using the Parseval theorem:

\[
\frac{1}{4\pi^2} \int dq_x \int dq_y f_{j,j',k_z,k_z'}(q_s) f_{j,j',k_z,k_z'}^*(q_s) = \int_A ds f_{j,j',k_z,k_z'}(s) f_{j,j',k_z,k_z'}^*(s)
\]  

(E.25)

Eq. (E.24) can be written as:

\[
\frac{1}{2\pi} \int_0^L dz \int_0^L dz' \int_A dA f_{j,j',k_z,k_z'}(s) f_{j,j',k_z,k_z'}^*(s) e^{-i(k_z - k_z' - q_z)(z' - z)}
\]  

(E.26)

where the axial and \( q_z \) integration can be done as in Appendix ?? resulting into:

\[
L \int_A dA f_{j,j',k_z,k_z'}(s) f_{j,j',k_z,k_z'}^*(s)
\]  

(E.27)
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Then substituting into Eq. (E.19)

\[
|M_{j,j'}(k_z, k'_z)|^2 = \frac{D_{\text{APH}}^2}{L} \frac{k_B T}{2\theta_s v_s^2} \int dA f_{j,j',k_z,k'_z}(s) f_{j,j',k_z,k'_z}^*(s)
\]  

(E.28)

where the matrix element does not depend on \( q_z \) and therefore it is isotropic.

E.4 Non polar phonons: \( q_x \) and \( q_y \) contributions

In this Section we deal with the integration of all \( q_x \) and \( q_y \) contributions to the matrix element of polar optical phonons. Thus, we recall here the inner integral in Eq. (8.54).

\[
\int dq_x dq_y e^{\pm iq_x(x-x')} e^{\mp iq_y(y-y')} \frac{1}{q_x^2 + q_y^2 + q_z^2}
\]  

(E.29)

I can be simplified to:

\[
\int dq_y \frac{\pi}{\sqrt{q_y^2 + q_z^2}} e^{\pm iq_y(y-y')} e^{-\sqrt{q_y^2 + q_z^2}|x-x'|}
\]  

(E.30)

To simplify the notation of the integral we rename:

\[
y=q_y
\]

\[
a=|x - x'|
\]

\[
c=q_z
\]

\[
b=(y - y')
\]  

(E.31)

Then, the integral to be solved is,

\[
\int_{-\infty}^{\infty} e^{\pm iby} e^{-a\sqrt{y^2 + c^2}} \frac{1}{\sqrt{y^2 + c^2}} dy
\]  

(E.32)

For the sake of clearness we will consider first just the minus sign in the exponential. We will analyze the plus sign of the exponential later. Now we can rearrange the square
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root terms as:

\[
\int_{-\infty}^{\infty} e^{-iby} \frac{e^{-a\sqrt{y^2+c^2}}}{\sqrt{y^2+c^2}} dy = \int_{-\infty}^{\infty} e^{-ib\sqrt{y/c}} \frac{e^{-a|c|\sqrt{(y/c)^2+1}}}{|c|\sqrt{(y/c)^2+1}} dy
\]  

(E.33)

where \(\sqrt{c^2} = |c|\). We can use the change of variable:

\[
y/c = \sinh(\varphi) \rightarrow dy = ccosh(\varphi)d\varphi
\]  

(E.34)

which keeps the integral limits: \(y \to \infty \Rightarrow \varphi \to \infty; \ y \to -\infty \Rightarrow \varphi \to -\infty\) Here we have supposed \(c > 0\). If not the integral limits are inverted: \(\int_{-\infty}^{\infty} = -\int_{-\infty}^{\infty}\). But the minus sign of this integral would be cancelled with the minus sign of \(c\) in \(dy\). So we can write \(dy = |c| \cosh(\varphi)d\varphi\) regardless of the sign of \(c\) and keep the integral limits between \(-\infty\) and \(\infty\). Then,

\[
\int_{-\infty}^{\infty} e^{-ib\sqrt{y/c}} \frac{e^{-a|c|\sqrt{\sinh^2(\varphi)+1}}}{|c|\sqrt{\sinh^2(\varphi)+1}} |c| \cosh(\varphi) d\varphi
\]  

(E.35)

Using the relation \(\cosh^2(x) - \sinh^2(x) = 1\) we get:

\[
\int_{-\infty}^{\infty} e^{-ib|\sinh(\varphi)|} e^{-a|c| \cosh(\varphi)} |c| \cosh(\varphi) d\varphi = \int_{-\infty}^{\infty} e^{-ibc\sinh(\varphi) - a|c| \cosh(\varphi)} d\varphi
\]  

(E.36)

This integral can be identified with the integral representations of the Hankel functions,

\[
\left(\frac{z + \xi}{z - \xi}\right)^{1/2} H^{(1)}_v\left((z^2 - \xi^2)^{1/2}\right) = \frac{1}{i\pi} e^{-1/2\pi i} \int_{-\infty}^{\infty} e^{iz \cosh(t) + \xi \sinh(t) - vt} dt \quad \text{if} \ \text{Im}(z \pm \xi) > 0
\]  

(E.37)

\[
\left(\frac{z + \xi}{z - \xi}\right)^{1/2} H^{(2)}_v\left((z^2 - \xi^2)^{1/2}\right) = -\frac{1}{i\pi} e^{1/2\pi i} \int_{-\infty}^{\infty} e^{-iz \cosh(t) - \xi \sinh(t) - vt} dt \quad \text{if} \ \text{Im}(z \pm \xi) < 0
\]  

(E.38)
which for \( v = 0 \) are particularized as:

\[
H_0^{(1)} \left( (z^2 - \xi^2)^{\frac{1}{2}} \right) = \frac{1}{i\pi} \int_{-\infty}^{\infty} e^{iz \cosh(t) + i\xi \sinh(t)} dt \quad \text{if} \quad \text{Im}(z \pm \xi) > 0 \tag{E.39}
\]

\[
H_0^{(2)} \left( (z^2 - \xi^2)^{\frac{1}{2}} \right) = -\frac{1}{i\pi} \int_{-\infty}^{\infty} e^{-iz \cosh(t) - i\xi \sinh(t)} dt \quad \text{if} \quad \text{Im}(z \pm \xi) < 0 \tag{E.40}
\]

Then, we can rearrange (E.36) as:

\[
\int_{-\infty}^{\infty} e^{-iabc \sinh(\varphi) - a|c| \cosh(\varphi)} d\varphi = \int_{-\infty}^{\infty} e^{ia|c| \cosh(\varphi) - ibc \sinh(\varphi)} d\varphi \quad \tag{E.41}
\]

It is easy to identify \( z = a|c| \) and \( \xi = -bc \). Then \( \text{Im}(a|c| \pm -bc) = a|c| \), and, as \( a \) is always positive –see the definition in equation (E.31)–, \( a|c| \) is always positive, and we use the first Hankel function

\[
\int_{-\infty}^{\infty} e^{ia|c| \cosh(\varphi) - ibc \sinh(\varphi)} d\varphi = i\pi H_0^{(1)} \left[ \left( (a|c|)^2 - (-bc)^2 \right)^{\frac{1}{2}} \right] = \text{sign}(c) i\pi H_0^{(1)} \left[ \nu \left( c^2 (a^2 + b^2) \right)^{\frac{1}{2}} \right] \tag{E.42}
\]

The first Hankel function is related to the modified Bessel function of the second kind,

\[
K_v(x) = \frac{\pi}{2} x^{v+1} H_v^{(1)}(ix) \quad \tag{E.43}
\]

Then, we can write:

\[
\int_{-\infty}^{\infty} e^{iac \cosh(\varphi) - ibc \sinh(\varphi)} d\varphi = 2K_0 \left[ \left( c^2 (a^2 + b^2) \right)^{\frac{1}{2}} \right] \quad \tag{E.44}
\]

Regarding the plus sign in the first exponential in equation (E.30), the procedure to solve the integral keeps. The only modification would be \( \xi = bc \) instead of \( \xi = -bc \) in the first Hankel function, but as \( \xi \) is squared, the solution will be:

\[
\int_{-\infty}^{\infty} \frac{e^{ib\sqrt{y^2 + c^2}} e^{-a\sqrt{y^2 + c^2}}}{\sqrt{y^2 + c^2}} dy = 2K_0 \left[ \left( c^2 (a^2 + b^2) \right)^{\frac{1}{2}} \right] \quad \tag{E.45}
\]
which is the same. Therefore we have:

\[
\int_{-\infty}^{\infty} dq_y \frac{\pi}{\sqrt{q_y^2 + q_z^2}} e^{\pm i q_y (y-y')} e^{-\sqrt{q_y^2 + q_z^2} |x-x'|} = 2\pi K_0 \left( |q_z| \sqrt{(x-x')^2 + (y-y')^2} \right)
\]

(E.46)
Appendix F

Materials parameters

In this Appendix we collect the material parameters employed in the different electrostatic and transport studies carried out in this work. Table F.1 sums up the material parameters of several III-V compound semiconductors [89, 135, 272].

<table>
<thead>
<tr>
<th></th>
<th>InAs</th>
<th>GaAs</th>
<th>In_{0.53}Ga_{0.47}As</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_{g,\Gamma}$ (eV)</td>
<td>0.416</td>
<td>1.518</td>
<td>0.829</td>
</tr>
<tr>
<td>$E_{g,X}$ (eV)</td>
<td>1.477</td>
<td>2.003</td>
<td>1.597</td>
</tr>
<tr>
<td>$E_{g,L}$ (eV)</td>
<td>1.14</td>
<td>1.812</td>
<td>1.185</td>
</tr>
<tr>
<td>$m_{\Gamma}$ ($m_0$)</td>
<td>0.026</td>
<td>0.082</td>
<td>0.052</td>
</tr>
<tr>
<td>$m_{tX}$ ($m_0$)</td>
<td>7.079</td>
<td>1.705</td>
<td>4.553</td>
</tr>
<tr>
<td>$m_{tX}$ ($m_0$)</td>
<td>0.232</td>
<td>0.236</td>
<td>0.233</td>
</tr>
<tr>
<td>$m_{tL}$ ($m_0$)</td>
<td>1.707</td>
<td>1.610</td>
<td>1.661</td>
</tr>
<tr>
<td>$m_{tL}$ ($m_0$)</td>
<td>0.106</td>
<td>0.126</td>
<td>0.115</td>
</tr>
<tr>
<td>$\beta_{\Gamma}$ (eV/eV)</td>
<td>1.4</td>
<td>0.61</td>
<td>1</td>
</tr>
<tr>
<td>$\beta_{X}$ (eV/eV)</td>
<td>0.5</td>
<td>0.204</td>
<td>0.5</td>
</tr>
<tr>
<td>$\beta_{L}$ (eV/eV)</td>
<td>0.5</td>
<td>0.461</td>
<td>0.5</td>
</tr>
<tr>
<td>$\chi_s$ (eV)</td>
<td>4.9</td>
<td>4.15</td>
<td>4.6</td>
</tr>
<tr>
<td>$\epsilon_s$ ($\epsilon_0$)</td>
<td>15.15</td>
<td>12.9</td>
<td>14.17</td>
</tr>
<tr>
<td>$\epsilon_{s,\infty}$ ($\epsilon_0$)</td>
<td>12.75</td>
<td>10.92</td>
<td>11.8</td>
</tr>
<tr>
<td>$\rho_s$ (g/cm³)</td>
<td>5.67</td>
<td>5.36</td>
<td>5.06</td>
</tr>
<tr>
<td>$\phi_{\text{CNL,s}}$ (eV)</td>
<td>4.81</td>
<td>5.11</td>
<td>4.86</td>
</tr>
</tbody>
</table>

Table F.1: Material parameters of several III-V compound semiconductors. After [89, 135, 272]

Scattering mechanism parameters for III-V materials are collected in Table F.2 [273, 274]. The values for $\text{In}_{0.53}\text{Ga}_{0.47}\text{As}$ are obtained from linear interpolation of those...
Appendix F. Materials parameters referenced for InAs and GaAs.

<table>
<thead>
<tr>
<th></th>
<th>InAs</th>
<th>GaAs</th>
<th>In_{0.53}Ga_{0.47}As</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>APH</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$D_{\text{APH}}$ (eV)</td>
<td>5.8</td>
<td>5</td>
<td>5.42</td>
</tr>
<tr>
<td>$v_s$ (cm/s)</td>
<td>4.28</td>
<td>5.24</td>
<td>4.25</td>
</tr>
<tr>
<td><strong>OPH</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\hbar\omega_{\text{OPH,}\Gamma\leftrightarrow X}$ (meV)</td>
<td>19.23</td>
<td>23.45</td>
<td>21.21</td>
</tr>
<tr>
<td>$\hbar\omega_{\text{OPH,}\Gamma\leftrightarrow L}$ (meV)</td>
<td>17.45</td>
<td>22.69</td>
<td>19.91</td>
</tr>
<tr>
<td>$\hbar\omega_{\text{OPH,X\leftrightarrow X}}$ (meV)</td>
<td>19.26</td>
<td>24.31</td>
<td>21.63</td>
</tr>
<tr>
<td>$\hbar\omega_{\text{OPH,L\leftrightarrow L}}$ (meV)</td>
<td>19.23</td>
<td>24.97</td>
<td>21.93</td>
</tr>
<tr>
<td>$D_{\text{OPH,}\Gamma\leftrightarrow X}$ (10^8 ev/cm)</td>
<td>6.35</td>
<td>5.48</td>
<td>5.94</td>
</tr>
<tr>
<td>$D_{\text{OPH,}\Gamma\leftrightarrow L}$ (10^8 ev/cm)</td>
<td>5.59</td>
<td>5.25</td>
<td>5.43</td>
</tr>
<tr>
<td>$D_{\text{OPH,X\leftrightarrow X}}$ (10^8 ev/cm)</td>
<td>3.36</td>
<td>2.99</td>
<td>3.18</td>
</tr>
<tr>
<td>$D_{\text{OPH,L\leftrightarrow L}}$ (10^8 ev/cm)</td>
<td>6.35</td>
<td>5.94</td>
<td>6.15</td>
</tr>
<tr>
<td>$D_{\text{OPH,X\leftrightarrow L}}$ (10^8 ev/cm)</td>
<td>5.59</td>
<td>5.01</td>
<td>5.31</td>
</tr>
<tr>
<td><strong>POP</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\hbar\omega_{\text{POP,}\Gamma\leftrightarrow \Gamma}$ (meV)</td>
<td>30</td>
<td>36</td>
<td>32.8</td>
</tr>
<tr>
<td>$\hbar\omega_{\text{POP,X\leftrightarrow X}}$ (meV)</td>
<td>30</td>
<td>36</td>
<td>32.8</td>
</tr>
<tr>
<td>$\hbar\omega_{\text{POP,L\leftrightarrow L}}$ (meV)</td>
<td>30</td>
<td>36</td>
<td>32.8</td>
</tr>
<tr>
<td><strong>AD</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$</td>
<td>V_a - V_b</td>
<td>$ (eV)</td>
<td>-</td>
</tr>
<tr>
<td>$a_0$ (10^{-8} m)</td>
<td>-</td>
<td>-</td>
<td>5.86</td>
</tr>
</tbody>
</table>

Table F.2: Scattering mechanism parameters for III-V compound semiconductors. After [273, 274]
Table F.3 sums up the material parameters of Si [92].

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value (units)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_{g,\Delta}$ (eV)</td>
<td>1.11</td>
</tr>
<tr>
<td>$m_{lX,\Delta}$ ($m_0$)</td>
<td>0.91</td>
</tr>
<tr>
<td>$m_{tX,\Delta}$ ($m_0$)</td>
<td>0.19</td>
</tr>
<tr>
<td>$\beta_{\Delta}$ (eV/eV)</td>
<td>0.5</td>
</tr>
<tr>
<td>$\chi_s$ (eV)</td>
<td>4.05</td>
</tr>
<tr>
<td>$\epsilon_s$ ($\epsilon_0$)</td>
<td>11.9</td>
</tr>
<tr>
<td>$\rho_s$ (g/cm$^3$)</td>
<td>2.33</td>
</tr>
<tr>
<td>$\phi_{CNL,s}$ (eV)</td>
<td>4.96</td>
</tr>
</tbody>
</table>

Table F.3: Material parameters of Si. After [92]

Table F.4 summarizes the scattering mechanism parameters for Si [222, 275]:

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value (units)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_{APH}$ (eV)</td>
<td>12</td>
</tr>
<tr>
<td>$v_s$ (cm/s)</td>
<td>9</td>
</tr>
<tr>
<td>$h\omega_{OPH,g1}$ (meV)</td>
<td>140</td>
</tr>
<tr>
<td>$h\omega_{OPH,f1}$ (meV)</td>
<td>210</td>
</tr>
<tr>
<td>$h\omega_{OPH,g2}$ (meV)</td>
<td>210</td>
</tr>
<tr>
<td>$h\omega_{OPH,f2}$ (meV)</td>
<td>570</td>
</tr>
<tr>
<td>$h\omega_{OPH,g3}$ (meV)</td>
<td>750</td>
</tr>
<tr>
<td>$h\omega_{OPH,f3}$ (meV)</td>
<td>700</td>
</tr>
<tr>
<td>$D_{OPH,g1,\Delta\leftrightarrow\Delta}$ ($10^8$ev/cm)</td>
<td>0.5</td>
</tr>
<tr>
<td>$D_{OPH,f1,\Delta\leftrightarrow\Delta}$ ($10^8$ev/cm)</td>
<td>0.3</td>
</tr>
<tr>
<td>$D_{OPH,g2,\Delta\leftrightarrow\Delta}$ ($10^8$ev/cm)</td>
<td>1.1</td>
</tr>
<tr>
<td>$D_{OPH,f2,\Delta\leftrightarrow\Delta}$ ($10^8$ev/cm)</td>
<td>1.34</td>
</tr>
<tr>
<td>$D_{OPH,g3,\Delta\leftrightarrow\Delta}$ ($10^8$ev/cm)</td>
<td>11</td>
</tr>
<tr>
<td>$D_{OPH,f3,\Delta\leftrightarrow\Delta}$ ($10^8$ev/cm)</td>
<td>4</td>
</tr>
</tbody>
</table>

Table F.4: Scattering mechanism parameters for Si. After [222, 275]

where six optical transitions has been considered: three for a low $\omega$ which as shown in Fig. 8.1 correspond to TA, LA and TO-LO; and three for a high $\omega$ which correspond to TA, LA-TO and LO respectively. The first three, with lower energy, are considered intravalley, and noted as $g$, while the last three, (with higher energy), are assumed intervalley and noted as $f$. 

Appendices
The materials parameters of several insulators are collected in Table [126, 134].

<table>
<thead>
<tr>
<th></th>
<th>SiO$_2$</th>
<th>Al$_2$O$_3$</th>
<th>Ta$_2$O$_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_g$ (eV)</td>
<td>9</td>
<td>8.8</td>
<td>4.4</td>
</tr>
<tr>
<td>$m_{\text{ins}}$ ($m_0$)</td>
<td>0.5</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>$\chi_{\text{ins}}$ (eV)</td>
<td>0.9</td>
<td>1</td>
<td>3.3</td>
</tr>
<tr>
<td>$\epsilon_{\text{ins}}$ ($\epsilon_0$)</td>
<td>3.9</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>$\epsilon_{\text{ins},\infty}$ ($\epsilon_0$)</td>
<td>2.25</td>
<td>3.12</td>
<td>4.84</td>
</tr>
<tr>
<td>$S$</td>
<td>0.86</td>
<td>0.69</td>
<td>0.4</td>
</tr>
<tr>
<td>$\phi_{\text{CNL,ins}}$ (eV)</td>
<td>5.4</td>
<td>3.8</td>
<td>4.4</td>
</tr>
</tbody>
</table>

**Table F.5:** Material parameters of several insulators. After [126, 134]
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