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Summary

The increasing use of composite materials in lightweight structures like air-
craft or spacecraft structures, drastically increases their susceptibility to fatigue
damage during their service life. Fatigue damage in composite materials is well-
known to be hard to detect and difficult to predict mainly due to uncertainty that
comes not only from modeling and measurement errors, but also from the lack
of knowledge about the underlying physics of the damage process. This uncer-
tainty can increase dramatically when dealing with full-scale composite struc-
tures in real environments, hence it becomes usually a critical issue for reliability
and competitiveness of composite structures. Within this scenario, a prognostics
system that is capable of assessing the structural integrity and predicting the re-
maining serviceability of critical components is of key importance for making
composites competitive.

Prognostics is a core element in health management sciences, which aims
to actively monitor and manage assets by predicting their lifetime through es-
timations of their future state of health based on knowledge about of the cur-
rent state. Within the prognostics, damage prognosis has emerged over the re-
cent years as a relevant research area which is increasingly gaining interest for
its direct impact on safety and cost of high-responsibility structures and mecha-
nisms. In this sense, damage prognosis is specially relevant for composite materi-
als given that most of their applications are characterized by their difficultly, if not
impossibility, of inspection and maintenance (e.g. spacecrafts, civil and industrial
off-shore facilities, etc).

This thesis is aimed to report a new prognostics procedure to obtain predic-
tive information about the remaining useful life and end of life of composite ma-
terials under fatigue degradation using real-world structural health monitoring
data. To this end, degradation phenomena such as stiffness reduction and in-
crease in matrix micro-cracks density are predicted by connecting micro-scale
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and macro-scale damage models in a Bayesian filtering framework that allows
the sequential assessment of the current damage state using damage data from
structural health monitoring sensors. The estimated damage state is further prop-
agated forward in time by simulating the models in absence of new data. The
proposed framework allows incorporating various uncertainties in the prediction
that are generally associated with material defects, unknown future inputs, sens-
ing noise and modeling errors. The information stemming from the predictions is
further used in an operational context to quantify the long-term reliability, and by
extent, to predict the system failure probability. In this context, a new method is
proposed for the estimation of the remaining useful life as a probability from the
prediction of the long-term reliability, whose validity is formally proven using
the axioms of Probability Logic.

This thesis also provides a novel prognostics algorithm, which achieves effi-
ciency by employing Subset Simulation method as core engine for making simu-
lations of future states. It has been named PFP-SubSim algorithm on behalf of the
full denomination of the computational framework, namely, particle-filter based
prognostics based on Subset Simulation. Following some theoretical development,
it is demonstrated that PFP-SubSim algorithm is highly efficient for prognostics
involving rare-events while maintaining a moderate computational cost.

The methodological contributions are demonstrated on run-to-failure data
collected from a tension-tension fatigue experiment that includes measurements
of the evolution of fatigue damage in carbon-fiber-reinforced polymer cross-ply
laminates. Structural health monitoring is accomplished through Lamb wave-
based active interrogation sensors together with a set of strain-gauges for measur-
ing stiffness reduction. The data used in this thesis correspond to an open-access
dataset distributed by the NASA Ames Prognostics Data Repository. Pseudocode
implementations of the algorithms and methods developed for prognostics and
reliability are specified and detailed to help the reader understand and imple-
ment these methods for further applications.

Throughout this thesis, the term prediction is used with the meaning of fore-
casting, i.e. anticipating any future outcome of the system using the most up-to
date information available. Since many other areas of science and engineering
also adopt this term to actually denote simulation or inference, it is opportune to
indicate this dissimilarity here for such an ubiquitous term for this work.



Resumen

El creciente uso de materiales compuestos en estructuras ligeras, como las es-
tructuras aeroespaciales, ha propiciado que el daño por fatiga sea una de las
fuentes de degradación a considerar durante la vida útil. El daño por fatiga en
materiales compuestos es bien conocido por ser difı́cil de detectar y predecir, de-
bido principalmente a la incertidumbre que proviene no sólo de los errores de
medición y modelización, sino también de la falta de conocimiento sobre la fı́sica
subyacente del proceso de daño por fatiga. Esta incertidumbre puede aumentar
drásticamente cuando se trata de estructuras de materiales compuestos a escala
real expuestas a cargas ambientales, lo que supone un asunto crı́tico para la fi-
abilidad y competitividad de dichas estructuras. En este escenario es de crucial
importancia la disposición de un sistema de pronóstico que sea capaz de eval-
uar la integridad estructural y de predecir la vida remanente de los componentes
crı́ticos.

El pronóstico constituye un elemento central en las ciencias de gestión de
la salud estructural teniendo como objetivo la gestión de activos mediante la
predicción de su vida remanente. Esto es llevado a cabo mediante predicciones
de los estados futuros de salud del sistema basadas en información actualizada
de forma activa por la monitorización. Dentro de la materia de pronóstico, el
pronóstico de daño está ganando cada vez mayores cuotas de interés por su im-
pacto directo en la seguridad y viabilidad de estructuras de alta responsabili-
dad. En este sentido, el pronóstico de daño es especialmente relevante para es-
tructuras de materiales compuestos debido a su dificultad, si no imposibilidad,
de inspección y mantenimiento de dichas estructuras (por ejemplo, estructuras
aeroespaciales, instalaciones off-shore, etc).

Esta tesis tiene como objetivo proporcionar un nuevo procedimiento de
pronóstico para obtener información predictiva sobre la vida remanente y el final de
la vida útil en materiales compuestos ante cargas de fatiga, utilizando datos reales
procedentes de la monitorización de salud estructural. Con tal fin, fenómenos
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de degradación tales como la reducción de la rigidez y el aumento de densidad
de micro-fisuras en la matriz polimérica, son predichos mediante la conexión de
modelos de daño a distinta escala dentro de en un marco Bayesiano de filtrado
de estados que permite la evaluación secuencial del daño actual utilizando datos
procedentes de los sensores. La estimación del estado de daño es propagada en
el tiempo mediante simulación en ausencia de nuevos datos. El marco propuesto
permite la incorporación de diversas fuentes de incertidumbre en la predicción
que generalmente se asocian a defectos del material, desconocimiento de valores
futuros de variables aleatorias, ruido de sensores y errores de modelización. La
información derivada de las predicciones se utiliza posteriormente en un con-
texto operacional para cuantificar la fiabilidad a largo plazo, y por extensión,
para predecir la probabilidad de fallo del sistema. En este contexto, se propone
un nuevo método para la estimación de la vida remanente como una probabil-
idad a partir de la predicción de la fiabilidad a largo plazo, y cuya validez se
ha demostrado formalmente mediante el uso de los axiomas de la Probabilidad
Lógica.

Esta tesis también proporciona un nuevo algoritmo de pronóstico, que con-
sigue su eficiencia mediante el empleo del método de simulación ”Subset”. Este
método es usado como motor principal de simulación para la obtención de los
estados futuros de daño. El algoritmo ha sido denominado PFP-Subsim en base
a su denominación completa, pronóstico basado en filtros de partı́culas mediante sim-
ulación ”Subset”. Tras ciertos desarrollos teóricos, se demuestra que el algoritmo
PFP-Subsim es altamente eficiente para pronóstico general de eventos raros, en
el sentido de improbables, a la vez que mantiene un coste computacional moder-
ado. Los ejemplos numéricos también corroboran la eficacia del algoritmo PFP-
Subsim para el pronóstico de daño en materiales compuestos de fibra de carbono
sometidos a cargas de fatiga.

Las contribuciones metodológicas reseñadas anteriormente son demostradas
con datos de degradación hasta el fallo obtenidos mediante un experimento de
fatiga de tipo tensión cı́clica que incluye mediciones de series de evolución de
daño por fatiga en composites tipo ”cross-ply” de de fibra de carbono. La moni-
torización de la salud estructural se obtiene a través de sensores de ondas Lamb,
para medir el daño interno, junto con galgas extesométricas para medir la re-
ducción de rigidez. Los datos de daño por fatiga utilizados en esta tesis provienen
de un repositorio de libre acceso distribuido por la NASA. La implementación de
los algoritmos ası́ como los métodos desarrollados para pronóstico y fiabilidad



son especificados en detalle con objeto de facilitar su extensión a otras aplica-
ciones.

A lo largo de esta tesis, el término predicción es usado con el significado de
previsión, es decir anticipar cualquier resultado futuro usando la información
disponible más actualizada. Dado que este término es usado frecuentemente en
otras áreas de la ciencia e ingenierı́a para referirse al concepto de simulación o
inferencia, es oportuno indicar aquı́ esta puntualización en el contexto de este tra-
bajo.
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IŪ (z) Indicator function for z
J Result of the probability integral of h(z)
J̃IS Importance sampling estimator for J
J̃MC Monte Carlo estimator for J
J̃MCMC Markov Chain Monte Carlo estimator for J
J̃SS Subset simulation estimator for J
l Half-crack spacing
l̄ Normalized half-crack spacing
` Additive step index for prognostics
n Sample index
nu Length of u
nv Length of v



Symbol Description

nw Length of w
nx Dimension of X
ny Length of y
n✓ Dimension of ⇥
N Total amount of samples
Ns Length of Markov Chains used in Subset simulation
Nc Number of Markov Chains used in Subset simulation
NT Total amount of samples in Subset simulation
P⇤j Scaling constant to control convergence to RMAD⇤j
P0 Conditional probability for Subset Simulation
Pf Failure probability (general)
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1
Context and motivation

Composites are high-performance materials used extensively in the construc-
tion of engineering structures and mechanisms for the aerospace, naval and con-
struction industries, among others. As an emerging field, such as biotechnology
today, the composite technology has seen a boost in research and development in
the seventies. As a result, important advances were attained in the fields of me-
chanics of laminates, failure criteria, simulation methods, etc., most of them are
well stablished topics for composites designers today.

Influenced by the metals’ tradition, some aspects of the composites behav-
ior, like fatigue degradation and failure, were initially treated as though they
were metals [2], and as a consequence, numerous models were formulated as
an extension of metals theories [3]. Later, experimental observations put in ques-
tion this approach showing that, in composites materials, the evolution of several
micro-scale patterns of damage led to failure events that were unpredictable by
available theories [4]. The progression of such patterns of damage became instead
the focus of the fatigue approaches since the 80s [5] and nowadays, a significant
number of fatigue damage approaches are available in the composites literature,
all of them apparently valid within their range of application [3]. However, the
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fatigue behavior in composite materials still remains as an open question due to
the uncertainty of the underlying damage process, even more in those applications
combining long-term behavior and difficulty or absence of maintenance [5].

For example, in the aerospace industry, fatigue is overcome by adopting con-
servative designs that make use of high quality materials (fibers and matrices)
produced by carefully designed manufacturing processes. This aims to reduce
the variability in constituent properties which ultimately contributes to reduce
the uncertainty in the fatigue behavior of composite materials. However, this is
a costly solution that cannot be easily extrapolated for applications other than
those from the aerospace industry. Moreover, as stated by [5], the emerging chal-
lenges of the 21st century lie in assuring the sustainability of technological devel-
opments by minimizing the impact of products and processes, which requires the
adoption of new engineering paradigms different from those that merely adopt
conservative designs by employing high quality materials and manufacturing
processes. Instead, the continuous assessment of the design requirements for an
expected performance during an estimated operational lifetime, seems to be a
reasonable approach (not unique) to sustainability. In such a sustainable scheme,
prognostics plays an important role since it allows us to make predictions of the
expected behavior of engineering components and systems, and based on such
predictions, to estimate the remaining useful life (RUL) of the system [6]. Further-
more, timely decisions can be made to optimize the global cost while reducing
risks along the predicted lifetime. This can be viewed as a part of a bigger picture
that entails the life cycle consideration for the materials and the energy inputs, as
function of the required functionality and operativeness given a prescribed reli-
ability level, as shown in Figure 1.1. Since prognostics deals with future predic-
tions in absence of new data, several sources of uncertainty arise that influence
the prediction behavior. Therefore, an effective design for prognostics requires
a statistical framework to effectively account for the uncertainty. In the recent
past, several works have contributed to the field of uncertainty quantification
in damage prognostics. For example, the Damage Prognosis project [6, 7] at Los
Alamos National Laboratory discussed uncertainty in fatigue crack growth in
the context of structural health monitoring. Sankararaman et al. [8] developed a
computational approach to account for unknown inputs, data uncertainty, and
model uncertainty in crack growth prognosis. However, many of these methods
are based on offline testing, i.e., testing before and after system operation, and not
for condition-based monitoring prognostics, which aims to predict during system
operation.
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Figure 1.1: Sustainable development of composite materials by consideration of health management over
the lifetime.

Developing methods for uncertainty quantification in the context of
condition-based monitoring is challenging because uncertainty methods are
generally computationally expensive, whereas condition-based monitoring and
prognostics require real time computational power and results for decision-
making. In this context, model-based prognostics frameworks have attracted sig-
nificant attention of the PHM community since they improve predictability by
capturing the underlying first principles behind the evolution of the fault indi-
cator [9]. Several examples are found in the literature dealing with model-based
prognostics for a widespread range of applications like fatigue crack growth in
metals [10, 11], battery aging [12, 13] and failure of electronic components [14–
17], just to name but a few.

In this thesis, a model-based filtering-based prognostics framework is pre-
sented for fatigue degradation of composite materials. Predictions of end of life
(EOL) and remaining useful life (RUL) are obtained with high accuracy using struc-
tural health monitoring data. As a by-product, the output of the proposed prog-
nostics framework is used to derive long-term reliability and correspondingly,
system failure probability.
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Note that numerical approximations by sampling-based algorithms (e.g. par-
ticle filters (PF)) [18, 19] are conventionally required in prognostics [20–22] since
optimal closed-form solutions for model-based prognostics are very limited and
often intractable in real life applications [23]. Multi-step ahead state estimation is
a prerequisite to prognostics, hence the statistical uncertainty that arises from the
approximation error is propagated in time leading to an artificial increase of the
final uncertainty for the predictions of EOL/RUL [24], as well as for the estima-
tion of system failure probability. When the faulty behavior is highly unprovable
(as typically happens in many engineering systems like failure in nuclear plants,
degradation under asymptotic behaviors, etc.), the increase in uncertainty might
be exacerbated leading to a dramatical loss of accuracy. Higher-density sampling-
based methods can be employed achieving higher resolution for the estimations,
however it is at the expense of a high computational effort. Although various al-
gorithms have been proposed in recent years to improve predictability [25], it is
still an open-issue for the prognostics science which requires further research. In
this thesis, a novel prognostics algorithm, called PFP-SubSim algorithm, is pro-
posed to achieve high efficiency for rare-event prognostics while maintaining a
moderate computational cost, resulting in an especially suited algorithm for the
prognostics of matrix micro-cracks density saturation for carbon-epoxy laminates
under fatigue loads.
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2
Objectives

Anticipating the serviceability of composite materials under fatigue degrada-
tion is a challenge mainly due to the uncertainty in the physics of the damage
process [26]. The integration of measurements from SHM sensors with theoret-
ical knowledge about damage progression within a filtering-based prognostics
framework emerges as a rational way to predict the evolution of damage in com-
posites, while accounting for the uncertainty of the process. The latter along with
the need to further explore the relationship between RUL and reliability in com-
posites, is the main research objective of this thesis. The procedure to reach this
research objective of this thesis is determined by means of a set of particular re-
search questions to be investigated, which are presented below following an in-
ductive reasoning:

1. Fatigue in composite materials is a complex multi-scale damage cumula-
tive process, generally perceived as macro-scale reduction in stiffness and
strength as a consequence of several fracture modes that evolve at the
micro-scale along the lifespan of the structure [27]. Numerous modeling
approaches have been proposed in the literature [3] however they usually
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do not have predictive capabilities (in the sense of anticipation in absence
of new data) and also they hardly account for the inherent uncertainty of
the fatigue damage process. To partially overcome this drawback, fatigue
damage prognostics emerges as a suitable approach to predict the fatigue
damage progression under uncertainty while incorporating up-to-date in-
formation from measurements. Previous studies have reported about the
fatigue damage prognostics [7, 10, 11, 21, 28, 29], but most of them in the
context of metals. However, the application of a rigorous damage prognos-
tics framework for composite materials still remains unexplored (except for
some recent contributions by the author and co-workers, specified in Ap-
pendix B), precisely where the benefits of a probability-based prognostic
approach can be fully exploited to deal with the well-known variability and
complexity of the damage accumulation process.

Hypothesis 1: Damage prognostics is a suitable technique to deal with the
complexity of the fatigue damage process in composites while using
information from physics-based models and SHM measurements.

* Research objective 1: Propose a model-based filtering-based prognostics
framework to estimate the RUL/EOL of composite materials under fatigue
conditions using data from SHM sensors.

2. In composites, fatigue degradation progressively diminishes the material
functionality to which it was primarily conceived. The reliability, which can
be understood as a unified health indicator for the material, is influenced by
the presence of damage scenarios caused by fatigue [30, 31]. The prediction
forward in time of such fatigue degradation and the associated reliability of
the composite structure is of paramount importance for safety and cost rea-
sons [32], however it is still a partially understood problem. Several works
deal with the problem of reliability in composites, but only few of them
by considering the actual fatigue damage within the reliability formulation
[33, 34]. As pointed out by the author in [34], more research effort is needed
to consider the progressive failure of composite laminates within the reli-
ability formulation, which would help to derive the connection between
reliability and lifetime estimation in composites.

Hypothesis 2: The long-term evolution of damage modes in composites
is expected to decrease the reliability. Predictive information about a
component or sub-system damage can be a valuable resource in deter-
mining an appropriate course of action to avoid prospective failures,
thus re-scheduling functionality and update reliability [35].
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* Research objective 2: Explore the relationship between long-term reliability
and RUL, and propose a reliability-based prognostics framework in applica-
tion to fatigue in composite materials.

3. In practice, different sources of uncertainty are present in the predic-
tion [36, 37], which can be roughly classified into (a) modeling uncer-
tainty, (b) uncertainty in the future inputs to the system, (c) measurements
noise [37]. There is an additional source of error attributable to the prognos-
tics algorithm itself, which is due to the lack of confidence in dealing with
the RUL/EOL estimate, and it is especially representative of systems whose
evolving dynamic exhibit an asymptotic behavior in approaching towards
the thresholds (like the case of predicting matrix micro-crack saturation in
composites) or when the damage threshold is very unprovable under the
model. In this situation, prediction accuracy can vary significantly unless
higher-density sampling-based methods are employed to characterize dam-
age propagation trajectories achieving higher resolutions in the vicinity of
the threshold, which considerably increases the computational cost. On the
other hand, choosing a conservative threshold, such that it meets a prop-
agation trajectory prior to the asymptotic region, is one approach but it
results in throwing away potentially useful component life. Different al-
gorithms have been proposed in recent years to improve predictability
[25, 38] however it is evident the absence of efficient algorithms to deal with
asymptotic processes as well as for rare-event process.

Hypothesis 3: The use of Subset Simulation method is expected to improve
the predictability of asymptotic processes and rare-event process while
significantly reducing the computational cost.

* Research objective 3: Develop a novel prognostic algorithm to efficiently es-
timate the RUL/EOL as well as the long-term reliability in those cases where
simulations involve rare-events.

In the next section, the scientific contributions of this thesis are presented in
the context of the research objectives described here.
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3
Outline of contributions

This thesis grew out of the desire to present a coherent story of a set of con-
tributions made over the course of my graduate career. The references to the
methodological and experimental contributions developed to investigate the re-
search questions described in Chapter 2, are outlined here along with indication
where they appear in the text.

Research objective 1: Propose a model-based filtering-based prognostics framework to
estimate the RUL/EOL of composite materials under fatigue conditions using data
from SHM sensors.
To deal with this research objective, a state-space formulation for the se-
quential estimation and updating of the fatigue damage propagation in
composites is proposed and presented in Chapter 5. Fatigue degradation
phenomena is predicted by connecting micro-scale and macro-scale dam-
age models in a Bayesian filtering framework which uses periodical data
from SHM sensors. The key contribution is the inclusion of micro-scale
damage evolution models acting as state transition equation for the dy-
namical system, which are further hierarchically connected to a macro-scale
stiffness reduction model into the Bayesian filtering algorithm.
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The proposed method allows incorporating various uncertainties in the pre-
diction that are generally associated with material defects, sensing noise
and modeling errors. Multi-step ahead predictions of damage are possible
by evaluating multiple times the prediction equation whereby RUL/EOL
estimates are derived by computing the times indexes when damage reachs
a set of thresholds. Since multiple fracture modes may co-exist during fa-
tigue degradation in composites [4], the proposed model-based prognos-
tics framework allows dynamically assessing the dominant damage mode
and establishing the thresholds of each of the competing damage modes by
means of a comparison of the energy spent by each single mode.
The approach is demonstrated in Chapter 9, Section 9.1 on data collected
from a run-to-failure tension-tension fatigue experiment measuring the
evolution of fatigue damage in CRFP cross-ply laminates, whose details
are reported separately in Chapter 8. Results are presented for the predic-
tion of expected end of life for a given panel with the associated uncertainty
estimates.

Research objective 2: Explore the relationship between long-term reliability and RUL,
and propose a reliability-based prognostics framework in application to fatigue in
composite materials.
As an extension of the prognostics framework developed for the Research
Objective 1, a reliability-based prognostic framework is proposed in Chap-
ter 6 to make long-term predictions of reliability of composite materials un-
der fatigue degradation. It is shown that the prediction of the RUL is pre-
sented as a probability from the computation of the long-term reliability.
The approach broadly consists in a two-step recursive method: first, prop-
agate forward in time the current damage state using the most up-to-date
information from SHM data, and second, obtain the probability of the pre-
dicted states for belonging to the non-failure region (the region inside the
damage thresholds), that defines the long-term reliability. As a by-product,
the CDF of the RUL is obtained as the complementary of the long-term reli-
ability. The results presented in Section 9.2 show that it is possible to make
long-term reliability predictions with high accuracy since early stages of the
fatigue damage process.
As a preliminary step before to proceed with the long-term reliability
methodology proposed in Chapter 6, a state-of-art introductory section
about reliability in composites is presented, which is motivated by the
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lack of consensual framework for the use of reliability methods in com-
posites. These, together with new trends to confer efficiency in reliability
calculations, suggested the need for a thorough and up-to-date review of
the literature in this area under unified notation. The review identifies the
need for connections between reliability and lifetime calculation, and high-
lights the methods to confer high efficiency to the reliability calculation in
composites.

Research objective 3: Develop a novel prognostics algorithm to efficiently estimate the
RUL/EOL as well as the long-term reliability in those cases where prognostics in-
volve rare-events.
A novel algorithm for estimating the RUL/EOL by combining the particle
filter (PF)-based prognostics with the technique of Subset simulation is pre-
sented in Chapter 7. It has been named PFP-SubSim on behalf of the full
denomination of the computational framework, namely, PF-based prognos-
tics based on Subset Simulation.By Subset Simulation, a small failure proba-
bility simulation can be transformed into a sequence of more probable sim-
ulations by choosing a nested sequence of intermediate failure regions that
correspond to increasingly closer approximations to the final region (fail-
ure region). It is shown that this scheme is especially useful when deal-
ing with the prognostics of evolving processes with asymptotic behaviors,
as observed in practice for many degradation processes like matrix micro-
cracks saturation in composites [4].
Following some theoretical development in Chapter 7, the performance of
the algorithm for forecasting of the system failure probability as well as
for making predictions of the EOL and RUL of composites under fatigue
damage propagation is reported in Chapter 9, Section 9.3.
Although PFP-SubSim algorithm was originally inspired by an attempt to
obtain higher accuracy for the predictions of the matrix-micro crack sat-
uration stage in composites, the numerical experiments showed that PFP-
SubSim can be considered as general purpose prognostics algorithm, which
is specially efficient when prognostics involves rare-event simulation.
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4
Theoretical fundamentals

The aim of this chapter is to supply the theoretical basis on the methods used
for the thesis. The focus is not to provide an exhaustive literature review on meth-
ods but on the theoretical and computational aspects of those methods that are
extensively used or discussed in this thesis, which are presented here under uni-
fied notation. This chapter begins with an initial section dedicated to provide key
definitions for several concepts regarding composite materials.

Throughout, it is assumed basic familiarity with Bayesian statistics, Bayesian
state estimation algorithms and in general, Monte Carlo theory. For this relevant
background information, the reader is referred to the many useful articles cited
in this thesis.
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4.1 Basic concepts of composites
Strictly speaking, a composite material consists of two or more different materi-
als specifically arranged such that together they produce desirable properties
that cannot be achieved with any of the constituents by their own [39]. In struc-
tural engineering, composite materials (which are mostly referred to as com-
posites) make reference to a class of materials made through the conjunction of
high-modulus and high-strength fibers and a matrix material [40]. The the load-
carrying function is attached to the fibers whilst the matrix is devoted to maintain
the fibers together, to transfer the loads between them, and also to provide envi-
ronment protection [41]. There many possible types of fibers and matrices that can
be employed, each one defining a different class of composite material. Synthetic
long fibers and polymeric matrices are mostly used for structural applications,
and they are referred to as fiber reinforced polymers (FRP) composite materials. An
exhaustive overview and tutorial of constitutive materials for composites is pro-
vided by Kim [42]. The next is a list of key definitions of ubiquitous terms for this
thesis regarding composites. Figure 4.1 provides graphical support to some of the
concepts defined below.

Laminate: A laminate is a thin layer of composite material, which is considered
as the macro unit for mechanical response. Its mechanical properties are ac-
complished through laboratory tests and they are typically provided by the
supplier [39]. Its mechanical properties can also be obtained by simulation
using the theory of micromechanics [2, 40].

Ply: The minimal unit of composite material characterized by an homogenous
orientation of the fibers [40]. Each of the plies of the laminate is typically
denoted using the angle (expressed in degree units) of orientation of the
fibers using any specified longitudinal axis as reference. For example, the
expression ”the 45o ply” is to denote the ply whose fibers are oriented at
45o with respect to any reference axis.

Sublaminate: Combination of adjacent plies with same orientation. As in the
plies, sublaminates are denoted using the angle of orientation of their fibers.

Stacking sequence: The stacking-sequence refers to the arrangement of plies
within the laminate. The rule [�o

1/�
o
2/.../�o

n]S is adopted in composites to
indicate that the laminate has two sublaminates arranged symmetrically
(by the ”S” indication) whose plies are oriented (from outer to inner plies)
as�o

1,�o
2, ...,�o

n, respectively [43]. See Figure 4.1a for further details.
Lay-up: Lay-up is used with the same meaning as stacking-sequence.
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Cross-ply: Type of laminate whose plies are symmetrically arranged at orthog-
onal directions. To serve as an example, the stacking sequence [0o/90o]KS

denotes a cross-ply of 2K plies, where K is an integer number to indicate
the amount of repetitions of the 0o/90o pattern. Plies of same orientation
may be grouped together, i.e., [0o

n/90o
m]KS, being m, n the amount of plies

corresponding to each direction, respectively.
Angle-ply: An angle-ply laminate can be considered as the general type of cross-

ply laminates where direction 90o is replaced by any other angle in the in-
terval [0o, 90o]. For example, [0o/15o]KS, [0o/30o]KS,[0o/45o]KS are possible
arrangements for angle-ply laminates.

Quasi-isotropic: Type of laminate whose plies are symmetrically oriented at in-
crements of 45o, i.e., [0o/45o/90o/� 45o/0o]KS. As in cross-plies and angle-
plies, plies of same orientation may be grouped together dealing to arrange-
ments like [0o

n/45o
m/90o

p/ � 45o
q/0o

r ]KS, where n, m, p, q, r are integer num-
bers to indicate the amount of plies in the 0o, 45o, 90o,�45o, 0o direction,
respectively.

On-axis: Regarding to any specific ply, on-axis makes reference to the orientation
to adopt for a reference system so that principal stresses of the ply coincide
with the axis directions of the reference system. By

Off-axis: Any direction which cannot be considered as on-axis.
Matrix-cracking: Damage mode of composites consisting of series of cracks aris-

ing at the matrix constituent, which are generally distributed following a
specific geometric pattern characterized by equidistant parallel cracks. They
initiate from the locations of defects such as voids, abnormally fiber concen-
trations or resin rich areas [44]. Matrix-cracking induced by impacts exhibit
more complex geometrical pattern of cracks. See Chapter 5 for further in-
sight.

Delamination: Damage mode in composites consisting of interlaminar cracks
arising at the interfaces between consecutive plies. Generally, these inter-
laminar cracks merge into concentrated regions leading to what is typically
called delamination [44]. Further insight is provided in Chapter 5.

4.2 Overview of stochastic simulation methods
In this section, stochastic simulation methods are presented as effective tech-
niques to numerically solve probability integrals. Theoretical background of the
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Figure 4.1: Panel a): schematic view of a FRP composite laminate of 6 plies and stacking sequence given
by [�o

1/�
o
2/�

o
3]S . Panel b): Illustration of one of the plies with indication of fiber and laminate directions.

stochastic simulation methods used for this thesis is presented along with compu-
tational issues and details of implementation. Other stochastic simulation meth-
ods different from those overviewed here can be found in the literature, for ex-
ample, stratified resampling, Latin Hypercube Sampling, Unscented Transform
Sampling, to name but a few. The reader is refereed to [45, 46] for further insight.

4.2.1 Monte Carlo Method

Let z = [z1, . . . , zd] 2 Z ⇢ Rd be a vector of uncertain variables distributed
according to the probability density function (PDF) fz(z), and let h : Z ! R
be a quantity of interest expressed as a function of z. Let us now consider the
following probability integral:

J =
Z

h(z) fz(z)dz (4.1)

In practical cases, the Equation 4.1 may involve a multidimensional integral
which cannot be easily evaluated by analytical methods nor by numerical
schemes. Observe that the last integral can also be expressed as a mathemat-
ical expectation of h(z) with z ⇠ fz(z), i.e., J = E fz [h(z)], provided that
E fz [h(z)] < 1. The standard Monte Carlo (MC) method [47] provides an effec-
tive procedure for obtaining an approximation for J by simulated samples from
fz(z), as follows:

J ⇡ J̃MC =
1
N

N

Â
n=1

h(z(n)) (4.2)

where z(n) are samples independent identically distributed i.i.d. as fz(z), n =

1, . . . , N. The error of this method is O(1/
p

N) regardless of the dimension d, hence
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it confers high versatility with respect to applications. However, a large amount
of samples is required to achieve an acceptable accuracy when h takes its sig-
nificant values at the tail regions of fz(z). Alternatively, other efficient stochastic
simulation techniques different from MC method can be adopted to increase the
computational efficiency while achieving good measure of accuracy in the esti-
mations. They are presented further below in this chapter.

Statistical properties of estimators

Let us evaluate the variance for the Monte Carlo estimator J̃MC as follows:

V( J̃MC) = E
h

�

J̃MC � J
�2
i

=
1
N

1
N

N

Â
n,m=1

E fz

h⇣

h(z(n))� J
⌘ ⇣

h(z(m))� J
⌘i

=
1

N2

N

Â
n,m=1

cov
⇣

h(z(n))h(z(m))
⌘

(4.3)

where cov
⇣

h(z(n))h(z(m))
⌘

are the n-m-covariances between the pairs of sam-

ples
⇣

h(z(n)), h(z(m))
⌘

, n, m = 1, . . . , N. Note that MC method uses i.i.d. sam-

ples, hence cov
⇣

h(z(n))h(z(m))
⌘

= 0 for indexes n 6= m. Therefore the last equa-
tion reduces to:

V( J̃MC) =
1

N2

N

Â
n=1

E fz

⇣

h(z(n))� J
⌘2

=
V fz(h(z))

N
(4.4)

where V fz is the sample variance of h. The last result shows that J̃MC will converge
to J provided that N is large enough and V fz [h(z)] < 1.

4.2.2 Importance sampling

The importance sampling (IS) method aims to obtain better estimates by sam-
pling more frequently from inside the ”importance region”, the region where
function h reaches its higher values. This is achieved by replacing the original
PDF fz(z) in Equation 4.1 by an importance sampling density iz(z) which is ap-
propriately selected so as to generate a large amount of samples close to the im-
portance region as follows:

J =
Z

h(z) fz(z)dz =
Z h(z) fz(z)

iz(z)
| {z }

gz(z)

iz(z)d(z) (4.5)
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Following the same conceptual idea cited in the last section about expressing J as
a mathematical expectation, Equation 4.5 may be also written as J = Eiz [gz(z)],
which can be approximated by simulation as follows:

J ⇡ J̃IS =
1
N

N

Â
n=1

gz(z(n)) (4.6)

where z(n) are N samples i.i.d. as iz(z). Figure 4.2 shows an illustration of the
performance of IS method for drawing samples using an importance density
iz(z). For ease of representation, the z-samples have dimension two. The left
panel (a) shows the case where the crude density fz(z) is used. Observe the ef-
ficiency that can be gained with IS for drawing samples within the importance
region, which in this example is represented as the region in the vicinity of a per-
formance function g(z) : Z ! R. When the performance function g serves to
delimit a failure region in Z (denoted by Ū ), then it is shown that IS is also an
efficient method to deal with an estimation of failure probability as the amount
of samples that lie within Ū (darker circles in panel (b)) in relation to the total
amount of samples. Note that if samples from the crude density fz(z) were used,
a larger amount of samples should have been employed to reach a good approxi-
mation of failure probability. This will be further explained in later sections in the
context of reliability calculations.

Ū

g(z) samples from

fz(z)

z1

z 2

(a)

Ū

g(z) samples from

iz(z)

z1

z 2

(b)

Figure 4.2: Conceptual two-dimensional example about obtaining the estimator J̃ using samples from (a)
the crude density fz(z) and (b) the importance density iz(z)
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Since J̃IS is an average of i.i.d. samples from iz(z), the formulation for the approx-
imation error as well as for the statistical properties coincide with those from the
standard MC method explained before. It is important to remark that the latter
is true when iz(z) has been appropriately chosen such that gz(z) has finite vari-
ance under iz(z). Guidelines on how to best select iz(z) are well-known in the
literature [18, 48] and they are not repeated here. Further recommendations are
specifically provided in those chapters where the IS method is used.

In the literature one can find various improved versions to the IS method. One
of the most relevant for reliability and prognostics is the adaptive sampling [48–50],
where the efficiency of IS is continuously improved by updating the importance
density iz(z) based on the information obtained after evaluating the estimator J̃IS

for an initial set of few samples, often called as pre-samples. It has been reported
in several works, e.g. [51], the gain in efficiency as compared to the standard MC
method. However, it is important to remark that this efficiency is obtained in
those cases where the dimension of the z-space is not too large and the perfor-
mance function h is relatively simple to describe. For time-dependent problems
such as stochastic processes of damage evolution, first-excursion reliability prob-
lems, etc., the dimension of the uncertain parameter space is often large and the
performance function may be highly complex. Therefore, the construction of the
importance sampling density using information numerically extracted from the
pre-samples becomes much more difficult [52].

4.2.3 Markov Chain Monte Carlo

Markov Chain Monte Carlo (MCMC) methods are stochastic simulation methods
which aim to generate samples distributed according to an arbitrary probability
distribution, which can be known only up to scaling constant. The samples are ob-
tained from a specially constructed Markov chain1 which has as stationary prob-
ability density the target PDF, provided that chain is ergodic and a large amount
of samples are used [54]. Under the assumption of ergodicity, the Markov chain
samples will converge to the target PDF even if the initial samples are simulated
from a PDF different from the target. The theoretical treatment of ergodicity and
stationarity for MCMC methods is out of the scope of this work and well-known
in the specialized literature (e.g. [46, 54]), hence it is not repeated here.

1A Markov chain is a sequence of random variables of length N, i.e. z(1) , z(2) , . . . , z(N), that sat-
isfies the Markov property which states that the future of the process is conditionally independent
of the past states, given the present [53]. In mathematical terms P(z(N)|z(N�1) , z(N�2) , . . . , z(1)) =

P(z(N)|z(N�1)), where P(·) denotes probability.
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The simplest and original algorithm from the family of MCMC methods is the
Metropolis algorithm, after the celebrated paper Equation of State Calculations by
Fast Computing Machines by Nicholas Metropolis et al. in 1953 [55], that was fur-
ther extended to the Metropolis-Hastings (MH) algorithm [55, 56]. Several other
algorithms of the class of MCMC methods are found in the literature such as
the Gibbs Sampler, Modified Metropolis algorithm (MMA), Auxiliary variable
MCMC algorithms, population-based MCMC algorithms (PMCMC), just to name
but a few [46, 57–59]. However, the MH algorithm is typically adopted for its ver-
satility and implementation simplicity.

By sampling a candidate vector z(⇠) from a proposal PDF q(z(⇠)|z), the MH al-
gorithm obtains the state of the chain at n, given the state at n� 1, specified by
z(n�1). The candidate z(⇠) is accepted as the next state of the chain (i.e. z(n) =

z(⇠)) with probability min{1, r}, and rejected (z(n) = z(n�1)) with the remaining
probability 1�min{1, r}, where

r =
fz(z(⇠)|Ū )q(z(n�1)|z(⇠))

fz(z(n�1)|Ū )q(z(⇠)|z(n�1))
(4.7)

The process is repeated until a sufficient amount of samples are generated. A
pseudocode implementation of the MH algorithm is provided as Algorithm 1.
When the proposal PDF q is symmetric, then q(z(⇠)|z(n�1)) = q(z(n�1)|z(⇠)), and

Algorithm 1 MH algorithm

1. Initialize z(0)

for n = 1 to N do
2. Generate z(⇠) ⇠ q(z(⇠)|z(n�1))

3. Accept/reject z(⇠) as z(n) with probability r

r = min
⇢

1, fz(z(⇠) |Ū )q(z(n�1) |z(⇠))
fz(z(n�1) |Ū )q(z(⇠) |z(n�1))

�

end for

the MH algorithm reduces to the Metropolis algorithm, also referred to as random
walk Metropolis.

The relation between the number of accepted samples over the total amount of
candidate samples is the acceptance rate of the algorithm r̄, which can be straight-
forwardly evaluated as an average of the r-values over the N samples. A recom-
mended interval for r̄ to ensure an adequate speed of convergence for the MH
algorithm is 0.2 � 0.4 for low dimensional spaces (say, d 6 10), which can be
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achieved by appropriately scaling the variance of the proposal PDF q(z(⇠)|z) via
some pilot runs [60, 61].

One of the most practical applications of MCMC methods is to sample from
conditional distributions, or directly, to generate conditional samples, which is of
especial relevance for this thesis. In a general sense, let fz(z|Ū ) be the PDF of z
conditional on the event {z 2 Ū}, where Ū 2 Rd is a specific subset of Z . In
mathematical terms:

fz(z|Ū ) = IŪ (z) fz(z)
P(Ū ) (4.8)

where IŪ (z) is an indicator function for z that assigns a value of 1 when z 2 Ū and
0 otherwise. Observe that, it is possible to evaluate the numerator for any valid
sample for z but not P(Ū ), which acts here as a normalizing constant. However,
MCMC methods can effectively generate samples of a specially constructed
Markov chain whose stationary distribution is fz(z|Ū ) without the need to eval-
uate P(Ū ).
Statistical properties of estimators

Under the assumption of ergodicity and E fz [h(z)] < 1 [46], the MCMC samples
can be used for statistical averaging as if they were i.i.d. samples although with
some reduction in efficiency. The MCMC estimator for the expectation of h over
the Markov chain samples is expressed as follows:

J ⇡ J̃MCMC =
1
N

N

Â
n=1

h(z(n)) (4.9)

where z(n) ⇠ fz(z|Ū ) for any Ū ⇢ Z. The variance of J̃MCMC is examined below:

V( J̃MCMC) = E
h

�

J̃MCMC � J
�2
i

=
1
N

1
N

N

Â
n,m=1

E fz

h⇣

h(z(n))� J
⌘ ⇣

h(z(m))� J
⌘i

=
1

N2

N

Â
n,m=1

cov
⇣

h(z(n))h(z(m))
⌘

,

(4.10)
where the term cov

⇣

h(z(n))h(z(m))
⌘

are the n-m-covariances between the

pairs
⇣

h(z(n)), h(z(m))
⌘

, n, m = 1, . . . , N, as a measure of their correlation. Given
that the covariances have the symmetry property, the summative of Equation 4.10
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can be evaluated more efficiently by avoiding repeating indexes such that:

V( J̃MCMC) =
1

N2

N

Â
n=1

V fz(h(z
(n))) +

1
N2

N�1

Â
⌧=1

N�⌧
Â

n=1
cov

⇣

h(z(n))h(z(n+⌧))
⌘

=
V fz(h(z))

N
+

1
N2

N�1

Â
⌧=1

N�⌧
Â

n=1
cov

⇣

h(z(n))h(z(n+⌧))
⌘

(4.11)

By the ergodicity condition, the Markov chain
n

h(z(n)), h(z(n+1)), . . . , h(z(⌧+n)
o

is stationary and hence the correlation depends only on the lag-distance ⌧ be-
tween the pairs but not on their n, m positions, i.e. cov

⇣

h(z(n))h(z(⌧+n))
⌘

=

cov
⇣

h(z(1))h(z(⌧+1))
⌘

, n = 1, . . . , N � ⌧ . Thus, Equation 4.10 can be written as:

V( J̃MCMC) =
V fz(h(z))

N
+

1
N2

N�1

Â
⌧=1

(N � ⌧)
R(⌧)

z }| {

cov
⇣

h(z(1))h(z(⌧+1))
⌘

(4.12)

In the literature, the covariances cov
⇣

h(z(1))h(z(⌧+1))
⌘

, ⌧ = 1, . . . , N � 1 are

commonly expressed using R(⌧), the autocovariance sequence of h(z) at lag ⌧ de-
fined as R(⌧) = E

h

h(z(1))h(z(⌧+1))
i

� h̄2, ⌧ = 1, . . . , N� 1, where h̄ is the sample
mean of h using samples from the stationary chain. Next, the variance for the es-
timator J̃MCMC can be finally expressed as follows:

V( J̃MCMC) =
Var(h(z))

N
(1 + �), (4.13)

where:

� = 2
N�1

Â
⌧=1

✓

N � ⌧
N

◆

R(⌧)

R(0) (4.14)

defined at lag ⌧ = 1, . . . , N � 1. In the last expression R(0) ⌘ V( J̃MCMC).

4.2.4 Subset Simulation

Subset Simulation (SS) is a method for efficiently generating conditional samples
that correspond to specified levels of a performance function g : Z ⇢ Rd ! R
in a progressive manner, converting a problem involving rare-event simulation
into a sequence of problems involving higher probability events [62]. It was orig-
inally proposed to compute small failure probabilities encountered in reliability
analysis of engineering systems (e.g. [63, 64]).
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Let us consider that Ū is a failure region in the z-space, corresponding to ex-
ceedance of the performance function g above some specified threshold level b:

Ū = {z 2 Z : g(z) > b} (4.15)

Let us now assume that Ū is defined as the intersection of m regions Ū =
Tm

j=1 Ū j,
such that they are arranged as a nested sequence Ū1 � Ū2 . . . � Ūm�1 �
Ūm = Ū , where Ū j = {z 2 Z : g(z) > bj}, with bj+1 > bj, such that
fz(z j|Ū j) / fz(z)IŪ j

(z), j = 1, . . . , m. The term fz(z) is to denote the probability
model for z. When the event Ū j holds, then {Ū j�1, . . . , Ū1} also hold, and hence
P(Ū j|Ū j�1, . . . , Ū1) = P(Ū j|Ū j�1), so it follows that:

P(Ū ) = P
⇣

m
\

j=1
Ū j

⌘

= P(Ū1)
m

’
j=2

P(Ū j|Ū j�1) (4.16)

where, for simpler notation, we use P(Ū ) ⌘ P(z 2 Ū ) and P(Ū j|Ū j�1) ⌘ P(z 2
Ū j|z 2 Ū j�1). In the last equation, P(Ū j|Ū j�1) is the conditional failure probabil-
ity at the ( j� 1)th conditional level. Observe that the probability P(Ū ) may be rel-
atively small, however it can be approximated by Subset Simulation as the prod-
uct of larger conditional probabilities, thus avoiding simulation of rare events.

In the last equation, apart from P(Ū1) which can be readily estimated by the
standard Monte Carlo method (MC), the remaining factors cannot be efficiently
estimated because of the conditional sampling involved. However, MCMC meth-
ods can be used for sampling from the PDF p(z j�1|Ū j�1) when j > 2, although it
is at the expense of generating N dependent samples, giving:

P(Ū j|Ū j�1) ⇡ P̄j =
1
N

N

Â
n=1

IŪ j
(z(n)j�1) , z(n)j�1 ⇠ fz(z j�1|Ū j�1) (4.17)

where IŪ j
(z(n)j�1) is the indicator function for the region Ū j, j = 1, . . . , m, such that

IŪ j
(z(n)j�1) = 1 when g(z(n)j�1) > bj, and 0 otherwise.
Observe that it is possible to obtain Markov chain samples that are generated

at the ( j� 1)th level which lie in Ū j, so that they are distributed as fz(·|Ū j). Hence
they provide ”seeds” for generating more samples according to fz(z j|Ū j) by us-
ing MCMC sampling. Because of the way the seeds are chosen, SS exhibits the
benefits of perfect sampling [54, 65] which is an important feature to avoid wasting
samples during a burn-in period, in contrast to other MCMC algorithms like MH
algorithm.
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As described further below, Ū j is actually chosen adaptively based on the

samples {z(n)j�1, n = 1, . . . , N} from fz(z|Ū j�1) in such a way that there are ex-
actly NP0 of these seed samples in Ū j

�

so P̄j = P0 in Equation 4.17
�

. Then, a fur-
ther (1/P0 � 1) samples are generated from fz(z j|Ū j) by MCMC starting at each
seed, giving a total of N samples in Ū j. Repeating this process, one can com-
pute the conditional probabilities of the higher-conditional levels until the final
region Ūm = Ū has been reached. Note that the intermediate threshold value bj

defining Ū j is obtained in an adaptive manner as the [(1� N)P0]th largest value

among the values g(z(n)j�1), n = 1, . . . , N, in such a way that the sample estimate of
P(Ū j|Ū j�1) in Eq. (4.17) is equal to P0. See Figure 4.3 where the Subset Simulation
method is illustrated using a toy example of dimension two. Panel (a) shows the
initial set of samples which are i.i.d according to any specified PDF fz(z). Panels
(b) and (c) show conditional samples distributed according to fz(z|Ū j), j = 1, 2,
respectively, using for representation increasing gray tones for the rings.

In Subset Simulation, the choice of an adequate P0 has a significant impact
on the efficiency of the algorithm. Indeed, a small value for the conditional
probability (P0 ! 0) makes that the distance between consecutive intermedi-
ate levels bj � bj�1 becomes too large, which leads to a rare-event simulation
problem. If, on the contrary, the intermediate threshold values were chosen too
close (P0 ! 1), the algorithm would require more simulation levels m (and hence
large computational effort) to progress towards Ū . In the literature of Subset Sim-
ulation, several works have reported about the scaling strategies for P0. In the
original presentation of Subset Simulation in [62], P0 = 0.1 was recommended,
and more recently in [65], the range 0.1 6 P0 6 0.3 was found to be near optimal
after a rigorous sensitivity study of Subset Simulation. In this thesis, P0 = 0.2 is
adopted following the recommendation in [66] by the author. For convenience of
implementation, P0 is chosen so that NP0 and 1/P0 are positive integers.

As stated before, to draw samples from the conditional PDF fz(z j|Ū j), MCMC
methods like Metropolis-Hastings [55] are adequate. In the original version of
Subset Simulation [62], the modified Metropolis algorithm (MMA) was proposed
that worked well for very high dimensions (e.g. 103-104), because the MH algo-
rithm fails in this case [62]. Further insights for SS using MMA as conditional
sampler are provided by Zuev et al. [65] where an exhaustive sensitivity study of
MMA is presented along with enhancements for SS method, and more recently
by Chiachio et al. [66], although the context there is about the use of SS for Ap-
proximate Bayesian Computation [67, 68].
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Ū

g(z) = b samples from

fz(z)

z1
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(a)

Ū

g(z) = b1
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Ū

g(z) = b1
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z1

z 2
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Figure 4.3: Conceptual two-dimensional example of Subset Simulation. Panel (a) shows the case where
the z-samples are drawn using the raw density fz(z). In (b) & (c), samples are increasingly distributed
in subsets according to fz(z|Ū j), j = 1, 2, until the final region is reached. Note that each subset is
represented using the same total amount of samples.

See Algorithm 2 for a pseudocode implementation, which is intended to be
sufficient for most cases of application. The algorithm is implemented such that a
fixed amount of N samples are drawn per simulation level Ū j, so that NT = mN,
being NT the total amount of model evaluations required by the algorithm to
reach the final threshold. It is important to remark that the last does not imply
any restriction but it allows controlling the computational burden.
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Algorithm 2 Subset Simulation algorithm

Inputs:

P0 2 [0, 1] {gives percentile selection, chosen so NP0, 1/P0 2 Z+; P0 = 0.2 is recom-
mended}.
N, {number of samples per intermediate level}; m, {maximum number of simulation
levels allowed}
Algorithm:

Sample
h

z(1)0 , . . . , z(n)0 , . . . , z(N)
0

i

, where z i.i.d.⇠ fz(z)
for j : 1, . . . , m do

for n : 1, . . . , N do
Evaluate g(n)j = g(z(n)j�1)

end for
Sort

h

z(n)j�1, n : 1, . . . , N
i

so that g(1)j 6 g(2)j 6 . . . g(N)
j

Fix b j =
1
2

⇣

g(NP0)
j + g(NP0+1)

j

⌘

for k = 1, . . . , NP0 do
Select as a seed z(k),1j = z(k)j�1 ⇠ fz(z j|Ū j)

Run MMA [62] to generate 1/P0 states of a Markov chain lying in Ū j:
h

z(k),1j , . . . , z(k),1/P0
j

i

end for
Renumber

h

z(k),ij : k = 1, . . . , NP0; i = 1, . . . , 1/P0

i

as
h

z(1)j , . . . , z(N)
j

i

if bj 6 b then
End algorithm

end if
end for

In Subset Simulation, the variance of the local proposal PDF for a MCMC
sampler has a significant impact on the speed of convergence of the algorithm
[60, 61]. Optimal adaptive scaling strategies in Subset Simulation have been pre-
viously reported (e.g. [65]). To avoid duplication of literature for this technique,
the method for the optimal choice of the variance along with the statistical prop-
erties of estimators are presented in a brief manner in the next section.

Statistical properties of estimators

Let denote by J̃j,SS an estimator for a quantity of interest h : Z ! R, which is
obtained by simulated samples from the jth simulation level of Subset Simulation
algorithm. Since each simulation level is compounded by MCMC samples, an
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expression for the variance of the estimator can be written as follows [62]:

V( J̃j,SS) =
R(0)

j

N
(1 + � j), (4.18)

where

� j = 2
Ns�1

Â
⌧=1

✓

Ns � ⌧
Ns

◆ R(⌧)
j

R(0)
j

(4.19)

In the last equation, R(0)
j = Var(h(z j)) and Ns = 1/P0, the length of each of

the Markov chains which are considered probabilistically equivalents [62]. The
term R(⌧)

j , ⌧ = 0, 1, . . . , Ns � 1 is the autocovariance of h(z j) at lag ⌧ , R(⌧)
j =

E
h

h(z(1)j )h(z(⌧+1)
j )

i

� h̄2
j , which can be estimated using the Markov chain sam-

ples
�

z(k),ij : k = 1, . . . , Nc; i = 1, . . . , Ns
 

as2:

R(⌧)
j ⇡ R̃(⌧)

j =

"

1
N � ⌧Nc

Nc

Â
k=1

Ns�⌧
Â
i=1

h(z(k),ij )h(z(k),⌧+i
j )

#

� h̄2
j (4.20)

where Nc = NP0, so that N = NcNs.
In view of Equation 4.18 the efficiency of the estimator h̄ j is reduced when � j

is high, therefore the optimal proposal variance�2
j for simulation level jth should

be chosen so that to minimize � j. This configuration typically gives an acceptance
rate r̄ for each simulation level in the range of 0.2-0.4 [65]. This is supported by
the numerical experiments performed with the example in Section 9.3 and also in
[66].

On the other hand, the choice of the conditional probability P0 has also a sig-
nificant influence on the number of intermediate simulation levels required by
Subset Simulation, as mentioned in the last section. The higher the conditional
probability P0 is, the higher the number of simulation levels employed by the
algorithm to reach the probability P(Ū ) for a fixed number of model evalua-
tions (N) per simulation level. This necessarily increases the computational cost
of the algorithm. At the same time, the smaller P0 is, the higher the correlation
between simulated trajectories, that is, the larger the values of � j in Equation

2It is assumed for simplicity in the analysis that the samples generated by the different Nc chains
are uncorrelated under the quantity of interest h, although the samples are actually dependent be-
cause the seeds may be correlated. See further details in [62], Section 6.2.
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4.18. Therefore, the choice of P0 reflects a trade-off between computational effi-
ciency and efficacy, in the sense of quality of the J̃j,SS estimator. This fact is exam-
ined below by adopting a fixed total number of samples, i.e. NT = mN, where m
is the number of conditional levels m = log PŪ/log P0. An optimal choice of P0 is by
minimizing the variance of the estimator J̃j,SS for the last simulation level:

V( J̃j,SS) =
R(0)

m
NT/m

(1 + �m) / m(1 + �m) =
log P(Ū )

log P0
(1 + �m) (4.21)

Notice that for a fixed value of NT , �m depends upon P0 as it will be shown later
for the numerical contributions. The value P0 = 0.2 for Subset Simulation is also
supported by [66] and by the numerical experiments performed in the examples
in Chapter 9.
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4.3 Basis of reliability calculation
To characterize the failure behavior of a component, subsystem or system in
quantitative terms, it is necessary to evaluate the probability that the random
variable z lies within the failure region, formally defined as the subset of the out-
come space where failure occurs, denoted as Ū ⇢ Z. The following probability
integral is defined:

Pf = P(z 2 Ū ) =
Z

fz(z)IŪ (z)dz =
Z

Ū
fz(z)d(z) (4.22)

where IŪ (z) is an indicator function that assigns 1 when z 2 Ū and 0 other-
wise. The failure region Ū can be defined by means of a performance function g
as in Equation 4.46:

Ū = {z 2 Z : g(z) > b} (4.23)

where b 2 R. In the reliability literature, the function g(z) is widely termed as
limit state function (LSF).

The evaluation of Equation 4.22 is difficult, especially if the dimension of Z
is large and the failure region Ū is far from the region of high probability content
of fz(z). Numerical solutions are typically employed for its evaluation, among
others, MC method, IS method, SS method [69]. The idea is to replace the generic
quantity of interest h(z) from the integrand of Equation 4.1 by the indicator func-
tion IŪ (z). Observe that the estimator J in this case is just the failure probabil-
ity estimate, i.e., Pf is estimated as a sample average of IŪ (z) over samples of z
drawn from the PDF fz(z). All the concepts about quality and convergence of a
sample estimate for Pf obtained using any of the methods explained in the last
section, also apply here so they are not repeated again.

Other approaches have been proposed [69] in the literature that provide meth-
ods to analytically evaluate the Equation 4.1 under certain conditions, typically
attributable to the random variables z. These are presented in the next section
in a concise way. There are additional reliability methods of special interest for
composite applications which are covered in Chapter 5 under the format of a
state-of-the art.

4.3.1 Fast probability integration (FPI) methods

FPI methods rely on approximating the failure surface by a predetermined geo-
metric form whereby the evaluation of the integral in the Equation 4.22 is practi-
cal [69]. The most probable point (MPP) is searched during the evaluation, over
which the failure surface is approximated by such geometric form. The distance
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between the origin and the MPP corresponds to the radius � of a hypersphere
of dimension d beside the failure domain and tangent with it in the MPP. In the
literature, this � value is referred to as Reliability index and it is equivalent to the
distance from MPP to the origin in units of standard deviation, as shown in Fig-
ure 4.4. Within FPI methods, first order reliability methods (FORM) and second
order reliability methods (SORM) are included.

First order reliability methods.

The first order reliability methods (FORM) use a linear approximation of the LSF
in the vicinity of the MPP to obtain the �-index [70]. This method requires stan-
dard normal non-correlated variables, so that the vector of random variables z
should be transformed into standard non-correlated variables vector u ⇠ fu(u)
as,

u = ��1(Fz(z)) (4.24)

where Fz(z) is the CDF of z and ��1 is the inverse of the normal standard
CDF. The reliability index � is then calculated as:

� = min(u · uT)
1
2 (4.25)

which represents the Euclidean distance between the origin and the failure func-
tion g(u) in the non-correlated normal standard space, as shown in Figure 4.4.

g ( u ) = b

SORM

FORM

β

MPP

fu( u )

U

S a fe D oma i n

u i

u j

z i

z
j

Figure 4.4: Schematic representation of FORM/SORM approximations.
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If any correlation exists in the random variables, the Cholesky decomposition
of the covariance matrix [71] may be used to transform from the real space to
the non-correlated standard space. In case of non-normal variables, Rackwitz-
Fiessler Method [72] can be employed. In case of correlated and non-normal vari-
ables, the Rosenblatt transformation is recommend [73, 74].

The PDF fu(u) integrated over the safe domain is found to be equal to the
standard normal integral (distribution function) at �, therefore, the reliability R
can be expressed as:

R = �(�) (4.26)

where the probability of failure is the complement,

Pf = 1� R = 1��(�) = �(��) (4.27)

Second order reliability methods

To improve the accuracy of the �-index calculation beyond the approximation
level achieved by FORM, additional information about the failure surface is re-
quired [69]. The second order reliability methods (SORM) use the �-index in con-
junction with the second derivatives of g(z) at MPP. The method is based on a
general quadratic expansion of the failure hyper-plane g(z) into a second order
Taylor series over the MPP. Since the hyper-plane curvatures can be positive, neg-
ative or zero; parabolic, elliptic, or hyperbolic forms may result. This methodol-
ogy requires complicated integrations that may restrict the applicability of SORM
for certain reliability calculations [75]. Two simpler forms are extensively used in
the literature for the quadratic approximation that are relatively simple for use:
the rotational paraboloid and non-central hyphersphere forms [72].
The rotational paraboloid approximation gives,

Pf ⇡
Z 1

0
�



�� t
2r

�

f�2
n�1

(t)dt (4.28)

where f�2
n�1

is the chi-square density function with n degrees of freedom and
r is the radius of curvature, r = 1/. Analogously, the non-central hypersphere
approximation gives,

Pf ⇡ 1� �2
n,�(r

2) (4.29)

where �2
n,�(r

2) is the non-central Chi-Squared distribution with non-centrality
parameter � = [r��]2.
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First Order Second Moment Method

In this method only the mean and variance of uncertain variables z along with the
first-order Taylor’s series expansion of g(z) are used to calculate two moments
(mean and variance) of the failure probability [76].

4.3.2 Reliability assessment in composite laminates.

Since a laminate can be viewed as a mechanical set of plies, whole laminate reli-
ability may consider systems reliability. An accurate evaluation of laminate relia-
bility is essential, overall all in those areas where reliability determines the final
design of the composite structure.

In composites, Soares [77] presented an overview of system reliability meth-
ods used for laminates, and pointed out two main approaches: the bounding and
system reliability formulation [78]. The former establishes an interval where the ac-
tual reliability value relies, whilst in system reliability, the progressive failure
process of the full laminate is considered. The vast majority of authors use the
bounding formulation for reliability calculation in composite laminates. Most of
them, for simplification in a safe position, propose lower bound reliability using
first-ply-failure (FPF) as LSF, which implies that the ply is considered as failure
unit. To provide a basis for a discussion about this claim, its timely to consider
the subject again in the form of fundamental concepts.

Bounding formulation

The starting point for such bounding formulation is the definition of the unit
of failure as the unit statistically homogeneous for the failure. Two such units
have been proposed: the ply units and modal units [78]. The former assumes
that the individual plies are the failure units whereas in modal units, three poten-
tial modes of failure are recognized within each ply: longitudinal, transverse and
shear, thus resulting in 3n individual units of failure for a laminate compounded
by n plies.

The upper bound reliability limit considers that ultimate failure of the lami-
nate will not occur until every individual unit had failed. Thus, the failure proba-
bility for the laminate is given by the product of failure probabilities correspond-
ing to the individual units. This can be expressed in terms of reliability as follows:
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RUply = 1�
n

’
i=1

(1� Ri) Non-Interactive (4.30a)

RUmodal = 1�
n

’
i=1

’
j=1,2,6

Ri j Interactive (4.30b)

where Ri is the reliability of ith ply, and Ri j is the reliability of the jth mode failure
of ply i.

As lower bound reliability, a series system formulation is proposed, so that
the failure of the whole laminate is subject to the failure of the weakest unit. In
reliability terms,

RLply =
n

’
i=1

Ri Non-Interactive (4.31a)

RLmodal =
n

’
i=1

’
j=1,2,6

Ri j Interactive (4.31b)

whit the same meaning for Ri and Ri j as described above. The most representative
works that belong to the bounding approach are reviewed by Soares in [77]. Those
up to [77] are introduced in the following paragraphs where some concluding
remarks are extracted.

Kam et al. [79] used experimental distributions of FPF load for validation of
different types of baseline PDFs over centrally loaded graphite-epoxy laminated
composite plates with different stacking sequence. The failure data were com-
pared with those obtained analytically using FEA for stress calculations, in both
interactive and non interactive failure criteria. Results showed that, in general,
differences between the experimental and theoretical distributions of FPF are
small (less than 12%) irrespective of the types of PDFs used for modeling the
lamina strength and FPF load.

More recently, Frangopol [80] presented a benchmark study of laminate fail-
ure probability by MC method considering the loads as random variables and
FPF as failure criterion. Two main cases were studied: a single-layer laminate
plate of graphite-epoxy and two-layers laminate plate of glass-epoxy, each one
subjected to uniaxial and biaxial tension. In such cases, the material strength
parameters were considered as deterministic, and the stresses as lognormal dis-
tributed random variables since no information on the type of distribution for
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principal stresses was available for this study. An interesting conclusion was
pointed out about the influence of additional plies on the reliability of composite
laminates. In presence of new plies, the laminate does not necessarily increases its
reliability but it depends on the fiber orientation and its thickness ratios. The spe-
cial case of two orthogonal layers was studied, showing that the weakest more
stressed lamina approximately determines the whole reliability, which implic-
itly supports the weakest link hypothesis (bounding formulation) in this specific
case. Others results encountered up to Soares review [77] also use the bounding
approach for system reliability calculation in composites [81–86].

System reliability formulation

In system reliability formulation, the step-by-step failure process of the laminate
is considered. Note that the bounding formulation described above does not at-
tempt to represent the whole failure process of the laminate, but just an interval
where the desired reliability value relies. Although an attempt to precisely de-
scribe probabilistic failure of a laminate would be really impacting and necessary,
the methodology of system reliability has been shortly explored in the literature.

In Yang et al. [87], a reliability analysis of a composite structural system was
derived with consideration of stiffness degradation for a set of plies. Gurvich et
al. [88] utilized a mesoscale approach for progressive failure of composite lami-
nates with both in plane and bending loads, which call attention the search for
computational efficiency by agreeing individual plies into sublaminates as whole
failure units for the step-by-step process of failure. This author also made a com-
parative study to evaluate the differences between the bounding and system re-
liability formulation using data as benchmark for failure, and concluded that the
bounding reliability formulation leads to lower failure probability values as the
scatter in the strength parameters increases.

Wu et al. [89] proposed a micromechanical approach and accounted local load
sharing and sizing effects. It was settled that the scale considered for the study
conditions may influences the final result of reliability. Henceforth, exploring
multiscale probabilistic failure seems to be an interesting way to derive a robust
framework for progressive failure of composites.
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4.4 Stochastic system modeling
Let us consider a generic component or subsystem whose state evolution3 can be
modeled as:

dz
dt

= ⌥(t, z, u, v) (4.32)

where ⌥ is a generic function of the time t, that establishes a deterministic rela-
tionship between a set of system inputs u (e.g. loading and environmental con-
ditions), the process noise v ( used to represent unmodeled uncertain variations
in the system) and the own state z. The function ⌥ should rigorously account for
the uncertainty and accurately computes their effect on the state estimate, so that
the state values can be represented using probability distributions.

Typically, state estimation is accomplished by periodical measurements of
output variables through sensors, as essential part of the system health track-
ing. Then, in addition to the above state prediction model, the following mea-
surement equation is adscribed:

y =  (t, z, u, w) (4.33)

where  represents the mismatch between the model output ⌥ and measure-
ments y at time t as a function the states z predicted from Equation 4.32, system
inputs u and measurement errors w. By using recursively Equations 4.32 and
5.15a, the state estimate at time t can be obtained as shown below in the next
section.

4.4.1 Bayesian state estimation

Many problems in a variety of areas of science like computational statistics, time
series, signal processing, etcetera, can be stated as a discrete-time state-space
model as follows:

xn = ⌥n(xn�1, un, vn,✓) (4.34a)

yn =  n(xn, un, wn,✓) (4.34b)

These difference equations are the discrete versions of Equations 4.32 and 4.33,
respectively, by considering a sufficiently small time step �t 2 R. The states xn =

x(n · �t) 2 Rnx , n 2 N, are assumed to follow a hidden Markov process whilst
the observations yn = y(n · �t) 2 Rny are assumed conditionally independent

3At this point, state-evolution refers to the variation-not necessarily monotonic-of any feature of
interest, which can be monitored.
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given the states xn. The discrete-time state-space model is accomplished with the
uncertain variables vn = v(n · �t) 2 Rnv and wn = w(n · �t) 2 Rnw to account
for model error and measurement error, respectively.

The function ⌥n : Rnx ⇥ Rnu ⇥ Rnv ⇥ Rn✓ ! Rnx represents the transition
equation for the sequence of states {xn, n 2 N}, xn 2 X ⇢ Rnx , whose initial
distribution is known and equal to p(x0). Here X is the region of all possible state
outcomes predicted according to ⌥n. The function n : Rnx ⇥Rnu ⇥Rnw ⇥Rn✓ !
Rny is the likelihood of the observations. Both ⌥n and  n are possibly nonlinear
functions that may depend on a set of model parameters ✓ 2 ⇥ ⇢ Rn✓ along
with input parameters to the system at time n, un = u(n ·�t) 2 Rnu . Hereinafter,
time index will be denoted by n 2 N.

Let us now define the augmented state zn = (xn,✓) in the joint state-parame-
ter space Z = ⇥⇥X⇢ Rn✓+nx , so that p(zn) = p(xn|✓)p(✓).

The main goal of Bayesian state estimation is to recursively estimate the PDF
of the state zn given the measurements up to time n, y0:n = {y0, . . . , yn�1, yn},
which is expressed as p (zn|y0:n). Two steps are required for the Bayesian state
estimation: the prediction of p(zn|y0:n�1) and updating to p (zn|y0:n), that follow
the Total Probability Theorem and Bayes’ Theorem, respectively4:

p(zn|y0:n�1) =
Z

Z
p(xn|xn�1,✓) p(xn�1|✓, y0:n�1)p(✓|y0:n�1)

| {z }

p(xn�1,✓|y0:n�1)

dxnd✓ (4.35a)

p(zn|y0:n) =
p(yn|zn)p(zn|y0:n�1)

R

Z p(yn|zn)p(zn|y0:n�1)dzn
(4.35b)

=
p(yn|zn)p(zn|y0:n�1)

p(yn|y0:n�1)

In the last equations, it is assumed that the PDFs for vn and wn are prescribed
and also that the PDF of the initial state is known in advance p(z0|y0) ⌘ p(z0)

(note that y0 is not a measurement). When the interest is instead in obtaining the
PDF of the history of states up to time n, z0:n, Bayes’ Theorem can be used to deal
with the posterior PDF as:

p(z0:n|y0:n) =p(z0:n|yn, y0:n�1) (4.36a)

/p(yn|z0:n, y0:n�1)p(z0:n|y0:n�1) (4.36b)

/p(yn|zn)p(zn|zn�1)p(z0:n�1|y0:n�1) (4.36c)

4For simpler notation the conditioning on the model input un is dropped from Eq. (4.34).
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In the equations 4.35 and 4.36, it is used the fact that p(yn|z0:n, y0:n�1) = p(yn|zn)

and that p(zn|z0:n�1, y0:n�1) = p(zn|zn�1), since Equation 4.34a describes a
Markov model of order one.

A key problem that typically arises when sequentially updating the state vec-
tor z0:n = (x0:n,✓) as an augmented state is the non-dynamics nature of✓, which
makes it difficult to explore the ✓�space except for the first time index. A com-
mon solution is to add small random perturbations to ✓ (e.g., zero-mean Gaus-
sian) under the last posterior PDF at time n� 1, before evolving to the next pre-
dicted state at time n:5

✓n ⇠ p(✓|✓n�1) = N (✓n�1, ⌃⇠n) (4.37)

where ⌃⇠n 2 Rn✓⇥n✓ is a specified covariance matrix. Observe that by this method,
the model parameters are virtually time-evolving although they are essentially
not dependent on time. This time-varying imposes a loss of information in✓ over
time as additional uncertainties are artificially added to the parameters, which
ultimate influences the precision of the filtering. There exist several works in the
literature providing the basis to overcome this drawback, with the most popular
being those that employ sufficient statistics [90, 91] and optimal kernel smooth-
ing of particles [92, 93]. More recently, an efficient method of this class has been
proposed by M. Daigle and K. Goebel [94], which consists in modifying the vari-
ance of the random walk by adding a negative scalar proportional to the relative
distance between the actual and the target spread of the marginal posterior PDF
of the jth component of model parameter ✓n = [✓n,1, . . . ,✓n, j . . . ,✓n,n✓ ], denoted
by p(✓n, j|y0:n), as follows:

�2
⇠n, j

= �2
⇠n�1, j

 

1� P⇤j
RMAD(✓n, j)� RMAD⇤j

RMAD(✓n, j)

!

(4.38)

In the last equation,�2
⇠n, j

is the variance of the proposal PDF for ✓n, j. RMAD(✓n, j)

is the relative median absolute deviation of p(✓n, j|y0:n), RMAD⇤j is the target RMAD
for p(✓n, j|y0:n). The factor P⇤j 2 [0, 1] is a scaling constant to control the speed
of convergence to RMAD⇤j . In [94] a comprehensive discussion to optimally

5Hereinafter, ✓n denotes that the information for ✓ is from the PDF at time n. Analogously, ✓0:n is
to denote the accumulated posterior information about✓ up to time n. Recall that✓ is not dependent
on time.
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choose P⇤j and RMAD⇤j is provided. The term RMAD(✓n, j) can be readily cal-
culated using K samples from the marginal posterior at current time n, ✓̃n, j =

{✓(1)n, j , . . . ,✓(k)n, j , . . . ,✓(K)n, j } ⇠ p(✓n, j|y0:n), as follows:

RMAD(✓n, j) =

median
✓

n

|✓(k)n, j �median(✓̃n, j)|
oK

k=1

◆

median(✓̃n, j)
(4.39)

4.4.2 Sequential Monte Carlo for state and parameter estimation

The filtering methodology exposed above requires the evaluation of multi-di-
mensional integrals of the type occurring in Equations 4.35, which are usually
intractable except some especial linear cases with Gaussian uncertainties [95]. An
alternative for the general case of both non-linear and non-Gaussian state-space
models is to use particle methods, a set of sequential Monte-Carlo methods
which provide samples approximately distributed according to the target PDF
p(x0:n,✓0:n|y0:n), n 2 N, with a feasible computational burden [96, 97]. Particle
filters (PF) [98] are one of the most common techniques among particle methods
for filtering [18] and prognostics [22]. With PF, a set of N discrete particle paths,

namely
n

z(i)0:n = (x(i)0:n,✓(i)
0:n)
oN

i=1
, are readily sampled from a convenient impor-

tance distribution q(z0:n|y0:n) and further used to obtain an approximation for
the required posterior PDF as:

p(z0:n|y0:n) ⇡
N

Â
i=1
!̂

(i)
n �(z0:n � z(i)0:n) (4.40)

where !̂(i)
n is the unnormalized importance weight for the ith particle

!̂
(i)
n =

p(z(i)0:n|y0:n)

q(z(i)0:n|y0:n)
(4.41)

It is demonstrated that the approximation in Equation 4.40 is asymptotically un-
biased if Z , the support region for p(z0:n|y0:n), is a subset of that for q(x0:n|y0:n)

[99]. In addition, for practical reasons, the PDF q(z0:n|y0:n) is chosen so that it
admits a sampling procedure by choosing q(z0:n|y0:n) = q(x0:n|y0:n�1), hence
it can be factorized in a form similar to that of the target posterior PDF, i.e.,
q(z0:n|y0:n) = q(z0:n�1|y0:n�1)q(zn|zn�1). By substituting Equation 4.36 into
Equation 4.41 and also by using the last cited condition for the importance PDF,

44



the unnormalized importance weight for the ith particle at time n can then be
rewritten as:

!̂
(i)
n /

p(x(i)0:n�1,✓(i)
0:n�1|y0:n�1)

q(x(i)0:n�1,✓(i)
0:n�1|y0:n�1)

| {z }

!̂
(i)
n�1

p(x(i)n |x(i)n�1,✓(i)
n�1)p(yn|x(i)n ,✓(i)

n )

q(x(i)n |x(i)n�1,✓(i)
n )

(4.42)

where the joint state z is decomposed into its two components (x,✓) for better
comprehension of the weight calculation method. Guidelines on how to best se-
lect q(xn|xn�1,✓n�1) are well known in the literature [18]. An often followed
strategy is to use the conditional distribution p(xn|xn�1,✓n�1) from the transi-
tion equation in 4.34a [19] since it is straightforward to evaluate. By means of
this, the expression for the ith unnormalized particle weight yields:

!̂
(i)
n = !̂

(i)
n�1 p(yn|z(i)n ) = !̂

(i)
n�1 p(yn|x(i)n ,✓(i)

n ) (4.43)

Observe from last equation that the weight values are known only up to a scaling
factor, which can be bypassed by normalization: !(i)

n = !̂
(i)
n /ÂN

i=1 !̂
(i)
n , where !(i)

n

denotes the normalized value of the ith particle at time n. A pseudocode imple-
mentation for the PF is given in Algorithm 3, which includes a systematic resam-
pling step [100] to limit the well-known degeneracy problem 6. The approach by
M. Daigle and K. Goebel [94] is adopted for parameter regeneration.

4.4.3 `-step ahead prediction

Using the most up-to-date information of the system, p (zn|y0:n), the PDF of the
`-step ahead prediction of states, namely p (zn+`|y0:n), can be obtained by Total
Probability theorem as:

p(zn+`|y0:n) =
Z

Z
p(zn+`|zn:n+`�1)p(zn:n+`�1|y0:n)dzn:n+`�1

=
Z

Z

"

n+`

’
t=n+1

p(zt|zt�1)

#

p(zn|y0:n)dzn:n+`�1

(4.44)

where we use the fact that the factors p(zn+`|zn:n+`�1) = p(zn+`|zn+`�1), ` 2
N > 1, since Equation 4.34a defines a Markov model of order one and also by
the assumption that the observations are conditionally independent given the

6During resampling, particles are either dropped or reproduced that may result in a loss of diver-
sity of the particle paths [18]. If necessary, a control step of degeneracy by quantifying the effective
sample size (ESS) [101] may be incorporated before the resampling.
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Algorithm 3 PF with on-line parameter updating

inputs:

N, {number of particles per time step}
NT , {threshold of effective sample size (ESS)}
⌃⇠0 = diag

⇣

�2
⇠0,1

,�2
⇠0,2

, . . . ,�2
⇠0,n✓

⌘

, {initial covariance for artificial dynamics}
RMAD⇤j , {target RMAD for jth component of✓}
P⇤j , {to control speed of convergence to RMAD⇤j }
Algorithm:

Initialize
h

�

✓
(1)
0 , x(1)0

�

, . . . ,
�

✓
(i)
0 , x(i)0

�

, . . . ,
�

✓
(N)
0 , x(N)

0
�

i

, where (✓, x) ⇠ p(✓)p(x|✓)
Assign the initial unnorrmalized weights:

�

!̂
(i)
0 = p(y0|x(i)0 ,✓(i))

 N
i=1

At n > 1 {time n evolves as new data point arrives}
for i = 1 to N do

Sample✓(i)
n ⇠ p(✓n|✓(i)

n�1) and x(i)n ⇠ p(xn|x(i)n�1,✓(i)
n )

Set z(i)n = (x(i)n ,✓(i)
n ) and z(i)0:n = (x(i)0:n ,✓(i)

0:n).
Update the weight !̂(i)

n = !
(i)
n�1 p(yn|z(i)n )

end for
for i = 1 to N do

Normalize weights!(i)
n = !̂

(i)
n

ÂN
i=1 !̂

(i)
n

end for
for j = 1 to n✓ do

Sample {✓̃(k)n, j}K
k=1 ⇠ p(✓n, j|y0:n) ⇡ ÂK

k=1!
(k)
n �(✓n, j �✓(k)n, j )

Compute RMAD(✓n, j) according to Eq. 4.39

Update variance of random walk: �2
⇠n, j

=�2
⇠n�1, j

✓

1� P⇤j
RMAD(✓n, j)�RMAD⇤j

RMAD(✓n, j)

◆

end for
set ⌃⇠n = diag

⇣

�2
⇠n,1

, · · · ,�2
⇠n,n✓

⌘

if EES < NT then
Resampling of N particles according to weights!(i)

n , i = 1, . . . , N.
Set!(i)

n = 1/N, i = 1, . . . , N.
end if
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states. Replacing p (zn|y0:n) in the last equation by its PF approximation obtained
from Equation 4.40, we obtain:

p (zn+`|y0:n) ⇡
Z

Z

N

Â
i=1

p(zn+1|z(i)n )!̂
(i)
n �(zn � z(i)n )

n+`

’
t=n+2

p(zt|zt�1)dzn+1:n+`�1

=
N

Â
i=1
!̂

(i)
n

Z

Z
p(zn+1|z(i)n )

n+`

’
t=n+2

p(zt|zt�1)dzn+1:n+`�1

(4.45)
which corresponds to a weighted sum of integrals. Note that each integral can
be readily evaluated by extending the ith trajectory z(i)0:n ! z(i)n:n+`, i = 1, . . . , N

using recursively the transition equation in 4.34a i.e., z(i)t ⇠ p(zt|z(i)t�1) and z(i)0:t =
⇣

z(i)0:t�1, z(i)t

⌘

, t = n + 1, . . . , n + ` 2 N.

47



4.5 Prognostics problem formulation
Prognostics is the science of determining the end of life (EOL) and remaining use-
ful life (RUL) predictions of components and subsystems given the information
about the current state along with a set of inputs (loads and environmental con-
ditions). In prognostics, the EOL is understood as the limiting time when an asset
or property is expected to leave the serviceability conditions. The RUL is, though,
the period of time remaining from the current time (or time of prediction) until
the EOL.

Technically speaking, prognostics is a natural extension of structural health
monitoring (SHM) in the sense that the decisions are made based on predic-
tions that are timely updated using data from a sensing system. It is rather a
continuous process of updating-predicting-reassessment where the user is not only
concerned with detecting, isolating and sizing a fault mode but also (a) predict-
ing the remaining time before the failure occurs; and (b) quantifying the uncer-
tainty in the prediction to be further used for risk assessment and rational re-
scheduling. Henceforth, prognostics requires periodical measurement updates to
increasingly improve the predictions of EOL and RUL. Consequently, suitable
SHM sensors that can interrogate in real time the system and assess any change in
fault severity are of paramount importance for prognostics. Ground-based non-
destructive evaluation inspections can also provide valuable trending informa-
tion, however, the focus on prognostics today is on automated technologies that
make use of permanently installed sensors built into the component or subsystem
[102].

It is important to remark that techniques and methodologies for prognostics
are application-specific [103] and hence global solutions for specific problems are
rarely available. In fact, designing a prognostics framework requires (in a broad
sense): (a) the choice of an adequate sensing method capable to provide health in-
formation given the practical constraints of the specific application, (b) the devel-
opment of an ad-hoc probabilistic formulation for prediction, uncertainty quan-
tification and management in the context of condition-based monitoring to the
system. The following sections overview both aspects of prognostics.

4.5.1 Prognostics and SHM

Since measurements are periodically incorporated into the prognostics frame-
work, the higher the precision and accuracy expected from prognostics, the better
the quality required for the information from the sensing system. However, this
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information comes with a price for more targeted sensing and significant com-
putational requirements. Complex systems subject to a variety of fault modes
(cracks, voids, delamination, corrosion, etc.), often require dedicated sensors and
sensor networks for detection as no one sensor type can cover all.

The choice of the sensing methods is typically guided by the feature or set
of features to be tracked. For example weight loss or power demand sensors on-
board airspace systems results in a different sensor choice than for monitoring
vibrations in buildings or corrosion in bridge structures [102, 103]. Therefore, an
adequate SHM project should be viewed as connected component for prognos-
tics.

Sensor locations are chosen such that the feature being monitored contains
statistically significant information, so that the better the quality of the informa-
tion from measurements, the higher the precision and accuracy expected from
prognostics, as will be seen further below. There are well-known methods for op-
timal placement of sensors that consider the uncertainty in both measurements
and model response (see for example [104]).

In this thesis, the SHM method for on-line monitoring the health is predeter-
mined, such that the methodological contributions of prognostics are proposed
from this standpoint.

4.5.2 Calculation of EOL and RUL

For the estimation of EOL and RUL at a certain time-instant n, it is necessary to
consider the following elements:

I updated state estimate at the current time n using the information from
most up-to date measurements;

II forward model that might be parameterized by a set of model parameters
to quantify model uncertainty;

III estimation of inputs at future time instants t > n;
IV estimation of process noise (including both model errors and measurement

errors) for future instants t > n.

Figure 4.5 shows a conceptual scheme for prognostics, which is intended to pro-
vide a general viewpoint of the RUL calculation. Note that RUL becomes a func-
tionally dependent estimation of the above quantities which are, in principle, un-
certain. The consideration of uncertainty within the prognostics is not a trivial
task even when the forward propagation models are linear and the uncertain
variables follow Gaussian distributions [38, 105]. This is because the combination
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of the cited uncertain quantities within a fault propagation model will gener-
ally render a non-linear function of the predicted states [106]. Hence analytical
methods for prognostics are very limited and often intractable in real life ap-
plications [37, 107]. Sampling-based algorithms (e.g. particle filters (PF)) [18, 19]
are best-suited in prognostics to efficiently approximate the information of pre-
dicted states (which is obtained in the form of a PDF) through a limited set of dis-
crete particle paths representing random trajectories of system evolution in the
state space [20–22]. The next section presents a PF-based prognostics framework,
which is widely used in the literature for its versatility and ease of implemen-
tation. A pseudocode implementation of the PF-based algorithm for EOL/RUL
calculation is presented in next section which uses as inputs the information from
the Algorithm 3.

Inputs

Model for future inputs

Fault propagation model

Probabilistic model
for future inputs

Probabilistic fault-
propagation model

Prediction

Measurement equation Observation likelihood function Updating

RUL

Forward models

Damage data (on-line)

Figure 4.5: Schematic representation of RUL calculation.

4.5.3 Filtering-based prognostics

The role of prognostics algorithms is to efficiently apply the fault propagation
model into future instants with consideration of future inputs as well as the over-
all uncertainty. With PF, it is possible to project in time the filtered state p (zn|y0:n)

in absence of new observations, which is achieved by using the state transition
equation 4.34a in a recursive manner. As final outcome, the `-step ahead predic-
tion of state PDF based on the information at current time n, namely p (zn+`|y0:n),
is obtained [22].

To compute the RUL based on the predicted states p (zn+`|y0:n), the existence
of a useful domain for the predicted states is first required. Let U ⇢ Z be the non-
empty subset of authorized states of our system, whereas the complementary
subset Ū = Z \ U , is the subset of states where the system behavior becomes
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unacceptable, or simply, where system failure occurs. With no loss of generality,
we can alternatively define Ū as the region of states where a performance function
g : Z ! R exceeds some specified threshold level b:

Ū ⌘ {z 2 Z : g(z) > b} (4.46)

Using the PF approach for prognostics defined above, the EOL predicted from
time n can be obtained for the ith particle trajectory as the time index of the first-
passage point into Ū , or in other words, the earliest time index t at which the
event z(i)t 2 Ū occurs. It can be computed as:

EOL(i)
n = inf

�

t 2 N : t > n ^ I(Ū )(z(i)t ) = 1
 

(4.47)

where I(Ū ) : Z ! {0, 1} is an indicator function that maps a given point in Z to
the Boolean domain {0, 1} as follows:

I(Ū )(z) =

8

<

:

1, if z 2 Ū
0, if z 2 U

(4.48)

The RUL predicted from time n for the ith particle trajectory can be obtained
using EOL(i)

n as:
RUL(i)

n = EOL(i)
n � n (4.49)

Figure 4.6 provides an schematic illustration to examplify the trajectory of the ith
particle of a general z-state of dimension two (for simplicity of representation)
along with the indication of EOL(i)

n and RUL(i)
n .
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RUL
(i)
n = `

EOL
(i)
n = n+ `

U Ū

g(z) = b

z
(i)
n

z
(i)
n+1

First-passage

point

z
(i)
n+`

z1

z 2

Figure 4.6: Conceptual illustration of a two-dimensional example of ith particle trajectory to EOL. Solid
disks represent samples in Z .

By repeating the process for each particle i = 1, . . . , N, an approximation to the
PDF of EOL at time n can be obtained as:

p(EOLn|y0:n) ⇡
N

Â
i=1
!

(i)
n �(EOLn � EOL(i)

n ) (4.50)

Similarly, the PDF of RULn can be approximated as:

p(RULn|y0:n) ⇡
N

Â
i=1
!

(i)
n �(RULn � RUL(i)

n ) (4.51)

An algorithmic description of the prognostics procedure is provided as Algo-
rithm 4. A companion conceptual scheme is provided in Figure 4.7 to better un-
derstand the PF-based prognostics framework.

Models
State transition eq.

p(zn+1|zn)
Predicted state

zt

Data (on-line)
y0:n = [y0, · · · ,yn]

Likelihood
p(yn|zn)

Updated state
p(zn|y0:n)

zt 2 Ū EOLn = t
RULn = EOLn � n

Prognostics
p(RULn|y0:n)

forward propagation block

t > n

t = t+ 1

Figure 4.7: Conceptual scheme of a PF-based prognostics framework.
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Algorithm 4 PF-based prognostics algorithm

1: inputs:
n

z(i)n = (x(i)n ,✓(i)
n

⌘

,!(i)
n

oN

i=1
, {updated particles at time n. Use e.g. Algorithm 3}

2: U ⇢ Z, {useful domain}
3: for i = 1 to N do
4: t n
5: z(i)t  z(i)n

6: Evaluate EOL(i)
n

⇣

z(i)t

⌘

7: while I(Ū )(z
(i)
t ) = 0 do

8: predict ut

9: Sample✓(i)
t+1 ⇠ p(✓t+1|✓(i)

t )

x(i)t+1 ⇠ p(xt+1|x(i)t ,✓(i)
t+1, ut).

10: t t + 1
11: zt =

⇣

x(i)t ,✓(i)
t

⌘

 zt+1 =
⇣

x(i)t+1,✓(i)
t+1

⌘

12: end while
13: EOL(i)

n  t
RUL(i)

n = EOL(i)
n � n

14: end for

4.5.4 Overview of prognostics metrics

As mentioned above, the key motivation for prognostics is increasing availability
by improving safety whilst reducing costs. Once a component or subsystem is
being monitored using an appropriate sensor network design which is integrated
in a cost-effective manner, the next requirement for achieving success of a prog-
nostics framework resides in prediction performance. Decisions based on poor
and/or late predictions may increase the risk of system failure, whereas early
predictions of failure (false positives) trigger unnecessary maintenance actions
with unavoidable cost increase.

A detailed discussion into deriving prognostics requirements form top level
system goals is proposed by [108]. These requirements are generally specified in
terms of prediction performance that prognostics must satisfy for desired level
of safety or cost benefit. A variety of prognostic performance evaluation met-
rics have been defined in the literature, like prediction horizon (PH), ↵-� accu-
racy measure, and relative accuracy measures [109, 110]. As recently described
in [111], prognostic performance can be summarized into three main attributes,
namely:
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correctness, which is related to the prediction accuracy when compared with ob-
served (future) outcomes;

timeliness, which accounts for how fast an algorithm produces the output as
compared to the rate of upcoming outcomes from the system;

confidence, which deals with the uncertainty in a prognostic output, typically
from a prognostic algorithm.

Among the metrics proposed by Saxena et al. [109, 110], the PH and the↵-� accu-
racy measures are widely used in prognostics and also adopted for this thesis. The
PH serves to determine the maximum early warning capability that a prediction
algorithm can provide with a user-defined confidence level denoted by ↵. Typi-
cally, a graphical representation using a straight line with negative slope serves
to illustrate the true RUL that decreases linearly as time progresses. Predicted
RULs are plotted against time of prediction using error bars (e.g. by 5%-95% er-
ror bars) as Figure 4.8a shows. Ideally predictions should stay on the dotted line
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2
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z
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{
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U
L

True RUL (RUL*)

RUL*�↵,RUL*+↵
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(b)

Figure 4.8: Illustrations of (a) PH and (b)↵ � � prognostics metrics.

(RUL*) as they get updated with time or, at least, stay within the accuracy zones
specified by ↵. By means of this representation, the PH can be straightforwardly
determined by graphical methods. The PH metric can be further parameterized
by a parameter � (thus denoted by PH↵,�) that specifies the minimum acceptable
probability of overlap between the predicted RUL and the↵ accuracy bounds de-
limited by the dashed lines in Figure 4.8a. Both ↵ and � are scaling parameters
for the prognostics which should be fixed considering the application scenario.

In ↵-� accuracy metric, it is also used a straight line with negative slope rep-
resenting the true RUL. Predicted RULs are plotted against time of prediction
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(which is termed as � in the original paper by Saxena et al. [109]) using error
bars. As in Figure 4.8a, accurate predictions should lie on this line as they get se-
quentially updated with time. In this case, the accuracy region is determined by
parameter↵, which represents a percentage of the true RUL, so that it captures the
notion that accuracy of prediction becomes more critical as EOL approaches. See
Figure 4.8b for an illustration of computation of↵-� accuracy metric. In this case,
two confidence regions are employed by adopting 0 < ↵1 < ↵2 < 1, so that each
predicted RUL can be validated depending on whether or no it belongs to any
the↵1 or↵2 regions.
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5
A prognostics framework for

composites

In this chapter, a model-based prognostics methodology is proposed to pre-
dict the remaining useful life (RUL) of composite materials under fatigue
loads. Degradation phenomena such as stiffness reduction and increase in ma-
trix micro-cracks density are predicted by connecting micro-scale and macro-
scale damage models in a Bayesian framework. This framework also allows in-
corporating various uncertainties in the prediction that are generally associated
with material defects, sensing noise, modeling errors, etc. It is shown that this
approach confers an efficient way to make prognostics for damage evolution us-
ing data from SHM sensors. A detailed report and discussion about a Bayesian
framework in application to fatigue in composites is given by Chiachio in [112]
and also by the author and co-workers in [113, 114]. To avoid text duplication but
conferring independence for this thesis, the relevant details from [112] are pre-
sented here in a concise way with special focus on the filtering process, which is
required as a previous step before making prognosis.
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5.1 Introduction and state-of-the-art
Unlike metals, fatigue damage degradation in composites is a complex multi-
scale process driven by several internal fracture mechanisms such as matrix-
cracks, local and global delaminations, fiber-breakage, etc, that ultimately lead
to the alteration of the macro-scale mechanical properties [4]. The progression of
these damage modes is a multi-scale process influenced by the material proper-
ties, stacking sequence, stress level and other loading conditions [4, 115, 116]. The
inherent complexity of this process implies uncertainty that comes not only from
the variability of loading conditions and material heterogeneity, but also from
the incomplete knowledge of the underlying damage process. This uncertainty
can increase dramatically when dealing with full-scale structures in real envi-
ronments. Nevertheless, real time measurements of the structural performance
are now available through state-of-art SHM techniques, and large amount of re-
sponse data can be readily acquired, processed and further analyzed to assess
various health-related properties of structures. Henceforth, a SHM-based prog-
nostic approach is best suited to accurately predict the service life of a composite
structure while accounting for uncertainty.

Damage prognostics is concerned with determining the health state of system
components and predicting their RUL based on predefined thresholds, given a
suitable model of damage evolution. In recent decades, a large number of arti-
cles have been reported to cover probabilistic approaches for damage evolution
under the topic of stochastic modeling of damage growth for a number of ap-
plications [117–120]. First attempts involve modeling the damage evolution as
a Markov process [121]. In [122–124] Markov chain models are proposed to de-
scribe the progression of fatigue degradation in composites from laminate com-
pliance measurements, as an extension of the pioneering work of Bogdanoff and
Kozin [125]. The author and co-workers have recently proposed in [126, 127] an
enhancement of [122] by a model parameterization that allows accounting for
the non-stationarity of the damage process, which is presented and discussed in
more detail by Chiachio in [112], Chapter 5.

When the interest is focused on predicting future damage states from up-to-
date measurements (which is the primary aim of fatigue prognostics), the damage
models should be described in state-space form by stochastic embedding [128]. A
dynamical system [96, 97] is then obtained so that it can be sequentially updated
using information from sensors [128, 129].

In the last years, the topic of fatigue damage prognostics is slowly gaining
interest [7, 10, 28, 29, 130] although the focus is predominantly on fatigue crack
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growth in metals. Very few contributions can be encountered in the literature fo-
cusing on composite materials [131–133], the majority of them using deterministic
approaches for lifetime calculation. However, a probabilistic-based prognostics
approach can be fully beneficial since it can deal with the variability and com-
plexity of the fatigue damage accumulation process [102, 132, 134, 135].

As with diagnostics, prognostics methods are typically categorized as either
model-based or data-driven [136], depending on whether the considered damage
model is based on physical first principles, or, alternatively uses run-to-failure
data to capture trends of degradation [94]. Model-based approaches provide EOL
estimates that are more accurate and precise than data-driven approaches, if good
models are available [137]. Specifically, these models can be adapted to different
conditions (specimen, materials, dimensions, etc.) without much training, they
are more transparent to human understanding, and furthermore, they can incor-
porate monitoring data in a structural health monitoring context. Particularly in
composites, where multiple fracture modes may co-exist, a model-based prog-
nostics framework allows dynamically assessing the dominant damage mode
and establishing the thresholds of each of the competing damage modes, by
means of a comparison of the energy spent by each single mode [138], as will
be explained further below.

In this chapter, a model-based prognostics framework is proposed to predict
a sequence of damage states of composite laminates subjected to fatigue load-
ings. The damage states as well as the model parameters of the underlying dam-
age model, are predicted and updated based on available SHM data. Damage
thresholds are rationally assessed by means of a balance of energy among the
competing damage modes, as a function of model parameters. A PF-based prog-
nostics algorithm is proposed to jointly obtain state-parameter predictions.

To the author’s best knowledge, this thesis along with the companion papers
(see Appendix B) are the first works dealing with a probabilistic-based prognos-
tics framework for fatigue in composites using real-world data. Since the method-
ology presented here implies complex formulations with multiple connections
and multiple parameters, this chapter concludes with a schematic description of
the proposed framework.

5.2 Energy-based forward model of damage evolution
In this work, the longitudinal stiffness loss of the composite laminate is chosen
as the macro-scale damage variable [140] since, in contrast to the strength, it can
be measured non-destructively during operation. At the micro-scale level, matrix
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micro-cracking [141] is selected as the dominant fracture mode for the early stage
of damage accumulation. Both damage features can be measured using SHM sen-
sors, which is of key importance for the proposed prognostics approach for this
thesis.

There exists a closed connection between micro-scale damage propagation
models and macro-scale manifestation through the energy release rate (ERR) term,
which gives us a measure of the energy released by the formation of a new crack
between two existing cracks. It can be calculated using the following expres-
sion [138, 142]:

G =
�2

x h
2⇢t90

 

1
E⇤x(2⇢)

� 1
E⇤x(⇢)

!

(5.1)

where �x is the applied axial tension, and h and t90 are the laminate and 90�

sublaminate half-thickness, respectively. The term E⇤x(⇢), as a function of crack
density ⇢, is the effective Young’s modulus of the cracked laminate. Several fam-
ilies of models can be found in the literature of composites addressing the rela-
tion between the (macro-scale) effective stiffness E⇤x, and the (micro-scale) matrix
micro-cracks density ⇢, which essentially constitutes the basis for the underlying
physics behind the damage evolution. They are presented in the next section.

The energy released calculated by Equation 5.1 can be further introduced into
the modified Paris’ law [143, 144] to obtain the evolution of matrix micro-cracks
density as a function of fatigue cycle n, as shown below:

d⇢
dn

= A(�G)↵ (5.2)

where A and ↵ are fitting parameters, and �G is the increment in ERR for a spe-
cific stress amplitude, i.e., �G = G(�x,max) � G(�x,min). Due to the complexity
of the expression for �G, which involves the underlying micro-damage mechan-
ics model for the evaluation of E⇤x(⇢), a closed-form solution for Equation (5.2) is
hard to obtain. To overcome this drawback, the resulting differential equation can
be solved by approximating the derivative using ”unit-cycle” finite differences by
assuming that damage evolves cycle-to-cycle as:

⇢n = ⇢n�1 + A (�G(⇢n�1))
↵ (5.3)

5.3 Micro-to-macro scale modeling of fatigue damage
To accurately represent the relation between the internal damage and its man-
ifestation through macro-scale properties, several families of damage mechan-
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ics models have been proposed in the literature [145]. These models are based
on first principles of admissible ply stress fields in presence of damage, and
can be roughly classified into 1) analytical models, 2) semi-analytical models
and 3) computational models. The last two families have been shown to be
promising, however they are computationally prohibitive in a filtering-based
prognostics approach, where repeated model evaluations are required. There-
fore, the focus here is on the set of analytical models, which, depending on
the level of assumptions adopted to model the stress field in presence of dam-
age, they can be classified (from simpler to more complex) into shear-lag mod-
els [140, 146], variational models [147], and crack opening displacement (COD) based
models [141, 148]. Among them, the shear-lag models have received most at-
tention in the literature and, as a consequence, a vast number of modifications
and extensions are found [145]. Shear-lag models use one-dimensional approx-
imations of the equilibrium stress field after cracking to derive expressions for
stiffness properties of the cracked laminate. The main modeling assumption of
shear-lag models is basically that, in the position of matrix cracks, axial load is
transferred to uncracked plies by the axial shear stresses at the interfaces. These

models are usually restricted to cross-ply laminates or


� n�
2
/90n90/� n�

2

�

lay-

ups, where � 2 [�90�, 90�] is the ply-angle of the outer sublaminates (see Fig-
ure 5.1). For general laminates with arbitrary stacking sequence, COD-based
models are best suited due to their versatility. These models are expected to bet-
ter capture the various damage mechanisms since they involve more complex
formulation of the mechanics of damage, but it might be at expense of more in-
formation extracted from the data [113, 114]. Then, if such models are utilized
for future prediction, as arises in prognostics, the results are expected to signif-
icantly depend on the statistical details of the available data. In this thesis, the
classical shear-lag model [146, 149] is chosen to represent the relation between
matrix micro-cracks density and stiffness loss, as it provides reasonable accuracy
results while it extracts less information from data. In addition, it is expected
to be less sensitive to sensor noise, as has been shown recently for composites
materials in [113]. An up-to date review on this matter along with a detailed dis-
cussion is provided in the doctoral thesis by Chiachio [112] and by the author
in [113, 114]. Therefore, to avoid unnecessary text duplication, it is not repeated
here. Finally, it is remarked that the prognostics method proposed in this thesis is
not restricted but opened to other damage modeling options.
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Stiffness reduction model

Following the unifying formulation by [150] for shear-lag models, the effective
longitudinal Young’s modulus E⇤x can be calculated as a function of the crack-
spacing in the 90� plies as:

E⇤x =
Ex,0

1 + a 1
2l̄ R(l̄)

(5.4)

where Ex,0 is the initial longitudinal Young’s modulus of the undamaged lam-
inate and l̄ = l

t90
is the half crack-spacing normalized by the 90� sub-laminate

thickness. The normalized half-crack spacing l̄ can be expressed as a function of
⇢, the matrix crack density, as: l̄ = 1

2⇢t90
. The term a in Equation 5.4 is a function

of mechanical properties of the laminate and it is defined in the Appendix A. The
function R(l̄), known as the average stress perturbation function, is defined as:

R(l̄) =
2
⇠

tanh(⇠ l̄) (5.5)

where⇠ is the shear-lag parameter, that can be obtained for the ”classical” shear-lag
model [146, 149] as follows:

⇠ =

v

u

u

tG23

 

1
E2

+
t90

t�E(�)
x

!

(5.6)

The superscript (�) in last equation denotes ”property referred to the


� n�
2

�

-

sublaminate” (see Figure 5.1 for clarification). For the sake of clearness, the terms
involved in Equations 5.4 to 5.6 are grouped in Table 5.1. The sub-laminate and
laminate properties can be obtained from the ply properties using classical lami-
nate theory, as states in Appendix A.

Laminate

Ex Longitudinal Young’s modulus t� [� n�
2
]-sublaminate thickness

E⇤x Effective long. Young’s modulus t Ply thickness

h Laminate half-thickness

Sublaminate Ply

E(�)
x Longitudinal Young’s modulus E1 Longitudinal Young’s modulus

E(�)
y Transverse Young’s modulus E2 Transverse Young’s modulus

⌫
(�)
xy In-plane Poisson ratio ⌫12 In-plane Poisson ratio

G(�)
xy In-plane shear modulus ⌫23 Out-of-plane Poisson ratio

G(�)
xz Out-of-plane shear modulus G12 In-plane shear modulus

t90 [90n90 ]-sublaminate half-thickness G23 Out-of-plane shear modulus

Table 5.1: Nomenclature table for the terms used in shear-lag analysis.
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Figure 5.1: Illustration for microscopic damage in


� n�
2
/90n90/� n�

2

�

laminate along with basic geo-

metrical parameters.

5.4 Selecting prognostics targets for fatigue in composites
Structures are subjected to a variety of fault modes (cracks, corrosion, etc.), which
often require dedicated sensors and sensor networks for better observability as
no single sensor can cover all. Composite structures present even more chal-
lenges due to multiple simultaneous fault modes arising at different mechanical
scales. Therefore, it may be prohibitively expensive, if not impossible, to cover
all fault modes in real cases. Well-designed health management solutions typi-
cally identify potential targets for diagnostics and prognostics to optimize costs
while maintaining the system carefully monitored. In this sense, it is a common
practice to identify ”hot spot” locations and critical fault modes in order to pri-
oritize targets for prognostics. For instance, from a design perspective, it may be
decided that all identified hot spots are monitored for fault detection but only
some critical ones are considered as targets for prognostics.

A natural way to select a target for fatigue in composites would be by fo-
cusing on the evolution of effective strength along the lifecycle, so that failure
would occur when it decreases below to the maximum applied stress. Given that
strength can not be measured non-destructively, other suitable targets based on
measurable properties, such us modulus-degradation and damage-tolerance ap-
proaches, can be encountered in the literature [3] which are better aligned for
prognostics.

When considering the Young’s modulus as target, fatigue failure is assumed
to occur when the modulus degrades up to a certain level. For example, Hahn
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and Kim [151] and O’Brien [152] stated that fatigue failure occurs when the se-
cant modulus is reduced to the range of static secant modulus. Hwang and Han
[132] proposed a strain failure criterion based on the concept of ”fatigue modu-
lus”, defined as Fn = �max/✏n, where ✏n is the cumulative strain up to cycle n. The
fatigue failure is assumed to occur when ✏n = �max

Fn
> ✏u, where ✏u is the static

ultimate strain. This strain failure criterion is later assumed by Post et al. [153]. In
[152], deterministic methods for fatigue analysis of damaged laminates were de-
veloped, whereby fatigue failure was considered to occur when the maximum
global strain reaches the effective failure strain in presence of delaminations. This
approach combines both residual-strength degradation and modulus degrada-
tion, through a strain-energy-release rate and a delamination-growth law. Since
then, it is observed in the literature that energy-based methods are preferably
used in most of the contributions [138]. One conclusion that can be extracted is
that, as happens when studying static failure in composites [34], there is not a
consensual framework about what to consider as fatigue failure target in com-
posites. The aim of this thesis is not to address this question in deep, however,
a rational way to select a suitable fatigue damage threshold is presented in next
sub-sections for the purpose of prognostics.

5.4.1 Competing damage modes

In composites, the evolution of fatigue damage involves a progressive or sudden
change of the macro-scale mechanical properties, such as stiffness or strength, as
a consequence of different fracture modes that evolve at the micro-scale along
the lifespan of the structure [4]. Among them, transverse matrix cracking1 holds
a central position as a precursor of other damage modes in adjacent plies, such us
local delaminations2 [138] and fiber breakage [116, 154]. It is generally accepted
that the matrix micro-cracks density in off-axis plies tends asymptotically to an
upper bounded value corresponding to a spacing of aspect ratio unity3, termed
as characteristic damage state [115]. This state is usually concomitant with more
severe damage scenarios that may lead to a subsequent catastrophic failure.

In addition to the characteristic damage state, damage progression may ex-
ceed other ”subcritical damage states” before ultimate failure, corresponding for

1The terms matrix micro-cracks, transverse cracks or intralaminar cracks can be invariably used to
refer to the cracks growing along fiber directions in off-axis plies.

2Local delaminations are small inter-laminar fractures growing from the tips of matrix cracks.
3Ratio between average crack spacing (2l) and ply thickness, t.
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instance with the onset of local delaminations or global delaminations respec-
tively [4]. These damage states define tolerance limits that can be used as thresh-
olds for prognostics. However, establishing a deterministic damage progression
path to these subcritical states is not an easy task because of the uncertainties in
the growth and interactions of internal fracture modes from different scales. Be-
fore going in deep with the procedure for establishing prognostics thresholds for
fatigue in composites, an overview of main contributions addressing the interac-
tion between damage modes is shown below.

5.4.2 Interaction of cracks and (local) delamination

In this section it is considered the case where a delamination with length 2� has
developed from each tip of any matrix crack. The effects of local delamination
vary depending on the stacking sequence considered for the laminate. It is shown
by [155] that local delamination slightly influences the fatigue damage manifes-
tation for the case of CFRP cross-ply laminates, particularly, at the macro-scale
level. The last is not true when stacking sequences different than cross-plies are
considered. In special, when quasi-isotropic and angle-ply laminates are con-
sidered, the local delaminations progress until reaching some edge, producing
global delaminations of considerable extension [4]. In this thesis, the focus in on
cross-ply laminates since this is the laminate type considered in the numerical ex-
amples, and also, because it is widely used by the industry. The Young’s modulus
reduction can be derived as a function of the matrix cracks and delamination at
tips of the cracks through the ERR term [138].

Author Classification Energy release rate GLD

N. Takeda et al. [155] 1D (shear lag)
t90E(90)

x

⇣

tSE(S)
x +t90E(90)

x

⌘

✏2
0

2tSE(S)
x ⇠

✓

1� 4
(exp[ ⇠2l (1��)]+exp[� ⇠

2l (1��)])
2

◆

J.A. Nairn & S. Hu [138] 2D (Variational) C3t90

✓

E(90)
x

E(�)
x

��x

◆2
⇣

�0(0)��0(l̄��)
2

⌘

P. Gudmundson & Z. Weilin [148] 3D (COD) �2
x h

2⇢t90

 

1
E⇤x(2⇢)

� 1
E⇤x(⇢)

!

Table 5.2: Selection of models for energy release rate due to microcrack-induced delamination.

There is disperse literature addressing the formulation of ERR under mixed-
mode crack-delamination for fatigue. Table 5.2 highlights the main contributions
to this field for cross-ply laminates. The function �0 as well as the terms C1 and C3

are given in Appendix A.2. The normalized effective stiffness E⇤x(⇢) for the COD
model by P. Gudmundson & Z. Weilin is provided in Appendix A.3. The term⇠ is
given in Equation 5.6 and ✏0 is the unitary deformation of the laminate subject to
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the increase in tension ��x = �x,max ��x,min. Since the interactions of cracks and
local delaminations are far from being one-dimensional, the two-dimensional ap-
proach by J. A. Nairn & S. Hu [138] is preferred.

It is important to remark that nowadays, there are not efficient methods avail-
able to measure non-destructively the local delaminations, overall when they
are dispersed along the composite laminate although some partial information
can be obtained by edge replicas [26]. A promising technique has been recently
proposed by Schmutzler et al. [156] which utilizes pulse-phase thermography to
detect, locate, and measure the delamination crack openings for cross-ply lami-
nates. However, it still requires more research effort to make this method exten-
sible for different laminate configurations, and also to achieve good sensitivity
for detecting local delaminations from their incipient stage. Moreover, a prognos-
tics procedure by considering local delaminations still needs further research on
SHM technology able to efficiently measure local delaminations in real-time.

5.4.3 Global delamination

Global delamination is a special case of cracks arising between plies. In com-
posites, global delaminations can occur at cut-free edges, such as holes and
notches. Global delamination may also occur as consequence of impacts, even
with low-energy impacts [156]. The presence of global delamination in compos-
ites implies complex phenomena of interaction with matrix cracks (ply cracks),
and vice-versa. In the literature, numerous experimental studies report these in-
teractions for different stacking sequences [26, 138, 155]. For the case of cross-
ply laminates, global delamination may only be expected at the final stage of the
damage process, coinciding when local-delaminations induce a damage so severe
that the catastrophic failure can occur at anytime (even before the global delam-
ination on-set) [155]. However, as already mentioned in last sub-section, matrix
cracks in quasi-isotropic and angle-ply laminates induce global delamination ar-
eas located at the free-edges of the specimen, and this process usually begins since
the early stages of the fatigue process. So, in these cases, delamination on-set and
growth should also be predicted in parallel to matrix micro-cracks. To account for
the global delamination within the formulation of ERR, several models are also
available in the literature. Table 5.3 gives an overview of two of the most referred
models for the ERR for global delamination. The reader is also referred to the
recent work of Hosoi et al. [157, 158] for detailed studies of interaction between
cracks and edge delamination, based on the energy model of Nairn et al. [159].
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Author Classification Energy release rate GGD

T.K. O’Brien et al. [152] No interaction with cracks ✏2
0h (Ex,0 � E⇤x)

J.A. Nairn [160] Interaction with cracks h
⇣

��x
E⇤x

⌘2 ⇣
E(center)

x � E(edge)
x

⌘

Table 5.3: Models of energy release rate for edge delamination.

The terms, E(center)
x and E(edge)

x are the effective stiffness measured at the centre
and edge of the laminate, respectively. The description of the rest of terms in-
volved in these equations are described in the list of symbols at the beginning of
the document and also grouped in Table 5.1.

5.4.4 Balance of energy among damage modes

Due to the dependency upon the laminate stacking sequence, ply properties and
experimental conditions for the damage progression, an energy-based frame-
work is used here to establish thresholds of fatigue damage without much pre-
vious experimental evidences. Based on a balance of energies between differ-
ent plausible damage modes (namely, transverse cracks, local delamination and
global delamination) one can address the question of whether the next increment
in fatigue damage will be through another transverse crack, local delamination
or global delamination induced by the existing micro-cracks [138]. Figure 5.2
illustrates this concept through a case study for a cross-ply laminate, whose me-
chanical properties are further presented in Tables 8.3 and 9.1. In Figure 5.2, the
terms TC, LD and GD refer to transverse cracks, local delamination and global
delamination, respectively. The two square markers correspond to the points
where a change in the dominant fracture mode is expected. Observe that, initially,
the energy release for transverse cracks is larger than that of the rest of damage
modes. Therefore, matrix micro-cracks are expected to accumulate at a faster rate
at earlier cycles. Results also show that until the final stage of the process, the local
delamination mode of damage releases more strain energy than the global delam-
ination mode. Therefore, local delamination onset is expected much earlier than
global delaminations along the fatigue damage process. These conclusions agree
well with the experimental evidence obtained for cross-ply laminates reported
in [26] and also with the dataset from NASA Ames Prognostics Data Repository
[1]. Observe also that the point where TC and LD curves intersect, defines a crit-
ical value for the matrix micro-cracks density. At this point, local delaminations
are more likely to appear than another matrix crack. This point can be computed
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Figure 5.2: Energy release rate term as a function of the matrix crack density. The square markers delimit
the points where a change in the dominant fracture mode is expected.

from any of the expressions for GTC in Table 5.2 by using � = 0. Another im-
portant reference-point is the intersection of the LD and GD curves, where local
delaminations are supposed to cease starting a global delamination process. No-
tice that global delamination is unlikely to appear since the energy release rate
associated to its onset and growth is too small. Therefore, the required damage
for global delamination onset is so severe, that the specimen usually fail before
that point.

Based on this reasoning, prognostics thresholds can be established by predict-
ing the position of these reference points as the fatigue process continues. It is
seen that matrix micro-cracking is the most plausible damage mode in the first
stage of fatigue damage for angle-ply, quasi-isotropic and cross-ply laminates
[26]. Hence, the selected critical threshold in this thesis is the saturation of ma-
trix micro-cracks (together with its associated stiffness loss), which is a priori
unknown.

It is important to remark that the ERR term depends on model parameters
which are sequentially updated as new data arrive. Hence, the intersection-
points defining the thresholds dynamically shift their position until a conver-
gence stage. All these aspects will be covered using a numerical example in Chap-
ter 9.
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5.5 Model-based damage prognostics in composites
In this section, the PF-based prognostics framework presented in Section 4.5 is ex-
ploited for prognostics by just specializing the framework to the fatigue damage
modeling in composites.

5.5.1 Stochastic system embedding

Having defined the forward problem about fatigue damage propagation, the next
step is to develop a prediction methodology by integrating the damage propa-
gation modeling within the Bayesian filtering framework, whereby the simula-
tions and measurements are coupled to predict future damage states with quan-
tified uncertainty. To this end, a probability-based description of the deterministic
models previously described in Section 5.2 is firstly required. This procedure will
make extensive use of the concept of damage state, as a damage event predicted
at a certain time, as shown below.

5.5.2 Stochastic system modeling

Let us consider a generic damage progression model defined in state space form
using the following discrete state transition equation:

xn = f(xn�1, un,✓) + vn (5.7)

where f(xn�1, un,✓) : Rnx ⇥Rnu ⇥Rn✓ ! Rnx is a possibly nonlinear function of
the latent damage state xn that may depend on a set of n✓ model parameters ✓ 2
⇥ ⇢ Rn✓ along with a set of input parameters to the system un 2 Rnu . Here
vn 2 Rnx is a model-error term that represents the difference between the actual
system response xn and the model output f. It is assumed to be modeled as a zero-
mean Gaussian distribution, which is supported by the Principle of Maximum
Information Entropy (PMIE) 4 [161, 162]. It follows that the entire state transition
equation is also modeled as a Gaussian distribution, as:

p(xn|xn�1, un,✓) = ((2⇡)nx |⌃vn |)�
1
2 exp

✓

�1
2
(xn � x̃n)

T ⌃�1
vn (xn � x̃n)

◆

(5.8)

where x̃n = f(xn�1, un,✓) and ⌃vn 2 Rnx⇥nx is the covariance matrix of the model
error vn. Observe that the state transition equation defined in Equation 5.8, satis-
fies the Markov property [163], i.e., the process is conditional dependent on the

4It states that the probability model should be selected so as to produce the most uncertainty
(largest Shannon entropy) subject to parameterized constraints that we wish to impose. Any other
probability model would lead to an unjustified reduction of modeling uncertainty.
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past sequence only through the last state. Thus, the state transition equation de-
scribes a Markovian process of order one.

As discussed in Section 5.2, the progression of damage is studied in this thesis
by focusing on the matrix-cracks density ⇢n, and the normalized effective stiff-
ness Dn = E⇤x

Ex,0
, so that the following joint state transition equation of two com-

ponents f = [ f1, f2] is defined as follows:

x1n = ⇢n = f1(⇢n�1, un,✓)
| {z }

Eq. 5.3

+v1n (5.9a)

x2n = Dn = f2(⇢n, un,✓)
| {z }

Eq. 5.4

+v2n (5.9b)

where xn = [x1n , x2n ] 2 R2 is the system response at time n. Subscripts 1 and 2
correspond to the damage subsystems, namely, matrix-crack density and normal-
ized effective stiffness, respectively. The vector vn = [v1n , v2n ] 2 R2 corresponds
to the model error vector of the overall system.

A key concept here is the consideration of model errors v1n and v2n as stochas-
tically independent, even though the models corresponding to the damage sub-
systems, f1 and f2, are mathematically related, as shown in Section 5.2. It follows
that the covariance operator ⌃vn is a diagonal matrix, i.e. ⌃vn =

h

�2
v1,n

,�2
v2,n

i

I2,
where I2 is the identity matrix of order 2, and �v1,n and �v2,n the corresponding
standard deviation of the errors v1n and v2n , respectively. Therefore, the state
transition equation of the overall system can be readily expressed as a product of
univariate Gaussians, as5:

p(xn|xn�1,✓) = p(Dn|⇢n,✓)p(⇢n|⇢n�1,✓) (5.10)

where

p(⇢n|⇢n�1,✓) =
1p

2⇡�v1,n

exp

 

� (⇢n � f1(⇢n�1,✓))2

2�2
v1,n

!

(5.11a)

p(Dn|⇢n,✓) =
1p

2⇡�v2,n

exp

 

� (Dn � f2(⇢n,✓))2

2�2
v2,n

!

(5.11b)

Let us now suppose that the system response can be measured during oper-
ation and that, at a certain fatigue cycle n, the measured system response can be

5For simpler notation the conditioning on the model input un is dropped from Eq. (5.9).
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studied through a function of the latent state xn, as follows:

yn = xn + wn (5.12)

where yn = [y1n , y2n ] ⌘
⇥

⇢̂n, D̂n
⇤ 2 R2 are the measurements for both, ma-

trix micro-cracks density and normalized effective stiffness respectively, and
wn = [w1n , w2n ] 2 R2 is the vector of measurement errors. As stated before,
we use the PMIE to choose wn to be distributed as zero mean Gaussian PDF with
covariance matrix ⌃wn . Thus, the measurement equation defined in Equation 5.12
can be expressed in probabilistic terms as:

p(yn|xn,✓) =
⇣

(2⇡)2|⌃wn |
⌘� 1

2 exp
✓

�1
2
(yn � xn)

T ⌃�1
wn (yn � xn)

◆

(5.13)

Since the measurements of each subsystem (micro-cracks and stiffness loss) are
considered as stochastically independent, then ⌃wn =

h

�2
w1,n

,�2
w2,n

i

I2. Here �w1,n

and �w2,n are the standard deviation of the corresponding measurement errors
w1n and w2n , respectively. Thus, the measurement equation defined in Equa-
tion 5.12 can be readily expressed as:

p(yn|xn,✓) = p(⇢̂n|⇢n)p(D̂n|Dn) (5.14)

where

p(⇢̂n|⇢n) =
1p

2⇡�w1,n

exp

 

� (⇢̂n � ⇢n)
2

2�2
w1,n

!

(5.15a)

p(D̂n|Dn) =
1p

2⇡�w2,n

exp

 

� (D̂n � Dn)2

2�2
w2,n

!

(5.15b)

The PDF of the initial damage state x0 together with the PDFs for the state transi-
tion equation and the measurement equation, defined in Equations 5.10 and 5.14,
provide a complete statistical description of the overall system and play a major
role in the filtering-based prognostics methodology explained below.

In the last equations the model parameters ✓ are selected among the com-
plete set of mechanical and geometrical parameters describing Equations 5.2
to 5.6 through a Global Sensitivity Analysis based on variances and follow-
ing the methodology proposed by Saltelli [164]. The ply properties {E1, E2, t}
along with the fitting constant {↵} emerged as sensitive parameters to model
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output uncertainty [113]. To the last cited selection is added the variances of
the model error function vn since they are uncertain a priori, resulting in ✓ =

{↵, E1, E2, t,�v1,n ,�v2,n} 2 R6. The rest of parameters are fixed at any point within
their range of variation, (e.g. the mean value) without significantly influencing
the output uncertainty. The probabilistic information of parameters are given in
Chapter 9 in the context of a numerical example.

5.5.3 Particle filters for RUL and EOL estimations in composites

In this section, the PF procedure is specialized for the state-space model previ-
ously defined in last section for the study of fatigue prognosis in composites. As
already mentioned, data y0:n are compounded by simultaneous measurements of
both, micro-cracks density ⇢̂n and normalized effective stiffness D̂n. Thus, by sub-
stituting the Equation 5.14 into 4.43, the formula for updating the particle weights
leads to the next expression:

!
(i)
n / !(i)

n�1 p(⇢̂n|⇢(i)n )p(D̂n|D(i)
n ) (5.16)

Observe that when data are available over a set of non-regularly scheduled cy-
cles {n, n + k, . . . , n + `} 2 N, with ` > k + 1, k > 1, samples from the state
transition equation p(zn+1|zn) cannot be directly drawn. This is due to the ”one-
step” description of the matrix-cracks evolution model, as is defined in Equa-
tion 5.9a. To overcome this drawback, which is usual in fatigue testing, the Total
Probability Theorem can be applied to bridge the missing path of damage states
between two non-subsequent measurements. For example, for general cycles n
and n + `, with ` 2 N > 1, the PDF p(zn+`|zn) for the `-step-ahead states distribu-
tion can be obtained as:

p (zn+`|zn) =
Z

Z
p
�

zn+`|zn+1:n+`�1, zn
�

p
�

zn+1:n+`�1|zn
�

dzn+1:n+`�1 (5.17)

where zn+1:n+`�1 = {zn+1, zn+2, . . . , zn+`�1} 2 Z is the sequence of ”missing”
states between the measuring times n and n + `. Making use of the Markov prop-
erty of state transition equation, Equation 5.18 can be rewritten as:

p (zn+`|zn) =
Z

Z

n+`

’
t=n+1

p(zt|zt�1)dzn+1:n+`�1 (5.18)

To numerically solve this multi-dimensional integral, a sample approximation
can be readily obtained by conditional sampling, using recursively the ”one-step”
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transition equation defined in 5.10, i.e.: first sample z̃(i)n+1 using the aforemen-

tioned one-step transition equation conditional on the initial state zn, i.e., z̃(i)n+1 ⇠
p(zn+1|zn); then sample the succeeding state conditional on the previous sam-
ple, i.e., z̃(i)n+2 ⇠ p(·|z(i)n+1); finally, repeat the same process until the target time
n+ ` is reached. For the filtering of the damage states, Algorithm 3 can be used by
just employing Equations 5.10 and 5.10 as transition equations, and Equation 5.16
for particle updating. The artificial dynamics of model parameters p(✓n|✓n�1) is
carried-out by using the method proposed by M. Daigle and K. Goebel in [94],
whose details of implementation and scaling constants are specified in Section
9.1 in the context of the experimental example. Using the most-up-to date in-
formation of damage state from the PF algorithm, multi-step ahead predictions
can be obtained by evaluating recursively the state transition equation as states in
Equation 4.44. EOL and RUL estimates can be readily computed using Algorithm
4.

Figure 5.3 provides a schematic description of the stochastic embedding of
the Modified Pari’s law along with then connection with the rest of the PF-based
prognostics framework until RUL and EOL calculation.
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6
Prognostics of reliability: reliability

assessment along lifespan

In addition to predict the remaining useful life of a component or sub-system,
it is also of much interest to obtain the probability of the system to fulfill the
design requirements in the future. Reliability emerges as a suitable unified indi-
cator for prognostics since it encapsulates information of the system health state
within a probabilistic formulation. In this chapter, a reliability-based prognostics
framework is presented. The key contribution is the estimation of the RUL as a
by-product from the prediction of the time-dependent reliability at future times.

As a previous step before to proceed with the proposed reliability-based prog-
nostics framework, a selective review of the reliability literature of composites is
provided in the introductory section of this chapter. The content of this review
has been partially covered in a publication by the author in 2012 [34], henceforth
those references up to [34] are reviewed in this thesis. Following the structure of
contents of this thesis, the basis of reliability methods are presented and refer-
enced in Chapter 4.
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6.1 Up-to-date review of reliability assessment in composites
As a response to the rampant increase in research activity within reliability in
the past few decades, and to the lack of a conclusive framework for composite
applications, this section attempts to identify the most relevant reliability topics
to composite materials and provide a selective review.

Variability in the performance of composite materials arises mainly from the
variability in constituent properties, fiber distribution, structural geometry, load-
ing conditions and also manufacturing process. As an orthotropic material, this
variability may lead to a catastrophic failure mainly when inaccuracy arises in
loading direction or fiber orientation, while the traditional approach of safety
factors could result in a costly and unnecessary conservatism [166], which is a
serious drawback for making composites competitive and sustainable.

In the recent decades, a large number of articles have been reported to cover
probabilistic failure and reliability in composites. The first contributions were
in the form of probabilistic strength over aircraft applications [87, 167]. Shortly
later, the �-index method (recall Section 4.3) [70] was applied to laminated plates
[168]. Wetherhold et al. [169] evaluated reliability methods used in composites
through an example and Soares [77] made an overview and gave a perspective
about deriving reliability from ply to laminate level.

However, due to the inherent variability in the material behavior, reliability
in composites requires that several decisions are adopted. The reasons for that
are multiple: 1) there are a wide range of possibles failure functions to adopt,
2) numerous influencing random variables need being incorporated, 3) several
reliability methods arise and 4) there are different ways to consider reliability for
a laminate, as shown in Figure 6.1.
According to Soares [77], several results have been reported, but unfortunately, a
lack of consensual framework is observed from the literature for the use of meth-
ods, failure criteria, statistical description of mechanical variables, and even for
conclusions. These, together with new trends to confer efficiency in reliability cal-
culations, require the need for a thorough and up-to-date review of the literature
in this area.

As a first step to provide a basis for a discussion about this claim, the present
chapter reviews some fundamental concepts of reliability from an orthotropic
material perspective. This work highlights the results where connections between
reliability and failure criteria in composites are most striking. It also gives a con-
cise background of reliability methods for applications in composite materials
(since the more general methods for reliability are presented in Section 4.3), and
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Figure 6.1: Schematic representation of a reliability problem in composites.

identifies results which evaluate the influence of such variability in the method-
ology.

In Table 6.1, additional information related to the decision topics is provided,
that aims at helping the reader to derive a perspectival view for the reliability
assessment in composites. The review work presented here focuses on reliability
procedures and avoids transverse areas where reliability in composites is used as
a methodological tool, like reliability based design and safety factor calibration. A
review and discussion about these topics have been covered in [34].

6.1.1 Concept of failure.

Failure criteria used in probabilistic analysis are the same as that used in a deter-
ministic approach, so the accuracy of reliability analysis is critically dependent
on an appropriate criterion for the study conditions. A comprehensive review of
failure theories at the ply level is given by Orifici et al. [170], where a classification
for failure theories is proposed according to whether they are based on strength
or fracture mechanics theories, whether they model failure in a general sense or
are specific to a particular failure mode and whether they focus on in-plane or
inter-laminar failure. Following this classification, the in-plane general strength
failure criteria ranges almost all the literature in reliability, although important
contributions have also been derived in reliability in composites based on other
LSFs like damage based criteria [82], crack initiation over pipe surfaces [171, 172],
buckling failure [166, 173], among others.
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In relation to the scale level, although recent advances in multi-scale failure
have been reported [174, 175], the body of reliability literature takes a mesoscale
or macroscopic approach1 to the failure as the phenomenological model to ana-
lytically describe the reliability of composites. An interesting approach, which
seems to be a first step to multiscale reliability evaluation of composites, has
been recently reported by [176]. In this study, a microscale and macroscale evalu-
ations of the Tsai-Hill LSF are critically compared within a reliability framework
showing good agreement and concluded that reliability analysis starting from mi-
croscale would help benchmarking corresponding macroscale analyses. In the re-
liability literature, due to the complexity of the failure concept, a step-by-step ap-
proximation to the subject is observed, from uniaxial tension reliability [87, 177]
to a more general multiaxial case in recent years. In the latter multiaxial case,
two main approaches have been proposed: the interactive and non-interactive,
depending on the stress working or not collectively towards the failure of the
element [78].

The non-interactive case considers reliability at each stress direction indepen-
dently [78] or exclusively the most stressed direction [178, 179], in conjunction
to Max Stress, Max Strain or Max Work criteria as LSF. This approach has not
been extensively used in reliability due to its well-known insecure position for
certain stress combinations [43]. Among the interactive failure criteria, quadratic
failure criteria, are mostly used in reliability analysis mainly because the mature
knowledge that has been achieved in considering quadratic functions as LSF for
composites [72]. These criteria take into account the interactions between differ-
ent stress components. The LSF for the quadratic failure criteria in the component
orientation for one ply is expressed by:

g(z) =
�

Fi j�i� j + Fi�i
�� 1 = 0 (6.1)

so that failure is represented when g(z) > 0. In the last equation, Fi j = Fi j(z),
Fi = Fi(z) are the strength parameters, �i = �i(z) are the stresses in the tensor
component i, with i, j = 1, 2, 6 being the tensor components [43]; and z is the
vector of random variables/parameters. Particularly, the quadratic Tsai’s crite-
rion has been fairly used in the literature motivated by being one of the existing
mature theories today [180–182]. The main contributions in reliability have used
the Tsai’s criterion, although not exclusively, as shown in Table 6.1.

1Mesoscale is related to the ply level whereas macroscale refers to the full laminate level.
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Under such variability of failure criteria to define the LSF, certain authors
[79, 81, 84, 169, 178] declined to prove with several possibles and compare to
benchmark data when available. In [183] a quantitative trade-off for six different
failure criteria was carried out from the viewpoint of reliability-oriented design of
composite materials. This work yielded an important conclusion about the need
to verify the criterion suitability under specific load combinations, which also
agrees with Lin [83].

6.1.2 Analytical approaches for reliability in composites

In order to confer more simplicity in reliability calculations, some specialized an-
alytical approaches have appeared for composites applications. Few of them have
demonstrated good agreement in their range of application as compared to the
standard MC method, taken as reference.

Edgeworth expansion method (EDW) and Pearson’s empirical distribution (PRS)

In [184], two analytical approaches, namely, functional expansion technique and
the introduction of Pearson’s semi-empirical distribution function, were devel-
oped for the case of plane (2D) stress. Strength parameters were considered as
random variables, each following a Weibull distribution. The purpose of these
two analytical approaches was to determine the CDF of the failure condition
g(z) > 0 denoted by F(g), whereby the failure probability Pf can be obtained.

The EDW, which was previously introduced for off-axis composites for the
case of uniaxial tension [185, 186], was used to predict the cumulative probability
of complex systems in terms of individual component moments [187]. The failure
function in Equation 6.1 was expanded in a multivariable Taylor series in terms
of central moments of the random variable g(z). This is given by:

F(g) = �(g)� 1
3!

µ3

µ
3/2
2

�3(g) +
1
4!

µ4

µ2
2
�4(g) +

10
6!

µ3

µ
3/2
2

�6(g) + . . . (6.2)

where µk are the central k-moments of the LSF g(z) and �n(g) is the nth derivate
of the normal CDF �(g). This method was further developed for the case of a
laminate in a plane stress state considering the strength properties as stochas-
tic variables [188], and more recently [86] by considering the elastic and thermal
properties as random too. In the latter work, it was demonstrated over wind tur-
bine blades application, that the stochastic nature of the material elastic proper-
ties drastically influences the failure locus, whereas, on the contrary, the influence
of the material thermal properties is minimal within the temperature range met
during operation of wind turbine rotor blades.
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In PRS method the unknown CDF of the LSF is alternatively fitted by empir-
ical statistical distributions once the central moments of g(z) are calculated. The
work by T.P. Philippidis et al. [184] provides several comparisons between analyt-
ical EDW, PRS, and MC method by considering different fiber angle and assump-
tions for the failure criteria. The results obtained with the analytical approaches
were shown to be in excellent agreement with the MC method.

Generalization of LSF

Another relevant result in analytical methods for reliability in composites was
proposed by Gurvich et al. [189]. This approach considers the LSF in the form
of a random linear function of products of applied random stresses, in stead of
the traditional consideration of the LSF as a random non-linear function of the
stresses (see Equation 6.1). This approach allows us to obtain exact evaluation
of the main statistical parameters (moments) of the LSF considered as a random
function.

The possibility of considering all possible correlations between random vari-
ables is an important advantage of this method [189]. This analytical method
only requires the adoption of any of the parametric distributions for the LSF
g(z): Gaussian, Weibull, Gamma Function, etc. In all of the remaining methods
cited above, reliability calculation requires an assumption regarding the type of
the distributions for strength and/or stress, i.e., for z, whereas Gurvich’s method
requires those in the type of distribution g(z). An interesting discussion between
this analytical method in relation to the others is done at the end of Gurvich’s
work.

6.1.3 Recent numerical methods

In the specialized literature, there are a branch of methods for the evaluation of
the probability integral in Equation 4.22 (others than the analytical approaches
previously presented in Section 4.3), which are specially well-suited for compos-
ites. These are reviewed in the following paragraphs.

In a numerical scheme, particularly in the context of finite element modeling,
the stochastic finite element modeling (SFEM) are receiving special attention for
reliability, due to the significant advances in the available computational power
nowadays [190]. SFEM involves finite elements whose properties are random so
that response statistics can be generated from each node [191, 192].

There are three main variants of SFEM in the literature: a) the perturbation
approach [193], which is based on a Taylor series expansion of the response vec-
tor; b) the spectral stochastic finite element method (SSFEM) [194], where each
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response quantity is represented using a series of random Hermite polynomials;
and c) Monte Carlo-SFEM [195–197], based on independent sampling of the re-
sponse vector. In composites, Lin [83] used the stochastic finite element method
(SFEM) to evaluate the reliability of angle-ply laminates with different types of
buckling failure modes subjected to in-plane edge random loads. The results
were compared with experimental FPF load data of centrally loaded compos-
ite plates with different lamination arrangements to study the accuracy of the
method. Onkar et al. [84] used SFEM (perturbation approach) to generate statis-
tics for the failure using Tsai-Wu and Hoffman as failure criterion in laminate
plates with random material properties and random loads. In this case, the re-
sults were compared with analytical solutions. Ngah et al. [165] demonstrated an
application of SSFEM in a composite panel subjected to random loads and con-
stitutive properties. A comparative study of accuracy and computational effort
of SSFEM versus MC method was presented. Recently, Noh et al. [198, 199] pro-
pose a formulation of SFEM based on perturbation techniques to determine the
response variability in laminate composite plates considering the randomness of
material parameters and different correlation states between them. In a more re-
cent work by Noh [200], the SFEM formulation is derived by accounting the spa-
tial randomness of Poisson’s ratio for laminated composite plates. Both works,
and particularly this latter proposal, confer efficient ways to obtain the response
variability whereby to derive the probabilistic failure of composites.

6.1.4 Comparative review between reliability methods

Due to the wide range of reliability approaches and the lack of results coincidence
when they are applied to composites, several authors have declined to contrast
different well-accepted reliability methods to a specific composite application or
to check one proposed method to failure data. The examples encountered in lit-
erature typically use at least MC method as reference.

In [75], the FPI methods and MC method was presented, and a comparison
between them was done considering both Tsai-Wu and Tsai-Hill as failure cri-
teria in different loading levels and ply angles. A sensitivity study was done to
evaluate the influence of each stochastic variable in the reliability calculation. The
comparisons were performed over three main fields: accuracy, conservatism and
computational speed. For accuracy, FPI was observed to derive satisfactory accu-
racy in cases of low stresses and moderate fiber angle (it is pointed out the interval
30� � 40�), when preferably using Tsai-Wu as failure criteria. In extremely low or
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high orientation angles, near 0� and 90�, planar FPI were seem to be quite accu-
rate. When studied the conservatism, the report concluded the need to consider
the curvature in the MPP. Particularly, for planar FPI, independently of the ac-
curacy, the conservatism would be depend upon whether the curvature is safe or
unsafe. When considering computational speed, this work does not give substan-
tial conclusions as compared to others like [85] cited in section 6.1.5. However,
an interesting result about computational cost as compared to MC method was
implicitly derived through reduction of variables to be sampled using IS by a sen-
sitivity analyses, by the fact that depending on each specific case, the bulk of the
reliability value depends upon several localized stochastic variables. That conclu-
sion was later explicitly highlighted by Sciuva et al. [166], who compared FORM
methods with MC method and explicitly pointed out for sensitivity analysis as
an efficient method to reduce the stochastic variables to be sampled in MC with-
out significant loss of accuracy. In this work, a laminated composite plate loaded
by compressive distributed forces acting in its mid-plane was studied, with the
LSF defined analytically for buckling loads. The results showed acceptable level
of accuracy when FORM methods were used in this specific case, in which the
buckling LSF fits well to linear.

In [83], three different methods, MC method, FORM and first-order second
moment method were used to calculate the reliability and compared to experi-
mental first-ply-failure data of centrally loaded laminated composite plates with
different lay-ups. The LSF and baseline for load values, were also took as vari-
ables for comparison. As conclusion, this work also pointed out to FORM to-
gether with Tsai-Wu for obtaining reasonably good results. However according
to Wetherholdet al. [169], this conclusion may be erroneous with different ten-
sional ranges and fiber orientations than those used for the study.

In [86], the EDW previously introduced by Philippidis [184] was compared
against MC and FORM using Tsai-Hahn as failure function concluding that the
EDW estimation overrate the structural load carrying capacity of the laminated
plate. More recently, Lopez et al. [201] perform a critical comparison between full
characterization method (such as the polynomial chaos expansion) and FORM
for laminated composite plates, using MC as reference method. The comparative
exercise was carried out in terms of accuracy, convergence and computational
cost, using the maximum stress and Tsai-Wu as failure criteria. The results show
that the full characterization method gets similar, if not better results than MC
when considering the computational cost, and outperforms FORM in terms of
convergence irrespective the failure criterion chosen for the study.
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6.1.5 Overview of recent computational techniques

The structural integrity analysis of composite laminates (and even more compos-
ite structures) based on probabilistic concepts is a time consuming process unless
FPI methods were employed, and the problem can be exacerbated by the conver-
gence difficulties associated to the non-linearity LSF. Other methods employing
simulation procedures, such as MC or IS, may have a prohibitive computational
cost in large structural systems even if the structural evaluation is accelerated by
a vectorized manner, by techniques such as Neumann series expansion [192, 202],
or by reducing the stochastic variables to be sampled through sensitivity analysis,
as previously mentioned [166, 169].

In the literature, there have been advised two efficient ways to reduce the
computational cost: a) by using new efficient algorithms for reliability and b)
by reducing the effort of evaluation the LSF. In the former, new reliability algo-
rithms have proved to save great amount of time of computation. Special atten-
tion require Subset Simulation method [62, 203] which confers large efficiency
as compared to the standard MC, overall for small failure probabilities and high
dimension problems. The 2SMART algorithm by Hurtado [204] uses a similar
idea as in SS, i.e., the final failure probability is obtained as a product of higher
conditional probabilities, although 2SMART algorithm hinges on the use of sup-
port vector machines [205] for classifying training points for producing the sub-
sets. Both algorithms appear integrated on a OpenSees computational platform
called FERUM, as acronym of Finite Element Reliability using Matlab® [206],
which is a highly versatile reliability tool for practitioners. Unfortunately, these
algorithms have not been sufficiently exploited in composites, precisely where
these approaches may have significant impact since failure probabilities involved
are very small due to restrictive fabrication standards.

In relation to the second approaches (b), the Response Surface Method (RSM),
and more recently, Artificial Neuronal Networks (ANN), have also emerged as
feasible alternatives. Heuristic algorithms like Genetic Algorithms [207] or Parti-
cle Swarm Optimization algorithms [208] are also fully employed nowadays in
reliability, although they require higher computational resources. However, they
are noticeably impacting in those cases of existence of multiple design points
MPP in the LSF, especially when linking reliability and optimal design of com-
posites (e.g. [209–215]). This topic is out of the scope of this thesis.
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Response surface methods

In RSM, the LSF is substituted or sampled to improve the computational ef-
fort. The principle consists in the substitution of the actual LSF by approximate
simple functions or sampled data, at the neighborhood of the design points where
their contribution to the total failure probability is more important [216]. As a
consequence, the computational cost is reduced with respect to the cost required
when the full LSF is used or when it is necessary to evaluate the LSF by FEM
runs.

When the LSF is substituted by simple functions, generally by explicit poly-
nomial expressions, the method is called Polynomial-based Response Surface
Method or simply RSM. Those methods that employ LSF approximation using
training sampling data are called ANN-based response surface methods [179].

Polynomial based response surface. In the original conceptual form of the Response
Surface technique, polynomials are used to approximate real LSF. Henceforth, an
important requirement for the LSF is to be smooth around the area of interest. In
order to obtain the RSM approximation, some regression analysis (for instance
the least square method) may be required. As states in [202], one of the key factors
resides in to effectively adjust the polynomials to the LSF by using fitting tech-
niques such as a) the central composite design [217, 218] b) the fractional factorial
design [219], c) the random design, d) the partially balanced incomplete box de-
sign [220] and e) Bucher and Bourgund’s [221] proposal. In composites, Chen et
al. [173] derived the longitudinal ultimate compressive strength of a composite
stiffened ship’s hull by a polynomial type with quadratic terms for RSM. The re-
liability analysis was carried out by FORM. In the same way, but in an effort to
confer computational efficiency in a reliability-based design optimization prob-
lem, Young et al. [222] have recently proposed the polynomial RSM by regression
analysis in a complex LSF considering fluid interaction of a Hexcel (IM7-8552)
CFRP marine propeller. A FORM was also used to evaluate the influence of un-
certainties in material and load parameters and thus to optimize the design pa-
rameters, obtaining in this case high accuracy contrasted to MC method. More
recently, in [223] different types of polynomials were examined for RSM which
was further used for reliability assessment of a composite stiffness panel.

ANN based response surface. As described in previous sections, when reliabil-
ity analysis is applied to complicated structural systems, the response needs to
be calculated by sophisticated numerical methods. In those cases, sampling the
LSF by a trained ANN in substitution of MC or direct FEA sampling points, is
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achieved conferring large efficiency [224]. ANN-based response surface emerges
in reliability applications to solve the main limitation of polynomial-based re-
sponse surface methods about the need to increase the number of deterministic
analysis when the number of random variables is high, thus making them no as
efficient as desirable [179]. Several authors have compared between both meth-
ods, showing that the ANN-based response surface method is more efficient than
polynomial-based response surface method [202].

ANN are computational models based in parallel distributed processing with
interesting properties such as the ability to learn, to generalize, to classify and to
organize data. There are two main models developed for different specific com-
putational tasks: a) those with a supervised training and b) networks without a
supervised training. Networks may be also divided in feed forward, feedback
architectures and a combination of both architectures. In reliability, Perceptron
Multilayer Neural Networks and Neural Networks with Radial Basis Functions
are mostly used. Both types of Networks have a supervised training, feed for-
ward architecture and are universal tools for function approximation. To avoid
duplication in the literature, a concise introduction of ANN for reliability by El-
hewy et al. [179] is recommended. More details about different aspects of Neural
Networks are given in [225].

In composites, ANNs are used in a wide range of applications like dynamic
mechanical properties, processing optimization, numerical modeling, damage
detection, delamination, among others [223, 226–229]. However, few works are
encountered in reliability applications for composites, precisely where the com-
putational efficiency of using ANNs can be fully amortized. More recently,
Lopes et al. [85] use ANN to generate sample data for the LSF (Tsai-Wu) in stead
of FEA, by which high computational efficiency is demonstrated, particularly
for low failure probability values regardless the method employed for reliability
evaluation. Two different ANNs were used for comparison: the Multilayer Per-
ceptron Network and the Radial Basis Network. The results demonstrated that
only 0.02% of CPU time is required for reliability calculation employing an ANN
with high accuracy, using MC with samples from FEM as reference.

Excerpts from the reliability review.

Numerous studies have been conducted on the reliability of composite materials,
the majority of them by focusing on static, i.e. non-progressive, loading con-
ditions. The inherent statistical scatter in the material properties together with
their complex mechanical performance, make reliability in composites a matter
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of decisions, overall in regard to the adoption of the failure function. When large
number of variables are involved in the mechanical description of composites,
as compared to traditional materials, sensitivity analysis related to input param-
eters becomes a necessary exercise to reduce the dimensionality of the problem
without significantly compromising on calculation performance (precision and
accuracy of reliability calculation). Particularly important is the influence of fiber
orientation as well as the stiffness parameters as recent results demonstrate.

It has been also shown that large composite structures require efficient tech-
niques for reliability computation. Recent studies have proved Artificial Neu-
ronal Networks (ANNs) as an advantageous technique. Genetic Algorithms (GA)
are also relevant tools for those cases, where reliability is inside on a complex
design optimization problem. New reliability algorithms available on OpenSees
computation platforms like FERUM, should also be explored in composite reli-
ability. These new algorithms together with ANNs for LSF evaluation, is a sug-
gestion that may drastically reduce the computational cost for large composite
structures systems and pro- vide sufficient accuracy for small probabilities cases.

Through this up-to-date review presented in this section, it has been settled
that very few works report about the progressive failure of composite laminates
and its relationship with reliability calculation. Such a framework would help to
derive a reliability formulation over the lifetime of composites.

In the next sections of this chapter, a novel approach to confer time-dependent
reliability in composites under fatigue damage conditions is proposed. It is con-
sidered that a laminated composite panel has reached its failure point when any
of its plies (upper-bound reliability formulation, recall the formulation in Sec-
tion 4.3.2) is degraded by micro-cracks up to a certain threshold level and/or
when the whole laminate stiffness has degraded up to a certain level. It is shown
that the predicted reliability also serves to straightforwardly derive the CDF of
the RUL, which is obtained as a by-product.
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6.2 Long-term reliability assessment of composites
When the states of the system under study are time-dependent, then the temporal
dimension is subsequently inherited to the reliability leading to the concept of
time-dependent reliability. In this context, it is possible to obtain the formulation
for the `-step ahead prediction of reliability conditional on the most up-to date
information of the system at time n, which is denoted here as Rn+`|n.

This section presents a reliability-based prognostics framework whereby the
RUL is obtained as a probability from the predicted long-term reliability (as a
particular case of time-dependent reliability), which is particularly useful for
damage prognostics in composites where several degradation modes may co-
exist, since reliability encapsulates information about the overall system perfor-
mance as an unified indicator. The proposed reliability-based approach, which
has been recently adopted in [7, 236], is specialized in this thesis for prognos-
tics using PF. The multi-scale physics-based prognostics framework presented in
Chapter 5, is adopted to sequentially predict the propagation of damage consid-
ering both matrix-cracks density and effective longitudinal Young’s modulus as
damage variables. Particle filters are employed to sequentially estimate the joint
PDF for damage states and model parameters by fusing probability-based infor-
mation from both, SHM data and damage models. Every time new data are col-
lected, the particles are updated and further propagated forward in time whereby
the time-dependent reliability is predicted. The long-term reliability is thus es-
timated as the sum of the normalized weights of the predicted particles that lie
within a predefined useful domain at a particular time. As a by-product of the
long-term reliability, an estimate of RUL of the composite laminate is obtained.

6.2.1 Formulation of long-term reliability

Recall that it is adopted the concept of useful domain U ⇢ Z to denote the non-
empty subset of ”authorized” states of our system, and complementary, the failure
domain Ū = Z \U as the subset of states that do not fulfill the design requirements
even though the system could still work, i.e., the composite laminate might have
not broken yet.

Next, for obtaining the long-term reliability of the system, it is necessary to
evaluate the probability of the states to belong to the useful domain at general
cycle n + ` using the most up-to-date information of the system at cycle n. In
mathematical terms, it can be expressed as:

Rn+`|n ⌘ P(zn+` 2 U|y0:n) =
Z

U
p(zn+`|y0:n)dzn+` (6.3)
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where p(zn+`|y0:n) is the `�step ahead predictive PDF of the system, as defined
in Equation 4.4.3. Since the event {zn+` 2 U} is the complementary of {zn+` 2
Ū}, then P(zn+` 2 U|y0:n) = 1 � P(zn+` 2 Ū |y0:n) so that the `�step ahead
reliability can also be obtained as:

Rn+`|n = 1�
Z

Z
I(Ū )(zn+`)p(zn+`|y0:n)dzn+` (6.4)

In the last equation, I(Ū )(z) is a threshold function that maps a given point in the
joint state-parameter space Z to the Boolean domain Z ! [0, 1] as follows:

I(Ū )(z) =

8

<

:

1, if z 2 Ū
0, if z 2 U

(6.5)

By replacing p(zn+`|y0:n) by its approximation given by Equation 4.45, an ap-
proximation of the last multidimensional integral can be obtained as:

Rn+`|n ⇡ 1�
Z

Z
I(Ū )(zn+`)

"

N

Â
i=1
!

(i)
n �(zn+` � z(i)n+`)

#

dzn+`

= 1�
N

Â
i=1
!

(i)
n I(Ū )(z

(i)
n+`)

(6.6)

Note that, as a particular case of the long-term reliability, the updated estimation
of reliability can be obtained at time n when a new measurement is available as:

Rn|n = 1�
N

Â
i=1
!

(i)
n I(Ū )(z

(i)
n ) (6.7)

where {zn,!n}N
i=1 is the PF approximation of the updated PDF p(zn|y0:n), as

shown in Equation 6.3.

6.2.2 Computation of RUL based on long-term reliability

In this section, the connection between RUL and long-term reliability is ex-
plored. Recall that the remaining useful life of an engineering component/system
is the minimum time ` when the predicted state is expected to lie within the fail-
ure domain Ū . In mathematical terms:

RULn = inf{` 2 N : zn+` 2 Ū} (6.8)
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In the context of the fatigue problem investigated in this thesis, the RULn cor-
responds to the minimum amount of prospective fatigue cycles starting from n,
such that the damage (matrix-cracks and stiffness loss) goes beyond a predefined
set of thresholds.

In prognostics, RULn is typically expressed as a conditional probability de-
noted by P(RULn = `|y0:n). Note that, based on the definition provided in
Equation 6.8, P(RULn = `|y0:n) is intuitively equivalent to the probability
P(zn+` 2 Ū |y0:n). In the literature, recent works have reported about such cor-
respondence between probabilities [7, 236], basically accepting that P(RULn =

`|y0:n) ⇡ P(zn+` 2 Ū |y0:n) except for exhaustively monotonic latent processes
where the equality holds. However, further insight is required to explore the
underlined conditions behind such correspondence for a general latent process,
i.e., not necessarily monotonic. In the next section, the equivalence between
P(RULn = `|y0:n) and P(zn+` 2 Ū |y0:n) is derived and examined under the
axioms of Probability Logic.

6.2.3 Derivation of RUL as a probability using Probability Logic

In probability logic, P(b|a) is interpreted as the degree of plausibility of proposi-
tion b based on the information in proposition a [128]; in other words, given the
proposition a, then the proposition b holds with probability P(b|a). Four axioms
are defined in probability logic:

P(b|a) > 0 (6.9a)

P(b|a) + P(⇠ b|a) = 1 (6.9b)

P(b|a&b) = 1 (6.9c)

P(c&b|a) = P(c|b&a)P(a|b) (6.9d)

From these axioms, a number of properties can be derived. The first is that
P(b|a) 6 1, which can be readily derived from axioms (6.9a) and (6.9b). Now,
suppose that the proposition a represents the data y0:n, b represents [RULn = `]

and c represents
⇥

zn+` 2 Ū ⇤. It is clear that the proposition [RULn = `] implies
the proposition

⇥

zn+` 2 Ū ⇤, i.e. b =) c. Under the last postulate, the following
inequality holds P(b|a&(b =) c)) 6 P(c|a&(b =) c)), which can be demon-
strated using the axioms of Probability Logic as follows, where for the sake of
clearness, the event a&(b =) c) is grouped under d:
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P(b|d&c)P(c|d) = P(c&b|d)
| {z }

(6.9d)

= P(b&(b =) c)|d)

= P(b|(b =) c)&d)P((b =) c)|d)
| {z }

(6.9d),(6.9c)

= P(b|d)
(6.10)

In the last equation the equivalence b&c ⌘ b&(b =) c) is used in the last
step. Given that P(b|d&c) 6 1, Equation 6.10 implies that P(b|d) 6 P(c|d), thus
the inequality

P(b|a&(b =) c)) 6 P(c|a&(b =) c)) (6.11)

is formally demonstrated. Next, let the proposition e represents (b =) c) and
let us multiply Eq. 6.11 by P(e|a):

P(b|a&e)P(e|a) 6 P(c|a&e)P(e|a) (6.12)

Based on axiom 6.9d, Equation 6.12 can be re-rewritten as:

P(b&e|a) 6 P(c&e|a) (6.13)

and equivalently as:

P(b&(b =) c)|a) 6 P(c&(b =) c)|a) (6.14)

By the same reason that P(b&(b =) c)|d) = P(b|d) in Equation 6.10, it can be
easily accepted that P(b&(b =) c)|a) = P(b|a) in Equation 6.14. Observe also
that the event c&(b =) c) is equivalent to c, thus P(c&(b =) c)|a) = P(c|a),
which finally leads to P(b|a) 6 P(c|a), and equivalently P(RULn = `|y0:n) 6
P(zn+` 2 Ū |y0:n), as we wanted to demonstrate. The last statement means that,
in general, the event [RULn = `] occurs with less or equal probability to the event
⇥

zn+` 2 Ū ⇤. In other words, ` 2 N might be an upper bound value for RULn when
it is derived by focusing on the event

⇥

zn+` 2 Ū ⇤ for a general case.
In the case of exhaustively monotonic damage processes, [RULn = `]

() ⇥

zn+` 2 Ū ⇤, i.e.: b () c. Then, the following property holds:
P (b|a&(b () c)) = P (c|a&(b () c)), which can be readily demonstrated
from Equations 6.10 to 6.11 by just considering that P(b|d&c) = 1. The rest of
steps from Equation 6.11 also apply here by considering identities instead of in-
equalities and also by considering that e in this case represents the event b () c,
which finally lead to P(RULn = `|y0:n) = P(zn+` 2 Ū |y0:n).
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Notice that, by the reason given above, the implication b () c also applies
when considering the event [RULn 6 `] instead of [RULn = `], so that the equal-
ity P(RULn 6 `|y0:n) = P(zn+` 2 Ū |y0:n) always holds irrespective to whether
the process is monotonic or not.

6.2.4 Prognostics based on long-term reliability

The reasoning given above allows us to establish a rational connection between
the RULn as a probability, and the time-dependent reliability, provided that
events

⇥

zn+` 2 Ū ⇤ and [RULn 6 `] occur with the same probability, i.e., zn+` 2
Ū () RULn 6 `; hence the following identities hold:

FRULn(`� n) ⌘ P(RULn 6 `|y0:n) = P(zn+` 2 Ū |y0:n)

= 1� P(zn+` 2 U|y0:n)

= 1� Rn+`|n

(6.15)

which makes use of the definition of long-term reliability given by Equation
6.3. In the last equation, FRULn denotes the CDF of random variable ` � n 2 N
defined for the RUL estimate. The last equation means in other words that the
CDF of RUL at time of prediction n equals the threshold exceedance probability.

Next, the probability P(RULn 6 `|y0:n) can be approximated using Equation
6.6 as:

P(RULn 6 `|y0:n) ⇡
N

Â
i=1
!

(i)
n I(Ū )(z

(i)
n+`) (6.16)

In Figure 6.3, a conceptual scheme of the proposed reliability-based prognostics
framework is provided. Observe that it is possible to compute the entire CDF of
RULn by evaluating Equation 6.16 for different values of ` > n, until Rn+`|n = 0
is reached, which coincides when FRULn(` � n) = 1 holds. This procedure for
reliability update and prediction can be performed each time n new data are col-
lected. The outcome of these steps are conceptually illustrated in Figure 6.2. In
the top panel: the samples of z-states along with their idealized sample trajecto-
ries are represented against time steps {n � 1, n, . . . , n + `}, where n is the last
time when data are available. The horizontal line represents the boundary be-
tween the useful domain U and its complementary region Ū . The curve of pre-
dicted reliability starting from time n is represented agains time at the bottom
panel. Observe the correspondence between predicted reliability Rn+`|n and the
P(RULn 6 `|y0:n), as showed in Eq. 6.15.
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Figure 6.2: Illustration of the proposed framework for prognostics based on long-term reliability. Top
panel: samples of z-states along with their idealized sample trajectories represented against different time
steps. Bottom panel:long-term reliability predicted from cycle n to n + `, where ` > 1 2 N.
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7
New efficient algorithm for

prognostics involving rare-events

This chapter presents an efficient computational framework for prognostics by
combining the particle filter-based prognostics principles with the technique of
Subset simulation, first developed in S.K. Au and J.L. Beck [62]. It has been named
PFP-SubSim algorithm. The idea behind PFP-SubSim algorithm is to split the
multi-step-ahead predicted trajectories into multiple branches of selected sam-
ples at various stages of the process, which correspond to increasingly closer
approximations to the critical set of thresholds. A pseudocode implementation
of PFP-SubSim algorithm is provided in this chapter along with a schematic de-
scription of the main blocks of computation, in order to help the reader to easily
understand and implement the proposed algorithm for prognostics applications.
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7.1 Introduction
One of the most important and challenging problems in prognostics is to accu-
rately estimate the EOL/RUL of a system whose faulty behavior is highly un-
provable or uncertain, as happens typically when predicting catastrophic fail-
ures of nuclear plants, collapse of materials under physical or chemical asymp-
totic degradation, abnormal discharge of batteries for critical systems, etcetera
[237]. Model-based prognostics frameworks have attracted significant attention
to the PHM community due to its better predictability. The aim of model-prog-
nostics is to improve the predictability by capturing the underlying first prin-
ciples behind the evolution of the fault indicator [9], hence reducing the lack of
knowledge uncertainty, typically present in prognostics. Several examples can be
found in the literature dealing with model-based prognostics for a widespread
range of applications like fatigue crack growth in metals [10, 11], battery ageing
and failure [12, 13], fatigue degradation in composite materials [134], just to name
but a few.

However, there are additional sources of uncertainty, other than the model
uncertainty, that are present in a typical prognostics problem like (a) uncertainty
in future inputs to the system and (b) data uncertainty [22]. Further, it is added
(c) the uncertainty that the prognostics algorithm introduces itself, since optimal
closed-form solutions for prognostics are very limited and often intractable in
real life applications [23]. Sampling-based algorithms (e.g. PF) [18, 19] are con-
ventionally used in prognostics to efficiently approximate the continuous PDF of
predicted states through a limited set of discrete particle paths representing ran-
dom trajectories of system evolution in the state space [20–22]. Note that multi-
step ahead state estimation is a prerequisite to prognostics, hence the statistical
uncertainty that arises from the approximation error is propagated in time lead-
ing to an artificial increase of the final uncertainty for the prediction of system
failure as well as for the EOL/RUL estimation [24]. The last is specially critical
when prognostics involves rare-event simulation, as typically happens in prog-
nostics of asymptotic processes where the set of thresholds are selected so high
such that the vast majority of simulations are employed to simulate the model in
the safe region (see Figure 7.1 for an illustrative representation). Higher-density
sampling-based methods maybe employed achieving higher resolution for the
estimations, however it is at the expense of a higher computational effort. To ad-
dress this challenge, different algorithms have been proposed in recent years to
achieve accuracy while maintaining a moderate computational burden [25].
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Figure 7.1: Schematic representation of a multi-step ahead prediction of an asymptotic process. Observe
that only few particles reach the failure domain Ū . Gray triangles represent the first-hitting points of the
particles that reach threshold, whereby the time indexes for the EOL calculation can be derived.

Subset Simulation method [62] is an efficient simulation framework for simu-
lation of rare-events in high-dimensional spaces which makes this method appli-
cable to a broad range of areas of science and engineering where the simulation of
a rare event is required [64, 203]. This chapter shows that for general prognostics
problems where samples of the future states can be readily generated by means
of Bayesian filtering methods, it is possible to implement Subset Simulation with
significant gain in efficiency. The idea behind Subset Simulation method in appli-
cation to prognostics is to split the multi-step-ahead predicted states into multiple
branches of selected samples (seeds) at selected stages of the process. These seeds
provide the starting points for reproducing offsprings of states by conditional
sampling leading to a nested sequence of subsets (also referred to as simulation
levels) which are produced adaptively until the final failure region is reached. At
the higher simulation level, the samples are closely distributed in the vicinity of
the final threshold achieving high resolution for the EOL estimate. The resulting
computational framework is called PFP-SubSim and has been recently presented
in [238] on behalf of the European Conference of the Prognostics and Health Man-
agement Society, 2014.

7.2 Prediction of system failure
The `-step ahead prediction of states previously defined in Section 4.4.3 can be
used for the forecasting of failure, which is defined here as the probability that
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the system behaves unacceptably during a specific interval of future instants of
time using the most up-to-date information about the system. The problem of
interest regards the evaluation of the probability of expected performance of the
stochastic system within the region Ū during a prescribed time interval defined
by [n + 1, n + `] ⇢ N, as follows:

P(Ū ) =
Z

Ū
p(zn+1:n+`|y0:n)dzn+1:n+` =

Z

Ū

n+`

’
t=n+1

p(zt|y0:n)dzn+1:n+` (7.1)

where we make the assumption that the model error term v in Equation 4.34a is
independent of time t, and therefore the joint PDF p(zn+1:n+`|y0:n) can be de-
scribed by the product of independent PDFs like those previously defined in
Equation 4.44. Equation 7.1 requires the evaluation of a multidimensional inte-
gral which can be approximated as a mathematical expectation using the samples
from the PF approximation defined in Section 4.4.3 as follows:

P(Ū ) =
Z

Ū

n+`

’
t=n+1

p(zt|y0:n)dz =
Z

Z
I(Ū )(zt)

n+`

’
t=n+1

p(zt|y0:n)dz

⌘ E fn

h

I(Ū )
⇣

{zt}n+`
t=n+1

⌘ i

⇡ 1
NT

N

Â
i=1

`

Â
q=1

IŪ (z(i,q))
(7.2)

where {z(n)t }NT
n=1 are NT predictive samples simulated according to the dynam-

ical model in Equation 4.34a and distributed with equally probability among N
particle trajectories of fixed length `, so that NT = N`. The term IŪ (z(i,q)) is the
value of the indicator function IŪ evaluated for the qth sample of the ith Markov
chain. The last approximation is unbiased as NT approaches infinity.

7.3 Prognostics involving rare-events.
The method presented above has a serious drawback in cases of small values
for P(Ū ), due to the fact that a huge number of particles are required to achieve
acceptable estimation accuracy which may increase the computational cost sig-
nificantly. Hence, the research direction has been focused on developing a more
efficient simulation method for the prognostics of rare events, which is described
next. Afterward, a novel algorithm called PFP-SubSim for prognostics of rare-
events is presented.
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7.3.1 Subset Simulation for prognostics

By means of Subset Simulation the probability of the possibly rare event P(Ū )
can be expressed as the product of larger conditional probabilities that can be
obtained with much less computational effort. The conditional probabilities are
efficiently estimated by means of conditional samples that correspond to speci-
fied levels of the performance function g : Z ! R in a progressive manner.
To this end, it is assumed that Ū in Equation 4.46 is defined as the intersection
of m nested regions in Z , i.e., Ū1 � Ū2 . . . � Ūm�1 � Ūm = Ū , so that Ū =
Tm

j=1 Ū j. Each subset Ū j is defined as Ū j ⌘ {zt 2 Z : g(zt) > bj}, with bj+1 >

bj, such that p(zt|Ū j) / p(zt)IŪ j
(zt), j = 1, . . . , m. By definition of conditional

probability, it follows that1:

P(Ū ) = P
⇣

m
\

j=1
Ū j

⌘

= P(Ū1)
m

’
j=2

P(Ū j|Ū j�1) (7.3)

where P(Ū j|Ū j�1) ⌘ P(zt 2 Ū j|zt 2 Ū j�1), is the conditional failure probability
at the ( j � 1)th intermediate failure domain, and is denoted here by Pj for sim-
plicity. Equation 7.3 indicates that the probability P(Ū ) may be relatively small,
however it can be approximated by Subset Simulation as the product of larger
conditional probabilities, thus avoiding prognostics of rare events.

To compute P(Ū ) based on Equation 7.3, it is necessary to estimate the proba-
bilities Pj, j = 1, . . . , m. P1 can be readily estimated by the standard MC method
as follows:

P(Ū1) ⇡ P̄1 =
1
M

M

Â
i=1

IŪ1
(z0,(i)

t ) (7.4)

where z0,(i)
t , i = 1, . . . , M, are samples from identically distributed multi-step

ahead predicted trajectories simulated according to the model given in Equation
4.34a. The superscript “0” here denotes that they are unconditional samples. The
remaining factors are efficiently estimated using MCMC methods for sampling
from the PDF p(z j�1

t |Ū j�1) when j > 2 giving:

P(Ū j|Ū j�1) ⇡ P̄j =
1
M

M

Â
i=1

IŪ j
(z j�1,(i)

t ) (7.5)

1The term P(Ū ) ⌘ P(z 2 Ū ) is used for simpler notation.
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where z j�1,(i)
t ⇠ p(z j�1

t |Ū j�1). From this standpoint, several implementation is-
sues immediately arises: (1) the establishment of the intermediate levels Ū j, and
(2) the selection of a suitable local proposal PDF for MCMC sampling.

Observe that the implementation issues about SS presented in Section 4.2.4
also apply here. In fact, the sample estimate of P(Ū j|Ū j�1) in Equation (7.5) is
equal to a fixed value P0 2 (0, 1), preferably P0 = 0.2, according to [62, 65]. This
procedure gives MP0 of these samples in Ū j, which serve as seeds for generating
more samples from p(zt|Ū j). The remaining (1/P0� 1) samples are generated from
p(zt|Ū j) by MCMC starting at each seed, giving a total of M samples in Ū j. Figure
7.2 illustrates the generation of samples produced by PFP-SubSim algorithm us-
ing a two-dimensional example for ease of representation. Solid disks represent
samples in the joint state-parameter space Z . Disks with darker gray tones rep-
resent samples distributed according to decreasing intermediate regions. Circled
disks are the Markov chain seeds for producing more samples according to the
subsequent intermediate levels p(·|Ū j), j = 1, . . . , m.

z
(i)
n

z
(i)
n+1

Ūm = Ū

Ūj

Ū2

Ū1

z1

z 2

Figure 7.2: Schematic representation of two-dimensional samples produced by PFP-SubSim algorithm:
solid disks represent samples in the joint state-parameter space. Disks with darker gray tones represent
samples distributed according to decreasing intermediate regions. Circle disks are Markov chain seeds for
p(·|Ū j), j = 1 . . . , m.
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7.3.2 The PFP-SubSim algorithm

See Algorithm 5 for a pseudocode implementation, which is intended to be suf-
ficient for most cases of application. The algorithm is implemented such that a
fixed amount of M samples are drawn per simulation level Ū j, so that NT = mM,
with NT the total amount of model evaluations required by the algorithm to reach
the final threshold. It is important to remark that this choice is just to allow the
computational burden to be controlled. In addition, the conditional probability is
set to P0 = 0.2, following the recommendation about Subset Simulation method
in Section 4.2.4. Figure 7.3 provides an algorithm flow-chart to better understand
the main steps of the algorithm. For simplicity, the time subscripts are dropped
from Step 11 in Algorithm 5, since the time indexing information is implicitly con-
tained in each sample. Observe also that the adaptive choice of the bj-sequence
guarantees that the estimated conditional probability P(Ū j|Ū j�1) is equal to P0.

Observe that the proposed methodology, and in particular the Steps 19 and 20
of the Algorithm 5, has anticipated that the multi-step ahead predicted trajecto-
ries simulated using the model in Equation 4.34a can be split into seeds (whereby
subsequent states are generated), without artificially influencing the recurrence
given by the stochastic process in Equation 4.34a. This is justified by the Marko-
vian assumption for the transition equation in 4.34a, by which the probability of
obtaining zt depends only on its preceding state zt�1 and not on the history of
past states. The last implies that the simulation of a sequence of states `�steps
ahead is essentially an uncoupled procedure given the information from the pre-
vious step.
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Algorithm 5 Pseudocode implementation for PFP-SubSim

1: Inputs:

2: P0 2 [0, 1] {gives percentile selection, chosen so NP0, 1/P0 2 Z+; P0 = 0.2 is recom-
mended}.

3: M, {number of samples per intermediate level}; m, {maximum number of simulation
levels allowed}; ` = M/N.

4:
�

z(i)n ,!(i)
n
 N

i=1; {e.g. use Algorithm 3.}
5: Algorithm:

6: for i : 1, . . . , N do
7: for t : n + 1, . . . , n + ` do
8: Sample z0,(i)

t ⇠ p(zt|z(i)t�1).
9: end for

10: end for
11:

h

z0,(1) , . . . , z0,(M)
i

12: for j : 1, . . . , m do
13: for i : 1, . . . , M do
14: Evaluate: g(i)j = g

�

z j�1,(i)�;
15: end for
16: Sort

�

z j�1,(i) M
i=1 so that g(1)j 6 g(2)j 6 . . . g(M)

j

17: Fix b j =
1
2

⇣

g(MP0)
j + g(MP0+1)

j

⌘

18: for i = 1, . . . , MP0 do
19: Select as a seed

�

z j,(i)
(1)
�

=
�

z j�1,(i)� ⇠ p
�

z|Ū j
�

20: Run the model to generate 1/P0 states of a Markov chain lying in Ū j:
h

�

z j,(i)
(1)
�

, . . . ,
�

z j,(i)
(1/P0)

�

i

21: end for
22: Renumber

h

(z j,(i)
(k) )

i

i = 1, . . . , MP0; k = 1, . . . , 1/P0 as:
h

(z j,(1)), . . . , (z j,(M))
i

23: if b j > b then
24: Record the times indexes of the first-passage points! End Algorithm
25: end if
26: end for
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Algorithm flow-chart

Run forward the model
zt = ft(zt�1,ut,vt)

t > n

for j=1 : m

Evaluate the performance function:

g(i)j = g
�

z

j�1,(i)
�

, i = 1, . . . ,M.

Fix the threshold value:

bj as [MP0]
th percentile of

n

g
�

z

j�1,(i)
�

oM

i=1

Automatically define the set Ūj:

Ūj ,
n

(z 2 Z) : g(zj) > bj
o

Select MP0 seeds:

�

z

j,(i)
(1)

�

=
�

z

j�1,(i)
� ⇠ p

� · |Ūj

�

,
i = 1, . . . ,MP0

Generate 1/P0 states of
a Markov Chain lying in Ūj:

h

�

z

j,(i)
(1)

�

, . . . ,
�

z

j,(i)
(1/P0)

�

i

⇠ p
� · |Ūj

�

Renumber (zj,(i)(k) )
i = 1, . . . ,MP0;

k = 1, . . . , 1/P0 as:
⇥�

z

j,(1)
�

, . . . ,
�

z

j,(M)
�⇤

If
bj > b
End

EOL,
n

t 2 N : t > n ^ I(Ū)(z) = 1
o

Figure 7.3: PFP-SubSim algorithm flowchart.
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8
Fatigue damage dataset

This chapter is dedicated to present the fatigue damage data of composites
used for calculations along with the methods followed for their acquisition and
collection. Composite laminates material properties are also presented. It is im-
portant to remark that the data reported in this section correspond to the test
of fatigue ageing on CFRP composites carried out by the Stanford Structures and
Composites Laboratory (SACL) in collaboration with the Prognostic Center of Ex-
cellence (PCoE) at NASA Ames Research Center [239]. The resulting information
from these tests has been recently uploaded as an open-access dataset distributed
by NASA Ames Prognostics Data Repository [1]. The data organization and post-
processing as well as the preparation of the open-access dataset were contributed
by the author of this thesis.
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8.1 Material and SHM system
The data presented in this section were collected from run-to-failure tension-
tension fatigue experiments measuring the evolution of fatigue damage in CRFP
laminates using PZT sensors for obtaining data of matrix micro-cracks density
and delamination, along with strain gauges for measurements of normalized
effective stiffness. The fatigue cycling data were obtained for graphite-epoxy
laminates. Torayca T700G unidirectional pre-impregnated (typically termed as
prepreg) material was used for 15.24 [cm] ⇥ 25.4 [cm] coupons with dogbone ge-
ometry and a notch with dimensions 5.08 [mm] ⇥ 19.3 [mm] to induce stress
concentration. The coupons were subjected to a tension-tension fatigue test con-
ducted under a controlled loop of cyclical loadings with a frequency of 5.0 [Hz], a
stress ratio of R ' 0.14 and a maximum applied load of 31.13 [KN] (which coin-
cides with the 80% of the laminate ultimate stress). To account for the influence of
ply orientation, three different symmetric layup configurations were considered
to produce the coupons: Layup 1 ) [02/904]S, Layup 2 ) [0/902/45/� 45/90]S, and
Layup 3 ) [902/45/� 45]S .

The fatigue damage was monitored by a couple of six-PZT-sensors SMART
Layer® from Acellent Technologies, Inc., which were attached to the surface of
each coupon (see Figure 8.1 for a schematic view of sensors placement and config-
uration). This configuration allows six actuators and six sensors to monitor Lamb
wave propagation through the samples defining a total of 36 actuator-sensor tra-
jectories.
The tests were performed using a MTS machine following ASTM Standards
D3039 and D3479 [240, 241]. The fatigue cycling tests were stopped at periodical
cycles to collect PZT sensor data for all trajectories at different interrogation fre-
quencies as well as strain-gauges data. X-rays images of the samples were taken
using a dye-penetrant to enhance X-ray absorption. Further details about the fa-
tigue testing can be found in [239].

8.1.1 Data acquisition for micro-cracks

Piezoelectric sensors (PZT) were employed since they have the capability of
changing mechanical energy into electrical energy and vice versa. Thus, an elec-
trical voltage acting as input in the ith actuator, generates a mechanical ex-
citation traveling across the specimen which can be sensed at the jth sensor,
i, j = 1, . . . , 6. The sensor response is further changed into an electrical signal
that can be recorded. The system employed to generate and collect Lamb waves
is the Scan Genie from Acellent Technologies, Inc.
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(a) Placement of actua-
tors (1 to 6) and sen-
sors (7 to 12).

(b) Specimen prepared
to be tested.

Figure 8.1: View of SMART® Layers location and coupon specimen. Both images are taken from [1],
courtesy of NASA PCoE.

Since the likelihood of detecting damage increases by choosing the maximum
set of trajectories sweeping the material surface as possible, the six actuators were
connected to the six sensors defining a total number of 36 trajectories. By other
hand, due to the dispersive nature of Lamb waves (group and phase velocity
vary with frequency [242]), each trajectory was actuated at 7 different frequencies
whose values range from 150 [Hz] to 450 [Hz], with an average input voltage of
50 volts and a gain of 20 [dB] [243]. Therefore, each collected data file correspond-
ing to a specific fatigue cycle contains a total amount of 36⇥ 7 = 252 signals for
the actuators and another 252 signals for the sensors, like those represented in
Figure 8.2. It is represented the path 42 that corresponds to signal from actuator
1 and sensed by sensor 12 with a frequency 400 [Hz] and gain 25 [V]. This signal
data were obtained at cycle 1.2 ⇥ 106 of the fatigue testing for a laminate with
layup type 1. It is denoted by path to any of these 252 possible signal data. The
path definition file includes the information about the path denomination (from
1 to 252), the pair actuator-sensor activated, input voltage, frequency and gain.

It is important to remark here that the fatigue data for each coupon were col-
lected considering three different boundary conditions: Type 1) specimen loaded
with the mean load, Type 2) specimen unloaded but clamped, and Type 3) coupon
removed from the testing machine (absolute 0 loads). This information is attached
to every data file collected as will be explained in the next section.
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Figure 8.2: Plot of Lamb wave signals corresponding to path 42: actuator 1, sensor 12

In addition to this, and for the task of establishing a reference for identifying
the progression of damage in the coupon, the first step was to collect data when
the specimen was undamaged and without the presence of loads. By doing this,
it was obtained baseline signals that serves as reference to detect the damage on-
set and propagation. Each of the folders (corresponding to each of the coupons)
of the open-access composites dataset published by NASA Ames Data reposi-
tory, contains one baseline data file along with graphical information (X-rays) for
cross-validation of the initial conditions of damage.

8.1.2 Data organization

During the analysis of the fatigue dataset, it was highlighted the necessity of
changing the data structure in order to make the information more accessible
and intuitive for others. To this end, a set of Matlab® scripts were created by the
author to automatically convert the initial data structure to a new structure for
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each coupon. See Figure 8.3 for a schematic overview of the updated data struc-
ture finally published in [1]. The content of the variable ”path.data(1, k)”, where
the Lamb signals for path k are located, k = 1, . . . , 252, is described in more detail
in Table 8.1.

Coupon

Path data

path.data (1,1) · · · path.data (1,252)

Cycles Condition Xray data

file location

Load Straingage data

file location stiffness

Figure 8.3: Schematical view of the new data structure from the Composite dataset, NASA Ames Prog-
nostics Data Repository [1].

Field name Field type

actuator scalar
sensor scalar
amplitude scalar
sampling rate scalar
frequency scalar
gain scalar
signal sensor matrix
signal actuator matrix

Table 8.1: Structure of the variable ”path.data(1,k)”, k = 1, . . . , 252. Note that Lamb-wave signals are
stored in ”signal sensor” and ”signal actuator” fields.

8.2 Damage feature extraction
The collected information from the Lamb wave signals along with the strain
gauges were used to develop a method for on-line detecting, sizing and quan-
tifying damage features in composites. It is important to remark that these issues,
which are focused on SHM methods for on-line monitoring of composites un-
der fatigue, were mainly contributed by Larrosa and Chang [243] and T. Peng et
al. [244]. In [245] a mapping between PZT raw signals and micro-cracks density
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is presented. In addition, a numerical method to obtain an approximation to the
stiffness loss due to the estimation of micro-cracks by Lamb wave signals, is re-
ported. The work by Peng and co-workers [244] is focused on detecting and sizing
delaminations using Lamb wave signals. In this doctoral thesis, this information
is taken as known since the focus here is on reliability and prognostics from real
SHM data, and not on the SHM methods at all.

8.2.1 SHM-PHM connection

As previously mentioned in Section 4.5, making prognostics is a step forward
from SHM methods that requires knowledge about the inherent qualities of the
data, its structure and acquisition details. Thus, establishing a prognostic frame-
work for fatigue in composites first requires to solve and understand the connec-
tion between the available SHM data within the prognostics formulation. Figure
8.4 provides an schematic overview of the connection between SHM and PHM
in the context of the prognostic problem of composites presented in thesis. The
SHM part together with the damage feature extraction done in [243, 245] are rep-
resented by the nodes rounded with dashed line. As has been explained in Section
5.4 and also justified in [113], the matrix micro-cracks are considered as damage
signature for the prognostics framework. The delamination effects are considered
through a systematic (an thus, updatable) modeling error within the prognostics
formulation.

8.2.2 Summary of damage data used for calculations

The fatigue damage data used for calculations in Chapter 9 are summarized in
Table 8.2. This damage data correspond to laminate L1S19 in the open-access
dataset [1]. The stacking sequence of laminate L1S19 is [02/904]S, (laminates with
such stacking sequence are called as cross-ply laminates in the specialized litera-
ture). The data in Table 8.2 are presented for measured micro-crack density ⇢̂n

and normalized effective stiffness D̂n. See the ply properties in Table 8.3.

Fatigue cycles, n 101 102 103 104 2·104 3·104 4·104 5·104 6·104 7·104 8·104 9·104 105

⇢̂n [# cracks/m] 98 111 117 208 270 305 355 396 402 402 407 418 424

D̂n 0.954 0.939 0.930 0.924 0.902 0.899 0.888 0.881 0.896 0.872 0.877 0.885 0.880

Table 8.2: Experimental sequence of damage for cross-ply [02/904]s Torayca T700 CFRP laminate taken
from the Composite dataset, NASA Ames Prognostics Data Repository [1].
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Long. Modulus Trans. Modulus In-plane Poisson Out-of-plane Poisson Shear modulus Out-of-plane-Shear modulus Thickness
E1 E2 ⌫12 ⌫23 G12 G23 t

127.55 · 109 8.41 · 109 0.309 0.49 6.2 · 109 2.82 · 109 1.52 · 10�4

Table 8.3: Ply properties used in the calculations (nominal values).
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9
Case study of prognostics and

long-term reliability assessment

In this chapter, the model-based prognostics framework proposed in Chapter 5
is demonstrated using structural health monitoring data collected from run-to-
failure fatigue experiments in CRFP cross-ply laminates. Results are presented
in Section 9.1 for the prediction of micro-cracks density and normalized effective
stiffness for a specific composite laminate. In Section 9.2, the long-term reliabil-
ity of the laminate is predicted and the RUL is derived following the methodol-
ogy presented in Chapter 6. The results are discussed using prognostics metrics
for prediction performance evaluation. In addition, the performance of the PFP-
SubSim algorithm presented in Chapter 7 is investigated in Section 9.3 for the
aforementioned case study. It is shown that PFP-SubSim algorithm is fairly accu-
rate for making predictions of system failure as compared to the traditional par-
ticle filter-based prognostics approach, specially when predictions involve rare-
event simulations.
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9.1 Results for EOL and RUL prediction
The model-based prognostics framework proposed in Chapter 5 is exemplified
here to obtain predictions of RUL and EOL of a composite laminate subjected
to fatigue loadings. Previously to this, sequential estimation of damage states
by PF is required to incorporate the most up-to-date information about the sys-
tem. Figure 9.1 shows the results for sequential state estimation as well as for
multi-step ahead predictions for both quantities of interest, using SHM data from
laminate L1S19 taken from NASA Ames Prognostics Data Repository (Compos-
ites dataset) [1]. Matrix micro-cracks density is expressed in cracks per millimeter
whilst normalized effective stiffness is dimensionless.

In Figure 9.1, the collected data up to fatigue cycles n = {1, 4, 8}⇥ 104 are rep-
resented along with the sequence of filtered damage states, which are estimated
using Algorithm 3 with N = 5000 particles. For this example, the systematic
importance resampling (SIR) version of the SIS algorithm is adopted, whereby
the resampling step is run every time that new data is collected, hence ESS =

N. Damage states are initialized at x0 = (0.1, 1) and the standard deviation of
measurement error parameters are set to �w1,n = 10�2 and �w2,n = 10�6, taking
them as known. The scaling variables RMAD⇤j and P⇤j are fixed to 0.3RMAD0, j

and 0.001, respectively, where RMAD0, j is the RMAD of the prior PDF for the
jth component of the model parameter vector ✓, j = 1, . . . , 6. The diagonal ele-
ments of the covariance matrix ⌃⇠0, j are appropriately selected through initial test
runs and set at 0.5% of the 5th-95th band of the prior PDFs for the jth component
of ✓. The probabilistic information of model parameters is given in Table 9.1. To
reveal the uncertainty reduction in model parameters ✓, the posterior mean (by
the labels) of each jth component, j = 1, . . . , n✓, as well as their 25%� 75% and
5%� 95% probability bands are plotted against cycles in Figure 9.2.
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Figure 9.1: Sequential state estimation for matrix micro-cracks density (left panels), and normalized
effective stiffness (right panels) up to a certain cycle n, where n = 1 ⇥ 104 (a & b), 4 ⇥ 104 (c & d)
and 8⇥ 104 (e & f). The distribution of multi-step ahead predicted damage states are represented using
dashed lines for the 5%� 95% and 25%� 75% probability bands with increasing gray tones towards
the region of higher probability.
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Figure 9.2: Trace of the mean values of model parameters ✓ against time. Dashed lines represent the
25%� 75% (darker color) and 5%� 95% probability bands, respectively.
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Type Parameter Nominal value Units Prior PDF

Mechanical E1 127.55 · 109 Pa LN (ln(127.55 · 109), 0.1)
E2 8.41 · 109 Pa LN (ln(8.41 · 109), 0.1)
G12 6.20 · 109 Pa Not applicable
⌫12 0.31 – Not applicable
G23 2.82 · 109 Pa Not applicable

t 1.5 · 10�4 m LN (ln(1.5 · 10�4), 0.1)
Fitting ↵ 1.80 – LN (ln(1.80), 0.2)

A 1 · 10�4 – Not applicable
�v1 – # cracks

m·cycle U (0.5, 8)
�v2 – – U (0.001, 0.02)

Table 9.1: Nominal values and prior uncertainty of model parameters used in calculations. The rest of
parameters in damage mechanics models (Eq. 5.4 to 5.3) are obtained using the classical laminate plate
theory [40, 41, 43] and the relations given in Appendix A. The nominal values for fitting parameters have
been defined through initial fitting tests.

Algorithm 6 PF-based prognostics algorithm used for calculations

1: inputs:
n

z(i)n = (x(i)n ,✓(i)
n

⌘

,!(i)
n

oN

i=1
, {updated particles at time n. Use Algorithm 3}

2: Set U =
n

(⇢, D) 2 [0, 0.418]⇥ [1, 0.875]
o

⇢ Z , {useful domain}
3: for i = 1 to N do
4: t n
5: z(i)t  z(i)n

6: Evaluate EOL(i)
n

⇣

z(i)t

⌘

7: while I(Ū )(z
(i)
t ) = 0 do

8: Sample from Eq. 4.37: ✓(i)
t+1 ⇠ p(✓t+1|✓(i)

t )

9: Sample from Eq. 5.11a: ⇢(i)t+1 ⇠ p(⇢t+1|⇢(i)t ,✓(i)
t+1)

10: Sample from Eq. 5.11b: D(i)
t+1 ⇠ p(D(i)

t+1|⇢(i)n ,✓(i)
n )

11: t t + 1
12: Set zt =

⇣

⇢
(i)
t , D(i)

t ,✓(i)
t

⌘

 zt+1 =
⇣

⇢
(i)
t+1, D(i)

t+1,✓(i)
t+1

⌘

13: end while
14: EOL(i)

n  t
RUL(i)

n = EOL(i)
n � n

15: end for
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The updated damage states are further propagated into the future to compute the
EOL and RUL following the methodology described in Section 5.5.3. The useful
domain is defined here as U = {(⇢, D) 2 [0, 0.418]⇥ [1, 0.875]} ⇢ R2. A pseu-
docode implementation of the prognostics algorithm is provided as Algorithm 6,
which is based on Algorithm 4 but particularized for the case study considered
here.

Figures 9.3 and 9.4 show a sequence of histograms that correspond to estima-
tions of the PDFs for EOL obtained at increasing times of prediction. The uncer-
tainty reduction in the EOL prediction is clearly revealed by comparing consecu-
tive PDFs, which makes sense since the predictions are periodically updated with
incoming data. Observe also that from cycle n = 6 · 104, the PDFs for EOL show
increasingly higher density values at time of prediction n. An explanation to the
last can be found in view of the asymptotic behavior of the damage process for
both, micro-cracks density and normalized stiffness decrease (see Figure 9.1). In-
deed, from cycle n = 6 · 104 the model predicts an increasing amount of particles
that already lie within the failure domain Ū . This leads to an increasing higher
density concentrated at the predicting cycle n, as well as to a distributional tail
corresponding to the cycle indexes of those particles that have not reached the
failure region yet at cycle n.

The results of RUL estimates together with their quantified uncertainty by the
25% � 75% probability bands are plotted against time in Figure 9.5, where two
shaded cones of accuracy at 10% and 20% of true RUL, denoted as RUL⇤, are
used to help evaluating the prediction accuracy and precision. Observe that the
RUL prediction is appreciably inaccurate within the first stage of the fatigue pro-
cess, that corresponds to the interval of cycles required for SHM data to train the
model parameters. From this period, the prediction precision clearly improves
with cycles. However, as fatigue cycles evolve, not only the prediction mean im-
proves (values closer to RUL⇤ line) but also the prediction spread gets lower val-
ues. This visualization allows assessment of how prediction performance changes
over time in terms of correctness (accuracy and precision). Also, one can asses
how quickly performance converges within desired accuracy levels, whereby the
prognostics horizon (PH) can be estimated. In this example, the PH for 0.2 as
↵-accuracy is PH = 8 · 104 � 1 · 103 = 7.9 · 104 cycles.

Observe also that from cycle n = 6 · 104, the estimated mean values for the
RUL (labelled by the grey circles in Figure 9.5) get higher values with respect to
the RUL⇤ line, leaving progressively the accuracy area as fatigue cycles evolve
from n = 6 · 104. This result is in accordance to the reasoning given above about
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the asymmetry of the PDFs for EOL, as shown in Figure 9.4. In fact, it is an ex-
pected outcome for this problem since from n > 6 · 104, there is a remaining set
of particles of damage states whose hitting-points to the failure region occur at
cycle values� n, so that producing a positive shift to the mean of EOLn.
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Figure 9.3: Normalized histograms for predicted EOLn represented for fatigue cycles n =
{10, 102, 103, 104, 2 · 104, 3 · 104}. Kernel density estimates of the PDFs of EOLn are superimposed
over the histograms using gray solid line for their representation.
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Figure 9.4: Normalized histograms for predicted EOLn represented for fatigue cycles n = {4 · 104, 5 ·
104, 6 · 104, 7 · 104, 8 · 104, 9 · 104}. Kernel density estimates of the PDFs of EOLn are superimposed over
the histograms using gray solid line for their representation. Note that for n > 6 · 104, the histograms
show increasingly higher values for EOLn = n.
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9.2 Results for long-term reliability prediction
To obtain long-term reliability estimates, multi-step forward predictions of the
damage states are computed every time new data arrive, using the methodology
described in Section 6.2. The results are shown in Figure 9.6. The gray circles
represent the updated reliability values up to prediction time n, whereas the solid
curves correspond to the reliability prediction for upcoming fatigue cycles. By
comparing the consecutive plots in Figure 9.6, one can observe that the reliability
prediction gradually improves as more SHM data become available. Note that
reliability values drop from cycle n = 6 · 104, which makes sense since, according
to what it was explained in the last section, n > 6 · 104 is the cycle when the
predictions are likelier to reach the failure region. Notice also that for n = 9 ·
104 (which corresponds to the cycle when measured damage reaches the failure
region) the updated reliability is Rn|n = 0.42, i.e., the 42% of particles still lie in
the useful domain at that cycle. This is again a manifestation of the asymptotic
behavior of the latent damage process.

The RUL calculated from the predicted reliability is shown in Figure 9.7. Note
that Figures 9.7 and 9.5 are essentially the same when, however, they are calcu-
lated from different methods.

9.3 Prognostics in composites using PFP-SubSim
In this section, the performance of the PFP-SubSim algorithm explained in Sec-
tion 7 is exemplified. At each time of prediction, the standard PF-algorithm (Al-
gorithm 3) is used to update the information about the system (damage states
and model parameters), which is further employed to obtain `-step ahead pre-
dictions of the damage states by PFP-SubSim algorithm. The results for both,
micro-cracks density and normalized effective stiffness are presented in Figure
9.8, using1 P0 = 0.5 and M = 2.4 · 104 samples per conditional level. For the
sake of conciseness, only predictions at n = {1, 4, 8}⇥ 104 are presented, which
corresponds to cycles from the beginning, middle and end of the fatigue process,
respectively. Each subset is defined by samples (circles) in the Z space. To illus-
trate how PFP-SubSim algorithm draws simulations by subsets, the intermediate
predicted samples are superimposed in increasing gray tones, being the initial
predicted samples those represented by brighter gray color. Observe that PFP-
SubSim algorithm employs m = {2, 2, 1} conditional levels for the predictions

1P0 = 0.5 is adopted for this example to easily visualize how predicted samples are distributed
in different subsets, since the recommended near-optimal value of P0 = 0.2 (see 4.2.4) for Subset
Simulation produced m = 1 for the majority of times of prediction.
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at cycles n = {1, 4, 8} ⇥ 104 respectively. These conditional levels are obtained
automatically by the algorithm once P0 is fixed, as explained in Section 4.2.4. In
fact, given that m = log P(Ū )/log P0, the number of conditional levels employed by
PFP-SubSim algorithm in Figure 9.8 can be easily verified in view of Figure 9.10a,
which provides a plot of P(Ū ) against cycles. As a consequence, the total amount
of samples NT varies depending on the total amount of conditional levels used at
each time of prediction.

The RUL predicted by PFP-SubSim algorithm is plotted against cycles in Fig-
ure 9.9. The results are satisfactory in the sense that PFP-SubSim algorithm is
shown to be able to estimate the RUL with required precision, except in the first
stage of the fatigue process, as also happened when using Algorithm 6 (see Fig-
ure 9.5). In addition, observe that, as well as in Figure 9.5, the mean predictive
values of RUL depart from the true RUL at the final stage of the process by the
same reason as that given in Section 9.1.

In Figure 9.10, an estimation of the system failure probability P(Ū ) is obtained
at different cycles using comparatively PFP-SubSim algorithm and Algorithm
6. To avoid an excessive computational cost, the simulations are restricted to lie
within the interval (n, 105] ⇢ N, being n the time of prediction, as it is enough to
highlight the differences between both algorithms. The results shown for Algo-
rithm 6 were obtained using a large enough amount of samples for the approxi-
mation in Equation 7.2 to be sufficiently accurate. It is shown in Figure 9.10a that
the estimations of P(Ū ) using PFP-SubSim algorithm agree well with the bench-
mark values given by Algorithm 6, although PFP-SubSim employs significantly
less amount of samples. The total amount of samples required by each algorithm
are plotted in Figure 9.10b. Note also that the estimated values for P(Ū ) are high
(in comparison to P0) and thus, a significant improvement in efficiency of PFP-
SubSim algorithm would be expected in relation to Algorithm 6 if failure proba-
bility got lower values, as discussed further below.

9.4 Discussion of efficiency gained by PFP-SubSim
In this section, the quality of an estimator for P(Ū ) based on samples from the
different competing algorithms, is examined. To this end, let P̃(Ū ) be an estimator
for P(Ū ) as states in Equation 7.2. The expression for the c.o.v. of P̃(Ū ) when the
standard PF-based prognostics algorithm (Algorithm 6) is employed is given by
[62]:

�PF
�

P̃(Ū )� =
s

�

1� P(Ū )�

P(Ū )NT2
[1 + �] (9.1)
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where NT2 denotes the total amount of predictive samples used by Algorithm 6
and � is the autocorrelation factor, which reveals the level of correlation between
the samples of any of the N particle trajectories [62].

On the other hand, when PFP-SubSim algorithm is used, P̃(Ū ) can be read-
ily obtained as P̃(Ū ) = (P0)

m, where m is the total number simulation levels
employed by the algorithm to reach the failure region. The c.o.v. of P̃(Ū ) can be
calculated as (see [65] for a detailed demonstration):

�SS
�

P̃(Ū )� =
s

✓

log(�)
log(P0)

◆2 (1� P0)

P0NT1
[1 + �] (9.2)

where NT1 is the total amount of evaluations employed by PFP-SubSim algo-
rithm. The objective here is to formally prove that PFP-SubSim algorithm is able
to obtain the same or better quality for P̃(Ū ) (in the sense of lower c.o.v. of P̃(Ū ))
but employing less model evaluations than Algorithm 6. For simplicity but no
loss of generality, let us assume that both algorithms give samples with equal (or
similar) level of correlation between them, hence � is considered equal for both
algorithms in this exercise. Next, it is reasonable to hypothesize that there exist a
configuration for NT2 and NT1 where both algorithms give the same quality for
P̃(Ū ). Then, the following equality holds:

(1� P0)
�

log P(Ū )�2 P(Ū )NT2
�

1� P(Ū )� (log P0)
2 P0NT1

= 1 (9.3)

which is the result of dividing Equation (9.2) by Equation (9.1). From the last
expression, it is easy to obtain the number of samples NT2 required by Algorithm
6 to obtain an estimate of P(Ū ) with the same level of accuracy as that obtained
using PFP-SubSim Algorithm, provided that a total amount of NT1 samples are
employed:

NT2 = NT1
(1� P(Ū ))P0
(1� P0)P(Ū )

 

log P2
0

log P(Ū )2

!2

| {z }

�1

(9.4)

Observe that the factor that multiplies NT1 is always greater than unity, since by
definition, P0 > P(Ū ). In rare-event problems (like asymptotic processes with
conservative thresholds), P0 � P(Ū ), hence the last cited factor is fairly greater
than 1, which demonstrates that significant computational savings can be gained
when PFP-SubSim algorithm is employed for the prognostic of rare-events.
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9.5 Numerical proofs for the computational efficiency gained
In this section, the computational improvement and accuracy that can be
achieved using PFP-SubSim algorithm is investigated numerically. To this end,
the performance of both algorithms, PFP-SubSim and Algorithm 6, are compared
in a meaningful computational manner. For this exercise, the unit coefficient of
variation2 (c.o.v.) 4 is used since it provides a measure of efficiency that is in-
herent to the algorithm because it is invariant to the number of simulated sam-
ples [203]. This is of special interest for this comparative exercise since the total
amount of samples required by PFP-SubSim algorithm varies depending on the
system failure probability to be estimated, as explained before.
The computational efficiency is reported in Figure 9.11 for both algorithms in
terms of the unit c.o.v. versus different threshold levels, which correspond to in-
creasingly higher values for P(Ū ) (labelled by the text box). The numerical val-
ues of each plot are obtained considering the mean of 200 independent runs of
the algorithms, in order to assess quantitatively the statistical properties for the
prognostics estimates. The results are presented for the sample prediction time
n = 8⇥ 104. Observe that when the PPF-SubSim algorithm is employed, the unit
c.o.v. increases slowly towards the region of thresholds that entail lower prob-
ability values (higher threshold values for matrix micro-cracks density), while
for Algorithm 6, the unit c.o.v. grows steeply in that region. The performance of
both algorithms is similar for higher values of P(Ū ), (say of the order of P0). This
confirms that PFP-SubSim algorithm gets its highest efficiency when predictions
based on simulating rare-events are required.

To evaluate the performance of both algorithms for making RUL estimates,
a comparison is carried out using the same total amount of samples per algo-
rithm. Two metrics are considered: (a) the sample mean of the quadratic error be-
tween RULn and RUL⇤n, i.e., kRULn�RUL⇤nk2

2 as an accuracy measure, and (b) the
differential entropy3 of p(RULn|y0:n), as a measure quantifying the spread of the
RUL, calculated as 1/2 ln |(2⇡e) [var(RULn)] |, being var(RULn) the sample vari-
ance of RULn, which can be obtained drawing samples from p(RULn|y0:n). The
results are plotted against cycles in Figure 9.12. Two threshold levels are consid-
ered for the comparison: (a & b) ⇢ = 418 micro-cracks per meter, D = 0.875 ; (c
& d) ⇢ = 600 micro-cracks per meter, D = 0.86. For c & d cases, no SHM data

2Any stochastic algorithm for estimating P(Ū ) has a c.o.v. of the form c.o.v. = 4p
NT

3This expression for the differential entropy is actually an upper-bound approximation to the ac-
tual differential entropy, where the exactness is achieved when the PDF p(RULn|y0:n) is Gaussian.
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are available, thus the accuracy measure cannot be obtained. Instead, the com-
parative results of system failure probability between both algorithms are repre-
sented. The left-side panels show the differential entropy of p(RULn|y0:n). The
right-side panels show the accuracy measure except for (d), where calculation
of P(Ū ) is plotted against cycles. Observe that both algorithms perform fairly
similar when considering a threshold value of ⇢ = 418 micro-cracks per meter
(high probabilities of prediction, see Figure 9.10a). However, the same cannot be
said when a higher threshold is adopted, which attain significantly lower values
of failure probabilities. Observe in Figure 9.12d that only the first three values
for the entropy measure are represented for Algorithm 6. Apart from these val-
ues, the rest of the estimations were obtained with significant level of numeri-
cal noise, so they are not represented. Figure 9.12d shows the estimated system
failure probabilities when the threshold ⇢ = 600 is considered. Note that PFP-
SubSim algorithm is able to estimate the values of P(Ū ) even thought they are
markedly low, whereas Algorithm 6 is unable to give any result different from 0
for the majority of times of prediction. These results suggest that high efficiency
can be obtained by employing the PFP-SubSim algorithm for the prognostics of
rare-events, at the same time that its performance is equivalent to the standard
PF-based prognostics algorithm for the rest of cases.
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Figure 9.6: Reliability updation and long-term prediction at different cycles along the process.
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10
Conclusions and future works

In this chapter, the most relevant conclusions for the contributions presented
in this thesis are extracted along with discussion about limitations and assump-
tions to be adopted. The open questions that arise from the development of this
research work are outlined as future works.

Concluding remarks
This thesis reports on methods for fatigue damage prognosis and reliability in
application to composite materials. First, in Chapter 5, a general architecture for
prognostics was developed where prognostics was broken down into the three
important problems about damage state estimation, future state prediction, and
remaining useful life prediction, respectively. Bayesian filtering methods were
used based on damage-mechanics models to represent the damage degradation
that was in turn represented using micro-scale and macro-scale states of the sys-
tem. These damage states were estimated by means of a filtering framework us-
ing SHM measurements of damage, so that they were further used to forecast the
future health of the system.
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A key feature of the proposed methodology was the systematic treatment of
the various sources of uncertainty, that include system inputs (loading, environ-
mental, operational conditions), system parameters, measurement noise, etc. The
treatment of such uncertainty was accomplished through the use of a Bayesian
state estimation framework, that allowed us to estimate the system damage states
as a probability. Based on this estimation, the probability distribution of the
EOL/RUL was obtained as an uncertainty propagation problem using the dam-
age states estimated from the Bayesian state estimation problem.

The validity of the proposed methodology was demonstrated on SHM data
collected from a tension-tension fatigue experiment using CFRP cross-ply lam-
inates, outlined in Chapter 9. As a general comment, the results indicated that
good accuracy can be obtained for EOL/RUL predictions after a first period of
cycles, which corresponds to the interval of fatigue cycles required for SHM data
to train the model parameters. In particular, it was shown that the proposed prog-
nostic framework gives a prognostics horizon of about 87% of the lifetime with
an accuracy level of 20%, following the methodology by Saxena et al. [110] to
evaluate prognostics performance.

In Chapter 6, the proposed prognostics methodology was extended to con-
sider the estimation of long-term reliability as a system-health indicator for prog-
nostics. It was shown that the distribution of RUL can be readily obtained as a
function from the long-term reliability prediction. Before presenting the method-
ology for long-term reliability prediction, an up-to-date and review of the relia-
bility literature of composites was provided as an introductory section. This lit-
erature review was motivated by the lack of consensus that was observed in the
composites reliability literature. One of the main conclusions from this review
is the need for new methods that consider the progressive damage of compos-
ite laminates within the reliability formulation, which motivated the long-term
reliability formulation proposed in Section 6.2.

As a difficulty encountered when predicting the matrix micro-cracks density
saturation was the lack of confidence in the RUL estimations when using a filter-
ing based prognostic algorithm (e.g., Algorithm 4), that requires a large enough
amount of samples to get accuracy. This motivated a new algorithm called PFP-
SubSim which combines the prognostics principles with the Subset Simulation
method to efficiently achieve accuracy when predictions involve rare-event sim-
ulations, as stated in Section 7.3. It was demonstrated that PFP-SubSim gets ef-
ficiency by adaptively simulating samples over a nested sequence of subsets
until the final prognostic threshold is reached. The sequence of subsets can be
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adopted in an automated manner, which avoids tedious preliminary calibrations
and allows its implementation for on-line prognostics architectures. The compu-
tational efficiency and accuracy that can be gained with the proposed algorithm
was demonstrated in Section 9.3 with the fatigue damage dataset presented in
Chapter 9, that illustrates some of the challenges that can be faced by the algo-
rithm in a real-world application. It was demonstrated that the system failure
probability (understood as the complementary of the long-term reliability) can
be readily predicted with high accuracy using PFP- SubSim algorithm even when
this failure probability is very small. In particular, it was shown by the numeri-
cal examples that PFP-SubSim algorithm was able to predict very small failure
events (corresponding to extremely high levels of matrix micro-crack saturation
for the laminate considered) with moderate computational effort. When the sys-
tem failure probability is not so small, results showed that PFP-SubSim performs
similar to the standard filtering-based prognostics algorithm, which indicates that
PFP-SubSim can be considered as a general purpose prognostic algorithm, which
is specially efficient for rare-event prediction.

Limitations
During the formulation of the various prognostics methods and algorithms pro-
posed for this thesis, a number of assumptions were considered which, in certain
manner, indicate the limitations of these methods. This section is intended to hon-
estly highlight such assumptions and limitations.

First, it is important to remark that the Bayesian state estimation framework
proposed in Chapter 5 was formulated by assuming that damage data are given
in the form of matrix micro-cracks and normalized effective stiffness. However,
today’s SHM sensors hardly ever provide this information directly. Instead, raw
signals are obtained which require further signal processing to capture the trend
of degradation. Several works can be encountered in the literature reporting suc-
cessful methods for signal processing that capture the degradation of composite
materials by both, matrix micro-cracks and delamination (see for example C. Lar-
rosa and F. K. Chang [243, 245]). The gap between raw signals from SHM sen-
sors and processed data to be used for prognostics has been highlighted in Sec-
tion 8.2.1 by the scheme in Figure 8.4, which indicates that certain off-line work
is required previously to run a real-time prognostic experiment using the frame-
work presented here.

To continue with the limitations, it is noticeable that the proposed framework
was developed under the assumption that matrix micro-cracking is the dominant
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damage mode and also the precursor of more severe damage modes in compos-
ites, which may be a reasonable assumption for cross-ply laminates [26], (as the
laminate type considered in this thesis). Under such assumption, damage models
were selected to account for matrix micro-cracks and stiffness reduction induced
by micro-cracks and thus, other possible damage modes like delaminations and
fiber-breakage, among others, were not physically modeled (although their un-
certainty was considered and quantified through the model error terms). Since
damage models were stochastically embedded to serve as transition/prediction
kernels for the Bayesian state estimation formulation, the no consideration of
other damage models may influence model predictability when other damage
modes are present, with independence of how well the prognostics algorithm
deals with long-term predictions. Therefore, if different laminate types were con-
sidered, other damage modes may be expected, therefore certain modifications
to the damage models would be required to improve the predictability.

Finally, it is remarked that the proposed framework for fatigue damage prog-
nosis has been designed, and validated by the numerical examples, at coupon
level under laboratory conditions. Although this is the typical situation for most
of the research programs on fatigue nowadays, it is worthy to indicate that an
improvement of much interest, not only for researchers but also for practition-
ers, would be to deal with the fatigue behavior at component/subsystem level
under realistic fatigue loads. This may require the development of ad hoc di-
agnostic technology for detecting, sizing and quantifying damage extent through
built-in SHM sensors, as well as especially-designed prognostics frameworks that
account for the particularities of the experimental setup.

Future works
The content of this section has been partially covered by the previous one, since
facing any of the aforementioned limitations of this research with enough rigor
may constitute a new prospective research objective to be considered for future
work. However, the intention of the author with this section is to briefly high-
light the most fruitful among them, which can be understood as the subsequent
research steps of this thesis. In this sense, the consideration of other internal dam-
age modes different from matrix micro-cracking is of special interest for further
research. Different laminate lay-ups (like quasi-isotropic, angle-ply, etc) can also
be adopted for validation.

In general, an ideal scenario for prospective research would be to jointly con-
sider the development of on-board diagnostic SHM technology in conjunction
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with a prognostic reasoner with decision-making capability about reliability and
safety for composite structures.
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11
Conclusiones y trabajos futuros

En este capı́tulo se presentan las conclusiones más relevantes, extraı́das de las
contribuciones aportadas en la tesis, junto con diversos comentarios sobre las lim-
itaciones de la metodologı́a e hipótesis a adoptar. Las preguntas abiertas que sur-
gen del desarrollo de este trabajo de investigación se exponen finalmente como
lı́neas futuras.

Comentarios concluyentes
Esta tesis proporciona métodos para el pronóstico de daño por fatiga y para fia-
bilidad en aplicación de materiales compuestos. En primer lugar, en el Capı́tulo 5
se desarrolló una metodologı́a general para pronóstico de daño diferenciada en
tres problemas clave, a saber: estimación de estados de daño, predicción de es-
tados futuros, y predicción de vida útil remanente. Se utilizaron métodos de fil-
trado Bayesiano basados en modelos mecánicos de daño a distinta escala para
obtener secuencialmente una estimación de los estados de degradación. El marco
de filtrado Bayesiano usa la información disponible procedente de los sensores,
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para posteriormente ser utilizada para pronosticar el estado de salud estruc-
tural futuro del composite. Una caracterı́stica clave de la metodologı́a propuesta
fue el tratamiento sistemático de las distintas fuentes de incertidumbre, que in-
cluyen valores futuros de las variables aleatorias (de carga y ambientales), los
parámetros del sistema, la medición de ruido, etc. El tratamiento de la incer-
tidumbre se llevó a cabo mediante un marco Bayesiano de estimación de esta-
dos, que permitió asociar los estados de daño del sistema a un valor de prob-
abilidad. Sobre la base de esta estimación, la distribuciones de probabilidad de
la variables final de la vida útil y vida remanente, fueron obtenidas como un prob-
lema de propagación de incertidumbre utilizando los estados de daño estimados
mediante el filtro Bayesiano. La validez de la metodologı́a propuesta se demostró
usando los datos procedentes de la monitorización estructural del daño por fatiga
del tipo tensión cı́clica en laminados cross-ply de fibra de carbono, según se es-
pecifica en el Capı́tulo 9. Como comentario general, los resultados mostraron que
una buena precisión de predicción puede ser obtenida tras un primer periodo
de ciclos de fatiga, que corresponde con los ciclos requeridos por los datos para
recabar suficiente información para los parámetros del modelo. En particular, se
demostró que el marco de pronóstico propuesto proporciona un horizonte de
pronóstico de un 87% del total de ciclos ensayados con un nivel de exactitud del
20%, según la metodologı́a de Saxena et al. [110] para evaluación del pronóstico.

En el Capı́tulo 6, la metodologı́a de pronóstico propuesta se amplió para con-
siderar la estimación de la fiabilidad a largo plazo como un indicador unificado
de salud estructural. Se ha demostrado que la distribución de la variable vida
remanente se puede conseguir fácilmente como una función de la estimación de
fiabilidad a largo plazo. Antes de presentar la metodologı́a para la predicción de
la fiabilidad a largo plazo se proporcionó un estado del arte y revisión de la liter-
atura sobre fiabilidad de materiales compuestos como una sección introductoria
al capı́tulo. Esta revisión de literatura fue motivada por la falta de consenso ob-
servado en la literatura fiabilidad de composites. Una de las principales conclu-
siones de esta revisión es la necesidad de desarrollo de metodologı́a que tengan
en cuenta el daño progresivo de composites dentro de la formulación de fiabili-
dad, lo que motivó la formulación de la fiabilidad a largo plazo propuesta en la
Sección 6.2.

Una dificultad encontrada para la predicción de saturación de micro-grietas
fue la inestabilidad en las estimaciones de vida remanente cuando se utiliza un
algoritmo ordinario de pronóstico basado en filtrado Bayesiano (por ejemplo, Al-
goritmo 3), que requiere el empleo de una elevada cantidad de sampleos para
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obtener exactitud en la predicción. Ello motivó un nuevo algoritmo llamado PFP-
Subsim que combina los principios del pronóstico con el método de simulación
Subset con objeto de obtener eficiencia cuando la predicción conlleva simula-
ciones de eventos raros, como se especifica en la Sección 7.3. Se demostró que
PFP-Subsim consigue alta eficiencia mediante la simulación de sampleos dis-
tribuidos en subconjutos anidados de forma secuencial hasta que se alcanza el
umbral de pronóstico final. La secuencia de subconjuntos se establece de forma
automatizada, lo que evita tediosas calibraciones preliminares y a su vez permite
su implementación para aplicaciones de pronóstico en tiempo real. La eficiencia
computacional y la precisión que se puede obtener con el algoritmo propuesto se
demostró en la Sección 9.3 usando el conjunto de datos de daño por fatiga presen-
tado en el Capı́tulo 9, ilustrándose ası́ algunos de los problemas a los que pueden
enfrentarse con eficiencia el algoritmo en una aplicación real. Se demostró que la
probabilidad de fallo del sistema (entendida como la complementaria de la fiabili-
dad a largo plazo) se puede predecir fácilmente con alta precisión utilizando el al-
goritmo PFP- Subsim incluso cuando esta probabilidad es muy pequeña. En par-
ticular, se ha probado por los ejemplos numéricos que el algoritmo PFP-Subsim
es capaz de predecir eventos de fallo muy pequeños (correspondientes a niveles
extremadamente altos de saturación de la micro-grietas en la matriz para el lam-
inado considerado) con un coste computacional moderado. Cuando la probabili-
dad de fallo del sistema no es tan baja, los resultados mostraron que PFP-Subsim
se comporta de manera similar al algoritmo de pronóstico estándar, lo que in-
dica que PFP-Subsim puede considerarse como un algoritmo de pronóstico de
propósito general, con la particularidad de que es especialmente eficaz para el
pronóstico de eventos raros.

Limitaciones
Una serie de hipótesis son consideradas en la formulación de los diversos
métodos de pronóstico y algoritmos propuestos para esta tesis de modo que, en
cierta manera, indican las limitaciones de la metodologı́a propuesta. Esta sección
pretende resaltar de forma honesta tales supuestos y limitaciones. En primer lu-
gar, es importante señalar que el marco de estimación de estados Bayesiano prop-
uesto en el Capı́tulo 5 fue formulado bajo el supuesto de que los datos viniesen
dados en forma de densidad de micro-grietas en la matriz y rigidez efectiva
normalizada. Sin embargo, los sensores actuales de monitorización estructural
difı́cilmente proporcionan esta información de forma directa. En su lugar, las
señales que se obtienen de los sensores requieren un procesamiento previo para
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obtener los datos de degradación en sı́. Varias contribuciones se pueden encontrar
en la literatura sobre métodos válidos para procesamiento de señales procedentes
de sensores del daño estructural en materiales compuestos (véase por ejemplo
C. Larrosa y F. K. Chang [243, 245]). El trabajo intermedio que es necesario con-
siderar para obtener los datos de daño desde las señales en bruto de los sensores,
se ha presentado en la Sección 8.2.1, más concretamente mediante el esquema
de la Figura 8.4. Ello indica que ciertos trabajos previos son requeridos para re-
alizar un experimento de pronóstico en tiempo real utilizando el marco que aquı́
se presenta.

Para continuar con las limitaciones, es evidente que el marco propuesto se
elaboró bajo el supuesto de que la micro-fisuración de la matriz es el modo dom-
inante de daño y también el precursor de otros modos de daños más graves
en el material compuesto, lo cual es una suposición razonable para laminados
tipo cross-ply [26], (como el tipo de laminado considerado en esta tesis). Bajo tal
supuesto, se seleccionaron modelos adecuados de fisuración por micro-grietas
y de reducción de la rigidez inducida por micro-grietas. Por tanto, otros mo-
dos posibles daños como delaminación y rotura de fibra, entre otros, no quedan
bien representados mediante los modelos considerados (aunque su efecto sı́
que se consideró como fuente de incertidumbre que es cuantificada a través
de los términos de error del modelo). Dado que los modelos de daño son es-
tocásticamente embebidos para servir como ecuaciones de transición/predicción
en la formulación de filtrado Bayesiano, la no consideración de otros modos de
daño en el modelo puede influir en la predictabilidad, con independencia de lo
bien que predigan el algoritmo de pronóstico. Esto significa que si se consideran
diferentes tipos de laminados, podrı́a esperarse la aparición de otros modos de
daño, por lo tanto, determinadas modificaciones a los modelos de daño serı́an
requeridas para mejorar la capacidad de predicción. Por último, se señaló que
el marco de pronóstico propuesto para daño por fatiga en composites ha sido
diseñado, y también validado por los ejemplos numéricos, a nivel de cupón o
especimen en condiciones de laboratorio.

Aunque esta es la situación habitual en la mayorı́a de los programas actuales
de investigación sobre fatiga, es importante indicar que una mejora de mucho in-
terés no sólo a nivel de investigación sino también para ingenierı́a, serı́a aquella
que propusiera un programa de pronóstico de fatiga a nivel de componente es-
tructural o subsistema bajo cargas de fatiga realistas. Esto puede requerir el desar-
rollo de tecnologı́a especı́fica de diagnóstico para la detección y la cuantificación
de la extensión del daño a través de un sistema de sensores de monitorización de
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salud estructural, ası́ como un marco de pronóstico especialmente diseñado para
ello.

Trabajos futuros
El contenido de esta sección ha sido parcialmente cubierto por la anterior, ya que
el planteamiento con suficiente rigor de cualquiera de las limitaciones antes men-
cionadas, puede ser constitutivo de un nuevo objetivo potencial de investigación
y por ende, una posible lı́nea futura de trabajo. Sin embargo, la intención del au-
tor con esta sección es la de destacar brevemente la más fructı́fera de entre las
posibles que de esta manera surgen, entendiéndose ası́ como las lı́neas de inves-
tigación más viables para trabajar tras esta tesis. En este sentido, la consideración
de otros modos de daños internos diferentes del de micro-fisuración en la ma-
triz serı́a de especial interés para futuras investigaciones. Es también de destacar
que el estudio y validación del marco de pronóstico para diferentes tipos de se-
cuencias de laminación (como quasi-isotropic, angle-ply, etc) también pueden ser
considerado como lı́nea de trabajo inmediata a seguir. En general, un escenario
ideal para la investigación futura en esta materia estarı́a compuesto por una com-
binación adecuada entre desarrollo de tecnologı́a de diagnóstico y detección de
daño junto con un marco de pronóstico con capacidad de toma de decisiones so-
bre degradación y fiabilidad de estructuras complejas realizadas con materiales
compuestos.
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A
Basic relations for ERR term

formulation in composites

This appendix presents the expressions of some of the terms involved in the
ERR term formulation for different damage mechanics models. Basis of the clas-
sical laminate theory is presented and used to derive the formulation of the ERR
terms.

A.1 Shear-lag model nomenclature and basic relations of
classical laminate theory

The function a in Equation 5.4 is defined as a function of the laminate and ply
properties listed in Table 5.1, as follows:
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where properties with the superscript (�) are referred to the outer


� n�
2

�

-

sublaminate
Notice that the subscripts {1, 2, 3} refer to ply properties defined in local axis

(material coordinate system) while the subscripts {x, y, z} refer to sub-laminate
or laminate properties defined in global axis, that corresponds to the laminate
coordinate system. The first local direction ”1” coincides with fibers direction at
a given ply or lamina, while directions ”2-3” are the in-plane and out-of-plane
transverse directions. For global axis, ”x” refers to the fatigue loading direction,
while ”y-z” refers to the in-plane and out-of-plane transverse directions, respec-

tively. In addition, the superscript (�) denotes: ”property referred to the


� n�
2

�

-

sub-laminate”.
The function a in Equation 5.4 is defined as a function of the laminate and

ply properties listed in Table 5.1 where properties with the superscript (�) are

referred to the outer
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� n�
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-sub-laminate. From the classical theory of lami-

nates [41], these properties can be readily obtained as:
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where m = cos(�), n = sin(�), and � is the angle between the laminate x�axis

and the fiber direction of


� n�
2

�

-sublaminate. The rest of the parameters involved

in Equations A.1 and A.2 are defined in Table 5.1. For a cross-ply laminate, which
is the laminate type considered in the numerical experiments of this thesis, � =

0�, hence, the laminate and sublaminate global axis {x, y, z} coincide with ply
local axis {1, 2, 3}. In this particular case, the following identities hold:

E(0)
x = E1; E(0)

y = E2;⌫(0)xy = ⌫12; G(0)
xy = G12; G(0)

xz = G12 (A.3)

Regarding the undamaged longitudinal Young’s modulus of the overall lam-
inate, Ex,0, it is obtained as Ex,0 = 1

a⇤11
, where a⇤11 is the (1, 1)th element of the

normalized compliance matrix of the laminate a⇤, obtained as the inverse of the
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normalized laminate stiffness matrix A⇤. For the laminate considered in this the-
sis, the matrix A⇤ can be readily calculated using the rule of mixtures [43] as
A⇤ = t�

h Q̄(�) + t90
h Q̄(90), where Q̄(↵),↵ = {�, 90} is the corresponding stiffness

matrix of the outer


� n�
2

�

-sub-laminates and 90 sub-laminate, respectively, de-

fined as:
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The elements of this matrix can be obtained as a function of the corresponding
sub-laminate angle↵ as:
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where Ui , i = 1, . . . , 5 are invariants from the ply, whose values are defined re-
gardless of the ply orientation as a function of the components of the ”on-axis”
ply stiffness matrix, as follows:
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A.2 Energy release rate for micro-cracks interaction with local
and global delamination (variational approach)

Expressions for �(l̄) and its first derivate �0(l̄) are given by:
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when 4q
p2 > 1 holds. Otherwise, Eq. A.9a should be consider.The terms p and

q are relations of the ply properties and the stacking sequence defined by p =
(C2 � C4)/C3, q = C1/C3. The parameters Ci , i : 1, . . . , 4, are known functions of the
laminate properties defined as:
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where � is the ply-thickness ratio � = t0/t90. Notice that �GLD depends on the
magnitude (l̄� �), which expresses the separation between the tips of two grow-
ing delaminations starting from the tips of the matrix micro-cracks. Without lack
of generality, thermal stresses are not considered for the formulation of ERR in
Tables 5.2 and 5.1, since the data used for this thesis, and also in most of fatigue
experiments, are collected in a temperature controlled environment.
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A.3 Energy release rate for micro-cracks interaction with local
and global delamination (COD approach)

The normalized effective stiffness of a cracked laminate using a COD model can
be stated using the formulation by Gudmundson and Weilin [148] as follows1:

E⇤x =
1
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(S0)�1 � ÂT
k=1 ⌫

ktk⇢k(Ak)T ÂN
i=1 �

ikAi
��1
(1,1)

(A.11)

where S0 is the in-plane compliance matrix of the intact laminate, T is the total
amount of plies and, ⌫k, tk and ⇢k stand for the volume fraction, the thickness and
the matrix-cracks density of the kth ply, respectively, k = 1, . . . , T. The term Ak

is a matrix determined by the compliance matrix and the orthonormal vector on
the crack surface of the kth ply as follows:

Ak = Nk
I(S

k)�1 (A.12)

where Sk is the in-plane compliance matrix of the kth ply and Nk
I is a matrix

defined by the orthonormal vector to the surface of transverse cracks, nk, as:
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The terms �ki are diagonal matrices used to account the average crack opening
displacement of matrix cracks:
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1The subscript (1, 1) in Equation A.11 denotes the first component of the resulting matrix.
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The terms a j and bj are constants whose values are found in the literature (see
for example Table 1 in [148] or Table 4.2 in [145]). It is important to remark that
one should adopt different formulation for �k

i , i = {1, 2, 3} if surface cracks (e.g.
global delaminations) are present (or expected) in the damage pattern of the lam-
inate. See further insight in [148, 246].
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International Journal of Fatigue (2014)

p Manuel Chiachı́o, James L. Beck, Juan Chiachı́o, Guillermo Rus. Approxi-
mate Bayesian Computation by Subset Simulation. SIAM Journal on Scien-
tific Computing (2014), 36 (3), A1339-A1358

p Manuel Chiachı́o, Juan Chiachı́o, Guillermo Rus, James L. Beck. Predicting
Fatigue in Composites. A Bayesian Framework. Structural Safety (2014), 51,
57-68.
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p O.2 Manuel Chiachı́o, Juan Chiachı́o, Guillermo Rus. Reliability in composites-
A selective review and survey of current development. Composites Part
B: Engineering (2012), 43, 902-913.

p O.3 Manuel Chiachı́o, Juan Chiachı́o, Shankar Sankararaman, Abhinav Saxena,
Guillermo Rus, Kai Goebel. An efficient algorithm for prognostics involving
rare-events. Submitted to SIAM Journal on Scientific Computing.

p O.1 Juan Chiachı́o, Manuel Chiachı́o, Shankar Sankararaman, Abhinav Sax-
ena, Guillermo Rus, Kai Goebel. A particle filtering approach for reliability-
based prognostics in composites. Submitted to Reliability Engineering and Sys-
tem Safety

p Guillermo Rus, Juan Chiachı́o, Manuel Chiachı́o. Logical inference for in-
verse problems. Submitted to Inverse Problems.

Book chapters
p O.1 Juan Chiachı́o, Manuel Chiachı́o, Shankar Sankararaman, Abhinav Sax-

ena,Kai Goebel. Prognostics Design for Structural Health Management, To
appear in: Emerging Design Solutions in Structural Health Monitoring Systems,
Advances in Civil and Industrial Engineering Series (September 2014), Ed. IGI
Global.

p R. Muñoz, G. Rus, N. Bochud, D. Barnard, J. Melchor, J. Chiachı́o, M. Chi-
achı́o, S. Cantero, A. Callejas, L. Peralta. Nonlinear ultrasonics as an early
damage signature, To appear in: Emerging Design Solutions in Structural
Health Monitoring Systems, Advances in Civil and Industrial Engineering Series
(September 2014), Ed. IGI Global.

p O.1 Kai Goebel, Manuel Chiachı́o, Juan Chiachı́o, Abhinav Saxena. An Energy-
based Prognostic Framework to Predict Evolution of Damage in Aerospace
Structures, To appear in: Structural Health Monitoring (SHM) in Aerospace
Structures (November 2014), Ed. Woodhead Publishing Limited.

Conference proceedings (full-papers)
p O.3 Manuel Chiachı́o, Juan Chiachı́o, Abhinav Saxena, Guillermo Rus, Kai

Goebel. An efficient simulation framework for prognostics of asymptotic
processes-a case study in composite materials. In Proceedings of the European
Conference of the Prognostics and Health Management Society, 2014, ISBN-978-
1-936263-16-5, pp. 202-214. (Nomination for Best-Paper Award)

p O.2 Juan Chiachı́o, Manuel Chiachı́o, Abhinav Saxena, Guillermo Rus, Kai
Goebel. A model-based prognostics framework to predict fatigue damage
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evolution and reliability in composites. In Proceedings of the European Con-
ference of the Prognostics and Health Management Society, 2014, ISBN-978-1-
936263-16-5 pp. 732-742. (Best-Paper Award)

p O.3 Manuel Chiachı́o, Juan Chiachı́o, Abhinav Saxena, Shankar Sankaraman,
Kai Goebel. Predicting remaining useful life in CRFP laminates under fa-
tigue loads: A new efficient algorithm. In Proceedings of the American Society
for Composites 29th Technical Conference, 16th US-Japan Conference on Compos-
ites Materials, and ASTM D30 meeting, 2014, pp. 1-20, (pending ISBN assign-
ment).

p Juan Chiachı́o, Juan Chiachı́o, Abhinav Saxena, Shankar Sankaraman, Kai
Goebel. A robust modeling approach for fatigue damage in composites
based on Bayesian model class selection. In Proceedings of the American Soci-
ety for Composites 29th Technical Conference, 16th US-Japan Conference on Com-
posites Materials, and ASTM D30 meeting, 2014, pp. 1-18, (pending ISBN as-
signment).

p O.3 Manuel Chiachı́o, Juan Chiachı́o, Abhinav Saxena, Guillermo Rus, Kai
Goebel. An efficient algorithm to predict the expected end-of-life in com-
posites. In Proceedings of the 16th European Conference on Composite Materials,
2014, pp.1-8, (pending ISBN assignment).

p O.1 Juan Chiachı́o, Manuel Chiachı́o, Abhinav Saxena, Guillermo Rus, Kai
Goebel. An Energy- Based Prognostic Framework to Predict Fatigue Dam-
age Evolution in Composites. In Proceedings of the Annual Conference of
the Prognostics and Health Management Society, 2013, ISBN-978-1-936263-06-6
pp. 363-371.

p O.1 Manuel Chiachı́o, Juan Chiachı́o, Abhinav Saxena, Guillermo Rus, Kai
Goebel. Fatigue damage prognosis in FRP composites by combining multi-
scale degradation fault modes in an uncertainty Bayesian framework. In
Proceedings of the Structural Health Monitoring, 2013, ISBN: 978-1-60595-115-
7, pp.1368-1376,

p Manuel Chiachı́o, Juan Chiachı́o, Guillermo Rus. Fatigue diagnosis in
composites-A Robust Bayesian approach. In Proceedings of the 15th European
Conference on Composite Materials, 2012, pp.1-8, ISBN: 978-88-88785-33-2.

p Juan Chiachı́o, Manuel Chiachı́o, Guillermo Rus, Nicolas Bochud, Laura
Maria Peralta, Juan M. Melchor. A stochastic model for tissue consistence
evolution based on the inverse problem. In Proceedings of the ESB2012, Jour-
nal of Biomechanics, 45, Supplement 1, July 2012, pp. S652.
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p J. Chiachı́o, M. Chiachı́o, G. Rus. An Inverse-Problem Based Stochastic Ap-
proach to Model the Cumulative Damage Evolution of Composites. Procedia
Engineering, Volume 14, 2011, pp. 1557-1563.

Patents
p Manuel Chiachio, Juan Chiachio, Guillermo Rus. Self-stressed structure for

all-composite bridge (ES 2332442 B1). Spanish Bureau of Patents (OEPM).
p G. Rus, N. Bochud, J. Melchor, J. Chiachio, M. Chiachio. Petri-dish

ultrasound-based monitoring device. (ES 2387770 B1). Spanish Bureau of
Patents (OEPM).

International conferences
p O.3 Manuel Chiachı́o, Juan Chiachı́o, Abhinav Saxena, Guillermo Rus, Kai

Goebel. An efficient simulation framework for prognostics of asymptotic
processes-a case study in composite materials. 2nd European Conference of
the Prognostics and Health Management Society, Nantes, France, July 7-10,
2014.

p O.1 Manuel Chiachı́o, Juan Chiachı́o, Abhinav Saxena, Guillermo Rus, Kai
Goebel. Fatigue damage prognosis in FRP composites by combining multi-
scale degradation fault modes in an uncertainty Bayesian framework. Inter-
national Workshop on Structural Health Monitoring (IWSHM’13), Stanford
University-Palo Alto, (USA) September 10-13, 2013.

p O.1 Manuel Chiachı́o, Juan Chiachı́o, Abhinav Saxena, Guillermo Rus, Kai
Goebel. Connecting Microscale and Macroscale Damage Models in a
Bayesian Framework for Fatigue Damage Prognostics of CFRP Compos-
ites. ASME 2013 International Mechanical Engineering Congress & Exposi-
tion, San Diego (USA), November 15-22, 2013.

p Manuel Chiachı́o, Juan Chiachı́o, Guillermo Rus. Cumulative Damage
Reconstruction in Composites-Different Perspectives based on the Inverse
Problem. 8th Solid Mechanics European Conference, Graz (Austria), July
9-13, 2012.

p Manuel Chiachı́o, Juan Chiachı́o, Guillermo Rus. Ultrasonic monitoring of
artificial tissue mechanical properties in bioreactor. International Work Con-
ference on Bioinformatics and Biomedical Engineering (IWBBIO 2014), 31th
Annual Meeting, Granada (Spain), April 7-9, 2014.

p Juan Chiachı́o, Manuel Chiachı́o, Guillermo Rus. Tissue Consistence
Evolution: A Statistical Approach. Tissue Engineering and Regenerative
Medicine International Society, 31th Annual Meeting, Granada (Spain),
June 7-10, 2011.
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p O.3 Manuel Chiachı́o, Juan Chiachı́o, Abhinav Saxena, Guillermo Rus, Kai
Goebel. An efficient algorithm to predict the expected end-of-life in com-
posite under fatigue conditions. 16th European Conference on Composite
Materials, Seville (Spain), June 22-26, 2014.

p M. Chiachı́o, J. Chiachı́o, G. Rus. Reliability Assessment of complex materi-
als under mechanical degradation. 16th International Conference on Com-
posite Structures (ICCS16), Porto (Portugal), June 21-26, 2011.

Technical seminars as invited speaker
p Manuel Chiachı́o. A Bayesian Framework in Cumulative Damage Diag-

nostic. Institute of Polymers and Composites. Technical University of Ham-
burg (TUHH-AIRBUS). By invitation of Prof. Dr. Ing. Karl Shulte.

p Manuel Chiachı́o. Predicting the Evolution of Damage in Composites
Materials. Part 2: A Bayesian Approach. Graduate Aerospace Laborato-
ries at California Institute of Technology (CALTECH). By invitation of Prof.
Michael Ortiz.
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