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RESUMEN 

 

En esta Tesis doctoral, se proponen modelos de redes bayesianas para analizar la 

severidad de los accidentes de tráfico. Estos modelos son capaces de hacer 

predicciones, sin necesidad de pre-supuestos y se utilizan para hacer representaciones 

gráficas de los sistemas complejos con componentes relacionados entre sí. 

 

En esta investigación se analizaron los accidentes de tráfico en carreteras rurales en 

España en función de la severidad de los mismos. Se construyeron tres Redes 

Bayesianas (Bayesian networks - BN) usando 18 variables que representan las 

características del conductor, de la carretera, del vehículo, de los accidentes, y las 

condiciones meteorológicas. Las BN construidas se utilizaron para clasificar la gravedad 

de los accidentes en heridos leves y muertos o heridos graves. Los resultados indicaron 

que utilizando las 18 variables para construir las BN, las variables que se encuentran 

más relacionada con un accidente con un muerto o con heridos graves en los 

accidentes de tráfico son: tipo de accidente, edad del conductor, iluminación y número 

de heridos. 

 

A continuación, mediante diferentes algoritmos se seleccionaron las variables más 

significativas, se construyeron Bayesian networks con un menor número de variables 

(entre 4 y 16 variables) y se compararon los resultados con los del modelo base, que 

utilizaba las 18 variables originales. Los resultados indicaron que si se utilizaba un 

grupo seleccionado de variables (p.e. tipo de accidente, edad, factores atmosféricos, 

género, iluminación, número de heridos y número de ocupantes) para construir una 

BN, los indicadores de rendimiento (p.e. precisión) mejoraban con respecto a los de la 

BN original en la mayoría de los casos. Por lo tanto, se puede decir que mediante BN es 

posible reducir el número de variables que se utilizan para analizar la gravedad de un 

accidente de tráfico sin reducir la precisión de los modelos. 
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ABSTRACT 
 

In this Ph.D. Thesis, Bayesian networks’ models are proposed to study traffic accident 

severities. These models are capable of making predictions without the need for pre-

assumptions and are used to make graphic representations of complex systems with 

interrelated components.   

 

In this research work accidents on rural highways in Spain were analyzed for injury 

severity. Three different Bayesian networks (BN) were built using 18 variables 

representing driver characteristics, highway characteristics, vehicle characteristics, 

accidents characteristics, and atmospheric factors. The BN built were used to classify 

the injury severity of accidents into slightly injured and killed or severely injured. The 

results indicated that using the 18 variables to build BN, the variables that are mostly 

associated with a killed or severely injured in traffic accidents were: accident type, 

driver age, lighting and number of injuries.  

 

Following, using different algorithms the most significant variables were selected and 

were used to build BN with a smaller number of variables (from 4 to 16 variables). 

Results were compared with the base model which used the 18 original variables. The 

results indicated that using a selected group of variables (accident type, age, 

atmospheric factors, gender, lighting, number of injured and occupant involved) to 

build a BN, the performance indicators (i.e. accuracy) improved with respect to the 

original BN in most of the cases. Thus, it is possible to reduce the number of variables 

used to model traffic accidents injury severity through BNs without reducing the 

performance of the model. 
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CHAPTER 1 

Introduction 

 

1.1. Statement of the Problem 

 

The presented doctorate thesis is focused on the analysis and modeling of injury 

severity of traffic accidents. Due to the fact that road traffic injuries are a growing 

public health and development problem, special attention is dedicated in order to study 

and analyze this problem in traffic safety and traffic accidents’ research.  

 

   The World Health Organization (WHO) report on the global trends and prediction 

(WHO, 2004) indicated that the number of road traffic injuries has continued to rise in 

the world as a whole, but there has been an overall decline in high-income countries 

since the 1970s, and an increase in many of the low-income and middle income 

countries. With respect to road traffic injuries the results indicated that they are 

predicted to rise from 10
th
 place in 2002 to 8

th
 place by 2030 as a contributor to the 

global burden of diseases. On the other hand, road traffic deaths are predicted to 

increase by 83% in low-income and middle-income countries (if no major action is 

taken), and to decrease by 27% in high-income countries. If an appropriate action is not 

taken, the overall global increase is predicted to be 67% by 2020 (Table 1.1). 

   As illustrated in Table 1.1 the fatalities that traffic accidents produce could be 

considered one of the major problems that large parts of the world are and will be facing 

in the future. Thus, the economic burden that accidents produce is one of the major 

problems that might encounter low and medium income countries.  

   Thus, understanding and defining the causes that are responsible for traffic accidents’ 

injuries, more specifically traffic accidents fatalities, are one of the main reasons that 

could lead to find countermeasures in order to control or mitigate this problem.  

Many research studies have analyzed the injury severity of traffic accidents; in general 

the main purpose of these studies was to find the variables that most significantly 

contribute to the occurrence of a specific injury severity level when a traffic accident 

occurs. 
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Table 1. 1: Predicted road traffic fatalities by region (in thousands), adjusted for underreporting, 1990-

2020 

World Bank 

Region* 

Number of 

countries 

surveyed 

1990 2000 2010 2020 
Change (%) 

2000-2020 

Fatality rate 

(deaths per 100 

000 person) 

  2000 2020 

East Asia and 

Pacific 
15 112 188 278 337 79 10.9 16.8 

East Europe 

and Central 

Asia 

9 30 32 36 38 19 19.0 21.2 

Latin America 

and Caribbean 
31 90 122 154 180 48 26.1 31.0 

Middle East 

and North 

Africa 

13 41 56 73 94 68 19.2 22.3 

South Asia 7 87 135 212 330 144 10.2 18.9 

Sub-Sahara 

Africa 
46 59 80 109 144 80 12.3 14.9 

Sub-total 121 419 613 862 1124 83 13.3 19.0 

High-income 

countries 
35 123 110 95 80 -27 11.8 7.8 

Total 156 542 723 957 1204 67 13.0 17.4 

* Data are displayed according to the regional classifications of the World Bank. 

Source: reproduced from The World Bank (2003). 

   

In general, injury severity data is represented by discrete categories such as fatal injury, 

incapacitating, possible injury, and property damage only which is usually referred to as 

KABCO scale (Morgan, 2009). The first step in the process of developing and applying 

an appropriate statistical methodology is to define the characteristics of the data used to 

explain the injury severity of a traffic accident.  However, data used for analyzing injury 

severity of traffic accidents were found to share a number of characteristics, some of 

which will be briefly mentioned below (Savolainen, 2011).  

   The first characteristic is related to assuming that statistical data are drawn from a 

random sample. This, however might not always be guaranteed, not all accidents are 

always reported. Individuals involved in no injury or minor injury accidents are less 

likely to have their accidents reported to police.  

   The second common characteristic is that adjacent injury severity levels might share 

some unobserved effects because sometimes these levels might be closely related. 

Failing to account for such correlation in certain types of model estimation methods 

might result in problems related to biased parameter estimates and incorrect inferences. 
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In addition, sometimes relevant explanatory variables might be omitted from the model 

due to a limited amount of data available for the researcher. This can result in 

inconsistent parameter estimates if the omitted variable is correlated or has different 

variances among severity levels. 

   Finally, volume of accidents data available to the researcher is an important factor in 

the selection of an appropriate model. The size of the sample can guide the 

methodological selection process in which small samples may necessitate more 

simplistic models. 

   To that end, several approaches have been developed and refined to analyze the 

factors that contribute to the occurrence of a specific injury severity level conditioned 

on the occurrence of a traffic accident and to predict the severity level when certain 

conditions apply. These approaches included historical accident data analysis, 

predictions based on statistical models, results from before-and-after studies, and expert 

judgments made by experienced engineers. 

   Most of the studies found to analyze injury severity of traffic accident used discrete 

outcome models; recently new methods that use data mining and soft computing 

techniques were applied, these methods will be discussed in detail in chapter two.  

   Thus, this study is focused on using Bayesian networks to the analysis of injury 

severity of traffic accidents, in which its utilization to this field was limited so far into 

only one study by Simoncic (2004).  

   However, Bayesian Networks were introduced in the 1980's as formalism for 

representing and reasoning with models of problems involving uncertainty, adopting 

probability theory as a basic framework (Lucas, 2001). Over the last decade, the 

Bayesian network has become a popular representation for encoding uncertain expert 

knowledge in expert systems. The field of Bayesian networks has grown enormously 

over the last few years, with theoretical and computational developments in many areas.  

  Bayesian networks are used for modeling knowledge in bioinformatics, medicine, 

document classification, information retrieval, image processing, data fusion, decision 

support systems, engineering, gaming, and law. 

   In addition, using Bayesian networks to analyze injury severity of traffic accidents is 

supported by the fact that traffic accidents do not follow a determined distribution, and 
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they are not distributed normally, and since Bayesian networks does not suppose these 

assumptions, it could be applied to such a problem.   

1.2. Thesis Organization 

 

This thesis consists of seven chapters. The first chapter includes an introduction to 

thesis. Chapter two presents a brief overview of the injury severity models used in 

previous studies, discussion of these studies, a brief introduction about Bayesian 

networks, their applications, advantages, and finally a conclusion is presented. Chapter 

three presents the objectives and hypotheses to be fulfilled in this research work. 

Chapter four presents the dataset to be used in the models, the methodology followed, 

methods of learning Bayesian networks, evaluation indicators of Bayesian networks and 

a brief description of the variables’ selection algorithms. In chapter five the results of 

modeling traffic accidents injury severity using Bayesian networks and the results of 

using variables’ selection algorithms are also presented. Finally, chapter six, presents 

the major conclusions for the injury severity constructed Bayesian networks’ models; 

Bayesian networks built using selected variables and the future work. 
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CHAPTER 2 

State of the Art  
 

This chapter includes a brief review of existing literature for injury severity of traffic 

accidents.  Generally, in the research of roadway safety, two measures are commonly 

used: 

 

1. Accidents frequency: this measure evaluates the frequency of accidents on roadway 

segments. Accidents frequencies on different roadway segments are used to estimate 

count data models, such as; Poisson, negative binomial, and their zero inflated. In which 

the independent variables used are the roadway segment characteristics, e.g. roadway 

segment length, curvature, slope, type, pavement quality, etc.) (Malyshkina, 2008). 

 

2. Injury severity: this measure evaluates the injury severity of accidents as determined 

by the most severely injured individual involved in the accidents. In this case discrete 

outcome models (e.g. ordered probit and multinomial logit models) are commonly used 

to do the evaluation using data available on individual accidents. The independent 

variables used in these models are the individual accident characteristics (e.g. time and 

location of an accident, weather conditions, roadway characteristics at the location of 

the accident, vehicles characteristics, and driver characteristics) (Malyshkina, 2008). 

 

   This chapter presents an overview and a discussion of the used models in the analysis 

of traffic accidents’ injury severity studies.  

2.1. Injury severity models 

 

Several modeling techniques were found to be used by researchers analyzing injury 

severity of traffic accidents. The most commonly used ones are briefly discussed below. 

The modeling techniques used to analyze injury severity of traffic accidents were 

classified into 4 groups: discrete outcome models, data mining techniques, soft 

computing techniques and other techniques. 
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The review performed found that since 1996, 45 studies analyzed injury severity of 

traffic accidents. The review carried out was limited to those studies that analyzed 

injury severity from an engineering perspective. Also, studies that only analyzed 

accidents of pedestrians, cyclists, motorcycles were not considered. 

2.1.1. Discrete outcome models (DOM) 

DOM are used to represent probabilities of having an outcome based on certain factors 

or characteristics.  The discrete nature of the accident outcome are considered as a 

physical event, in which modeling accident outcomes is derived from simple 

probabilistic theory (Washington et al. 2003). It should be noticed that some discrete 

data might have an ordered nature while others not, in the following subsection a 

description of each type of DOM is presented.  

 

2.1.1.1. Logit Models (LM) 

 

A special case of general linear regression is logistic regression or logit model, which 

assumes that the response variable follows the logit-function. Logistic model is an 

approach that is used in mathematical modeling in order to describe the relationship of 

single or several independent variables to a binary outcome variable. This modeling 

approach is usually preferred by researchers, since the logistic function must lie in the 

range between zero and one, and this is not usually the case with other possible 

functions. Also the logistic function has an S-shaped description and this shape can be 

easily interpreted (Kleinbaum and Klein, 2002). 

 

   The simplest form of the LM is the binary form, where the outcome variable is one of 

two outcomes. Binary logit model (BLM) and some extensions of them are the models 

which were found to be mostly used in the literature of accidents’ injury severity 

analysis.  

 

   A brief description of these extensions is the following (Ortúzar and Willumsen, 

2001; Kleinbaum and Klein, 2002; Train, 2009; and Keele and Park, 2006; Washington 

et al., 2003): 
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1. Multinomial logit model (MNL) is used when the outcome variable has more than 

two unordered categories. 

2. Hierarchical logit, nested logit or multi-level logit model (HL) is used when certain 

assumptions valid for the MNL are violated, e.g., when either the outcome are not 

independent, or when there are variations among individuals. 

3. Mixed logit model (MXL) is a generalized extreme value (GEV) model where, this 

distribution allows for correlations over outcomes and it is a generalization of the 

univariate extreme value distribution that is used for standard LM. This model 

alleviates the three limitations for the standard LM by allowing for random 

variation, unrestricted substitution patterns and correlation in unobserved factors 

over time. MXL are actually the integrals of the standard logit probabilities over 

density parameters. 

4. Ordered logit model (OLM), also known as proportional odds model, this model has 

an observed ordinal variable (Y), where Y is a function of another latent continuous 

unmeasured variable (Y*). Values of Y* determine the values of the resulting Y. Y* 

has various threshold or cut points, where the value of Y depends on these 

thresholds. The random disturbance or the error term here follows a logistic 

distribution (Washington et al., 2003).  

5. Heteroskedastic logit model (HKL) is also a GEV model; however, instead of 

capturing correlations among outcomes, it allows the variance of unobserved factors 

to differ over outcomes.  

6. Heterogeneous model (HM) is used when dealing with categorical dependent 

variables. If the variants of the error term are non-constant, the standard error will be 

incorrect and the parameters will be biased and inconsistent. In order to deal with 

unequal error variances the HM is used. 

7. Generalized estimating equations (GEE) are an extension of the logistic model to 

handle outcome variables that have binary correlated outcomes. GEE takes into 

account the correlated nature of the outcome.  
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Table 2.1: Studies that analyze injury severity of traffic accidents using Logit Models 

Study Authors (publication 

year) 
Model type 

No. records 

used 
No. variables Area type Features Injury level 

No. injury 

levels 
Model fit test 

Shanker et al., 1996 HL 1,505 21 Rural SEG KABCO 5 ρ² = 0.52 (Probably McFadden’s) 

Donelson et al., 1999 BLM 55,000 11 mixed SEG K 1 

Kendall's tau (τ) coefficient 

c statistic=[0.882-0.916] for all models , 

concordance ) = [88.4%-85.5%] for all models, 
discordance =[6.4%-9.8%]for all models, tied pair of 

a fatal crash=[4%-5.6%] for all models 

Krull et al., 2000 BLM 59,743 16 mixed SEG K+A, B+C+O 2 ρ² = 0.147 (McFadden’s) 

Abdelwahab and Abdel-Aty, 
2001 

OLM 1,168 14 n.a. INT A, C+B, O 3 accuracy =58.9% 

Dissanayake and Lu, 2002 BLM 8,382 16 mixed SEG KABCO 5 accuracy =89.2% 

Bédard et al., 2002 BLM 109,837 12 n.a. n.a. K 1 n.a. 

Srinivasan, 2002 OMXL, OLM 3,492 6 mixed BOTH KACO 4 

OMXL against OLM:  
χ² > χ²  critical (60.86>28.86 at 0.05) for the observed 

data,  

χ² > χ²  critical (31.92>28.86 at 0.05) for the 
predictive data  

Ouyang et al., 2002 BLM 2,986 24 mixed BOTH A+K, O+C 2 ρ²= 0.172 (Probably McFadden’s) 

Khattak and Rocha, 2003 OLM 4,552 5 n.a. n.a. AIS 7 ρ² = 0.1040 (McFadden’s) 

Dissanayake, 2004 BLM n.a. 15 mixed SEG KABCO 5 n.a. 

Wang and Kockelman, 2005 HKL n.a. 25 n.a. SEG KABCO 5 
ρ² (McFadden’s) 
for one vehicle: HOP= 0.237, OP= 0.235  

for two vehicle: HOP= 0.257, OP= 0.251 

Lenuguerrand et al., 2006 
GEE, HL,  

BLM 
12,030 9 n.a. INT K, not K 2 n.a. 

Awadzi et al., 2008 MNL n.a. 18 mixed BOTH KBO 3 n.a. 

Milton et. al., 2008 MXL 22,568 26 mixed BOTH K+A, BO 2 ρ² = 0.1145 (Calculated McFadden’s) 

Malyshkina and Mannering, 

2009 
 MNL 81,172 16 mixed SEG KBO 3 p-value for χ²= 0.20-0.50 

Schneider et al., 2009 MNL 10,029 24 Rural SEG ABCO 4 

ρ² (Probably McFadden’s) 

for small radius model:  

ρ²=0.258  
for medium radius model: ρ²=0.230  

for large radius model:  

ρ²=0.253 

Jung et al., 2010 OLM, BLM  255 30 n.a. n.a. K+A, B+C, O 3 
accuracy=88% for the KA, accuracy=68% for the 
B+C 

Haleem and Abdel-Aty, 2010 HL 2,043 21 mixed INT K+A, B+ C+ O 2 AIC= 34040 

Jin et al., 2010 OLM 13,218 7 n.a. INT KABCO 5 ρ² = 0.0542  
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Continues Table 2.1       
 

 
Study Authors (publication 

year) 
Model type 

No. records 

used 
No. variables Area type Features Injury level 

No. injury 

levels 
Model fit test 

       
 

 

Daniels et al., 2010 HL 1,491 7 n.a. INT K+ A, K 2 
χ² for K+A= 10.88 (DF=8, p-value= 0.21),  

for K = 4.86 (DF= 6, p-value= 0.56) 

Paleti et al., 2010 HKL 6,950 15 n.a. n.a. KABCO 5 ρ² =0.1188 (Calculated McFadden’s) 

Quddus et al., 2010 OLM, HM 39,98 17 n.a. SEG KAC 3 
ρ² (McFadden’s) 
ρ² = 0.096 for the OLM 

ρ² = 0.099 for the HCM 

Dupont et al., 2010 BLM 1,296 14 n.a. BOTH K 1 n.a. 

Peek-Asa et al., 2010 BLM 87,185 12 mixed BOTH KA 2 n.a. 

Kononen et al., 2011 BLM n.a. 7 n.a. n.a. A 1 
sensitivity= 40% 
specificity= 98% 

ROC area= 0.84 

- n.a.: not available data; KABCO (K=killed, A=incapacitating, B=non-incapacitating, C=possible injury, O=no injury); AIS (0=no injury, 1=minor, 2=moderate, 3=serious, 4=severe; 5=critical; 
6=unsurvivable); SEG=basic segment only, INT=intersection only, BOTH=intersection + segments 

Probably McFadden’s: ρ² value was given in the study, and was found to apply to McFadden’s formula; Calculated McFadden’s: ρ² value was not given, but was calculated using log-likelihoods given in the 

study 
- For more information about each study please refer to Appendix I. 
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2.1.1.2. Probit models (PM) 

 

PM deal with the three limitations that LM presents: they can handle random variation, 

they allow any pattern of substitution, and they are applicable to panel data with 

temporally correlated errors (Train, 2009).  

 

   Extensions of PM have been used in the field of accident severity. The most used 

were the ordered probit models (OPM). OPM is a generalization of the PM to the case 

of more than two outcomes of an ordinal dependent variable. In the case the model 

cannot be estimated using the ordinary least square, it is usually estimated using the 

maximum likelihood (Train, 2009). 

Other PM used are the following:  

• Heteroskedastic probit model (HOP): it is used when the error terms are not 

homoskedastic and their variance may be parametrized as a function of 

covariates. HOP offers more flexibility than OPM, since they capture the effect 

of the independent variables on the variance or uncertainty in the outcome 

(Lemp, et al., 2011). 

• Bayesian ordered probit model (BOP): it is an extension of the Bayesian 

inference into the OPM, in which the parameters to be estimated are assumed to 

follow certain prior distributions. Based on the data, the likelihood function is 

used to update the prior distribution and obtain the posterior distribution (Xie et 

al., 2009). 
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Table 2.2: Studies that analyze injury severity of traffic accidents using Probit Models 

Study Authors (publication 

year) 
Model type No. records No. variables Area type Features Injury level 

No. injury 

levels 
Model fit test 

Renksi et al. 1999 OPM 27,29 7 mixed SEG KABCO 5 ρ² = 0.116 (Probably McFadden’s) 

Khattak, 2001 OPM 3,912 36 mixed SEG KABCO  5 
ρ² (McFadden’s) 
ρ²= 0.0319, 0.0671, 0.0660 for drivers 1, 2, 3 

respectively 

Kockelman and Kweon, 
2002 

OPM n.a. 13 n.a. n.a. KACO 4 
ρ²= (0.0451-0.0868) 
 (McFadden’s) 

Khattak et al., 2002 OPM 17,045 16 mixed BOTH KABC 4 ρ²= 0.057 (Probably  McFadden’s) 

Abdel-Aty and 

Abdelwahab, 2004 
OPM 7,891 12 mixed SEG K+A, BCO 2 accuracy=61.7%  

Abdel-Aty and Keller, 2005 OPM 21,371 34 n.a. INT KABCO 5 ρ²= 0.24 (Calculated McFadden’s) 

Oh, 2006 OPM 4,49 16 Rural INT KACO 4 

ρ²= 0.176 for all crashes model 

ρ²= 0.480 for 3 or more vehicles 

ρ²= 0.197 for 2 vehicles 
ρ²=0.378 for single vehicle 

Gårder, 2006 OPM 3,136 7 Rural SEG KABCO  5 n.a. 

Gray et al., 2008 OPM 622,431 13 mixed BOTH KACO 4 
LL =-33665.05 for London model  

LL =-267706.85 for UK 

Xie et al., 2009 OPM, BOP 76,994 14 n.a. INT KABCO 5 

accuracy  
for BOP for small data size= [55%-68%],  

for OP for small data size= [58%-68%],  

for BOP for predicted rest of the data= [61.8%-
65.4%],  

for OP for predicted rest of the data =[59.9%-

62.9%] 

Wang et al., 2009 OPM 10,946 17 n.a. INT KABCO 5 ρ² = 0.0273  

Haleem and Abdel-Aty, 

2010 
OPM, PM 2,043 21 mixed INT 

for the OPM: 
KABCO  for the 

PM: K+A, BCO 

5, 2 

AIC= 17091 (OPM + 3-legged) 

AIC= 9423 (OPM + 4-legged) 

AIC= 3804 (PM + 3-legged) 
AIC= 2100 (PM + 4-legged) 

Lemp et al., 2011 OPM, HOP 1,849 27 mixed n.a. KABCO 5 

LL  

for OPM= -1993 
for HOP= -1896 

Zhu and Srinivasan, 2011 OPM 953 28 mixed BOTH KA, B+C 2 

ρ²  

for PAR model= 0.1780 

for RES model= 0.1827 

- n.a.: not available data; KABCO (K=killed, A=incapacitating, B=non-incapacitating, C=possible injury, O=no injury); AIS (0=no injury, 1=minor, 2=moderate, 3=serious, 4=severe; 5=critical; 

6=unsurvivable); SEG=basic segment only, INT=intersection only, BOTH=intersection + segments 

Probably McFadden’s: ρ² value was given in the study, and was found to apply to McFadden’s formula; Calculated McFadden’s: ρ² value was not given, but was calculated using log-likelihoods given in the 
study 

- For more information about each study please refer to Appendix I. 
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2.1.2. Other models 

 

Other models found to be used by researchers in the field of traffic accidents’ injury 

severity included those that belong to the following techniques: Data mining, soft 

computing and others. 

 

   Data mining is defined as the process of discovering patterns in data. This process 

may be automatic or (more usually) semiautomatic. The patterns discovered must be 

meaningful in that they lead to some advantages (Witten and Frank, 2005). Many data 

mining techniques are being in use in different fields of science, economy, engineering, 

etc. Some of the data mining techniques that were found to be used in the analysis of 

injury severity of traffic accidents include: Decision trees (DT) and Bayesian networks 

(BN). 

   Soft computing is a mix of distinct methods which in a way or another cooperate in 

their fundamentals. The principal objective of soft computing is to exploit the tolerance 

for imprecision and uncertainty in order to achieve manageability, robustness and 

solutions at low cost (Zadeh, 1994). Models belonging to soft computing techniques 

that were used to analyze injury severity of traffic accidents include: Artificial neural 

networks (ANN) and Evolutionary algorithms (EA). 

   Other models which were found to be used in the literature include the log-linear 

model (LLM). 

   The following sections present a brief description of the models belonging to the 

aforementioned modeling techniques. 

2.1.2.1. Decision trees (DT) 

 

Decision trees are a kind of nonlinear predictive models that use the tree to represent the 

recursive partition. Each of the terminal nodes, or leaves, of the tree represents a cell of 

the partition, and has attached to it a simple model which applies in that cell only.  

   Within the literature of injury severity for traffic accidents, two types have been found 

to be used (see Table 2.3).  
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1. Classification and regression trees (CART): it constructs binary trees, in which 

each internal node has exactly two outgoing edges. CART can consider 

misclassification costs in the tree induction. It also enables users to provide prior 

probability distribution. An important feature of CART is its ability to generate 

regression trees, where the leaf predicts a real number and not a class (Rokach 

and Maimon, 2008).  

2. Chi squared automatic interaction detection (CHAID): it is a procedure used to 

generate decision trees, and it was originally designed to handle nominal 

variables only. For each input variable, CHAID finds the pair of values that is 

least significantly different with respect to the target variable. The significant 

difference is measured by the p-value obtained by a statistical test. If this is 

positive, CHAID merges the values and searches for an additional potential pair 

to be merged, this process is repeated until no significant pairs are found 

(Rokach and Maimon, 2008).   

2.1.2.2. Bayesian networks (BNs) 

 

BNs are graphical models of interactions among a set of variables, where the variables 

are represented as nodes (also known as vertices) of a graph and the interactions (direct 

dependences) as directed links (also known as arcs and edges) between the nodes. Any 

pair of unconnected/nonadjacent nodes of such a graph indicates (conditional) 

independence between the variables represented by these nodes under particular 

circumstances that can easily be read from the graph. Each node contains the states of 

the random variable and it represents a conditional probability table. The conditional 

probability table of a node contains probabilities of the node being in a specific state 

given the states of its parents (Mittal and Kassim, 2007). More information about BNs 

can be obtained in section 2.2. 

2.1.2.3. Artificial Neural Networks (ANN) 

 

A neural network (NN) is an interconnected assembly of simple processing elements, 

units or nodes, whose functionality is based on the animal neuron. The processing 

ability of the network is stored in the inter-unit connection strengths, or weights, 

obtained by a process of adaptation to, or learning from, a set of training patterns 

(Gurney, 1997). NN are composed of neurons which in turn are composed of a number 
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of inputs, and each input comes with a connection that has a weight and a threshold 

value. 

 

 Many types of ANN exist. A number of these types have been used by the researchers 

of accident severity analysis (see Table 2.3): 

 

1. Multi-layer perceptron ANN (MLP): they usually consist of three layers: input 

layer, hidden layer, and output layer. The connections in MLP are feed-forward 

type in which they are allowed from a certain index to layers of a higher index. 

In order to train MLP, the back propagation algorithm is used (Rumelhart, et al., 

1986). 

2. Fuzzy ART MAP ANN (ARTMAP): they are based on adaptive resonance 

theory. It is a clustering algorithm that maps a set of input vectors to a set of 

clusters. Models built by fuzzy ARTMAP have a fast, stable learning in 

response to binary input patterns (Carpenter et al., 1992). 

 

2.1.2.4. Evolutionary algorithms (EA)  

 

EA mimic the natural evolution in order to optimize a solution to a problem (Brameier 

and Banzhaf, 2007). These algorithms exploit differential fitness advantages in a 

population of solutions to gradually improve the state of that population.  

 

General EA is summarized as follows: 

 

1. Randomly initialize a population of individual solutions 

2. Select individuals from the population that are fitter than others using selection 

methods 

3. Generate new variants by applying genetic operators. 

4. If termination criterion is not met, then the best individual represents the best 

solution found 

   GP representation is usually executable and of variable size and shape. It is 

defined as any direct evolution or breeding of computer programs for the purpose of 

inductive learning. It might be considered as prediction models that approximate an 
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objective function. Unlike other EAs, GPs can complete missing parts of existing 

model. 

Linear genetic programming (LGP) is a GP variant that evolves sequences of 

instructions from an imperative programming language or from a machine language. 

Linear refers to the structure of the imperative program representation, where the 

nodes do not have to be linearly listed nor the method itself needs to be linear.  

 

2.1.2.5. Others 

 

The log-linear model (LLM) is one of the specialized cases of generalized linear models 

for Poisson-distributed data. It is an extension of the two-way contingency table where 

the conditional relationship between two or more discrete, categorical variables is 

analyzed by taking the natural logarithm of the cell frequencies within a contingency 

table. They are more commonly used to evaluate multi-way contingency tables that 

involve three or more variables. In log-linear models, there is no distinction between 

independent and dependent variables, all variables are treated as response variables. 

Therefore, log-linear models only demonstrate association between variables, where if 

one or more variables are treated as explicitly dependent and others as independent, or if 

the variables being investigated are continuous and cannot be broken down into discrete 

categories then LM should be used instead.  
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Table 2.3: Studies that analyze injury severity of traffic accidents using other techniques 

Study Authors (publication 

year) 

Model type No. records No. variables Area type Features Injury level No. injury 

levels 

Model fit test 

TREES 

Council and Stewart, 1996 CART n.a. 7 mixed BOTH KBO 3 n.a. 

Chen and Jovanis, 2000 CHAID  408 24 Rural BOTH KB 2 n.a. 

Chang and Wang, 2006 CART 26,831 14 mixed BOTH KBO 3 accuracy 

for fatal (0%),  

for injury (94%),  
for no injury (68%) 

BAYESIAN NETWORKS 

Simoncic, 2004 BN 17,558 12 mixed n.a. K+A, other  2 n.a. 

NEURAL NETWORKS 

Abdelwahab and Abdel-Aty, 
2001 

MLP, Fuzzy 
ARTMAP  

1,168 14 n.a. INT A, B+C, O 3 accuracy =65.6% 

Abdel-Aty and Abdelwahab, 

2004 

MLP, Fuzzy 

ARTMAP  

7,891 12 mixed SEG K+A, BCO 2 accuracy  

for MLP= 73.5%  

for fuzzy ARTMAP 40.6%  

Delen et. al., 2006 MLP 30,358 13 n.a. n.a. KABCO 5 accuracy= 40.73% 

LINEAR GENETIC PROGRAMMING 

Das and Abdel-Aty, 2010 LGP 104,952 58 mixed BOTH B+O, A+C 2 accuracy= 60.4% 

OTHERS 

Chen and Jovanis, 2000 LLM 408 24 Rural BOTH KB 2 R²= 0.95 

- n.a.: not available data; KABCO (K=killed, A=incapacitating, B=non-incapacitating, C=possible injury, O=no injury); AIS (0=no injury, 1=minor, 2=moderate, 3=serious, 4=severe; 5=critical; 

6=unsurvivable); SEG=basic segment only, INT=intersection only, BOTH=intersection + segments 

Probably McFadden’s: ρ² value was given in the study, and was found to apply to McFadden’s formula; Calculated McFadden’s: ρ² value was not given, but was calculated using log-likelihoods given in the 
study 

- For more information about each study please refer to Appendix I. 
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2.1.3. Discussion  

 

The usage of the modeling techniques varied with time, thus DOM (logit and probit 

models) continued to be dominant along the years. Since 2001 new methods started to 

be applied in the analysis of injury severity, such as Neural Networks, Bayesian 

Networks, and most recently Genetic Algorithms. 

 

   In this research work 19 modeling techniques used to model injury severity of traffic 

accidents, applied in 57 case-studies, have been analyzed. The most used techniques are 

the DOM (46 cases), highlighting the models BLM, OLM and OPM over all the others. 

These three models were used in more than 54% of the cases. 

  

   As illustrated in the previous section, many studies analyzed and modeled injury 

severity of traffic accidents. Figure 2.1 shows the frequency of usage of the different 

models which have been applied to the analysis of traffic accidents’ injury severity 

where it is illustrated that the most used are the logit and probit, followed by other 

models. However, Tables 2.1, 2.2 and 2.3 show that there is a large dispersion in the 

principal magnitudes used in these models (number of records considered in the 

analysis, number of variables for analyzing severity, type of the analyzed roadway 

segment, area type in which the roadway exist, type and number of injury levels, model 

fit parameters, and type of model). 

 

 

   Figure 2.1: number of studies performed (1996-2011) 
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To have a further insight about the modeling techniques used in the literature to analyze 

injury severity, a statistical analysis is done, using the Mann-Whitney test, to test the 

significance of using a certain number of variables, injury severity levels, or number of 

accidents (Table 2.4). 

   Table 2.4: Maximum, minimum and median for number of accident records, number of variables and 

number of injury levels 

 No. of accidents’ 

records 
No. of Variables No. of Injury Levels 

All studies 

Max 81172 36 7 

Min 255 5 1 

Median 3,998 15 3 

Logit studies 

Max 81,172 30 7 

Min 255 5 1 

Median 4,552 15 3 a 

Probit studies 

Max 76,994 36 5 

Min 449 7 2 

Median 3,136 16 5 b 

Other studies 

Max 30,358 24 5 

Min 408 7 2 

Median 12,088 13.5 2a 

a, b: denotes differences statistically significant (p < 0.05), based on Mann-Whitney U test 

 

2.1.3.1. Number of records  

 

The number of records considered in the analysis ranges between 255 and 622,432. 

However, four extreme outliers were identified. Extreme outliers are defined as any data 

values which lie more than 3 times the interquartile range below the first quartile or 

above the third quartile (Montgomery and Runger, 2003). Table 2.4 shows the statistical 

analysis results without extreme outliers. 

   Table 2.4 shows that the number of records (without extreme outliers) for all the 

studies ranges between 255 and 81,172, with a median value of 3,998. PM present the 

lowest median, with 3,136 crashes, followed by LM with (4,552) records. The other 

models present the highest median (12,088) for the number of records considered in the 

analysis.  

   All the values are very similar and no significant statistical difference was observed 

between the three groups (logit, probit and others) based on the Mann-Whitney U test. 
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Thus, it is quite important to mention that there is no objective criterion for the choice 

of the optimum subset size. Intuitively, one would choose the optimum subset size to be 

the minimum size that does not cause a meaningful decrease in the statistic describing 

the predictive quality of the model, e.g. R
2
, ρ

2
, etc. (Freund et al. 2006). 

2.1.3.2. Number of variables 

 

The number of variables used in the modeling of injury severity range between 5 and 

58. However, one extreme outlier was identified, which was not considered for the 

statistical analysis. 

   Table 2.4 shows that the number of variables (without extreme outliers) for all the 

studies ranges between 5 and 36, with a median value of 15. PM present the highest 

median, with 16 variables, followed by LM and the other models with 15 variables.  

All the values are very similar and no significant statistical difference was observed 

between the three groups (logit, probit and others) based on the Mann-Whitney U test. 

   No correlation was found to exist between the number of variables for analyzing 

severity and the number of records considered in the analysis. 

   Thus, it is rather important to mention that leaving out variables that should be in the 

model, results in inflation of the error variance and such a model is said to be 

underspecified. Since this is a rather well-known result, one common practice for 

avoiding such results is to put into an initial model all conceivably relevant variables, 

with the number of variables often restricted only by the availability of data. When this 

procedure is followed, it usually happens that the initial model contains too many 

variables; that is, some of these variables are not needed in the sense that they do not 

contribute to the fit of the model. Such a model is said to be overspecified. Therefore, if 

the researcher does not know which variables are not needed, any selection of variables 

must be based on the data (Freund et al. 2006). 

2.1.3.3. Type and number of categories for injury levels 

 

The definition of the injury severity might refer to the emphasis of the study (Krull et 

al., 2000), for convenience (Ouyang et al., 2002), or because of the small counts of 

certain category with respect to other categories (Peek-Asa et al., 2010). 
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Most of the studies used the KABCO scale, which is the scale used in police observed 

accident records (Morgan, 2009). Others combined one or more categories into one, in 

which the more severe cases were put into one category and the least severe were put 

into another.  

   Table 2.4 shows that the number of injury levels for all the studies ranges between 1 

and 7, with a median value of 3. In this case no extreme outliers were identified. PM 

present the highest median, with 5 levels, followed by LM with 3 levels. The other 

models present the lowest median (2) for the number of injury levels.  

   In this case, significant statistical differences were observed (p<0.05), based on the 

Mann-Whitney U test, between the number of injury levels considered in the probit 

models with respect to the other two types of models (logit and others). 

2.1.3.4. Focus of the study 

 

There is a relatively high dispersion in the type of analyzed roadway segment. Figure 

2.2 shows that 13 studies analyzed only basic segments, 9 studies analyzed only 

intersections, and 13 studies analyzed both intersections and roadways segments in the 

same study. So, the number of studies found to use mixed features is relatively high. 

However, Moore et al. (2010) recommended that intersections and road segments 

should not be analyzed together, since the factors related to accidents occurring on 

intersections are different from those related to roadway segments. 

   Something similar occurs with the area type in which the roadway or the intersection 

exists. Only five studies analyze rural areas, while 22 studies mixed the data for rural, 

urban and/or suburban highways, keeping in mind that the characteristics of the 

roadways and intersections differ significantly (mostly in the number of access points 

and the traffic volume) upon if they were in an urban or in a rural area. 
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   Figure 2.2: number of studies performed according to the focus of the study 

2.1.3.5. Model fit 

 

In general, the statistical tests used to validate the performance of the model vary with 

the study. Each modeling technique uses a specific type of model fit test or parameter. 

These tests permit indicating if the model fits the data adequately or not. But the 

number of different tests and their characteristics does not permit comparing the results 

of one study with another.  

In the following subsections, descriptions of the fit parameters most commonly used for 

the analyzed models are presented: 

2.1.3.5.1. R-squared 

 

R-squared (R
2
) is a statistic that is generated in ordinary least squares (OLS) regression 

that is often used as a goodness-of-fit measure. This statistic is used to measure the level 

of explanation of the dependent variable by the independent variable(s) that the model 

provides. Its value ranges between 0 and 1, where 1 indicates a high level of explanation 

of the variance as explained by the regression model and zero as a low level of 

explanation (Bruin, 2006).  

   Chen and Jovanis (2000) used R
2
 to test LLM fit (see Table 2.3). The results indicated 

that the log-linear model fitted the data very well (R
2
=0.95). 
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2.1.3.5.1. Pseudo R-square 

 

When analyzing data with a logistic regression, an equivalent statistic to R-squared does 

not exist.  The model estimates from a logistic regression are maximum likelihood 

estimates arrived at through an iterative process. They are not calculated to minimize 

variance, so the OLS approach to goodness-of-fit does not apply. However, to evaluate 

the goodness-of-fit of logistic models, several pseudo R-squareds (ρ
2
) have been 

developed (McFadden, adjusted McFadden, Efron’s, Cox & Snell, Negelkerke/ Cragg 

& Uhler’s, McKelvey & Zavoina, Count, adjusted count, etc.). They look like R
2
 in the 

sense that they are on a similar scale, ranging from 0 to 1 (though some ρ
2
 never achieve 

0 or 1) with higher values indicating better model fit (Bruin, 2006). 

   In this thesis (see Table 2.1, 2.2 and 2.3) several studies used a ρ
2
 to test the fit of their 

models. Other studies supplied the log-likelihood (LL) of the model for both the model 

with no parameters and LL calculated at convergence. Thus, when information about 

LLs was available, we calculated the McFadden ρ
2
 in order to homogenize the model fit 

results.  

   Anyway, ρ
2
 cannot be interpreted as one would interpret a R

2
. Bruin (2006) indicated 

that ρ
2
 cannot be interpreted independently or compared across datasets; a ρ

2
 only has 

meaning when compared to another ρ
2
 of the same type, on the same data, predicting 

the same outcome. In this situation, the higher ρ
2
 indicates which model better predicts 

the outcome. So, it is only possible to make comparisons within models in the same 

study. However, it is possible to indicate if the results of a study are among the 

satisfactory range for such parameter for model fit. As indicated by McFadden (1979), 

the satisfactory range for the McFadden’s ρ
2
 lies between 0.2 and 0.4. Results above 0.4 

are considered to be superior. 

   Most of the models in this paper that use McFadden’s ρ
2
 present values below 0.2. 

However, there are five studies that present values over 0.2: Shanker et al. (1996) 

(ρ
2
=0.52), Wang and Kockelman (2005) (ρ

2
=0.235-0.257), Abdel-Aty and Keller 

(2005) (ρ
2
=0.24), Oh (2006) (ρ

2
=0.378-0.480) and Schneider et al. (2009) (ρ

2
= 0.23-

0.258). 

2.1.3.5.3. Accuracy  
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Accuracy measures the percentage of cases in the accident data correctly predicted by 

each injury severity expression in each model. Therefore, accuracy is obtained at the 

case-specific level, that is, cases that are correctly classified as e.g. fatal or nonfatal 

according to their observed injury experience (Saccomanno et al., 1996). 

   Most of the studies used this parameter to test the capability of their models to 

correctly classify the injury severity into a specific level (see Table 2.1, 2.2 and 2.3). 

Global accuracy range lies between 0.41 and 0.89. The highest global accuracy 

achieved was for a BLM model built by Dissanayake and Lu (2002) and the lowest 

global accuracy was obtained by Abdel-Aty and Abdelwahab (2004) when they 

constructed a Fuzzy ARTMAP ANN model. 

   Having a look on the study with the highest accuracy (Dissanayake and Lu, 2002) 

indicates that the number of accident classified under each severity level was 

homogeneous along all the levels. On the other hand, the lowest accuracy obtained for a 

specific level (fatal accidents) with a CART model was practically zero (Chang and 

Wang, 2006). The authors referred this result to the fact that their dataset was 

imbalanced, where the fatal accidents accounted only for about 0.4% of the whole 

sample used to build the model. 

    Delen et al. (2006) also obtained relatively low accuracy results (40.7%) for their 

model (MLP ANN). They explained their results by a multi-class classification problem 

in which the cases in a data that is highly skewed (unbalanced among the class labels) 

and the problem domain is complex. A possible solution would be in such cases by 

reducing the multi-class problem into series of two-class (binary) classification 

problems. Applying such a solution, the complete dataset was separated into eight 

subsets with binary output variables. In which a top-down (more serious injury versus 

the less serious injuries) and a bottom-up (less serious injury versus more serious 

injuries) were built. The method applied by Delen et al. (2006) could be compared to 

that applied by Dissanayake and Lu (2002) where, after developing a series of binary 

logistic regression models, they chose to interpret the coefficients of the “best fit” model 

as opposed to looking at the problem from a progression of severity perspective 

(disaggregating the model containing all the injury severity levels into various models, 

each representing a binary injury severity level). The average accuracy of the eight 

models improved to 77%.  
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2.1.3.5.4. Other Measures 

 

Other measures used to test the model fit are: Akaike Information Criterion (AIC), log-

likelihood (LL), chi-squared (χ
2
), and Kendall rank correlation coefficient (Kendall's tau 

(τ) coefficient).  

   The likelihood is the probability of the data given the parameter estimates. The goal of 

a model is to find values for the parameters (coefficients) that maximize value of the 

likelihood function, that is, to find the set of parameter estimates that make the data 

most likely. Many procedures use the log-likelihood, rather than the likelihood itself, 

because it is easier to work with, where, higher values of the log likelihood indicate a 

better fitting model (Bruin, 2006). Two studies used the LL as the only fit test. 

However, only Lemp et al. (2011) used it to compare two models (OPM against HOP). 

  The Akaike Information Criterion (AIC) is used only once (Haleem and Abdel-Aty, 

2010) to select a model from a set of models. The chosen model is the one that 

minimizes the Kullback-Leibler distance between the model and the truth (low AIC and 

high LL indicates good fit). It's based on information theory, but a heuristic way to think 

about it is as a criterion that seeks a model that has a good fit to the truth but few 

parameters (Burham and Anderson, 2002).  

   χ
2
 test is used to verify if a sample of data came from a population with a specific 

distribution. χ
2 
is applied to binned data (i.e., data put into classes). However, the value 

of χ
2 
statistic is dependent on how the data is binned. Another disadvantage of χ

2 
is that 

it requires a sufficient sample size in order for χ
2 
approximation to be valid 

(NIST/SEMATECH, 2003). Three studies (Srinivasan, 2002; Malyshkina and 

Mannering, 2009; and Daniels et al., 2010) were found to use χ
2 
as the model goodness 

of fit test.  

   Only Donelson, et al. (1999) used Kendall's tau (τ) coefficient, which is a statistic 

used to measure the association between two quantities. A τ test is a non-parametric 

hypothesis test which uses the coefficient to test for statistical dependence Kruskal 

(1958). The results indicated that the BLM fitted the data used. 

2.1.3.6. Modeling techniques 
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The usage of the modeling techniques varied with time, thus DCM (logit and probit 

models) continued to be dominant along the years. Since 2001 new methods started to 

be applied in the analysis of injury severity, such as Neural Networks, Bayesian 

Networks, and most recently Genetic Algorithms. 

   Table 2.5 shows the frequency of usage of each model. In this paper 19 modeling 

techniques used to model injury severity of traffic accidents, applied in 57 case-studies, 

have been analyzed. The most used techniques are the DOM (46 cases), highlighting the 

models BLM, OLM and OPM over all the others. These three models were used in 

more than 54% of the cases. 

  Table 2.5: Frequency of usage of each model 

 Family of models Model Frequency 

Discrete 

Outcome 

Model 

Logit Models 

BLM 

OLM 

HL 

MNL 

HKL 

MXL 

GEE 

OMXL 

11 

6 

4 

3 

2 

1 

1 

1 

Probit Models 

OPM 

BOP 

HOP 

PM 

14 

1 

1 

1 

Other Models 

Decision Trees 
CART 

CHAID 

2 

1 

Bayesian Networks BN 1 

Artificial Neural Networks 
MLP 

Fuzzy ARTMAP 

3 

2 

Evolutionary algorithms LGP 1 

Log-linear models LLM 1 

 

2.1.3.6.1. Logit Models  

    

Table 2.5 shows that the most used logit models are BLM followed by OLM, while the 

least used were MXL, GEE and OMXL.  

   The frequent usage of BLM to analyze accident severity might refer to the fact that 

most of the studies used the response variable as binary. Even when there was more 

than one category for the response variable, researchers still have divided these 

categories into distinct models each representing the specific category (Dissanayake and 
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Lu, 2002; Delen et al., 2006; Jung et al., 2010). This refers to the fact that BLM is easily 

interpretable.  

   On the other hand, OLM uses the logistic distribution on ordered alternatives, where 

the probabilities in OLM incorporate the BLM formula. The OLM has one utility with 

multiple alternatives to represent the level of that utility, while the BLM has two 

alternatives with utility for each one (Train, 2009). Consequently, using the OLM 

enables the researcher to make comparisons among the different alternatives available, 

while using the BLM does not offer this advantage.  

   An OLM restriction is that regression parameters have to be the same for different 

accident severity levels, called proportional odds. However, it is not always clear if the 

distance between accident severity levels is equal, and hence it is arbitrary to assume 

that all coefficients of ordered probability models are the same (Jung et al., 2010). 

   Moreover, Srinivasan (2002) stated that the primary restriction of the ordered models 

comes from the assumption of deterministic thresholds that are often identical across all 

observations for each ordinal response level or category. Also, it is assumed that the 

response is homogeneous and independent from exogenous variables. In addition, these 

models disregard possible correlations across the thresholds of different alternatives.  

   Consequently, the aforementioned assumptions could lead to significant bias and 

inconsistency in ordered response models. Therefore, and in order to overcome these 

restrictions, Srinivasan (2002) used an OMXL, where she compared OMXL to OLM 

using a χ
2
 test. The results indicated that the χ

2
 test rejected the restrictive OLM. 

   Lenuguerrand et al. (2006) compared different models (BLM, HL and GEE) to 

determine which deals best with the analysis of accident severity. HL was found to be 

more adequate for problems with correlated data than BLM and GEE, clusters and sub-

clusters, since BLM and GEE both underestimate parameters and confidence intervals. 

Thus, they recommended the use of HL when the number of vehicles per accident or the 

number of occupants per accident is high.  

2.1.3.6.2. Probit Models 

 

The most frequently used probit model is the OPM (see Table 2.5). OPM have been 

used to model injury severity of accidents on roadways and intersections. Some 
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researchers have used models that combined the accident occurring at intersections with 

accidents off intersections (Gray et al., 2008; Xie et al., 2009; Zhu and Srinivasan, 

2011). 

   OPM proved to be a good choice for modeling injury severity of accidents, and even 

when compared with other models such as the BOP, the OPM still performed as well 

(Xie et al., 2009). BOP and OPM produced similar results for large data size, where 

they recommended using BOP for smaller data sizes, as it can produce more reasonable 

parameter estimation and better prediction performance. On the contrary, when 

comparing OPM with HOP, the HOP was preferred over the OPM in terms of log-

likelihoods (Lemp et al., 2011).  

Haleem and Abdel-Aty (2010) used OPM, PM and HL to analyze accident injury 

severity at intersections. The results indicated that the PM fits the data better than the 

OPM (lower AIC and higher log-likelihood). The model built using HL had fewer 

significant variables, the goodness-of-fit criterion gets worsened, and unexpected signs 

of variables were found. 

2.1.3.6.3. Other modeling techniques 

 

Classification and regression trees (CART) were used by Council and Stewart (1996) 

and Chang and Wang (2006) to model injury severity of accident. CART suits the injury 

severity analysis due to the fact that there is no need to a pre-defined relationship 

between the response variable and the predictors. CART results are simply interpreted 

and they rapidly classify new observations. CART can also consider misclassification 

costs in the tree induction; it is also capable to generate regression trees (Rokach and 

Maimon, 2008). The results presented by Chang and Wang (2006) indicated that CART 

can effectively handle multi-collinearity problems, and they could handle the outliers 

that exist in the data by isolating them into a node. 

   However Chang and Wang (2006) indicated that one of the problems with applying 

the CART is that they do not provide confidence intervals for the risk factors (splitters) 

and predictions. Also, they have a difficulty in applying the sensitivity analysis which 

does not permit examining the marginal effects of the predictors on the response 

variable. In addition the CART models are unstable, the structure and the accuracy alter 

if different strategies are followed to create learning and test sets. Moreover, the results 
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presented by Chang and Wang (2006) showed that CART correct classification of the 

fatal injuries was 0%. The authors explained this result by the fact that their dataset was 

imbalanced. 

   BNs were used by Simoncic (2004) to model injury severity of accident. The work 

presented by Simoncic (2004) based the conclusion upon one single network, which 

was not validated using a test set, neither being compared to other possible 

configurations.  However, the method presented highlighted the advantages that BNs 

offer to analyze injury severity in which the results of modeling could be viewed in a 

graphical manner. In addition, the correlations that exist between different variables 

could be determined graphically, as well as, the conditional probabilities of each 

variable. 

   MLP and Fuzzy ARTMAP ANNs have been compared twice to analyze injury 

severity on road segments and on intersections (Abdelwahab and Abdel-Aty, 2001; 

Abdel-Aty and Abdelwahab, 2004). Both studies indicated that MLP ANN performance 

is superior to Fuzzy ARTMAP ANN. Their performance on roadway segments was 

better than that on signalized intersections. Delen et al. (2006) also used MLP ANN to 

model injury severity on roadways. They used more injury levels and their results (in 

terms of accuracy) were worse than those of previous studies (Abdelwahab and Abdel-

Aty, 2001; and Abdel-Aty and Abdelwahab, 2004).  

   Abdelwahab and Abdel-Aty (2001) compared the performance of MLP ANN and 

fuzzy ARTMAP ANN with the performance of OLM. Their results indicated that the 

best in terms of accuracy was the MLP ANN followed by OLM, and finally by fuzzy 

ARTMAP. Thus, OLM was superior in performance with respect to certain types of 

ANNs. Abdel-Aty and Abdelwahab (2004) used MLP ANN, fuzzy ARTMAP and 

OPM. The results showed once again the superiority of MLP ANN over all the other 

techniques, however, this time OPM did not perform better than the fuzzy ARTMAP. 

2.1.4. Summary 

 

The studies included in this research work are only those that have analyzed and 

modeled the injury severity of traffic accidents from an engineering perspective. Those 



29 

 

related to medical research were excluded, as well as those related to analyzing 

pedestrian, cyclists, and traffic accidents that occurred in urban areas only. 

Many modeling techniques have been in use to analyze the injury severity of accidents. 

The most used models are the logit and probit (discrete outcome models). However, in 

recent years, methods based on data mining techniques (decision trees and Bayesian 

networks), as well as other models based on soft computing techniques (artificial neural 

networks and linear genetic programming), have started to gain acceptance in their 

application to the analysis of traffic accidents. 

 

   Within the discrete outcome models, the most used are OPM, BLM and OLM. BLM 

are commonly used when the study uses a binary variable for severity. OPM and OLM 

are used when the number of injury severity levels increases. 

   There is a large diversity in the number of accidents’ records and the number of 

variables used in the models for analysis. The number of records range from 255 to 

622,432 accidents, with a median value of 3,998 records (without extreme outliers). The 

number of variables range from 5 to 58 variables, with a median value of 15 (excluding 

an extreme outlier). However, no significant statistical difference was found to exist in 

both cases between logit, probit and other models. No correlation was found to exist 

between these two variables. The number of records and the number of variables are 

found to be mostly dependent upon the availability of data.  

 

   Information provided by the accident injury reports has a great influence in the 

number of injury levels considered in the study. Most of the studies use the KABCO 

scale or a modification. The number of injury levels for all studies range between 1 and 

7, with a median value of 3. However, the probit models use a higher number of injury 

levels (5) than the logit models (3 levels) or the rest of the models (2 levels). In this 

case, significant statistical differences were observed (p<0.05) between the probit 

models and the other types of models.  

The model fit results are satisfactory in most of the cases (e.g. global accuracy in the 

range of 0.41 and 0.89; McFadden’s pseudo R-square values between 0.2 and 0.4), 

although it can also be observed some exceptional results (e.g. Chen and Jovanis (2000) 

obtained R
2
=0.95), while others were not so satisfactory (e.g. many studies with 

McFadden’s pseudo R-square below 0.2).  
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Different factors affect the accuracy obtained by a model, such as the balance of cases 

among the different categories that lie under the injury severity levels. If the number of 

observed cases classified among the different levels is not relatively different, this 

identifies a balanced dataset; and accuracy would improve since the classification will 

not be biased towards a specific injury severity level.  

 

   In general, when the number of injury levels increases the results of the model fit gets 

worse, since increasing the number of alternatives increases the variance in the data so 

the statistical fit will necessarily get worse. This could explain why many studies, 

aggregate the levels of injury severity in order to reduce them into 2 or 3 levels after 

initial estimations due to convergence problems resulting from insufficient variation 

among discrete-injury outcomes. (Krull. et al., 2000; Abdelwahab and Abdel-Aty, 2001; 

Ouyang et al., 2002; Abdel-Aty and Abdelwahab, 2004; Simoncic, 2004; Milton et al., 

2008; Das and Abdel-Aty, 2010; Haleem and Abdel-Aty, 2010; Jung et al., 2010; Zhu 

and Srinivasan, 2011). 

 

   In general, it is not possible to identify which is the best method to be used. Using a 

certain model might be suitable under certain circumstances, while not under others. 

Many examples are available in the literature (Lenuguerrand et. al., 2006; Xie et al., 

2009). Probably this is one of the main reasons why, in recent years, the number of 

studies that analyze injury severity of traffic accidents has greatly increased.  

 

   Finally, the literature indicated that there exists a large diversity on the possible 

modeling techniques to be used, in which each technique has its advantages and 

disadvantages. No accordance on the best technique to be used was found, researchers 

can choose a modeling technique that applies to their specific conditions, based on the 

dataset characteristics and size, number of variables used, etc. Thus, experimenting new 

modeling techniques is still an open field for researchers. 

 

  In addition, special caution should be made when selecting relevant variables; it is 

advised to use statistical methods to do the selection process in order to avoid problems 

related to relevance of selected variables. 
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2.2. Bayesian networks 

2.2.1. What is a Bayesian network? 

Bayesian networks (BN) belong to the family of probabilistic graphical models; they are 

used to represent knowledge about uncertain domain. In general graphical models’ 

structures are composed of nodes that represent random variables, and edges between 

these nodes that represent probabilistic dependencies among the corresponding random 

variables.   

   BNs correspond to a structure of the graphical models called directed acyclic graph 

(DAG). They enable an effective representation and computation of the joint probability 

distribution over a set of random variables.  

   The structure of a DAG is defined by two sets: the set of nodes (vertices) and the set 

of directed edges. The nodes represent random variables and are drawn as circles 

labeled by the variable names. The edges represent causality, relevance or direct 

dependencies between variables and are drawn by arrows between nodes. In particular, 

an edge from node Xi to node Xj represents a statistical dependence between the 

corresponding variables. Thus, the arrow indicates that a value taken by variable Xj 

depends on the value taken by variable Xi. Node Xi is then referred to as a parent of Xj 

and, similarly, Xj is referred to as the child of Xi. The DAG structure of the BN 

represents the qualitative component of the BN. However, even though the arrows 

represent direct dependence connection between the variables, the reasoning process 

can operate on BNs by propagating information in any direction. Figure 2.3 illustrates 

the qualitative component of a BN (Ruggeri, et al. 2007). 

 

 

 

 

 

 

                      Figure 2. 3: An example of a BN graph structure 
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     Road Type 

       Velocity 

Vehicle type 



 

In addition to the qualitative component, BNs have a quantative component. T

quantative component represents the conditional probability distribution (CBD) at each 

node, which measures the uncertainty of existing relations between variables, in which 

the CBD at each node depends only on its parents. 

conditional probability is represented by a table that lists the local probability that a 

child node takes on each of the possible values for each combination of values of its 

parents. Thus, the joint distribution of a collection of variables can be 

these local conditional probability tables (CPTs). Figure 2.4 illustrates CPT for the 

DAG given in Figure 2.3. 

              Figure 2. 4: An example of a CPT for a BN

 

2.2.1.1. Previous concepts

 

The mathematical foundation for all applications of probability is considered the one 

that was developed by Kolmogorov (1950)

   Probability theory is related to experiments that have a set of distinct outcomes, in 

which the experiment is not considered to be well define

identified, and that the same act can be associated with many different experiments, 

depending on what is considered to be a distinct outcome.  The sample space of an 
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Kolmogorov (1950). 
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quantative component represents the conditional probability distribution (CBD) at each 

node, which measures the uncertainty of existing relations between variables, in which 

For discrete random variables, the 

conditional probability is represented by a table that lists the local probability that a 

child node takes on each of the possible values for each combination of values of its 

parents. Thus, the joint distribution of a collection of variables can be determined by 

these local conditional probability tables (CPTs). Figure 2.4 illustrates CPT for the 
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experiment could be set as soon as the experiment be well defined.  From a 

mathematical point of view, a sample space is a set and the outcomes are the elements 

of the set (Neapolitan, 2003).  

  One of the most important concepts in probability theory is the conditional probability 

which is defined as follows: 

��� ���  �  ��� 	 ������ 
 (4.1) 

 Where, 

E and F are events such that P(F) ≠ 0.   

   If there exists n events E1, E2, … En such that Ei  	  Ej = Φ for i ≠ j and                                

E1 � E2 � … � En = Ω. Such events are called mutually exclusive and exhaustive.  The 

law of total probability says for any other event F, 

���� �  ���� 	 �
��

��

 (4.2) 

 

   However, conditional probabilities of events of interest are usually computed with 

known probabilities using Bayes’ theorem (Neapolitan, 2003). The Bayes theorem 

states the following: 

Given two events E and F such that P(E) ≠ 0 and P(F) ≠ 0, then, 

��� | �� � ��� | ����������  (4.3) 

 

   Two random variables induce a probability function on the Cartesian product of their 

spaces.  In which, P (X = x, Y = y) is called the joint probability distribution  on X and 

Y.   

Given a joint probability distribution, the law of total probability (Equation 2.2) implies 

the probability distribution of any one of the random variables can be obtained by 
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summing over all values of other variables.  In which, if exists a joint probability P (X = 

x, Y = y) then,  

��� � �� �  ���� � �, � � ��
�

 (4.4) 

Where, 

∑ :�  Means the sum as y goes through all values of Y. 

P(X =x): is called the marginal probability distribution of X, because it is 

obtained using a process similar to adding across a row or column in a table of 

numbers. 

2.2.1.2. The Markov Condition  

 

 A directed graph, is a pair (V, E) where V is a finite, non empty set, and its elements 

are called nodes (or vertices), and E is a set of ordered pairs of distinct elements of V. 

Elements of E are called edges (or arcs), and if (X, Y) � E, then it is said that there is an 
edge from X to Y and that X and Y are each incident to the edge.  

   A directed graph is called a directed acyclic graph (DAG) if it contains no directed 

cycles. Figure 2.5 illustrates an example of a DAG a non-DAG. 

 

 

 

 

 

 

  

   
   Figure 2. 5: An example illustrating the difference between DAG and a non-DAG 
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Give a DAG  = (V, E) and nodes X and Y in V, Y is called a parent of X (PAx).  Y is 

called a parent of X (PAx), if there is an edge from Y to X. Supposedly there is a joint 

probability distribution P of the random variables in some set V and a DAG   = (V, E). 

It is said that ( , P) satisfies the Markov condition if for each variable X � V, {X} is 
conditionally independent of the set of all its nondescendents given the set of all its 

parents.   

   The number of terms in a joint probability distribution is exponential in terms of the 

number of variables.  Therefore, in the case of a large number of instances, the joint 

distribution could not be fully described by determining each of its values directly; this 

is when Markov condition function powerfully.  

2.2.2. Types of BNs 

There are two types of BNs, a causal BN and a non-causal BN; in the following sub-

sections a brief description of each is presented.  

2.2.2.1. Causal Bayesian Networks 

 

Given a set of random variables V, if for every X, Y � V an edge is drawn from X to Y 

if and only if X is a direct cause of Y relative to V, the resultant DAG is called a causal 

DAG.  

   Causality is an operational method for identifying causal relationships. That is, if the 

action of making variable X take some value sometimes changes the value taken by 

variable Y, then it is assumed that X is responsible for sometimes changing Y’s value, 

and it is concluded that X is a cause of Y. Therefore, it is assumed that causes and their 

effects are statistically correlated.  However, variables can be correlated without one be 

the cause of the other.   

2.2.2.2. Non-Causal Bayesian Networks 

 

Causal edges are one way to develop a DAG and a probability distribution that satisfies 

the Markov condition.  The Markov condition is simply a property of the probabilistic 

relationships among the variables. 
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For instance, as Figure 2.6 shows that the joint distribution of Value, Shape, and Color 

satisfied the Markov condition, however, it would not be acceptable to say that the color 

of an object has a causal influence on its shape.  The Markov condition is simply a 

property of the probabilistic relationships among the variables. 

 

 

 

 

 

 

                                             Figure 2. 6 : A non-causal BN 

 

2.2.3. Learning Bayesian Networks  

There are many techniques for automatic learning such as, rote learning, learning by 

instructions, learning by deduction, learning by analogy, discovery learning, and 

inductive learning (learning from examples). 

   Constructing Bayesian networks could be done by experts, learned from data, or using 

a combination of both techniques, however, constructing Bayesian networks from 

experts can be slow, subjective, expensive, and even difficult in a case of large networks 

or huge amount of data. 

   Network learning involves structure (DAG) learning and parameter learning 

(conditional probability estimation). The structure learning is to find a graphical 

relationship of the variables and the parameter learning is to determine quantitatively 

how they relate to each other. Generally the structure learning is much more difficult 

than parameter learning. 

   When there are masses of data available and it is necessary to interpret them and to 

provide a model for predicting the behavior of unobserved cases, the learning of both 

Color 

Value Shape 
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structure and parameters is used (Cooper & Herskovits, 1992). There are two main 

approaches to structure learning in BNs: 

• Constraint based:  Perform tests of conditional independence on the data, and search 

for a network that is consistent with the observed dependencies and independencies. 

• Score based: Define a score that evaluates how well the dependencies or 

independencies in a structure match the data and search for a structure that maximizes 

the score. 

   The advantage of score-based methods over the constraint based methods is that they 

are less sensitive to errors in individual tests; compromises can be made between the 

extent to which variables are dependent in the data and the cost of adding the edge. 

Detailed description of the BN learning approaches is presented in section 4.2.2. 

2.2.4. Bayesian Network Inference 

The specification of the random variables and their values must be precise enough to 

satisfy the requirements of the particular situation being modeled, and must be 

sufficiently precise to pass the clarity test.  The test was developed by Howard (1988), it 

states the following: Imagine a clairvoyant who knows precisely the current state of the 

world (or future state if the model concerns events in the future). Would the clairvoyant 

be able to determine unequivocally the value of the random variable? 

 

   This test is used to test the goodness of the defeintion of the model’s elements, 

whether elements such as variables, events, outcomes, and alternatives are sufficiently 

defined to make the decision needed.  

 

   The probabilities of the random variables having their values are judged after defining 

the possible values of the random variables (i.e. their spaces). But, prior probabilities 

are not always determined, neither the values in a joint probability distribution of the 

random variables are determined. Instead probabilities concerning relationships among 

other variables which are accessible are ascertained. 

 

   It should be noticed that even if the probabilities used to do Bayesian inference (as 

will be seen later on) are obtained from frequency data, they are only estimates of the 
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actual relative frequencies. So they are subjective probabilities obtained from estimates 

of relative frequencies, they are not relative frequencies. Even when manipulated using 

Bayes’ theorem, the resultant probability is also a subjective probabiliy.  

Once the probabilities are judged for a given application, values in a joint probability 

distribution of the random variables can often be obtained.  

 

   When Bayesian inference involves only two related variables, it is fairly simple to 

compute. However, it becomes more complex when the inference is needed to be done 

with many related variables.  

 

   Difficulties exist when representing large instances and in doing inference when there 

are large number of variables. Thus, sometimes, it is needed to do probabilistic 

inference involving variables that are not related via a direct influence. In such a case of 

requiring the determination of many values and doing many calculations, Bayesian 

network is the alternative.  

 

   Bayesian networks address the problems of representiing the joint probability 

distribution of a large number of random variables, and doing Bayesian inference with 

these variables. 

 

   Inference in Bayesian networks consists of computing the conditional probability of 

some variables, given that other variables are set to evidence.  Inference may be done 

for a specified state or value of a variable, given evidence on the state of other 

variable(s).  Thus, using the conditional probability table for the BN built, their values 

can be easily inferred.  Figure 2.4 shows an example of a conditional probability table, 

where it could be seen that given evidence for the distance to be “short” and the velocity 

to be “high”, the probability that the time of journey will be less than 1 h is 0.75.  Thus, 

other inferences could be extracted using this Figure, where the example presented here 

is used to explain how inference in BNs works. 

2.2.5. Applications of Bayesian Networks 

Figure 2.7 shows the number of studies performed using BNs, as it could be seen that 

the first study found to apply BNs was performed in 1990 in physical sciences. The real 
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boost in the usage of BN began in the year 2003. Gradually more fields of different 

sciences started to apply BNs in their researches. 

 

   Figure 2. 7: number of studies performed in different fields of science that used BNs. 

   Source: SCOPUS search engine 

 

 

Thus, the vast applications of BNs to different fields apparently attracted the attention 

of researchers in transportation engineering. To our knowledge, it was not until the year 

2003 that the first application of BNs found its way to Transportation Engineering (see 

Figure 2.8). 

 

   Figure 2. 8: Number of Studies found to apply BNs into the fields of Transportation Engineering 
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The applications varied from those in safety research, traffic flow…. ,etc. In the next 

sections a brief summary of these studies is presented. 

2.2.5.1. Application in safety  

 

In 2003 Davis and Pei was the first (to our knowledge) to apply BNs in order to 

illustrate how BNs can be used to support inductive reasoning about road accidents. In 

their study they used three actual accidents situations, two of which dealt with a 

pedestrian/vehicle accident and the third of two vehicles being involved in an accident 

in an attempt to reconstruct the three accidents.  

   Their results indicated that while it is often possible to identify an underlying causal 

structure for a reconstruction problem, deductive certainty is not possible because the 

initial conditions of the accident cannot be measured, and are usually underdetermined 

by the available evidence.  In addition, there is no comprehensive or commonly 

accepted method for rationally accounting for this uncertainty, then an accident 

reconstruction problem can often be formulated as an example of processing 

information in a Bayesian network. 

    One year after Simoncic (2004) used BNs to model road accidents and accordingly 

made inferences for accident analysis. In his work, a two car accident injury severity 

model was constructed using BNs. A BN was built using several variables, and the 

Most Probable Explanation (MPE) was calculated for the most probable configuration 

of values for all the variables in the BN, in order to serve as an indication of the quality 

of the estimated BN. The results pointed out that BNs could be applied in road accident 

modeling. Thus, some improvements, such as using more variables and larger datasets, 

were recommended. Although this study highlighted the possibility of using BNs to 

model traffic accidents’ injury severity, the results were based on building only one 

possible network, without measuring the performance of the Bayesian classifier. Also, 

his work concentrated on the development of the model and not how to use it in order to 

improve safety. 

 

   Gregoriades (2007) integrated microscopic road network simulation with BN 

technology for improved prediction of road accident risk. His work described a method 

along with the current state of the development of an accident prediction system. The 
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BN model developed assesses the likelihood of an accident occurring based on real time 

observations from the simulation. The BN model is developed on multi disciplinary 

principles ranging from human factors to road network design.  

    

   Based on the first work presented by   Gregoriades (2007), in 2010 Gregoriades et al. 

applied BNs and road traffic simulation for validating the safety requirements of 

prospective road designs. The theoretical platform of the method is the concepts of 

human performance and mental workload and how these affect accident likelihood. 

Their paper presented a novel method and a tool that integrates these two mature 

technologies, for assessing the safety performance of road designs before they are 

developed. A case study was included that illustrated the application of the method and 

tool. 

 

   Based on data survey and statistical analysis, a BN for traffic accident causality 

analysis was developed by Xu et al. (2010). The structure and parameter of the BN was 

learnt with K2 algorithm and Bayesian parameter estimation respectively. With the 

Junction Tree algorithm, the effect of road cross-section on the accident casualties was 

inferred. The results showed that the BN can express the complicated relationship 

between the traffic accident and the causes, as well the correlations among the factors of 

causes. Also, the results of analysis provided valuable information on how to reveal the 

traffic accident causality mechanisms and how to take effective measures to improve the 

traffic safety situations. 

 

    In order to have a comprehensive and clear description of incident clearance patterns, 

Ozbay and Noyan (2005) used BNs to represent these patterns. They employed a unique 

database created using incident data collected in Northern Virginia. This database was 

then used to demonstrate the advantages of employing BNs as a powerful modeling and 

analysis tool especially due to their ability to consider the stochastic variations of the 

data and to allow bi-directional induction in decision-making. Their results indicated 

that the prediction methodology employed by BNs is shown to be fully capable of 

representing the stochastic nature of incidents. Moreover, this methodology enables the 

decision makers to make real-time decisions by giving them the flexibility of employing 

the probabilistic inference capabilities of BNs. 
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Timely and accurate incident detection is an essential part of any successful advanced 

traffic management system. Zhang et al. (2006) presented a new arterial road incident 

detection algorithm TSC_ar in which in this algorithm, BNs are used to quantitatively 

model the causal dependencies between traffic events (e.g. incident) and traffic 

parameters. Using real time traffic data as evidence, the BNs update the incident 

probability at each detection interval through two-way inference. An incident alarm is 

issued when the estimated incident probability exceeds the predefined decision 

threshold. A total of 40 different types of arterial road incidents were simulated to test 

the performance of the algorithm, in which a high accuracy of 88% was obtained. The 

results indicated that BNs allow to subjectively building existing traffic knowledge into 

their conditional probability tables, which makes the knowledge base for incident 

detection robust and dynamic. Where, BN approach was found to be advanced in 

enabling effective arterial road incident detection. 

 

   Based on analysis of safety factors of major highway infrastructure, a combined 

method coupling fuzzy algorithm and Bayesian network was presented by Guo et al. 

(2010). The works was performed in order to calculate operation risk of major highway 

infrastructure under various events, in which fuzzy algorithm was used to calculate the 

operation risk of management units, and BN to deal with the risk relationship between 

management units. The method can comprehensively deal with various complicated 

relationship between safety factors of major infrastructure, and rationally reflect its 

subjective and objective safety. Furthermore, it can conduct forward reasoning in risk 

prediction and backward reasoning in cause or cause-effect network diagnosis, thus it is 

suitable for constructing safety management system for major highway infrastructures.  

2.2.5.2. Application in traffic flow  

 

Traffic flow forecasting is an important issue in the field of Intelligent Transportation 

Systems. Due to practical limitations, traffic flows recorded can be partially missing or 

unavailable. In this case few methods can deal with forecasting successfully. 

 

   A BN model and a two step BN model were constructed respectively to describe the 

causal relationship among traffic flows, and then the joint probability distribution 

between the cause and effect nodes with its dimension reduced by Principal Component 
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Analysis was approximated through a Gaussian Mixture Model (Sun et al. 2004). Their 

results indicated that the essence of traffic flow is consistent with the ideology of BN. 

Besides, as BN encodes dependencies among all variables, it readily handles situations 

where some data entries are incomplete. Therefore, constructing BNs for traffic flow 

forecasting is reasonable. Experiments with real-world data also show that BN is 

applicable and effective for short-term traffic flow forecasting. 

 

   A novel predictor for traffic flow forecasting called spatiotemporal BN predictor was 

proposed by Sun et al. (2005). Their approach incorporates all the spatial and temporal 

information available in a transportation network to carry the traffic flow forecasting of 

a current site. Their experimental results with the urban vehicular flow data of Beijing 

demonstrated the effectiveness of the presented spatio-temporal BN predictor.  

 

   In 2006, Sun et al. proposed another new approach based on BNs for traffic flow 

forecasting. In their paper, traffic flows among adjacent road links in a transportation 

network were modeled as a BN. The joint probability distribution between the cause 

nodes (data utilized for forecasting) and the effect node (data to be forecasted) in a 

constructed BN was described as a Gaussian mixture model (GMM) whose parameters 

were estimated via the competitive expectation maximization (CEM) algorithm. Traffic 

flow forecasting was then performed under the criterion of minimum mean square error 

(mmse). The approach departs from many existing traffic flow forecasting models in 

that it explicitly includes information from adjacent road links to analyze the trends of 

the current link statistically. In addition, it also encompasses the issue of traffic flow 

forecasting when incomplete data exist. Comprehensive experiments on urban vehicular 

traffic flow data of Beijing and comparisons with several other methods showed that the 

BN is a very promising and effective approach for traffic flow modeling and 

forecasting, both for complete data and incomplete data. 

 

   The problem of estimating and updating the origin-destination matrix and link flows 

from traffic counts and its optimal location was studied by Castillo (2008). A 

combination (bi-level) of an OD-pair matrix estimation model based on Bayesian 

networks, and a Wardrop-minimum variance model, which identifies origins and 

destinations of link flows, was used to estimate OD-pair and unobserved link flows 

based on some observations of links and/or OD-pair flows. The BN model was also 
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used to select the optimal number and locations of the links counters based on 

maximum correlation. The proposed methods were applied to two networks, where the 

results indicated that BNs enables determining which information (link flows, for 

example) is relevant to other given variables (OD matrix). In addition, using the 

variance–covariance information and its updating when new information is available 

given by BNs, it is possible to build an effective procedure to obtain the number and 

position of traffic counts for OD-matrix estimation, based on the correlation matrix. 

 

Another study was performed by Castillo et al. (2008) in order to deal with the problem 

of predicting traffic flows and updating these predictions when information about OD 

pairs and/or link flows becomes available. A BN was built which is able to take into 

account the random character of the level of total mean flow and the variability of OD 

pair flows, together with the random violation of the balance equations for OD pairs and 

link flows due to extra incoming or exiting traffic at links or to measurement errors. BN 

provide the joint density of all unobserved variables and in particular the corresponding 

conditional and marginal densities, which allow not only joint predictions, but also 

probability intervals. The influence of congested traffic can also be taken into 

consideration by combination of the traffic assignment rule. Their results indicated that 

the parameters in the BN can be easily learned from the topology of the network and 

other data. The proposed methods allow obtaining the full distribution of unobserved 

conditional variables accounting for all the information available (evidences). 

 

   A new hybrid approach, based on a coupling of a continuum model and a knowledge-

based model (BN), was introduced by McCrea and Moutari (2010). Some experiments 

have been carried out on some parts of the south-east of England road network. 

Contrary to existing hybrid models, the specificity of this approach is not only its ability 

to describe effectively traffic dynamics in road networks, but also its simplicity to 

implement and to operate. Furthermore, the model is appropriate to operate in real-time, 

as required by any traffic management system. 

 

   In order to deal with the problem of predicting route flows and updating these 

predictions when plate scanned information becomes available. A BN is built which is 

able to deal with the joint distribution of route and link flows and the flows associated 

with all possible combinations of scanned link flows and associated random errors 
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(Sánchez-Cambronero et al. 2010). The BN provides the joint density of route flows 

conditioned on the observations, which allows not only the independent or joint 

predictions of route flows, but also probability intervals or regions to be obtained. A 

procedure was also given to select the subset of links to be observed in an optimal way. 

An example of application illustrated the proposed methodology and showed that it is 

practically applicable. 

 

   Real-time and accurate traffic speed is important for a successful traffic management 

system. However, the most common form of the single-loop detector is incapable of 

providing speed measurements. Jin et al. (2010) presented a method of speed estimation 

from single-loop detector data using BN method. After analyzing the causal relationship 

between volume, occupancy, and speed, a BN model of speed estimation was proposed 

using volume and occupancy from single-loop outputs. The Gaussian mixture model 

(GMM) and the expectation-maximization (EM) algorithm were used to represent the 

model and train model parameters, respectively. The proposed method was 

implemented and evaluated using the field data from urban expressways in Beijing. 

Estimated speeds were compared with the observed speed data and also with results 

from conventional algorithm. The results showed that the proposed method is robust for 

every kind of sampling intervals, lanes, and traffic condition. The mean absolute error 

holds more than 2 km/h decrease. This method can be efficiently applied in traffic 

management system. 

2.2.5.3. Other Application in transportation 

 

Applications of BNs into the field of transportation engineering are not limited for the 

aforementioned applications, many other applications in data imputation, travel 

behavior and localization measurements were found. The following is a brief 

description of these applications. 

   One of the limitations of the data usage in intelligent transportation systems (ITS) is 

missing data. Many imputation methods have been proposed in the past decade. Ni and 

Leonard (2005) proposed an advanced imputation method based on BNs to learn from 

the raw data and a Markov chain Monte Carlo technique to sample from the probability 

distributions learned by the BN. The method imputes the missing data multiple times 

and makes statistical inferences about the result. In addition, the method incorporates a 
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time series model so that it allows data missing in entire rows. Empirical study shows 

that the proposed method is robust and accurate. It is ideal for use as a high-quality 

imputation method for off-line application. 

 

   A new method was proposed  by  Janssens et al. (2006) to combine BNs and decision 

trees using data that measure the travel behavior of individuals (nature of the activity, 

the day, start and end time, the location where the activity took place, the transport 

mode, the travel time, accompanying individuals and whether the activity was planned 

or not).  For this reason, this study was designed to examine whether a decision tree 

(which is implicitly always less complex) that uses the structure of a BN called (BNT) 

to select its decision nodes can achieve simultaneously accuracy results comparable to 

BNs with an easier and less complex model structure, comparable to traditional decision 

trees.  This study indicated that the new way of integrating decision trees and BNs may 

produce a decision tree that is structurally more stable and less vulnerable to the 

variable masking problem. Additionally, the results at the activity level and trip level 

suggested a trade-off between model accuracy and model complexity. When the main 

issue is the interpretation and the general understanding of the decision rules, the 

integrated BNT approach may be favored above CHAID decision trees when decisions 

need to be made at pattern level. At a more detailed level, one may benefit from the use 

of the CHAID approach. However, when the main issue is model accuracy, BNs should 

be favored. 

The global positions provided by a GPS receiver are used to select the most likely 

segment(s) from a set of segments close to the estimation of the vehicle position. 

Nowadays, since the geometry of roadmaps is more and more detailed, the number of 

segments representing roads is increasing. The road managing module is an important 

stage in the vehicle localization process because the robustness of the localization 

depends mainly on this stage. 

   GPS suffers from satellite outages occurring in urban environments, under bridges, 

tunnels or in forests. GPS can thus be seen as an intermittently-available positioning 

system that needs to be backed up by a dead-reckoning system. Smaili et al. (2007) 

proposed a low-cost odometric method based on the use of encoders attached to the rear 

wheels. A dead-reckoned estimated pose is obtained by integrating the elementary 

rotations of the wheels starting from a known pose. The multisensor fusion of GPS and 
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odometry is performed by a Switching Kalman Filter (a subclass of Dynamic BNs). 

This kind of formalism is also useful in quantifying the imprecision associated with 

each estimated pose. The experiments indicated that the GPS measurements are not 

necessary available all the time, since the merging of odometry and roadmap data can 

provide a good estimation of the position over a substantial period. The strategy 

presented in this paper doesn’t keep only the most likely segment. When approaching 

an intersection, several roads can be good candidates for this reason by managing 

several hypotheses until the situation becomes unambiguous. 

   To that end, many applications of BNs into transportation engineering were found to 

be efficient. However, the only study found to analyze the injury severity of traffic 

accidents was that done by Simoncic (2004). This study was a preliminary trial to show 

the possibility of applying BNs into this field. Thus, the analysis of injury severity of 

traffic accidents is an important problem that still needs further analysis and new 

technologies to be applied in order to better define the problem and the factors that are 

related the most with the consequences of a traffic accident.   

2.2.6. Advantages of using Bayesian networks 

Using Bayesian networks has many advantages, of which are the following (de Campos 

Ibáñez, 2011): 

1. They allow explicitly handling uncertain knowledge (most of the human knowledge 

has some types of uncertainty) 

2. Utilizing the probability theory as a formalism to handle uncertainty, offer a clear 

semantic and a solid theoretical foundation, in contrast to other ad hoc techniques 

for reasoning uncertainty employed in artificial intelligence and expert systems. 

3. They enable a graphical form of representation of knowledge, which is very 

intuitive and very similar to some patterns of human reasoning. 

4. They allow the specification of the global model (a distribution of joint probability) 

through local models (marginal and conditional distributions involving subsets of 

variables), exploiting the conditional independence relations.  This modularity:   

• Facilitate maintenance 

• Drastically reduces the number of required parameters that are needed to 

specify the model 

• Make the tasks of elicitation or estimation of parameters simpler. 

• At the same time, reduces the storage need 

• Contribute decisively to efficiency of reasoning 
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5. Allow a combination of predictive and diagnostic reasoning, which is more difficult 

to model using other types of systems (like rules-based systems) 

6. The inference tasks (reasoning) can be carried-out relatively efficient, using 

algorithms existing for propagation of evidence (exact or approximate).  Supporting 

various types of inference: 

 

• Probability of any event given any evidence 

• Calculating the most probable explanation (the best scenario that explains 

the available data) 

• Decision making (using influence diagrams, a generalization of the Bayesian 

networks incorporating decision nodes and utility) 

 

2.3. Conclusions 

 

This chapter presented a review of the existing literature for the analysis of injury 

severity of traffic accidents, as well as, a presentation of BNs. Based on that the 

following concluding remarks could be extracted:  

As mentioned before, there is no such a consensus on the best model to be used in the 

analysis of injury severity, many models have been used and are in use. The only 

guidance that could be given to researchers is to use the model that best fits the 

characteristics of the data being used. 

1. Recently, Data mining and soft computing techniques have started to gain 

acceptance for applications in different fields including in the analysis of traffic 

accidents. More specifically, BNs have proven to be efficient when applied in 

many different fields (life sciences, physical sciences, health sciences and social 

sciences). Thus, given the characteristics of the data used to analyze injury 

severity of traffic accidents, and the advantages of BNs that are beneficial for 

such characteristics, a utilization of BNs to the field of injury severity analysis 

could find its way.  

2. An important attention should be paid towards sample size and the number of 

variables used in the model. One should keep an optimum sample size that 

maintains an optimum goodness of fit statistic, as well as, an optimum number 

of variables to be used without having the model being neither underspecified 

nor overspecified. 
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3. Most of the traffic agencies that are in charge of collecting traffic accidents’ data 

around the world have an availability of data for many years. One should not be 

tempted to use time series for more than three years. The reason for such a 

recommendation would be the fact that characteristics of data collected for the 

same location in different time periods might change. These changes could be 

due to improvements to the roadway design, regular maintenance work, social 

and demographic changes, etc. Thus, if the researcher is interested in studying 

traffic accidents  for larger time periods, he/she should pay attention to such 

changes, and if a drastic change has taken place and the researcher is still 

interested in the whole time period, most probably a before/ after study could be  
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CHAPTER 3 

Objectives 

 

This research work applies Bayesian networks to the field of traffic accidents injury 

severity modeling, though that Bayesian networks have been proven to apply for 

dealing with complicated problems, their application in the field of traffic accidents is 

still new. Keeping in mind that many previous studies tried to employ different 

statistical techniques to analyze traffic accidents and specifically accidents severity 

levels (as will be seen later on). 

   The first objective of this thesis is to validate utilizing Bayesian networks for the 

analysis of the injury severity of the traffic accidents. 

   The second objective of this thesis is validating the possibility of obtaining similar 

results to those obtained previously using reduced number of variables. 

   To that end, two hypotheses are supposed: 

1. It is possible to utilize BNs for the treatment of traffic accidents’ data 

2. It is possible to reduce the number of explanatory variables used without losing 

the precision of the model.   
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CHAPTER 4 

Materials and methods 

 

4.1. Data 

 

The data used in this research work was obtained from the General Directorate of 

Traffic (DGT). The data obtained were for traffic accidents that occurred on rural two-

lane highways for the province of Granada (South of Spain) for three years (2003-

2005). The total number of accidents obtained for this period was 3,302. The data was 

first checked out for questionable data, and those which were found to be unrealistic 

were screened out. Only rural highways were considered in this study; data related to 

intersections were not included. Finally, the database used to conduct the study 

contained 1,536 records. Table 4.1 provides information on the data used for this study. 

    Table 4. 1: Variables, values and actual classification by severity.  

Variables Values 
SEV 

Total 
SI KSI 

ACT: 

accident type 

AS: angle or side collision 381 61.45% 239 38.55% 620 

CF: fixed objects 99 52.94% 88 47.06% 187 

HO: head on 84 40.58% 123 59.42% 207 

O: other 75 59.06% 52 40.94% 127 

PU: pile up 33 78.57% 9 21.43% 42 

R: rollover 163 49.39% 167 50.61% 330 

SP: straight path 17 73.91% 6 26.09% 23 

AGE: age 

[18-25] 225 50.34% 222 49.66% 447 

(25-64] 586 57.73% 429 42.27% 1015 

>64 41 55.41% 33 44.59% 74 

ATF: 

atmospheric 

factors 

GW: good weather 730 54.23% 616 45.77% 1346 

HR: heavy rain 23 71.88% 9 28.13% 32 

LR: light rain 84 61.76% 52 38.24% 136 

O: other 15 68.18% 7 31.81% 22 

CAU: cause 

DC: driver characteristics 791 54.93% 649 45.07% 1440 

OF: other factors 50 66.67% 25 33.33% 75 

RC: road characteristics 3 75.00% 1 25.00% 4 

VC: vehicle charactersitics 8 47.06% 9 52.94% 17 

DAY: day 

BW: beginning of week 123 60.29% 81 39.71% 204 

EW: end of week 132 57.14% 99 42.86% 231 

F: festive 29 61.70% 18 38.30% 47 

WD: week day 325 55.65% 259 44.35% 584 

WE: week end 243 51.70% 227 48.30% 470 

GEN : 

gender 
F: female 148 63.79% 84 36.21% 232 

M: male 704 53.99% 600 46.01% 1304 
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Continues Table 4.1 
  

Variables Values 
SEV 

Total 
SI KSI 

LAW: lane 

width 

THI: thin: <3.25m 19 67.86% 9 32.14% 28 

MED: medium: 

3.25m<=L<=3.75m 
176 51.16% 168 48.84% 344 

WID: wide: >3.75m 657 56.44% 507 43.56% 1164 

LIG: lighting 

D: dusk 52 61.18% 33 38.82% 85 

DL: daylight 573 58.65% 404 41.35% 977 

I: insufficient 27 54.00% 23 46.00% 50 

S: sufficient 36 59.02% 25 40.98% 61 

W: without lighting 164 45.18% 199 54.82% 363 

MON: month 

AUT: autumn 218 54.23% 184 45.77% 402 

SPR: spring 206 59.03% 143 40.97% 349 

SUM: summer 246 56.55% 189 43.45% 435 

WIN: winter 182 52.00% 168 48.00% 350 

NOI: number 

of injuries 

1 539 49.95% 540 50.05% 1079 

>1 313 68.49% 144 31.51% 457 

OI: 

occupants 

involved 

1 229 51.58% 215 48.42% 444 

2 374 55.99% 294 44.01% 668 

>2 249 58.73% 175 41.27% 424 

PAS: paved 

shoulder 

missing values 66 51.56% 62 48.44% 128 

N: no 253 57.11% 190 42.89% 443 

Y: yes 533 55.23% 432 44.77% 965 

PAW: 

pavement 

width 

THI: thin: <6m 95 53.98% 81 46.02% 176 

MED: medium: 6 m<=law<=7m 209 54.29% 176 45.71% 385 

WID: wide: >7m 548 56.21% 427 43.79% 975 

ROM: 

pavement 

markings 

DME: does not exist or was 

deleted 
60 58.25% 43 41.75% 103 

DMR: define margins of roadway 60 57.69% 44 42.31% 104 

SLD: separate lanes and defined 

road margins 
714 55.26% 578 44.74% 1292 

SLO: separate lanes only 18 48.65% 19 51.35% 37 

SHT: 

Shoulder 

type 

NOS: does not exist 311 55.24% 252 44.76% 563 

THI: thin:<1.5m 402 54.47% 336 45.53% 738 

MED: medium: 1.5m<=sht<2.50m 133 58.85% 93 41.15% 226 

WID: wide >= 2.50 m 6 66.67% 3 33.33% 9 

SID: sight 

distance 

A: atmospheric 26 81.25% 6 18.75% 32 

B: building 10 55.56% 8 44.44% 18 

O: other 6 66.67% 3 33.34% 9 

T: topological 187 55.49% 150 44.51% 337 

V: vegetation 6 54.55% 5 45.45% 11 

WR: without restriction 617 54.65% 512 45.35% 1129 

TIM: time 

[0-6] 99 46.26% 115 53.74% 214 

(6-12] 236 57.99% 171 42.01% 407 

(12-18] 314 57.72% 230 42.28% 544 

(18-24) 203 54.72% 168 45.28% 371 

VI: vehicles 

involved 

1 316 52.06% 291 47.94% 607 

2 468 56.73% 357 43.27% 825 

>2 68 65.38% 36 34.62% 104 

Total 852 55.47% 684 44.53% 1536 
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Eighteen variables were used with the class variable of injury severity (SEV) in an 

attempt to identify the important patterns of an accident that usually require an 

explanation.  

Thus, it should be taken into account that both the choice of the eighteen variables and 

the categorization of these variables were mainly guided by previous studies. Also, an 

analysis of the data using preliminary models was performed in order to define an 

optimum and near optimum models that best represent the data used. In which, the 

number of variables and categories that obtain the best possible fit to the data used were 

chosen.  

   Following previous studies (Chang and Wang, 2006; Milton et al., 2008) the injury 

severity of an accident is determined according to the level of injury to the worst injured 

occupant. On the other hand, the injury severity level was categorized into two 

categories mainly based on initial models that we have built using three categories of 

severity (killed, severe and slight). However, the performance of the resulting models 

was not acceptable. This possibly was due to the convergence problems resulting from 

insufficient variation among discrete-injury outcomes.   

   In addition, only accidents that occurred on rural roadways segments and not 

intersections were considered. This was based on a recommendation given by Moore et 

al. (2010) in which they recommended that intersections and road segments should not 

be analyzed together, since the factors related to accidents occurring on intersections are 

different from those related to roadway segments. 

   The data included variables describing the conditions that contributed to the accident 

and injury severity.  

• Injury severity variables: number of injuries (e.g., passengers, drivers and 

pedestrians), severity level of injuries (e.g., fatal, severe, slight).  

• Roadway information: characteristics of the roadway on which the accidents 

occurred (e.g., grade, pavement width, lane width, shoulder type, pavement 

markings, sight distance, if the shoulder was paved or not, etc.). 

• Weather information: weather conditions when the accident occurred (e.g., good 

weather, rain, fog, snow and windy). 
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• Accident information: contributing circumstances (e.g., type of accident, time of 

accident (hour, day, month and year), and vehicles involved in the accident).  

• Driver data: characteristics of the driver, such as age or gender. 

As it is shown in Table 4.1 from the 1,536 accidents 852 (55%) were slightly injured 

and 684 (45%) were killed or severely injured. Table 4.1 also provides the information 

about injury severity distribution by the variables studied.  

   As it can be seen from Table 4.1, a relatively larger proportion of angle or side impact 

accidents were involved in more KSI accidents than other types of accidents. Rollover 

accidents comes in the second place in producing KSI accidents, within the total 

number of accidents produced by rollover accident, more KSI were produced. The 

proportion of KSI accidents produced by rollover accidents is about two times less than 

those produced by angle or side impact accident. Head-on accidents produced more KSI 

accidents than SI accidents within the total number of accidents produced by this type 

of accidents, in which about 1.5 times the accidents were KSI. 

   With respect to age it can be noticed that the age group (25-64) had the highest 

number of KSI accidents, it produced more than double the accidents produced by the 

age group (18-25).  

   Good weather mainly dominated the other atmospheric factors both in the number of 

accidents produced and in their severity. The KSI accidents produced by good weather 

were more than 10 times higher than those produced by the next group which is light 

rain.  

   The pattern presented by the good weather is also consistent with the results 

corresponding to accidents by month. Accidents during the summer are the most, and 

they also produce more KSI accidents.  

   According to the cause of the accident as stated in the police reports, driver 

characteristics were responsible for the highest number of accidents and they were also 

responsible for the highest number of KSI accidents. 

   With respect to the day of an accident, accidents which occurred during the week were 

the most; however one should know that the category week day included three working 

days during the week (Tuesday, Wednesday and Thursday). While the category week 
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end (weekend) had the second highest proportion of accidents, and it included two days 

(Saturday and Sunday). This means that in reality the accidents which occurred during 

the weekend had the highest percentage since they occurred during only two days. 

Roughly speaking, about 194 accidents occurred in each of the three working days; 

where about 235 accidents occurred in each one of the two weekend days. 

   Males were responsible for more accidents and also for more severe accidents. Males 

were found to be responsible for seven times higher KSI accidents than female drivers.   

   Increased lane width increases the accidents and also severity; wider lanes seem not to 

be related to safer highways.  However, having a look on medium lanes it is seen that 

although the total number of accidents produced by medium lane widths were about 3 

times less than those produced by wider lanes, the proportion of the KSI accidents and 

SI is almost the same. This means that even though the medium lanes have fewer 

accidents, the accidents produced on such lanes have almost an equal chance of being 

either a KSI or a SI. 

   Pavement widths are related to lane widths, wider pavements were also associated 

with more accidents probably due to the same explanation presented earlier for the lane 

width. 

   More accidents as well as more severe accidents occur during the daylight. Roadways 

without lighting were the next with regards to the total number of accidents and the 

resulting severity. However, KSI accidents were more than SI cases in no-light 

condition.  

   Paved shoulders were associated with higher number of accidents. Pavement 

markings that are well defined were found to be associated with higher number of 

accidents with higher severities. 

   Roadways without any restriction of the sight distance were associated with the 

highest number of accidents. Restriction due to topology was associated with the second 

highest number of accidents.  

   Accidents that occurs during the time period (12 p.m.-18 p.m.) were associated with 

more accidents. Accidents that involve two vehicles were the most, and those that 
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involved two occupants as well. However, most of the accidents involved one injury, 

and the proportion of SI and KSI in each were almost equal. 

 

In order to find out the associations between pairs of variables, a chi-square test was 

used. One of the uses of the chi-square test is to test the statistical significance that 

exists in the association between two variables. To test the strength of significant 

associations, other measures are used such as the Phi coefficient and the Cramer’s V.  

   The chi-square test serves both as goodness-of fit test, where the data is categorized 

along one dimension, and as a test for the contingency table, in which categorization is 

across two or more dimensions (Wuensch, 2011) .   

   The standard chi-square statistic is defined as: 

�² ����
� � �
��²�
�
�



 (4.1) 

 

Where,  

O: is the observed frequency 

E: is the expected frequency 

i and j: index the rows and columns of the table    

n: the number of cells in the table 

Equation 4.1 results in a statistic that is approximately distributed as χ² on (r-1) (c-1) 

degrees of freedom, where r represents the number of rows in the contingency table, and 

c represents the number of columns in the contingency table. The null hypothesis is that 

the two variables are independent, so that the two variables are considered to be 

associated if the p-value of the χ² test is <0.05. 

   In order to measure the strength of the association between a two significantly 

associated variables, two other coefficients could be used the Phi-coefficient and the 

Cramer’s V. 

Phi coefficient is used only for 2 2 contingency tables, where a value of 0 signifies no 
association and 1 a perfect association (Mehta and Patel, 1996). 
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Phi=!χ²#  (4.2) 

   Where,  

�²: the Chi-square value 
n: is the sample size 

Cramer’s V coefficient is interpreted as a measure of relative strength of association 

between two variables (Crewson, 2006). Cramer’s V coefficient ranges between 0 and 

1, with 0 signifying no association and 1 signifying perfect association (Mehta and 

Patel, 1996), it is given by: 

$ � ! �²#�% � 1� (4.3) 

   Where,  

q= is smaller number of rows or columns 

A guidance to describe the strength of association is given in Table 4.2 (Crewson, 

2006). 

Table 4. 2: Strength of association description 

Value of the coefficient  Characterization 

> 0.5 high association 

0.3 – 0.5 moderate association 

0.1 – 0.3 low association 

0.0 – 0.1 little if any association  

 

Certain restriction exist for the chi-square test, if the expected numbers on some classes 

are small, the chi-square test will give inaccurate results. Chi-square test could be used 

whenever no more than 20% of the expected counts are less than 5 and that all 

individual counts are 1 or greater (Yates et al., 1998). With small expected frequencies 

Fisher’s Exact test is used (Wuensch, 2011). 

   If a general a 2 2 contingency table has cell entries nij (I, j=1, 2) and row totals ni+ 
and column total n+j and grand total of all 4 cell entries is n, then the hyper-geometric 

distribution for the observed cell values has an associated probability:    

�#�'�! �#)'�! �#'��! �#')�!�#���! �#�)�! �#)��! �#))�! #! (4.4) 
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   To perform the test one calculates these probabilities for all possible n11 consistent 

with the fixed marginal totals and computes the p-value as the sum of all such 

probabilities that are less than or equal to that associated with the observed 

configuration (Fisher, 1934). 

For the research work herein, the associations between variables were calculated using 

the measures described. Table 1 in the Appendix II shows the association’s coefficients 

and their corresponding p-values. 

   The results illustrated in Table 1 in the Appendix II indicates that there exist 

associations between variables; however, the strength of that association differs 

amongst them. Table 4.3 shows the variables that were found to be significantly 

associated and their corresponding strength. 

   As illustrated from Table 4.3 ACT was the variable which had the most associated 

variables. Also, it was the variable that had the most highly associated variables. Of the 

interesting findings that can be extracted is the high association that exists between SEV 

and DAY.  

   Table 4. 3: Association between variables and its corresponding strength  

variable 
Associated variables and their strength of association 

Little Low Moderate High 

SEV 

AGE, ATF, GEN, 

LAW, OI, SID, 

TIM, VI 

ACT, LIG, NOI - - 

ACT AGE,CAU  

LAW, LIG, NOI, 

PAS, ROM, SHT, 

SID, TIM 

- 
DAY, OI, 

PAW, VI 

AGE 
GEN, LAW, OI, 

SHT, VI 
LIG, TIM - - 

ATF 
CAU, DAY, NOI, 

OI 
MON, SID - - 

CAU 
GEN, LIG, ROM, 

SID 
LAW - - 

DAY 
GEN, MON, 

NOI, OI, SID 
TIM, VI - - 

GEN 
LIG, NOI, OI, 

TIM 
- - - 

LAW VI - 
PAS, PAW, ROM, 

SHT 
- 

LIG SID MON, OI, VI TIM - 

MON SID PAS - - 

NOI - VI - OI 

OI PAS, PAW, ROM SID, TIM - VI 

PAS SID, VI - ROM PAW, SHT 
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Continues Table 4.3    

variable Associated variables and their strength of association 

 Little Low Moderate High 

PAW SID, VI - ROM, SHT - 

ROM - SHT, SID, VI - - 

SHT - SID, VI - - 

SID - VI - - 

TIM - VI - - 

 

To have a deeper insight towards this association Figure 4.1 shows that the highest 

number of AS occur during the WD however it should be noticed that the WD variable 

is composed of 3 days in which that approximately 89 accidents occur during a working 

day of the week of the AS type. Moreover, approximately 74 accidents of the AS type 

occur in a day of the WE. 

 

   Figure 4. 1: Distribution of DAY by ACT       

Another high association for ACT was with OI. Figure 4.2 shows that AS type of 

accidents involve the highest number of occupants. In which at least two occupant are 

found to be involved in an AS accident. 
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   Figure 4. 2: Distribution of OI by ACT    

 

   Figure 4. 3: Distribution of PAW by ACT    

PAW was found to be highly associated with ACT, as shown in Figure 4.3 that Wid and 

Med were the ones with most AS accidents.   

   VI was found to be highly associated with ACT, as shown in Figure 4.4 that accidents 

between two vehicles were mostly of AS type. 

   On the other hand, SEV was the second variable with the most associated variables; 

however, the associations of variables with SEV were mostly of the low strength 

associations (8 associations). Neither high nor moderate associations were found for 

SEV. 
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   Figure 4. 4: Distribution of VI by ACT    

  Other high and moderate associations were found for other variables however, not as 

those found for ACT. For example, moderate associations were found to exist for LAW 

with [PAS, PAW, ROM, SHT], LIG with TIM, PAS with ROM, PAW with [ROM, 

SHT].  

   In order to better represent moderate associations between variables; Tables 4.4-4.7 

show contingency tables for moderately associated variables.   

Table 4. 4: Contingency table for LAW against PAS, PAW, ROM, and SHT 

    LAW 
Total 

  
Med Thi Wid 

PAS 
N 210 14 219 443 

Y 134 14 945 1093 

PAW 

Med 144 5 236 385 

Thi 154 10 12 176 

Wid 46 13 916 975 

ROM 

Dme 69 9 25 103 

Dmr 73 5 26 104 

Sld 180 14 1098 1292 

Slo 22 0 15 37 

SHT 

Med 6 2 218 226 

Nos 254 14 295 563 

Thi 78 12 648 738 

Wid 6 0 3 9 

Total 344 28 1164 1536 

 

As seen from Table 4.4 the following combinations were found to have the highest 

number of accidents: PAS=Y with LAW= Wid, PAW=Wid and LAW= Wid, ROM= 

Sld with LAW= Wid, and finally SHT=Thi with LAW= Wid. LIG was found to have a 
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moderate association with TIM, in which (as shown in Table 4.5) accidents were the 

most if they occur in LIG=DL and in the time periods TIM= (12-18) and TIM= (6-12). 

   Table 4. 5: Contingency table for LIG against TIM 

  
LIG 

Total 
  

D DL I S W 

TIM 

(12-18] 18 520 0 1 5 544 

(18-24) 31 117 24 34 165 371 

(6-12] 31 336 4 5 31 407 

[0-6] 5 4 22 21 162 214 

Total 85 977 50 61 363 1536 

 

PAS was found to have a moderate association with ROM, in which (as shown in Table 

4.6) accidents were the most if they occur on PAS= Y and if ROM= Sld. 

Table 4. 6: Contingency table for PAS against ROM 

  
PAS 

Total 
  

N Y 

ROM 

Dme 76 27 103 

Dmr 87 17 104 

Sld 253 1039 1292 

Slo 27 10 37 

Total 443 1093 1536 

 

   PAW was found to have a moderate association with both ROM and SHT, in which 

(as shown in Table 4.7) accidents were the most if they occur on PAW= Wid and if the 

ROM= Sld and/or SHT= Thi. 

   Other highly associated variables were found for other variables however, not as the 

high associations found for ACT. For example, high associations were found to exist for 

NOI with OI, OI with VI, PAS with PAW and SHT.  

Table 4. 7: Contingency table for PAW against ROM and SHT 

  
PAW 

Total 
  

Med Thi Wid 

ROM 

Dme 32 60 11 103 

Dmr 36 59 9 104 

Sld 294 53 945 1292 

Slo 23 4 10 37 

SHT 

Med 9 1 216 226 

Nos 251 160 152 563 

Thi 123 14 601 738 

Wid 2 1 6 9 

Total 385 176 975 1536 
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In order to better represent high associations between variables; Tables 4.8-4.10 show 

contingency tables for highly associated variables.   

   As seen from Table 4.8 higher number of accidents occurred when NOI  were 1 and 

when the OI was 2. 

Table 4. 8: Contingency table for NOI against OI 

  
NOI 

Total 
  

[1-2) [2-inf) 

OI 

[1-2) 439 5 444 

[2-3) 535 133 668 

[3-inf) 105 319 424 

Total 1079 457 1536 

 

   OI was found to be highly associated with VI, as shown in Table 4.9, accidents were 

found to be the most when involved 1 or 2 occupants and when involved 1 or 2 

vehicles. 

Table 4. 9: Contingency table for OI against VI 

    OI 

Total     [1-2) [2-3) [3-inf) 

VI 

[1-2) 443 111 53 607 

[2-3) 1 557 267 825 

[3-inf) 0 0 104 104 

Total 444 668 424 1536 

 

   PAS were found to have a high association with PAW and with SHT. Table 4.10 

shows that higher number of accidents occur when PAW= Wid in which the shoulder 

was paved, as well as, those that occur when the shoulder was thin. 

Table 4. 10: Contingency table for PAS against PAW and SHT 

  
PAS 

Total     N Y 

PAW 

Med 195 190 385 

Thi 131 45 176 

Wid 117 858 975 

SHT 

Med 2 224 226 

Nos 414 149 563 

Thi 25 713 738 

Wid 2 7 9 

Total 443 1093 1536 
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To that end, the association tests carried out herein is only used to find out the 

associations between pairs of variables in order to have an indication of existing 

relations for the variables considered. Thus, including more variables might change 

these associations.  

4.2. Methodology 

 

4.2.1. Phases of the research work 

The research work carried out herein is composed of the following phases: 

1. Firstly, three different search algorithms along with three different score metrics 

are used in order to build 9 different BNs which will be described in section 

4.2.2.  

2. Secondly, a comparison between these 9 different BNs is performed based on 

performance indicators as will be described in section 4.2.3. 

3. Then, for the BN that shows improved results in terms of the performance 

indicators, the variables that significantly contribute to the occurrence of KSI are 

determined based on inference of the resulting BN. 

4. Later, Based on the eighteen variables obtained from the accident reports (see 

Table 4.1), identification of the variables that affect injury severity in traffic 

accidents was performed using different methods of evaluator-search algorithms. 

5. For each one of the selected subsets of variables, ten simplified BNs are built 

using the hillclimbing search algorithm and the MDL score.  

6. The performance of the built BNs using the selected subsets of variables is 

compared with the performance of the original BN, which is built using the 

eighteen variables (BN-18).   

7. From all the simplified built BNs, the selected ones are those whose results 

improve or maintain the results obtained by the performance indicators of BN-

18 in 90% of the cases or more, and whose improvements are statistically 

significant.  
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8. For the selected BNs, the variables that repeat in more than 50% of the cases are 

identified and a new BN is built using these variables.  

9. Finally, the results obtained by this new BN, based on a double process of 

variable selection procedure, are compared with those obtained by BN-18.  

4.2.2. Methods of Learning of BNs 

Researchers developed methods that could learn the DAG (structure) from data, in 

which the conditional probabilities could also be learned from data, where in a Bayesian 

network the values in the conditional probability distributions are called parameters. In 

the following; for more details, readers are referred to (Neapolitan, 2003). 

4.2.3. Learning the Parameters (conditional probability estimation) 

A Bayesian network with = (V, E), where V = {X1, X2, … , Xn) and the possible states 

of the variable Xi is C(Xi) = {Xi1, Xi2, …, Xiri}. In which ri is the number of states of Xi, 

PA (Xi) is the set of parents of Xi in , and the number of parents’ variables for Xi is si= 

|PA (Xi)|. qi is the number of the possible configurations (states) of PA(Xi), qi= ∏��+   PA �Xi�r1. C �PA �Xi� � � 4PA5�, PA5), … , PA5758  is the set of configurations of 
PA (Xi). 

  It is needed to estimate P(Xi = xik | PAij), for all i= 1, 2, …, n, for all j = 1, 2, …, qi, for 

all k= 1, 2, …,ri. Where the set D= { v
(1)
, v

(2)
, …, v

(N)
} of N observations of V, v

(h)
= 

����9�, �)�9�, … , ���9��, with �
�9� + :��
�. Also, it is supposed that the data is complete and 

does not contain any missing data. 

 The likelihood is defined as follows:  

;�<|=� �  ��<|>� �  �?@���, … , @�A�B=C �  
DED���
�9�|�F��
��9�, =
�A

9��
G�


��
�  D; �<
: =
��


��
 

 

(4.5) 

   Where, the global independence is assumed for the parameters. 

   Thus, the distributions could be estimated for each variable Xi independently: 
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;�<|=� �  D?;�<
|=
�C � �

��

DDL?Dij|ΘijC
qi

j=1

n

i=1

 (4.6) 

Where, it is assumed that there is a local independence between the parameters. 

Where, Nij= number of times that the configuration PAij has been observed in the data, 

Nij=N if PA(Xi)= φ. 

4.2.4. Learning the Structure 

Three methods could be used to learn the BN structure: 

1. Based on the detection of independencies:  

- A qualitative study is realized to determine the dependent and 

independent relations 

- Tries to find the network(s) that represent the majority of those 

relationships 

2. Based on evaluation functions and searching techniques: 

- They try to find the network that represents adequately the data used. 

- Employ an evaluation function or a metric to measure the adequacy 

of each candidate structure. 

- The method of search (heuristics) is used to explore the space of 

possible solutions 

3. Hybrid methods: 

- Jointly employ a search technique guided by a metric and detection 

of independencies.  

The method that will be described herein is the one used in this research work, which is 

the evaluation functions and searching techniques. The method will be used because it 

is less sensitive to errors in individual tests as mentioned before in section 2.2.3. 

   This method generates models (candidate networks) by exploring the space of 

possible solutions (of a hyper-exponential size) through a searching technique. Each 

generated model is evaluated through the usage of a metric g, which measures the grade 

of adequacy between the graph DAG and the data DAG (  | D) 

These method is characterized with the following: 

1. The employed metric 
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2. The search space 

3. The searching technique 

 

1.  The employed metric 

 

In general, the metrics works to DAG  that approves: 

� argJK� LĢ�  N � |<� (4.7) 

Where, 

*
:  is the DAG that we need to estimate 

G (G|D) is the metric that measures the degree of fit between any candidate DAG  and 

the set of data D,  

and Ăn is the family of DAGs that is defined for the set of variables Vn. 

   These metrics maximize the log-likelihood of the data (logarithms of the probability 

of the data given the structure). Maximizing the log-likelihood is equal to minimizing 

the entropy
1
 of each variable given its parents, in which they try to search for the 

parents of each variable that provide the maximum information about it. In addition, 

they prefer configurations that favor the presence of the edges between variables, which 

express a high degree of dependency.  

Minimum Description Length  

The objective of these metrics is to reduce the number of elements that are necessary to 

represent or transmit a message. The frequent messages have short codes, and the 

largest codes are assigned to the least frequent messages. The principle of the minimum 

description length (MDL) is to select, in order to represent the messages, the encoding 

that the minimum length needs. 

   Thus, the complicated models need large MDL, but they reduce the MDL for the data 

given the model (are more precise). In addition, simple models require shorter MDL, 

                                                           
1
 entropy is a measure of the uncertainty associated with a random variable. 
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but the MDL of the data given the model increases. Actually, the principle of the MDL 

seeks to establish an appropriate balance between simplicity and precision. 

   For the Bayesian networks, the best network is that which minimizes the sum of the 

lengths of description of the network and of the data given the network.  

   The length of description for a network (probabilities) is proportional to the number of 

parameters of the joint factored distribution.  

� �O
 � 1�%
�

��  (4.8) 

 

Where,  

ri is the number of states of Xi, 

qi is the number of the possible configurations (states) of PA(Xi), 

   The metric MDL (log joint probability of structure and database) is given by: 

NP<; � |<� ����Q
�RSTN UQ
�RQ
� V � 12 STN�Q���O
 � 1�%
�

��

X

R��

Y

���

�

��

 (4.9) 

Where, 

Nij= number of times that the configuration PAij has been observed in the data, 

Nijk: number of occurrences of configurations of variables and their parents, 

N: number of variables in the network. 

Metrics based on Bayes  

The best network is the one which maximizes the probability of obtaining a network 

conditioned on the database, P( |D). These metrics employ the Bayes theorem.  In 

which it is more convenient to work with the logarithmic space, where the following is 

used:  

log?�� , <�C � log?�� �C \ log ���<| �� (4.10) 

   It is always assumed a uniform a priori distribution for P( ), where log(P( )) is 

constant and can be eliminated. 
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��<| � � ] ��<| , >�^ ��>| �_> (4.11) 

BD Metric (Bayesian Dirichlet) 

This metric employs the a priori Dirichlet (instead of uniforms) for the parameters’ 

distribution. 

The BD metric is given by: 

N`<� |<� � STN?��a�C \�b�cSTN U d?e
�Cd?Q
� \ e
�CV \�STN Ud?Q
�R \ e
�RCd?e
�RC VX

R��

fY

���

g�

��

 (4.12) 

Where, 

ηijk: are the hyper parameters of the Dirichlet distribution;  e
� � ∑ e
�RX
R , 

Nijk: number of occurrences of configurations of variables and their parents, 

Nij= ∑ Q
�RX
R�� , 
d: Gamma function, which satisfies d�J� � ∑ Q
�RX
R��  

BDeu Metric 

The Bayesian network a prior assigns a uniform probability to each configuration of  

{Xi} � Pa (Xi).  

The BDeu metric is given by: 

N`<hi� |<�= STN?��a�C \ ∑ c∑ cSTN E jk lmnojkAnp' lmnoG \ ∑ STN EjkAnpq' lmnojk lmno GX
R�� fY
��� f�
��  (4.13) 

 

Where, 

ri is the number of states of Xi, 

qi is the number of the possible configurations (states) of PA(Xi), 

Nijk: number of occurrences of configurations of variables and their parents, 

Nij= ∑ Q
�RX
R�� , 
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Akaike information criterion (AIC) Metric 

The AIC metric gAIC of a Bayesian network structure for a database D is given by. 

NFr: � �Q���Q
�RQ STNQ
�RQ
� \ s
X

R��

Y

���

�

��

 

Where, 

Nijk= number of cases in D where Xi= xik and PA (xi)=wij, Nij=∑ Q
�RX
R�� , 

Wij= jth instantiation of PA(xi) in D, 

ri is the number of states of Xi, 

qi is the number of the possible configurations (states) of PA(Xi) 

 

2. The search space 

 

A search algorithm requires a search space which contains all candidate solutions, and a 

set of operations that transforms one candidate solution to another. In Bayesian 

networks, the simplest search space consists of all DAGs containing the n variables.  

3. Search algorithms 

 

For simplified structures (like trees, in which each node has as a total one parent), 

finding the optimal structure is a simple task. However, in general, searching for the 

optimal structure is an NP-hard
2
 problem.  

The number of possible structures for a DAG with n nodes is (Table 4.11 illustrates a 

calculated example for Equation 4.14): 

t�#� ����1�
'� #!u! �# � u�! 2��v
�t�# � u�
�

��

 (4.14) 

 

 

 

 

                                                           
2
 NP-hard (non-deterministic polynomial-time hard), in computational complexity theory, is a class of 

problems that are, informally, "at least as hard as the hardest problems in NP" 
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Table 4. 11: An example illustrating the calculations of Equation 4.14 

n f(n) 

0 1 

1 1 

2 3 

3 25 

4 543 

5 29281 

6 3781503 

7 1138779265 

8 783702329343 

9 1213442454842880 

10 4175098976430590000 

11 31603459396418900000000 

12 521939651343829000000000000 

13 18676600744432000000000000000000 

Therefore, it is necessary to employ methods for heuristic
3
 search. The most common 

way, is to apply a local search method, in which operators are defined on order to move 

from one configuration into another (neighborhood). The search is started with a 

determined structure that might be an empty network, a tree, or a random network. 

   At each iteration, all the neighbors are evaluated for the current network, in which the 

operator that mostly increases the metric is applied. The search ends when there is no 

possible improvement (local optimum). Figure 4.5 shows the typical operators that are 

normally used in local search. 

One of the problems of the local search is that it might get stuck in either a 

maximum local (in which there is no any other neighbor that improves the metric). 

The second main problem of these algorithms is the possible presence of plateaus, 

which are regions of the space of assignments where no local move could improve 

the metric.  

 

1. Hillclimbing search:  

 

Is an iterative algorithm that starts with an arbitrary solution to a problem, then 

attempts to find a better solution by incrementally changing a single element of the 

solution.  If the change produces a better solution, an incremental change is made to 

the new solution, repeating until no further improvements can be found. 

 

                                                           
3
 A heuristic is a method that might not always find the best solution, but is guaranteed to find a good 

solution in reasonable time. 
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                    Figure 4. 5: Typical operator
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Hill climbing is good for finding a local optimum (a good solution that lies relatively 

near the initial solution) but it is not guaranteed to find the best possible solution (the 

global optimum) out of all possible solutions.  

 

2. Tabu search:  

Glover (1986) proposed a new approach, which he called Tabu Search, to allow 

local search methods to overcome local optima. The basic principle of Tabu search 

is to pursue local seacrh whenever it encounters a local optimum by allowing non-

improving moves; cycling back to previously visited solutions is prevented by the 

use of memories, called tabu lists, that record the recent history of the search. 

 

3. Simulated annealing 

This is a stochastic optimization approach based on the analogy to physical 

annealing. It tries to avoid being trapped in local optima by accepting both “good” 

and “bad” moves at the beginning of the iterations, and gradually lowering the 

probability of accepting “bad” moves. Even though in theory simulated annealing 

can find global optima if we lower the above probability slowly in exponential time, 

its performance in a practical time frame depends heavily on the parameters 

comprising its “cooling schedule”. In general simulated annealing is time-

consuming, but has been successfully applied to many optimization problems (Tao 

et al., 1992). 

 

The relative simplicity of the algorithm makes it a popular first choice amongst 

optimizing algorithms. Although more advanced algorithms such as simulated 

annealing or tabu search may give better results, in some situations hill climbing works 

just as well. Hill climbing can often produce a better result than other algorithms when 

the amount of time available to perform a search is limited, such as with real-time 

systems (Russell and Norvig, 2003). 

 

   In the research work carried out herein, three search algorithm (Hillclimbing, 

Simulated annealing and Tabu search) are used in combination with three score metrics 

(BDeu, MDL and AIC) to build the BNs, resulting in nine different BNs. Thus the 

usage of these combinations of search-score metrics was motivated by the advantages of 

each of which that have been described previously.  
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4.2.3. Bayesian networks evaluation indicators  

Five indicators are used in this research work to compare the BNs built (see Equations. 

4.15-4.18): accuracy, sensitivity, specificity, HMSS, and ROC area were calculated for 

each BN.  

Accuracy �  tSI \ tKSItSI \ tKSI \ fSI \ fKSI  100% (4.15) 

 

Sensitivity �  tSItSI \ fKSI  100% (4.16) 

 

Speci�icity �  tKSItKSI \ fSI  100% (4.17) 

 

HMSS � 2  Sensitivity  Speci�icitySensitivity \ Speci�icity  (4.18) 

 

Where,  

tSI:  is true slight injured cases (cases observed to be SI and are classified (predicted) to 

be SI as well),  

tKSI: is true killed or seriously injured cases (cases observed to be KSI and are 

classified (predicted) to be KSI as well), 

fSI: false slight injured cases (cases observed to be SI but classified (predicted) to be 

KSI), 

fKSI: false killed or seriously injured cases (cases observed to be KSI but classified 

(predicted) to be SI). 

Accuracy in equation (4.15) is the proportion of instances that were correctly classified 

by the classifier, where it only gives information on the classifier’s general 

performance. 
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Sensitivity represents the proportion of correctly predicted slight injured among the 

entire observed slight injured.  Specificity represents the proportion of correctly 

predicted killed or seriously injured among all the observed killed or seriously injured 

(see equations 4.16 and 4.17). Another measure used to assess the performance of the 

Bayesian network built is the Harmonic Mean of Sensitivity and Specificity (HMSS), 

which gives an equal weight of both sensitivity and specificity (see equation 4.18).  

   Another indicator is the Receiver Operating Characteristic Curve (ROC) Area.  What 

ROC curves represent is the true positive rate (sensitivity) vs. the false positive rate 

(1−specificity).  ROC curves are more useful as descriptors of overall test performance, 

reflected by the area under the curve, with a maximum of 1.00 describing a perfect test 

and an ROC area of 0.50 describing a valueless test. 

   Other measures used in the literature to evaluate the performance of BNs specifically 

include both the Most Probable Explanation (MPE) (Simoncic, 2004) and the 

complexity or the total number of BN arcs (Cruz-Ramírez et al., 2007).  MPE is a 

technique that is developed for generating explanation in BNs, in which the 

configuration with the maximum posterior probability is calculated (Pearl, 2004).  

   For the analysis of traffic accidents’ injury severity, and in order to determine the 

optimal BN, the measures described above will be calculated first: accuracy, sensitivity, 

specificity, ROC area, the MPE and the complexity of the built BNs.  Later, the best BN 

found in terms of these measures will be used for inference. 

4.2.4. Variables Selection methods 

Even after choosing the best Bayesian network to represent the data used, there would 

still be some redundant information that degrades the efficiency of the classifier. Thus, 

possibly not all the variables contribute to the determination of the class. In addition, the 

computational cost might be high to examine all the variables.  Therefore, the 

incorporation of the variables’ selection techniques (or selection of characteristics) 

eliminates irrelevant and/or redundant variables. 

A relevant feature is neither irrelevant nor redundant to the target concept; an irrelevant 

feature does not affect the classification task in any way, and a redundant feature does 

not add anything new to the classification task (John et al., 1994). 
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The objective of using such techniques is to reduce the number of variables that 

characterize the data used. In return, the efficiency of the classification is enhanced, and 

the parameters’ estimation becomes more robust. 

   In general, variables selection attempts to select the minimally sized subset of features 

according to the following criteria (Dash and Liu, 1997): 

• The classification accuracy does not significantly decrease; and 

• The resulting class distribution, given only the values for the selected features, is 

as close as possible to the original class distribution, given all features. 

   According to Dash and Liu (1997) there are four basic steps in a typical feature 

selection method: 

1. A generation procedure: used to generate the next candidate subset, basically, it 

generates subsets of variables for evaluation. It can start with: 

a. no variables: variables are iteratively added or removed  

b. with all variables: variables are iteratively added or removed, or  

c. with a random set of variables: variables are either iteratively added or 

removed or produced randomly thereafter. 

2. An evaluation function: to evaluate the subset under examination, in which it 

measures the goodness of a subset produced by some generation procedure, this 

value is then compared with the previous best. If the value was not found to be 

better, then it replaces the previous best subset. 

3. A stopping criterion: to decide when to stop, where without stopping criterion 

the variable selection process may run exhaustively or forever through the space 

of subsets. 

1. Generation (search) procedure  

There are different approaches that are used to generate candidate subsets: 

1. Complete 

 

A complete search is done in order to find an optimal subset according to the evaluation 

function used. Different heuristic functions used to reduce the search without risking the 
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chances of finding an optimal subset. However, it is a costly procedure if the variables 

space is too large.  

 

2. Heuristic 

 

All remaining variables that are to be selected (rejected) are considered for selection 

(rejection) in each iteration of this generation procedure. The generation of subsets is 

incremental (increasing or decreasing), and the search space is smaller and faster in 

producing results. However, it might miss out some features of high order relations. 

 

3. Random 

In this procedure, there is no predefined way to select candidate variables; it picks 

variables at random (i.e. probabilistic approach). Here, the optimal subset depends on 

the number of iterations used, which in their turn, depend on the available resource. 

However, it requires more user defined input parameters, in which results will depend 

on how these parameters are defined. 

2. Evaluation Functions 

The evaluation function tries to measure the discriminating ability of a variable or a 

subset to distinguish the different class labels.  

Evaluation functions are divided into five categories according to Dash and Liu (1997): 

1. Distance functions: This measure select those variables that support instances of the 

same class to stay within the same proximity. Thus, instances of the same class 

should be closer in terms of distance than those from different class. Methods using 

this evaluation function are called “filter methods”. 

2. Information measures: this measure determines the information gain from a 

variable. For a variable X to be preferred over a variable Y, the information gain 

from variable X is to be greater than that from variable Y. Where, the information 

gain from variable X is defined as the difference between the prior uncertainty and 

expected posterior uncertainty using X. Methods using this evaluation function are 

called “filter methods”. 

3. Dependence measures: they qualify the ability to predict the value of one variable 

from the value of another. If the correlation of variable X with class C is higher than 
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the correlation of variable Y with C, then feature X is preferred to Y. A slight 

variation of this is to determine the dependence of a variable on other variables; this 

value indicates the degree of redundancy of the variable. If the variable is heavily 

dependent on another, then it is redundant. Methods using this evaluation function 

are called “filter methods”. 

4. Consistency measures: they are different from the other measures in which they rely 

heavily on the training dataset and the of Min-Variables bias in selecting a subset of 

variables. Where, Min-Variables bias prefers consistent hypotheses definable over 

as few variables as possible. These measures find out the minimally sized subset 

that satisfies the acceptable inconsistency rate that is usually set by the user. An 

example of inconsistency is that when we have two instances that have matching 

variable values but different class label. Methods using this evaluation function are 

called “filter methods”. 

5. Classifier Error Rate Measures: variables are selected using the classifier that later 

on uses these variables in predicting the class labels of unseen instances, the 

resulting accuracy is very high, but the computations are quite slow. If the error rate 

resulting from selecting a subset is less than a predefined threshold, then select the 

variable subset. Methods using this evaluation function are called “wrapper 

methods”.   

In general, the previously mentioned evaluators belong to either of two approaches, 

filters pr wrappers.  

• Filters: a preliminary process, composed of: 

- A specific search in the space of variables 

- A specific function of evaluation 

 

 

 

 

 

 

     Figure 4. 6: An illustration of the Filter approach  
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• Wrappers: in this approach the selection of variables is a consequence of 

classification, in which: 

- A search in the space of variables is done in combination with a 

search in the space of configurations 

- The selection of variables is done based on classifier evaluation 

function. 

 

 

 

 

 

 

 

   Figure 4. 7: An illustration of the Wrapper approach 

 

3. Stopping criterion 

Generation procedures and evaluation functions can influence the choice for a stopping 

criterion, the following describes the stopping criteria determination for each. 

Stopping criteria based on a generation procedure include:  

• whether a predefined number of features are selected,  

• and whether a predefined number of iterations is reached.  

Stopping criteria based on an evaluation function can be:  

• whether addition (or deletion) of any feature does not produce a better subset;  

• and whether an optimal subset according to some evaluation function is 

obtained.  The loop continues until some stopping criterion is satisfied.  

    

   In this research work, six evaluators with eleven search methods were used.  A brief 

description of each of the evaluators used is given below: 

1. Correlation-based variable selection (CfsSubsetEval): this evaluator measures the 

predictive ability of each variable individually and the degree of redundancy among 

Variables 
A subset of 

variables  
Classifier 

Searching 

Algorithm 

Classifier 



80 

 

them.  It selects the sets of variables that are highly correlated with the class but 

have low inter-correlation with each other  (Hall, 1998). 

2. Consistency-based variable selection (ConsistencySubsetEval): this evaluator 

measures the degree of consistency of the variable sets in class values when the 

training values are projected onto the set.  This evaluator is usually used in 

conjunction with a random or exhaustive search (Liu and Setiono, 1996). 

3. Classifier Subset Evaluator (ClassifierSubsetEval): this evaluator uses the classifier 

specified in the object editor as a parameter, to evaluate sets of variables on the 

training data or on a separate holdout set (Witten and Frank, 2005). 

4. Wrapper Subset Evaluator (WrapperSubsetEval): this evaluator uses a classifier to 

evaluate variable sets and it employs cross-validation to estimate the accuracy of the 

learning scheme for each set (Khhavi and John, 1997). 

5. Filtered Subset Evaluator (FilteredSubsetEval): The filter model evaluates the subset 

of variables by examining the intrinsic characteristic of the data without involving 

any data-mining algorithm (Witten and Frank, 2005). 

6. Cost Sensitive Subset Evaluator (CostSensitiveSubsetEval): This evaluator projects 

the training set into attribute set and measure consistency in class values, making the 

subset cost sensitive (Liu and Setiono, 1996). 

A brief description of each of the search methods used is given below:  

1. Best First: this Search method uses greedy hillclimbing augmented with a 

backtracking facility to search through the variables’ subsets.  Best first may start 

with an empty set of variables and search forward, or start with a full set of variables 

and search backward, or start at any point and search in both directions (Pearl, 

1984). 

2. Genetic Search: An initial population is formed by generating many individual 

solutions.  During each successive generation, a proportion of the existing 

population is selected to breed a new generation.  This process is repeated until 

increasing the average fitness, and reaching a termination condition (Goldberg, 

1989). 
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3. Greedy Stepwise: Performs a greedy forward or backward search through the space 

of variables’ subsets.  The search could be initiated with none or with all the 

variables or from an arbitrary point in the space. Thus, the search is stopped when 

the addition or deletion of any variables that remains; results in a decrease in 

evaluation (Russell and Norvig, 2003).  

4. Linear Forward Selection: this search method is an extension of Best First where a 

fixed number k of variables is selected, whereas k is increased in each step when 

fixed-width is selected. The search direction can be forward or floating forward 

selection (with optional backward search steps) (Gutlein et al., 2009). 

5. Scatter Search V1: Starts with a population of many significant variables and stops 

when the result is higher than a given threshold or when no further improvement 

could be attained (García López et al., 2006). 

6. Tabu Search: It explores the solution space beyond the local optimum, once a local 

optimum is reached; upward moves and those worsening the solutions are allowed  

(Hedar et. al., 2008).   

7. Rank Search: Uses a variable/subset evaluator to rank all variables.  If a subset 

evaluator is specified then a forward selection search is used to generate a ranked 

list.  From the ranked list of variables, subsets of increasing size are evaluated 

(Witten and Frank, 2005). 

8. Exhaustive Search: Performs an exhaustive search through the space of variables’ 

subsets starting from the empty set of variables and reporting the best subset found 

(Witten and Frank, 2005). 

9. Subset Size Forward Selection: Performs an interior cross-validation, where it is 

performed on each fold to determine the optimal subset-size. In the final step the 

search is performed on the whole data (Gutlein et al., 2009). 

10. Random Search: Performs a random search in the space of variables’ subsets. A 

random search is started from a random point, if no initial point is chosen, and 

reports the best subset found. If a start set is set, Random searches randomly for 

subsets that are as good as or better than the start point with the same number of 

variables or with a lower number of variables (Liu and Setiono, 1996).  
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11. Race Search: Races the cross validation error of competing subsets of variables, and 

is only used with a ClassifierSubsetEval (Moore and Lee, 1994).  

The search and evaluation algorithms used herein are all of these that exist in the 

WEKA 3.7.0 software. 
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CHAPTER 5 

Results and discussion 

 

In this chapter, the results obtained by constructing Bayesian networks are presented, 

and their performance evaluation is presented as well.  At all stages of building BNs and 

selecting the variables, WEKA 3.7.0 software was used (Witten and Frank, 2005). 

5.1. Data preparation for Bayesian networks  

 

The only preprocessing filter used on this dataset is the unsupervised variable filter for 

replacing missing values.  This filter replaces the missing values with the modes and 

means from the training data.   

   The original dataset obtained from the DGT is divided into two subsets: a training set 

containing 2/3 of the data (1,024 records), and a testing set containing the rest of the 

data (512 records).  The testing set is used to validate the results obtained using the 

training set. Multiple repetitions or trials (10 times) of cross validation are used to 

reduce variability, and the validation results are averaged over the trials.  

5.2. Comparison of the BNs constructed using all the variables 

 

After running the different learning search methods and score metrics, eighteen different 

average networks (average of 10 runs) were obtained, and they are displayed in (Figures 

1-9) in the Appendix III. No causal interpretation of the arcs in the networks is assumed, 

such as other researchers consider (Acid et al., 2004). Thus, the arcs are interpreted as 

direct dependence relationships between the linked variables, and the absence of arcs 

means the existence of conditional independence relationships. 

   In order to measure the differences and resemblances between models, Table 5.1 

shows the two numbers l/a for each pair of sore metrics that belong to the same search 

method, where l is the number of common edges (in either direction), and a number of 

common arcs between the networks learned by these algorithms.  
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Table 5.1: Number of common edges and arcs, l/a, between pairs of learned networks 

 
Hillclimbing 

BDeu MDL AIC 

BDeu 28/28 - - 

MDL 26/22 28/28 - 

AIC 23/15 21/17 35/35 

 Simulated Annealing 

 BDeu MDL AIC 

BDeu 28/28 - - 

MDL 23/19 28/28 - 

AIC 23/13   23/10 38/38 

 Tabu  

 BDeu MDL AIC 

BDeu 23/23 - - 

MDL 20/17 23/23 - 

AIC 21/17 21/17 23/23 

 

Figure 5.1 displays the edges in common to all the networks: three arcs and fourteen 

undirected edges.  Five additional edges are also displayed in Figure 5.1 that are 

supported by all the networks except one. It should be noticed that the number of 

possible edges in this domain is 171, and only a total of 48 different edges appear in 

these models. Thus, the 18 models agree in the presence of 16 edges and the absence of 

123 edges, in which this could be interpreted as the existence of 16 direct dependence 

and 123 conditional independence assertions between pairs of variables. 

 

   Moreover, Figure 5.1 shows that the existence of 16 direct dependence relationships 

that are common to all models indicates a strong relationships between the following 

pairs of variables: (ACT-SEV), (ACT-VI), (VI-OI), (NOI-SEV), (NOI-OI), (SEV-

CAU), (SEV-DAY), (SEV-AGE), (SEV-LIG), (SEV-LAW), (SEV-ATF), (LIG-TIM), 

(LAW-PAW), (PAW-SHT), (SHT-PAS), (SID-ATF). 

 

   Thus, in order to compare the three different search methods (Hillclimbing, Simulated 

Annealing, and Tabu) that were used along with 3 different score metrics (BDeu, MDL, 

and AIC) to build Bayesian networks. The experiments were obtained for both the 

training and the test sets, in which the averages and the standard deviations of 10 trials 

for each are illustrated in Table 5.2. 
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 Figure 5.1: displays the edges in common between the networks built using all the search and score 

methods. 

Table 5.2: Results of using search and score methods 

Score  BDeu MDL AIC 

Dataset training test training test training test 

Indicator average±s.d.* average±s.d.* average±s.d.* average±s.d.* average±s.d.* average±s.d.* 

Search Hillclimbing 

Accuracy 0.61±0.01  0.57±0.02  0.60±0.01  0.59±0.02  0.58±0.01  0.58±0.03  

Sensitivity 0.74±0.02  0.65±0.04  0.73±0.02  0.65±0.03  0.66±0.02  0.63±0.04  

Specificity 0.44±0.03  0.49±0.05  0.45±0.03  0.53±0.05  0.47±0.03  0.53±0.04  

HMSS 0.55±0.02  0.56±0.03  0.56±0.02  0.58±0.03  0.55±0.02  0.58±0.02  

ROC Area 0.62±0.04  0.58±0.02  0.61±0.02  0.62±0.02  0.58±0.02  0.61±0.03  

no. of arcs 28±1  28±2  28±2  28±3  35±1  35±2  

Search Simulated Annealing 

Accuracy 0,60±0,02  0,58±0,02  0,60±0,02  0,59±0,02  0,58±0,01  0,57±0,02  

Sensitivity 0,67±0,13  0,66±0,11  0,66±0,13  0,65±0,10  0,64±0,12  0,63±0,06  

Specificity 0,49±0,14  0,48±0,09  0,50±0,14  0,51±0,09  0,49±0,11  0,49±0,08  

HMSS 0,54±0,02  0,54±0,03  0,54±0,02  0,56±0,03  0,54±0,01  0,54±0,02  

ROC Area 0,62±0,01  0,60±0,02  0,62±0,01  0,61±0,03  0,60±0,02  0,59±0,03  

no. of arcs 28±1  28±1  28±2  28±2  38±2  38±2  

Search Tabu 

Accuracy 0,60±0,02  0,58±0,02  0,59±0,02  0,58±0,02  0,60±0,02  0,58±0,02  

Sensitivity 0,69±0,16  0,67±0,14  0,69±0,15  0,68±0,14  0,70±0,17  0,67±0,15  

Specificity 0,47±0,20  0,46±0,18  0,46±0,19  0,47±0,19  0,46±0,21  0,46±0,19  

HMSS 0,50±0,17  0,50±0,18  0,51±0,13  0,51±0,18  0,49±0,17  0,50±0,18  

ROC Area 0,62±0,04  0,59±0,05  0,62±0,05  0,60±0,05  0,61±0,05  0,60±0,04  

no. of arcs 23±5  23±5  23±5  23±5  23±5  23±5  

 

It can be seen that both the training and the test results are very similar.  The accuracies 

performed in this study did not vary significantly, the maximum values obtained using 

all the search and score methods are summarized in Table 5.3. The highest accuracy 

obtained for the test set was for the Hillclimber search + MDL score metric (59%) while 

for the training set it was best obtained for the Hillclimbing search + Bdeu score metric.  

Abdel wahab and Abdel-Aty (2001) used artificial neural networks to model injury 

severity in traffic accidents.  They obtained accuracies of 65.6% and 60.4% for training 

and testing sets respectively when using an MLP neural network, 56.2% when using 

fuzzy ARTMAP neural network and 58.1% when using O-ARTMAP.  Thus, the results 

obtained in this paper were within the range of accuracies found by Abdel wahab and 

Abdel-Aty (2001). 
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 Table 5.3: Maximum values of indicators as obtained using the different search and score methods 

Maximum 

value 

Training 
Maximum 

value 

Test 

Search Score Search Score 

Accuracy 0,61 Hillclimbing Bdeu 0,59 Hillclimbing MDL 

Sensitivity 0,74 Hillclimbing Bdeu 0,68 Tabu MDL 

Specificity 0,5 Simulated Annealing MDL 0,53 Hillclimbing MDL, AIC 

HMSS 0,56 Hillclimbing MDL 0,58 Hillclimbing MDL, AIC 

ROC Area 0,62 Hillclimbing Bdeu 0,62 Hillclimbing MDL 

 

In addition, the highest sensitivity for the test set was obtained for the training set using 

the Hillclimbing search + BDeu score; where 74% of the cases observed to be slight 

were also predicted to be slight.  The highest sensitivity for the test set was obtained 

using the Tabu + BDeu, where (68%) of the slightly injured cases were correctly 

classified. On the other hand, the specificity results indicated that the ability of all the 

search methods used to classify killed or seriously injured were relatively poor.  None 

of the search methods achieved good results regarding the classification of killed or 

seriously injured (specificity); the best result obtained for the training set was using 

Simulated Annealing search + MDL, where the results for the test set indicated that 

53% of the cases were correctly classified as killed or seriously injured using the 

Hillclimbing search + MDL and AIC score metrics. 

   The results of sensitivity for all the search methods were relatively better than those 

for specificity, thus indicating that the models were capable of classifying slight injured 

rather than killed or seriously injured.  This, however, was expected, since the original 

dataset contained more slight injuries.  

   HMSS could be used as a single measure of performance of the BN instead of using 

sensitivity and specificity separately.  The results indicated that the best HMSS was 

obtained using Hillclimbing search + MDL (56%)  for the training set , while for the test 

set the highest HMSS was obtained using Hillclimbing search + MDL with (62%). 

   Figures (5.3-5.5) show the area under ROC curves for the BNs built using the three 

search methods based on the test set, where the X-axis represents false positive rate and 

the Y-axis represents the true positive rate.  The maximum area under ROC for the 

training set was obtained using HIllclimbing search + Bdeu, while for the test set it was 

obtained using Hillclimbing search and MDL score with 0.62.  
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   Finally, the least complicated structure was obtained using the Tabu search followed 

by Hillclimbing.  DAGs for all the constructed BNs and for all the different search 

methods and score metrics are found in the Appendix III. 

   Thus, according to the results presented in Table 5.3 for the performance measures 

that are calculated for each BN using different search and scores methods, the best 

performance is obtained using the Hillclimbing search method according to the results 

of Accuracy, HMSS, and ROC area, and thus it will be used for further analysis.    

   Following Simoncic (2004), and in order to choose between the different score 

metrics, the most convenient way that could be used to analyze the graphical 

performance of the three metrics is to calculate the Most Probable Explanation (MPE) 

for the training dataset and compare it with the results obtained from the test dataset. 

   MPE is given by the most probable configuration of values for all variables in the BN.  

For the three estimated structures, the MPE is given by the following values for 

variables (see Table 4.1): 

ACT=AS; AGE=(25-64]; ATF=GW; CAU=DC; DAY=WD; GEN=M; LAW=WID; LIG=DL; 

MON=SUM; NOI=1; OI=2; PAS=Y; PAW=WID; ROM=SLD; SEV=SI; SHT=THI; SID=WR; 

TIM=(12-18]; VI=2. 

Given the estimated BN structures (BDeu, MDL and AIC) and the conditional 

probabilities for each node (see Figures 1-3 in Appendix III), the probability of the MPE 

can be computed as shown in Table 5.4. 

 

   Figure 5.2: ROC Area for Hillclimber search method with BDeu, MDL, and AIC score metrics 

0

0,2

0,4

0,6

0,8

1

0 0,2 0,4 0,6 0,8 1

T
ru

e 
P
o
si
ti
v
e 
R
a
te

False Positive Rate 

BDeu

MDL

AIC



89 

 

 
 

    Figure 5.3: ROC Area for Tabu search method with BDeu, MDL, and AIC score metrics 

 

 

    Figure 5.4: ROC Area for Simulated Annealing search method with BDeu, MDL, and AIC score 

metrics 

For the network built by the BDe score metric, the MPE is given by the probability 

values shown in Table 5.4, column 2, row 2.  Using these values, MPE for the BDe 

score equals 0.00088.  The same calculations for the test dataset produced 

MPEtest=0.00081.  This comparison of MPE and MPEtest can provide an indication of 

the quality of the estimated BN using BDe score metric; where it can be seen that there 

is a difference (8.2%) between the MPE produced by the training dataset and the test 

dataset.  

 

   The MPE for the MDL BN is given by the probability values shown in Table 5.4, 

column 2, row 3. Using these values, MPE equals 0.00076.  The test dataset produced 

MPEtest=0.00073.  Therefore, the MPE as explained by the MDL is closer to the test 

dataset estimation (4.4% of difference), thus representing a network that is more capable 

of explaining different data. 
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Table 5.4: MPE for Hillclimbing search method and the three score metrics. 

Score 

metric 
MPE Formulas MPE MPEtest 

BDeu 

P(ACT=AS)•P(AGE=(25-64]|SEV=SI)•P(ATF=GW|SEV=SI,SID=WR)• 

P(CAU=DC|SEV=SI)•P(DAY=WD|SEV=SI)•P(GEN=M|SEV=SI)• 

P(LAW=WID|SEV=SI)•P(LIG=DL|SEV=SI)•P(MON=SUM|SEV=SI,ATF=GW)• 

P(NOI=1|VI=2)•P(OI=2)|SEV=SI,NOI=1,VI=2)•P(PAS=Y|SEV=SI,SHT=THI)• 

P(PAW=WID|SEV=SI,LAW=WID)•P(ROM=SLD|SEV=SI,PAS=Y,PAW=WID)• 

P(SEV=SI|ACT=AS,NOI=1)•P(SHT=THI|PAW=WID)•P(SID=WR|PAS=Y)• 

P(TIM=(12-18]|SEV=SI,LIG=DL)•P(VI=2|ACT=AS) 

0.00088 0.00081 

MDL 

P(ACT=AS|PAS=Y)•P(AGE=(25-64]|SEV=SI)•P(ATF=GW|SEV=SI,SID=WR)• 

P(CAU=DC|SEV=SI)•P(DAY=WD|SEV=SI)•P(GEN=M|SEV=SI)• 

P(LAW=WID|SEV=SI,PAW=WID)•P(LIG=DL|SEV=SI,TIM=(12-18])• 

P(MON=SUM|SEV=SI,ATF=GW)•P(NOI=1|VI=2)•P(OI=2|SEV=SI,NOI=1,VI=2)• 

P(PAS=Y|SHT=THI)•P(PAW=WID|SHT=THI)• 

P(ROM=SLD|SEV=SI,PAS=Y,PAW=WID)• 

P(SEV=SI|SHT=THI,PAS=Y,ACT=AS,NOI=1)•P(SHT=THI)•P(SID=WR|PAS=Y)• 

P(TIM=(12-18]|VI=2)•P(VI=2|ACT=AS) 

0.00076 0.00073 

AIC 

P(ACT=AS|VI=2)•P(AGE=(25-64]|LIG=DL)•P(ATF=GW|SID=WR)• 

P(CAU=DC|SEV=SI,GEN=M)•P(DAY=WD|SEV=SI,VI=2)•P(GEN=M|DAY=WD)• 

P(LAW=WID|SEV=SI,ROM=SLD,PAW=WID)• 

P(LIG=DL|MON=SUM,TIM=(12-18])•P(MON=SUM|PAS=Y,ATF=GW)•  

P(NOI=1|AGE=(25-64],VI=2)•P(OI=2|SEV=SI,NOI=1,VI=2)• 

P(PAS=Y|PAW=WID,SHT=THI)•P(PAW=WID|SHT=THI)• 

P(ROM=SLD|PAS=Y,PAW=WID)• 

P(SEV=SI|MON=SUM,LIG=DL,ATF=GW,AGE=(25-64],NOI=1,ACT=AS)• 

P(SHT=THI|ACT=AS)•P(SID=WR|PAS=Y,ROM=SLD)•P(TIM=(12-18])• 

P(VI=2|TIM=(12-18]) 

0.00100 0.00092 

 

The MPE for the AIC BN is given by the probability values shown in Table 5.4, column 

2, row 4. Using these values, MPE is 0.00100.  The test dataset produced 

MPEtest=0.00092.  The most probable explanation has a higher probability than that 

produced by the test subset (8.7% of difference). 

 

   To conclude, the above calculations performed for the MPE and for the three score 

metrics when compared to the MPEs calculated for the test subset shows that, relatively 

speaking, the MDL score metric MPE gives the best explanation with regard to the 

MPEtest.  Whereas the difference between MPE of the built network and that computed 

for the test subset is the least among all the other MPEs produced by BDeu, and AIC 

score metrics. 

 

   The last step in comparing the various score metrics and evaluating their performance 

was to compare the graphs’ complexity, measured by the total number of arcs produced 

by the three score metrics studied.  
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Table 5.2 shows the number of arcs obtained using the three score metrics.  The most 

complicated BN (having the highest number of arcs) is the BN built using the AIC 

score; this BN has 35 arcs, while the least complicated BN was the BN built by the 

BDeu score, with 28 arcs; followed by the BN built by the MDL score, with 29 arcs.  

 

   The results obtained by the different BNs built showed that the three different score 

metrics did not vary significantly in terms of their accuracy, specificity, sensitivity, 

HMSS and ROC area.  This however, indicates that BNs are valid for analyzing traffic 

accident injury severities and builds on the results presented by Simoncic (2004), who 

indicated that BNs could effectively be used to analyze this specific problem.  

 

   On the other hand, the results for the complexity of the BN graphs, the number of arcs 

and the MPE show some differences between the three score metrics. MDL shows the 

best results in terms of MPE (smaller differences between training and test sets). BDeu 

and MDL show the best results in terms of complexity of BN graphs and number of 

arcs.  

 

   Thus, the results obtained by MDL score shows that it produced a network which was 

relatively successful in terms of classification and prediction, where it had the best total 

accuracy obtained for the test set (59%). Also, HMSS showed a relatively good result 

for both training and testing sets respectively (56-58%) and the ROC area results were 

good as well (61-62%). 

 

   In addition to the ability of BNs to represent available information and to make 

predictions when new data is received, they can also be useful tools for performing 

specific inference tasks. A network model can be used to compute the posterior 

probability of any variable in different contexts (Acid et al., 2004). 

 

   In order to illustrate this possibility, the posterior probability distribution were 

calculated using Hillclimbing search and the MDL score metric, so that some 

indications of the values of variables that contribute to the occurrence of a killed or 

seriously injured (KSI) individual in a traffic accident could be illustrated.  
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Table 5.5 assists in the identification of the variables and values that contribute the most 

to the occurrence of a KSI individual in a traffic accident. For each variable, the 

probability of a value was set to be 1.0 (setting evidence) and the other values of the 

same variable were set to be 0.0. Thus, the associated probability of severity was 

calculated. Underlined values in Table 5.5 show the values of variables in which the 

probability of a KSI was found to be higher than that of SI. 

 

   For example, this table shows that assigning a probability of 1.0 to the value AS 

(angle or side impact) of the variable ACT, the probability of SI becomes 0.6219 and 

the probability of KSI becomes 0.3780. These probabilities are calculated from the 

conditional probability table of the BN built using the MDL score. Since it is intended 

to determine which values of variables contribute the most to the occurrence of a KSI 

individual in a traffic accident, Table 5.5 does not include the variables in which the 

values of probabilities of SI are always higher than those of KSI. Setting evidences for 

the values of variables used to build the BN indicated that ACT, AGE, LIG and NOI 

were found to be significant. 

 

Table 5.5: Inference results for variables that are associated with KSI in traffic accidents. 

Variables Values 
Probabilities when setting evidences 

SI KSI 

ACT 

AS 0.6219 0.3780 

CF 0.5226 0.4773 

HO 0.3412 0.6587 

O 0.5808 0.4191 

PU 0.6683 0.3316 

R 0.4944 0.5055 

SP 0.6066 0.3933 

AGE 

[18-25] 0.4999 0.5000 

(25-64] 0.5567 0.4432 

≥64 0.5937 0.4062 

LIG 

D 0.5486 0.4513 

DL 0.5615 0.4384 

I 0.6239 0.3760 

S 0.6254 0.3745 

W 0.4527 0.5472 

NOI 
1 0.4957 0.5042 

>1 0.6545 0.3454 

SI: slight injured; KSI: killed or seriously injured 
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A detailed discussion of the most significant variables that were found to contribute to the 

occurrence of a killed or seriously injured (KSI) individual in a traffic accident is given below. 

 

1. Accident type (ACT): 

 

As shown in Table 5.5, when setting the probabilities of both HO (head on collisions) 

and R (rollover) values to be equal to 1.0, the probability of having KSI accidents 

increased, which means that these types of accidents are more significant in accidents 

with killed or seriously injured. Kockelman and Kweon (2002) found that head on 

crashes were more dangerous than angle crashes, left-side, and right-side crashes; they 

also found that they were significant in accidents that involved killed or seriously 

injured, but rollover crashes were more dangerous than all of the preceding crash types.  

 

2. Age (AGE): 

 

The results shown in Table 5.5 indicate that drivers in the age group [18-25] years were 

found to be more involved in accidents that resulted in KSI. Tavris et al. (2001) found 

that male drivers in the age group (16–24) years were much more likely to be involved 

in killed or seriously injured accidents than those involving older drivers.  

 

3. Lighting (LIG): 

 

Gray et al. (2008) found that among the factors that lead to a slight injury is driving in 

the daylight, and that more severe injuries are predicted during darkness. Helai et al. 

(2008) and Abdel-Aty (2003) found the same results. This coincides with the results 

found in this study, which indicate that roadways without lighting (W) are associated 

with accidents that had KSI individuals.  

 

4. Number of injuries (NOI): 

The results obtained in this research work indicate that when an accident results in one 

injury, it is more likely to be a serious injury or even fatal. Scheetz et al. (2003) used 

classification and regression trees to model the injury severity of traffic accidents. They 

also found that the number of injured occupants was a significant factor in classifying 

injury severity. 
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5.3. BNs constructed using selected variables 

 

A number of BNs are constructed using some selected variables in order to evaluate the 

performance of Bayesian networks when using only the most significant variables.  

   All the possible combinations of evaluator-search algorithms described in section 

4.2.4. were applied (59 combinations).  The total number of combinations was supposed 

to be 66; however, seven combinations were found to be incompatible.  Table 5.6 shows 

the unused combinations.   

   Table 5. 6: Search-evaluator combinations that were found to be incompatible          

Search Method Evaluator 

Race Search 

CfsSubsetEval 

ConsistencySubsetEval 

WrapperSubsetEavl 

FilteredSubsetEval 

CostSensitiveSubsetEval 

Tabu Search 
ClassifierSubsetEval 

WrapperSubsetEavl 

 

   Table 5.7 shows the variables selected after running the 59 different combinations of 

the evaluator-search algorithms.  The number of selected variables lies between four 

variables (ACT, ATF, LIG and NOI), as obtained using Correlation-based variable 

selection, Filtered Subset Evaluator and Cost Sensitive Subset Evaluator with several 

search methods, and a maximum number of sixteen selected variables.  

Table 5.8 shows the number of times that each one of the eighteen variables has been 

selected. There are three variables that were selected approximately 95% of times.  The 

variables ACT (accident type) and LIG (lighting) were selected 58 times over 59 

combinations, which mean that they were selected almost by all the evaluator-search 

combinations.   
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Table 5. 7: Selected variables for different combinations of evaluator-search method. 

Number 
of 

variables 

Variable selection method 

Variables selected BN 

Evaluator Search Method 

18 The original training set of variables 

ACT, AGE, ATF, CAU, DAY, GEN, LAW, 

LIG, MON, NOI, OI, PAS, PAW, ROM, SHT, 

SID, TIM, VI 

BN-18 

4 

CFS  

Best first, Exhaustive, Greedy 

stepwise, Linear forward selection, 
Rank, Scatter V1, Tabu  

ACT, ATF, LIG, NOI BN-4 

Cost sensitive  

Best first, Exhaustive, Greedy 

stepwise, Linear forward selection, 

Random, Rank, Scatter V1, Tabu  

Filtered  Rank  

5 

CFS  Genetic, Random  ACT, ATF, LIG, NOI, SID BN-5a 

Classifier  Subset Size Forward Selection ACT, ATF, CAU, LIG, NOI BN-5b 

Wrapper  Scatter V1 ACT, DAY, LIG, NOI, OI BN-5c 

6 

Classifier  Scatter V1 ACT, ATF, GEN, LIG, MON, NOI BN-6a 

Cost sensitive  Genetic  ACT, ATF, LIG, NOI, SHT, SID BN-6b 

Filtered  Random  ACT, ATF, LAW, LIG, NOI, SID BN-6c 

Wrapper  
Greedy stepwise, Subset Size 

Forward Selection 
ACT, AGE, GEN, LIG, MON, SHT BN-6d 

7 

CFS  Subset Size Forward Selection 

ACT, ATF, GEN, LAW, LIG, NOI, SID BN-7a 
Filtered  

Best first, Exhaustive, Greedy 
stepwise, Linear forward selection, 

Scatter V1, Subset Size Forward 

Selection, Tabu  

Cost sensitive  Subset Size Forward Selection ACT, ATF, LAW, LIG, NOI, SHT, SID BN-7b 

Classifier  Greedy stepwise ACT, AGE, ATF, GEN, LIG, NOI, OI BN-7c 

Wrapper  Random  ACT, GEN, LIG, NOI, OI, SHT, VI BN-7d 

8 
Classifier  Race  ACT, AGE, GEN, LAW, LIG, NOI, OI, ROM BN-8a 

Filtered  Genetic ACT, ATF, GEN, LAW, LIG, MON, NOI, SID BN-8b 

9 Wrapper  

Best first 
ACT, ATF, GEN, LAW, LIG, NOI, OI, PAS, 

PAW 
BN-9a 

Exhaustive 
ACT, AGE, ATF, GEN, LIG, MON, NOI, OI, 
VI 

BN-9b 

Genetic 
ACT, ATF, DAY, GEN, LIG, NOI, OI, PAS, 

PAW 
BN-9c 

11 

Classifier  Exhaustive  
ACT, CAU, DAY, GEN, LIG, MON, NOI, OI, 

PAS, TIM, VI 
BN-11a 

Wrapper  Linear forward selection 
ACT, AGE, ATF, DAY, GEN, LIG, MON, 

NOI, OI, SHT, VI 
BN-11b 

12 Classifier  Random  
ACT, AGE, CAU, GEN, LIG, MON, NOI, OI, 
PAS, SID, TIM, VI 

BN-12 

14 Consistency  

Best first, Exhaustive, Greedy 

stepwise, Linear forward selection, 

Rank, Scatter V1, Subset Size 
Forward Selection, Tabu  

ACT, AGE, DAY, GEN, LAW, LIG, MON, 

NOI, OI, PAS, PAW, SHT, SID, TIM 
BN-14 

15 

Consistency  Genetic 
ACT, ATF, CAU, DAY, GEN, LAW, LIG, 
NOI, OI, PAS, PAW, ROM, SHT, TIM, VI 

BN-15a 

Classifier  Best first 
ACT, AGE, CAU, DAY, GEN, LAW, LIG, 
MON, NOI, OI, PAS, PAW, SHT, SID, TIM 

BN-15b 

16 

Classifier  

Genetic 

ACT, ATF, CAU, DAY, GEN, LAW, LIG, 

MON, NOI, OI, PAS, PAW, ROM, SHT, TIM, 

VI 

BN-16a 

Liner forward selection 
ACT, AGE, ATF, CAU, DAY, GEN, LIG, 
MON, NOI, OI, PAS, PAW, ROM, SHT, SID, 

VI 

BN-16b 

Consistency  Random  
ACT, AGE, ATF, CAU, DAY, GEN, LAW, 
LIG, MON, NOI, OI, PAS, PAW, SHT, SID, 

TIM 

BN-16c 



96 

 

NOI (number of injuries) was the third most selected variable (56 times).  The forth 

most selected variable was ATF (atmospheric factors) with 42 times.  On the other 

hand, the least selected variable was ROM (pavement markings), with only five times.  

 

   For each subset of selected variables, 20 BNs were built representing 10 runs for the 

training set, and 10 for the testing set, for each of the selected variable groups (26 

groups) and for the eighteen original variables.  In total, 540 BNs have been built for 

this analysis.  The averages of the performance indicators are calculated for each one of 

these BNs.  

Table 5. 8: Number of times each variable is selected 

Variable Number of times variable has been selected 

ACT 58 

LIG 58 

NOI 56 

ATF 42 

GEN 34 

LAW 26 

SID 26 

OI 25 

MON 21 

SHT 20 

AGE 19 

DAY 18 

PAS 18 

PAW 16 

TIM 15 

CAU 9 

VI 9 

ROM 5 
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Table 5. 9: Average values for accuracy, sensitivity, specificity, HMSS and ROC area for the 27 built BNs (training and test data). 

Number of selected 

variables 

BN BN results 

training test training test training test training test training test 

Accuracy Sensitivity Specifity HMSS ROC area 

All the variables  (18) BN-18 0,59 0,58 0,71 0,65 0,45 0,49 0,55 0,56 0,62 0,61 

4 BN-4 0,60 0,59 0,71 0,68 0,46 0,48 0,56 0,56 0,63 0,61 

5 

BN-5a 0,59 0,57 0,70 0,68 0,45 0,45 0,55 0,54 0,62 0,60 

BN-5b 0,60 0,59 0,71 0,68 0,47 0,49 0,56 0,56 0,63 0,61 

BN-5c 0,61* 0,61* 0,75* 0,73* 0,44 0,46 0,55 0,56 0,63* 0,62 

6 

BN-6a 0,60 0,60* 0,70 0,67 0,49* 0,49 0,58 0,57 0,64* 0,62 

BN-6b 0,59 0,57 0,71 0,67 0,45 0,45 0,55 0,54 0,62 0,60 

BN-6c 0,59 0,57 0,70 0,67 0,45 0,46 0,55 0,54 0,62 0,60 

BN-6d 0,60 0,57 0,74 0,69* 0,42 0,42* 0,54 0,52* 0,60* 0,58* 

7 

BN-7a 0,60 0,57 0,70 0,66 0,47 0,48 0,56 0,55 0,62 0,60 

BN-7b 0,59 0,57 0,70 0,66 0,45 0,46 0,55 0,54 0,62 0,60 

BN-7c 0,62* 0,60* 0,74 0,70* 0,47 0,48 0,57 0,57 0,64* 0,63 

BN-7d 0,61* 0,59 0,76 0,72 0,42 0,44 0,54 0,54 0,64* 0,62 

8 
BN-8a 0,62* 0,60* 0,75* 0,71* 0,46 0,47 0,57 0,56 0,64* 0,63* 

BN-8b 0,59 0,58 0,69 0,67 0,47 0,48 0,56 0,56* 0,63 0,60 

9 

BN-9a 0,61* 0,60* 0,74* 0,70* 0,46 0,47 0,56 0,56 0,65* 0,63* 

BN-9b 0,62* 0,59 0,75* 0,71* 0,46 0,47 0,57 0,56 0,64* 0,62 

BN-9c 0,61* 0,59 0,73 0,69* 0,46 0,48 0,56 0,56 0,65* 0,63 

11 
BN-11a 0,60 0,58 0,74* 0,69 0,43 0,46 0,54 0,55 0,62 0,61 

BN-11b 0,61* 0,59 0,74 0,69* 0,46 0,46 0,56 0,56 0,64* 0,62 

12 BN-12 0,60 0,59 0,74 0,68 0,43 0,48 0,54 0,56 0,62 0,61 

14 BN-14 0,59 0,57 0,71 0,66 0,45 0,48 0,55 0,55 0,62 0,61 

15 
BN-15a 0,60 0,58 0,73 0,67 0,44 0,47 0,55 0,55 0,62 0,61 

BN-15b 0,60 0,58 0,71 0,66 0,46 0,48 0,56 0,56 0,62 0,60 

16 

BN-16a 0,60 0,57 0,72 0,65 0,45 0,47 0,55 0,55 0,62 0,60 

BN-16b 0,59 0,57 0,71 0,66 0,45 0,47 0,55 0,55 0,62 0,61 

BN-16c 0,60 0,58 0,71 0,65 0,47 0,49 0,65 0,56 0,63 0,60 
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Table 5.9 shows the average results of these indicators for the 27 BNs for the training 

and the testing sets of data.  With respect to the results obtained by the training set, the 

following findings could be highlighted: 

• The values obtained for the all the performance indicators lie in the range 

between 0.42 and 0.76.  These values however, are in the range of values 

obtained by other researchers (Delen et al., 2006; Abdelwahab and Abdel-Aty, 

2001). 

• The highest values obtained for the indicators of Sensitivity and ROC area are 

0.69-0.76 for the former, and in the range of 0.60-0.65 for the latter.  

• The worst results were obtained for Specificity (between 0.42 and 0.49).  This 

indicator is used to measure the ability of the model to classify the KSI cases.  

Since the number of SI cases is higher than the number of KSI cases, and thus 

the BNs are a data mining technique, better results are obtained for larger groups 

(SI in this case) from those obtained for smaller groups (Chang and Wang, 

2006). 

• As Accuracy and HMSS are indicators that take into account both Sensitivity 

and Specificity, their results are intermediate, ranging between 0.59 and 0.62 for 

Accuracy and 0.54 and 0.65 for HMSS.  

 

In most of the cases (74%), the values of the performance indicators obtained for the 

simplified BNs maintain or improve the results as compared to those of BN-18.  

Average values for each of the 27 BNs (training and testing sets) were tested for 

statistical significance (p<0.05) using least significant difference (LSD) ANOVA test.  

 

   Table 5.9 shows seven BNs (BN-6a, BN-7c, BN-8a, BN-9a, BN-9b, BN-9c, and BN-

11b) that present statistically significant improvements in their performance indicators 

with respect to BN-18, with only a worsened value in one of their indicators.  Having a 

look at these seven BNs (see Table 5.7), it is observed that there are 7 variables (ACT, 

AGE, ATF, GEN, LIG, NOI, and OI) that repeat in more than 50% of these 7 BNs.  

 

   None of the previously built BNs was built using this set of variables; therefore, a new 

BN (BN-7) was built using these seven variables.  Table 5.10 shows the average values 

of the indicators for this new BN.  The results of all the performance indicators of this 
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BN improve with respect to BN-18 except for one indicator (specificity for the test set), 

and these improvements are statistically significant (p<0.05) in 60% of the cases 

(accuracy, sensitivity and ROC area). 

 

Table 5. 10: Average values for accuracy, sensitivity, specificity, HMSS and ROC area for BN-18 and 

BN-7 (training and test data). 

Indicators 

BN results 

BN-18 BN-7  

training test training test 

Accuracy 0,59 0,58 0,61* 0,60* 

Sensitivity 0,71 0,65 0,74* 0,70* 

Specificity 0,45 0,49 0,46 0,48 

HMSS 0,55 0,56 0,57 0,57 

ROC area 0,62 0,61 0,65* 0,63* 

 

Thus, it could be said that a simplified BN has been identified (BN-7), with only seven 

variables, whose results are similar or even better than those obtained by the original 

BN (BN-18) which includes all variables obtained from the police accidents report.  

 

   Figure 5.5 shows the structure of both BN-18 and BN-7.  It shows that the complexity 

of the built BN is relieved when built using the subset of seven variables.  The indicator 

used to measure the complexity of the built network is the number of arcs.  The number 

of arcs was found to be 30 in the original BN (BN-18), whereas it was decreased to 9 

arcs for the network of BN-7.  The arcs in the networks indicate the existence of a 

relationship between variables.   

 

   The structure of the BN-7 network is similar to the network structure built using the 

18 variables (BN-18), keeping in mind that 11 variables have disappeared in BN-7.  

Thus, the relationships between the variables SEV-ACT, SEV-LIG, SEV-GEN, SEV-

OI, SEV-AGE, SEV-ATF, NOI-OI  are the same in both BN-18 and BN-7, except for 

the two new connections between SEV-NOI and ACT-OI that appeared in BN-7.  
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Figure 5. 5: The original BN (BN-18) and the simplified BN (BN-7)
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The variables that appear in BN-7 (accident type, age, atmospheric factors, gender, 

lighting, number of injuries and occupants involved) could be considered the ones that 

significantly affect the injury severity in a traffic accident.  

 

   Kockelman and Kweon (2002) found accident type to be one of the significant 

variables that affect the injury severity of traffic accidents.  They found that head on 

crashes were more dangerous than angle crashes, left-side, and right-side crashes; they 

also found that they were significant in accidents that involved killed or seriously 

injured.  

 

    Age was found to be a significant variable affecting the injury severity of traffic 

accidents by Tavris et al. (2001).  They also found that male drivers in the age group 

(16–24) years were much more likely to be involved in killed or seriously injured 

accidents than those involving older drivers.  

 

   Xie et al. (2009) found that adverse weather could actually lead to lower probability of 

suffering the most severe category of injuries.  They explained their results by the fact 

that under such conditions, drivers tend to drive at lower speeds and be more cautious.  

They also found gender to be a significant variable; their results indicated that the 

chance for male drivers to suffer the most severe category of injuries is less than female 

drivers under the same crash circumstances.  Their results coincided with the results 

found by Kockelman and Kweon (2002). 

 

   Lighting has been found to be a significant variable defining injury severity in traffic 

accidents in several studies (Abdel-Aty, 2003; Helai et al., 2007 and Gray et al., 2008),  

where, they have found that more severe injuries are predicted during darkness.  

 

    Scheetz et al. (2003) found that the number of injured occupants was a significant 

factor in classifying injury severity.  

 

   Occupant involved in a traffic accident was found to be a significant variable by 

Dupont et al. (2010).  They found that the higher the number of vehicles involved in the 

accident and the level of occupancy of these vehicles, the higher the probability for each 

car occupant to survive.  
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CHAPTER 6 

Conclusions and future research 

 

 

6.1. Conclusions 

 

In this chapter the major conclusions for the injury severity Built Bayesian networks’ 

models are given, as well as, those related to variables’ selection and their associated 

Bayesian networks. 

 

    Conclusions for the Bayesian network model of injury severity, specified in section 

2.2.1 and estimated in Section 5.2, are as follows. Traffic accident data was obtained 

from the DGT for a period of three years (2003-2005) for Granada (Spain). Nine BNs 

were built using three different search and score metrics: Hillclimbing, Simulated 

Annealing and Tabu with combination of BDeu, MDL and AIC.  

 

    Several indicators have been used in order to evaluate the performance of the built 

BNs: accuracy, sensitivity, specificity, HMSS, ROC Area, MPE and graph complexity 

(or number of arcs). The results obtained for these indicators do not vary significantly 

between the different search and score metrics used and they are within the range of 

previous studies (Abdel Wahab and Abdel-Aty, 2001; Simoncic, 2004). So, it is 

concluded that BNs might be a useful tool for classifying traffic accidents according to 

their injury severity.  

 

   Inference was used to identify the values of the variables that are associated with KSI 

in traffic accidents on Spanish rural highways. Based on the results, it would be possible 

to identify the factors that related with an accident being classified as KSI on Spanish 

rural highways. It would be a head-on or rollover traffic accident in a roadway without 

lighting with only one injury within the age of 18 and 25 years. These factors (head-on 

or rollover, unlit roadway, only one injury and within the age of 18 and 25 years) do not 

have to exist all at once in order to have a KSI accident. Any of these or a combination 
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of them might increase the probability of a KSI accident. In general, these results are 

consistent with the literature (Tavris et al., 2001; Kockelman and Kweon, 2002; Abdel-

Aty, 2003; Helai et al., 2007; Gray et al., 2008; Scheetz et al., 2009). However, this 

finding may vary for other countries and datasets. 

Conclusions for variables’ selection models, specified in Section 4.2.4 and estimated in 

Section 5.3, are as follows. The main objective of using variables’ selection techniques 

was to determine if it is possible to maintain or improve the performance of a model 

that is used to predict the injury severity of a traffic accident based on BNs reducing the 

number of variables considered in the analysis. The performance of the model was 

measured using five indicators (accuracy, specificity, sensitivity, HMSS and ROC area). 

 

   To that end, 59 combinations of evaluator-search algorithms, which are commonly 

used in data mining, were used and 26 subsets of variables were identified. Within these 

subsets of variables the variable accident type (ACT), lighting (LIG) and number of 

injuries (NOI) were selected the most times (over 95%). Therefore, it could be said that 

these variables are the most significant ones in the classification of injury severity in 

traffic accidents, since they are included in almost all the selected subsets of variables. 

 

   Comparing the average values of the indicators for each one of the simplified BNs 

with respect to the average values obtained for the original BN (BN-18), it is observed 

that, in most of cases (74%), the performance indicators values for the simplified BNs 

maintained or improved in comparison with those of BN-18. Therefore, it could be said 

that, in most cases, simplified networks maintain the performance of the original BN. 

 

   Seven BNs were found to present statistically significant improvements in their 

performance indicators with respect to BN-18 and only one value of these indicators 

was worsened. In more than 50% of these BNs the following variables are repeated: 

ACT, AGE, ATF, GEN, LIG, NOI and OI.  

 

   These 7 variables were used to build a new BN (BN-7). The results of the 

performance indicators of this BN with respect to BN-18 improve practically in all the 

cases, and these improvements are statistically significant (p<0.05) in 60% of the cases 

(accuracy, sensitivity and ROC area). 
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   To conclude, BNs, which have proved their effectiveness in different research areas, 

could be applied in the domain of injury severity of traffic accident modeling. Their 

effectiveness has been found to be similar to other data-mining techniques used to 

model severity in traffic accidents. Compared with other well-known statistical 

methods, the main advantage of the BNs seems to be their complex approach where 

system variables are interdependent and where no dependent and independent variables 

are needed (Simoncic, 2004).  

     

   In addition, this research work shows that, for the analysis of the severity of road 

accidents by Bayesian networks on rural roads, it is possible to reduce the number of 

variables considered in more than 60% (from 18 to 7 variables) maintaining the 

performance of the models and reducing their complexity. Thus the findings of this 

research work agrees with Chang and Wang (2006) where they stated that if a model is 

applied only on a few important variables, more useful results could be obtained. The 

procedure used to simplify BN models in order to analyze the severity of traffic 

accidents on rural highways could be also applied to other types of infrastructure 

(intersections, freeways, etc.) as well as to other models used to assess severity of traffic 

accidents (multinomial logit models, hierarchical logit models, probit models, etc.). 

  

   Finally, some limitations should be pointed out, such as the effect that the imbalanced 

dataset (slight injured versus killed or seriously injured) has on both sensitivity and 

specificity, and the need for large datasets.  

 

6.2. Future research work 

  

As illustrated within the elaboration of this research work that the analysis of traffic 

accidents’ injury severity is not an easy task to be solved, and thus the research carried 

out and being carried on in this field has to be expanded in order to utilize techniques 

that has not been used yet, or is still in its early applications stages. 

   In the near future, two other studies are planned, in which the first one is related to 

analyzing traffic accidents injury severity on intersections using a clustering technique 

first in order to cluster accidents according to the type of the accident so that the 

characteristics of the database is homogenized, and then different Bayesian networks are 
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applied to each resulting cluster. Different  cluster are to be identified and to be used in 

order to build Bayesian networks, in which the built Bayesian networks are compared to 

an original Bayesian network that is built using the whole dataset (un-clustered) to find 

out if using a clustering technique first will affect the performance of the resulting 

model as measured using the performance evaluators indicators discussed in section 

4.2.3.  

   Another study which is also planned to be performed in the near future is related to 

analyzing the same dataset used herein however growing decision trees instead. In 

which a new technique is to be applied which varies the root of the decision tree based 

on the variable used as the root. Three different splitting criteria are to be used in order 

to split the varied roots’ trees into 3, 4, 5 and 6 levels in order to find out the effect of 

varying both the root and the split level of the tree on the extracted rules. Three different 

decision trees are to be used, ID3, IP-Tree and J-48 for this purpose, in which 216 

different trees are to be grown to obtain different significant rules. These rules are 

supposed to represent at most 2% of the population used (1536) and an accuracy of at 

least of 80%, in order to represent the significant variables that are related to a killed or 

severely injured outcome in a traffic accident. 

   In addition, it is planned that the results presented by the extracted rules obtained from 

the decision trees will be compared to the significant variables obtained using the 

variables’ selection algorithms, where different Bayesian networks will be built to 

measure the performance obtained using these variables. 

   One of the main findings obtained by building the Bayesian networks was that the 

imbalance classes affected the models’ performance. This however, is one of the future 

research lines, in which emerging data mining techniques that deal with the problem of 

imbalance datasets will be used to deal with the problem encountered herein. These 

techniques will be used as preprocessing techniques on the datasets used prior to using 

any classifier or modeling techniques in order to decrease the imbalance ratio of the 

datasets used and hopefully to improve the performance obtained. 

   The research work carried out herein studied the injury severity when using accidents 

data for rural two lane highways only. In which future research work should focus on 

analyzing other types of roadways. In addition, future research line will be oriented 
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towards using traffic accidents databases that belong to different countries, and compare 

the results obtained in Spain with these obtained elsewhere. 
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APPENDIX I 

 

 

i. Studies using Logit models 

 

Twenty five studies of accident injury severity were found to use one or more of the 

previously mentioned LM described in 2.3.1.1.  As mentioned previously the most used 

types of LMs were BLM, OLM, and OPM.  

 

   The first study found to analyze injury severity used a HL; this study was done by 

Shanker et al. (1996). In their study they used HL to model the severity of traffic 

accidents on rural highways, their results indicated that when the HL accounted for the 

shared un-observables between property damage and possible injury crashes the best 

structural fit for the observed distribution of crash severities was provided.          Also, 

they found that the estimation results provided evidence on the effect of environmental 

conditions, highway design, accident type, driver characteristics, and vehicle attributes 

on accident severity.  

 

   In 2010 Haleem and Abdel-Aty (2010) and Daniels et al. (2010) used HL;  Haleem 

and Abdel-Aty (2010) analyzed injury severity for accidents of single vehicles 

occurring on three and four-legged unsignalized intersections. However, in their 

analysis they only presented the results obtained for the three legged intersection. They 

found that the natural logarithm of the upstream distance, speed limit, at fault driver’s 

age, and size of intersection to be negatively related to injury severity, where, the width 

of the left shoulder near the median on the major road was found to be positively related 

to injury severity. 

 

   Daniels et al. (2010) used HL to model injury severity of accidents occurring on 

roundabouts. Their results indicated that injury severity increases with higher age, 

accidents at night and accidents outside built-up areas are more severe and that single-

vehicle accidents seem to have more severe outcomes than multiple-vehicle accidents. 

 

   BLM were the second models found to be used to model injury severity, Donelson et 

al. (1999) used BLM to predict fatality for occupants of light duty trucks in single 
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vehicle rollover accidents.  Their results indicated that weekend (10 p.m. Friday to 4 

a.m. Monday), divided highway, rural area, male driver, curve in road, and nighttime 

hours (10 p.m. – 4 a.m.) were associated with fatality. 

 

   Krull et al. (2000) used BLM to explore the effect of rollover for single vehicles 

accidents. Their results indicated that driver injury severity increases with rollovers, 

failure to use a seat belt, passenger cars (as opposed to pickup trucks), alcohol use, 

daylight, rural roads (as opposed to urban), posted speed limit, and dry pavement (as 

opposed to slick pavement). Restricting the injury models to rollover crashes only, it 

was determined that hitting point objects or longitudinal objects before rolling over 

resulted in a more severe injury than rolling over first. 

 

   Dissanayake and Lu (2002) used BLM to analyze injury severity of single vehicles’ 

accidents with fixed objects for young drivers. Their results indicated that alcohol or 

drugs, ejection in the crash, point of impact, rural crash locations, existence of curve or 

grade at the crash location, and speed of the vehicle significantly increased the 

probability of having a more severe crash. Restraint device usage and being a male 

clearly reduced the tendency of high severity, and some other variables, such as weather 

condition, residence location, and physical condition, were not important at all. 

 

   Fatalities in single vehicles’ accidents were modeled by Bédard et al. (2002), they 

used BLM as well to do the analysis. They found that older drivers, female and older 

female drivers, Alcohol, not using the seat belt and speed larger than 112 km/ hour are 

related to fatal accidents where larger trucks were found to be protective against fatal 

accidents. 

 

   Ouyang et al. (2002) studied the outcomes of injury for accidents that occur between 

cars and trucks. Using two forms of the BLM, a simultaneous and a joint form, they 

found that parameter estimates for key roadway design variables may vary greatly 

between a simultaneous BLM and its single-equation counterparts. They also found 

those accidents’ types of head on, rear end, high speed opposite direction for cars; 

increase the injury severity for occupants, exceeding 72 km/hr on intersections, and that 

injury severity of occupants in cars increases with older trucks, slippery pavement, and 

heavy trucks. Also, increased injury severity is associated with older drivers, drivers 
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under influence of alcohol, aggressive actions of drivers, not using the seat belt, ejection 

of car occupants, speed limits exceeding 88 km/hr, occupants in cars and trucks in 

straight segments with a speed limit of 72 km/hr. Factors that were found to decrease 

the injury severity were rainy weather, snowing and fog.  

 

   Injury severity of young and older drivers involved in single vehicles’ traffic accidents 

were studied by Dissanayake (2004). According to his findings, injury severity 

increases for younger drivers when they are at fault, driving on curves or grades, being 

involved in a side impact accident, being under the influence of alcohol, being ejected, 

and at daylight. Where older drivers were found to be more severely injured at higher 

speeds, in rural areas, and if they were male drivers, thus, the injury severity decreases 

if they were seat belted.  

 

   Lenuguerrand et al. (2006) compared BLM, HL, and GEE models results which were 

used to analyze the fatalities if car occupants’ involved in traffic accidents. Their results 

indicated that HL models provide the lowest biases followed by GEE and finally BLM 

when using correlated data. Their findings indicated that main and secondary highways, 

single vehicles accidents at or outside intersections, and nighttime or twilight increase 

the risk of fatality in traffic accidents. 

    

   Most recently Jung et al. (2010), Dupont et al. (2010), Peek-Asa et al. (2010), and 

Kononen et al. (2011) used BLM to model the resulting injury severity in traffic 

accidents. 

Evaluating the effect of rainfall on the injury severity of single vehicles accidents was 

done by Jung et al. (2010). They used a sequential BLM in which property and damage 

only (PDO) accidents were removed at the second stage in the forward format while 

fatal and injury crashes were removed in the backward format. Moreover the severity of 

accidents occurring on dry pavement in cloudy or clear weather was estimated to 

compare with its counterpart in rainy condition. The results indicated that the backward 

format of sequential BLM model is recommended as the final model for predicting all 

levels of single vehicle accidents that occurred on high-speed highways in rainy 

weather. The findings of this research work indicated that 15-min rainfall intensity, 

wind speed, horizontal/vertical curve, female driver, and safety belt usage are 

significantly associated with injury severity of traffic accidents. 
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Dupont et al. (2010) used BLM to model the survivability of occupants in fatal traffic 

accidents and the factors reacted to the survivability. The findings indicated that the car 

occupants’ survival chances are negatively associated with their own age and that of 

their vehicle. The survival chances are also lower when seatbelt is not used. Front 

damage, as compared to other damaged car areas, appears to be associated with 

increased survival probability, but mostly in the case in which the accident opponent 

was another car.  

 

   Peek-Asa et al. (2010) studied the factors that are associated with the increased odds 

of fatal or severe injury for traffic accidents occurring in urban and rural. For younger 

teen drivers (age 10 through 15), overall crash rates were higher for more rural areas, 

although for older teen drivers (age 16 through 18) the overall crash rates were lower 

for rural areas. Rural teen crashes were nearly five times more likely to lead to a fatal or 

severe injury crash than urban teen crashes. Rural crashes were more likely to involve 

single vehicles, be late at night, and involve a failure to yield the right-of-way and 

crossing the center divider. 

 

   The latest study found to use BLM to model injury severity was done by Kononen et 

al. (2011). They used BLM to predict the severity of occupants involved in traffic 

accidents. Results indicated that Delta-V (mph), unbelted, direction of impact is left, 

and occupants ≥55 years are more associated with higher injury severity. 

OLM was used by Abdelwahab and Abdel-Aty (2001), Srinivasan (2002), Khattak and 

Rocha (2003), Jin et al. (2010), Jung et al., 2010, and Quddus et al. (2010) to analyze 

the injury severity of traffic accidents.  

 

   Where the significant variables found by the OLM models were not reported by both 

Abdelwahab and Abdel-Aty (2001) and Srinivasan (2002). Khattak and Rocha (2003) 

studied the influence of various vehicles’ platforms on rollover of single vehicles’ 

accidents and analyzed the injury severity of drivers. Their results indicated that sport 

utility vehicles, rollover, driving off the road, losing control of the vehicle, speed, young 

drivers, female drivers, and ejection are all related with increased injury severity, where 

being belted decreases the injury severity. 
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Right angle accidents on signalized intersection were modeled using OLM models by 

Jung et al. (2010). Their findings indicated that person ejected or not, alcohol and/or 

drug use, the driver’s age, point of impact, and standardized yellow time for entering 

movement were significant variables affecting the average severity of accidents. 

 

   Quddus et al. (2010) used OLM to explore the relationship between the severity of 

road crashes and the level of traffic congestion using disaggregated crash records and a 

measure of traffic congestion while controlling for other contributory factors. Results 

indicated that increased traffic flow, radius of road curvature, darkness, wet pavement, 

and time trend are all correlated with decreased injury severity; where   three-lane 

stretches of the highway, single-vehicle crash, and weekdays were correlated with 

increased injury severity. 

 

   Srinivasan (2002) compared the performance obtained by OLM and that obtained by 

OMXL. The Chi-square tests results indicated that the more general OMXL formulation 

provides a statistically superior representation of observed injury severity data than 

corresponding OLM. Results indicated that occupants of a moped are at a particularly 

high risk of injury severity given an accident. Where, The results indicate that heavy-

duty trucks are safer for all injury severity levels than passenger cars. Also, the model 

implies that elderly passengers (over 65) have an increased chance of sustaining 

moderately severe injuries than other drivers. Moreover, no significant differences in 

injury severity between younger and middle-aged drivers are observed. The influence of 

gender is also only seen for mild injury levels, drivers with fatigue were roughly five 

times as likely to experience severe injuries, and face a roughly 30% lower chance of 

experiencing a property damage only event than the baseline victims. The results also 

indicate that drunk drivers face a 3.5 times larger risk of fatal injuries than other drivers, 

while the chance of moderate injuries increases by 16%. Drivers involved in accidents 

on weekends, particularly during late night on Saturday, are more prone to higher injury 

severity levels compared to drivers involved in accidents on weekdays. 

 

   HKL was used by Wang and Kockelman (2005) to study the effects of various 

vehicle, environmental, roadway, and occupant characteristics on the severity of injuries 

sustained by vehicle occupants in one and two vehicle accidents. their results indicated 

that older occupants, female occupants, older occupants navigating curved roadway 
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sections with higher speed limits, female occupants navigating curved roadway sections 

with higher speed limits are all associated with higher injury severity. 

 

   Paleti et al. (2010) also used HKL to capture the moderating effect of aggressive 

driving behavior while assessing the influence of a comprehensive set of variables on 

injury severity. They found that aggressive driving, young drivers pursuing aggressive 

driving, young drivers, female drivers, accident types (rollover, head-on, fixed object), 

not being seat belted, pick-ups' drivers, and being under influence of alcohol are all 

associated with higher injury severity levels. While, having two or more occupants 

where at least one of them is above the age of 20 years, traffic congestion, adverse 

weather, sport utility vehicles' drivers, low speed limits <50km/hr, rear-end accidents, 

sideswipe/angle accidents are all associated with decreased injury severity levels. 

 

   Awadzi et al. (2008), Malyshkina and Mannering (2009), and Schneider et al. (2009) 

used MNL to model injury severity. Awadzi et al. (2008) modeled the injury severity of 

younger and older drivers in traffic accidents. They found that angle crashes of 1-

3o'clock, and 7-9 o'clock for older drivers, occupants with older drivers, daylight for 

older drivers, female older drivers, through intersections, under influence, unbelted, 

adverse weather, passenger cars, and fixed objects impacts are all associated with higher 

injury severity in traffic accidents. 

 

Malyshkina and Mannering (2009) analyzed injury severity for accidents of two and 

single vehicles. Their findings indicated that summer, construction at the accident 

location, and precipitation all are associated with higher injury severity in traffic 

accidents. 

 

   Schneider et al. (2009) assessed driver injury severity resulting from single-vehicle 

crashes on rural two-lane highways. They indicated that Run-off-road, older drivers, 

older drivers on curves of smaller radius, unbelted drivers, uninsured drivers, under 

influence of drugs or alcohol, and fatigued drivers, were more likely to be seriously 

injured. 

 

   Milton et. al. (2008) used MXL to study the variation that the influence of variables 

has on injury severity of accidents on roadway segments. Their results indicated that 
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pavement friction, number of interchange/mile are all associated with higher injury 

severity, where % trucks, number of horizontal curves/mile, number of grade/mile, and 

snowfall are associated with decreased injury severity. 

 

   Finally, Quddus et al. (2010) compared the performance obtained by OLM with that 

of a HCM. The results obtained indicated that both model types were suitable for both 

ordinal dependent variables and disaggregate accidents’ data are used. The results 

obtained regarding significant variables found were mentioned previously. 

ii. Studies using probit models 

 

Fourteen studies of accident injury severity were found to use one or more of the 

previously mentioned PM described in 2.3.1.2. The most used type of PMs was OPM, 

where it was used in all the studies that applied the PM.  

 

   In 1999 Renksi et al. (1999) used OPM to analyze effect of speed limit on occupant 

injury in single vehicles accidents; excluding pedestrian, bicyclists, or motorcycles’ 

accidents. Their results indicated that speed limit increased by 16.1 km/hr, more vehicle 

occupants, Run-off-road; drivers under the influence of alcohol, and hitting fixed 

objects all are associated with increased injury severity of traffic accidents.  

 

Khattak (2001) used OPM to analyze the effect of information and vehicle technology 

on injury severity in rear end crashes in two and three vehicles crashes. The results 

found in his research work indicated that newer vehicles, vehicle types (vans, pickups, 

and station wagons), center high mounted stop light (CHMSL) all decrease the injury 

severity of traffic accidents. 

 

   Kockelman and Kweon (2002) analyzed injury severity based on the number of 

vehicles involved in the traffic accident, where the models were build for all vehicles, 

two vehicles, and for single vehicles. The results indicated that manner of collision, 

number of vehicles involved, driver gender, vehicle type, and driver alcohol use play 

major roles. Rollover and head-on collisions are particularly serious, contributing to 

more severe injury levels than speed increases of 50 mph and more. And males tend to 

fare significantly better than females. In contrast, the effects of late-night driving on 
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weekends and daylight conditions had rather negligible effects on injuries sustained by 

drivers, after controlling for the other variables.  

 

   Khattak et al. (2002) used OPM to isolate factors that contribute to injuries to older 

drivers involved in accidents. The findings indicated that being under influence of 

alcohol, farm vehicles, rural area, darkness, curves in level terrain, increased age, and 

driving with no occupants, are all associated with higher injury, while animal related 

accidents are associated with less injury. 

 

   Abdel-Aty and Abdelwahab (2004) used OPM to compare its performance with that 

obtained by using ANN. Where the results indicated that the peak period and weather 

variables were found to be insignificant. Driving under the influence factor was not 

significant, but the interaction between it and the seat belt factor was found to be 

significant. The marginal effect of seat belt use has the highest effect on the probability 

of not being injured. Female drivers tend to be more likely to suffer severe injuries than 

male drivers. Speed ratio, a measure of speeding, increases the probability of severe 

injuries. Drivers in passenger cars are more likely to experience higher injury severity 

levels than those in passenger vans or pickup trucks. 

 

Abdel-Aty and Keller (2005) analyzed accidents’ injury severity on signalized 

intersections, where OPM was used. Findings indicated that having a divided minor 

roadway or a higher speed limit on the minor roadway is associated with a decreased 

injury severity while accidents involving a pedestrian/bicyclists and left turn accidents 

had the highest probability of a more severity accident.  

 

   Oh (2006) established a statistical relationship correlating crash severity with weather, 

traffic maneuvers, and specific roadway geometrics at four-legged signalized 

intersections in rural areas. Four models were built: single vehicle, two vehicles, three 

or more vehicles, and multiple vehicles. The results indicated that for all accidents’ 

model: sharper horizontal curves, angle and head on, rear end crashes, and higher speed 

limits on major roads, are all associated with higher injury severity. While AADT on 

major roads, presence of protected left turn, more vehicles’ occupants, wider medians 

on major roads, and more commercial driveways on minor road are all associated to less 

injury severity. For three or more vehicles’ accidents: number of vehicles' involved is 
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associated with higher injury severity, while right turn lane on minor roads, longer sight 

distance for minor roads, higher AADT on minor roads are associated with less injury 

severity. For two vehicles’ accidents: more vehicles’ occupants, sharper horizontal 

curves, higher speed limit, and more vertical curves on minor roads are all associated 

with higher injury severity while lower number of commercial driveways, higher traffic 

flows on major roads, and crash type are associated with lower injury severity. For 

single vehicles' crash: more driveways on major roads, protected left turn lane, and 

more AADT on major roads are associated with less injury severity, where highest crest 

curves on minor roads are associated with higher injury severity. 

 

   Gårder (2006) analyzed the statistical association between head-on accident severity 

and potential causal factors. Using OPM the results indicated that wet pavement, narrow 

road segments, high density of access points, night time, and braking performance on 

wet pavement are all associated with higher injury severity while wider lanes are 

associated with less injury severity. 

 

   Gray et al. (2008) studied accidents for young male drivers and modeled these 

accidents using OPM. Findings indicated that time period (0:00-7:00), Days of the week 

(Thursday, Friday, Saturday, and Sunday), nighttime, Months of (January, May, April, 

and August), good weather with strong wind, slippery and wet pavement , volatile 

movement, object impacts on the roadway, hazards on the roadway where a previous 

accident has occurred, two-lane highways, and vehicle to be on the main road than 

entering or leaving the main road are all associated with higher injury severity. 

 

   Xie et al. (2009) analyzed the relationship between accident injury severity and factors 

such as driver’s characteristics, vehicle type, and roadway conditions. Two models 

(BOP and OPM) were built and compared based on datasets with different sample sizes.  

comparison results show that these two types of models produce similar results for large 

sample data. When the sample data size is small, with proper prior setting, the BOP 

model can produce more reasonable parameter estimations and better prediction 

performance than the OP model. This research also found that the BOP model provides 

a flexible framework that can combine information contained in the data with the prior 

knowledge of the parameters to improve model performance. Modeling results indicated 

that weekends, off-peak periods, two-way streets, involves only one vehicle, accidents 
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involving pedestrian, and accidents involving other vulnerable road users are all 

associated with higher injury severity. While, locations with police control, locations 

with road median, crashes involving hit object, parked vehicles, and sideswipes are 

associated with lower injury severity. 

 

   Wang et al. (2009) used OPM to identify factors contributing to injury severity at 

freeway diverge areas and to evaluate impacts of the factors. The results indicated that 

factors that significantly influence injury severity at freeway diverge areas include 

length of deceleration and ramp lanes, curve and grade at diverge areas, light and 

weather conditions, alcohol or drug involvement, heavy-vehicle involvement, number 

of lanes on main lines, average daily traffic on main lines, surface condition, land type, 

and crash type.  

 

   Haleem and Abdel-Aty (2010) compared the previously mentioned results of using 

HL with others using OPM and PM to analyze accident injury severity at three- and 

four-legged un-signalized intersections. Several important factors affecting crash 

severity at unsignalized intersections were identified. These include the traffic volume 

on the major approach, and the number of through lanes on the minor approach 

(surrogate measure for traffic volume), and among the geometric factors, the upstream 

and downstream distance to the nearest signalized intersection, left and right shoulder 

width, number of left turn movements on the minor approach, and number of right and 

left turn lanes on the major approach. As for driver factors, young and very young at-

fault drivers were associated with the least fatal probability compared to other age 

groups. 

 

   Lemp et al. (2011) studied the impact of vehicle, occupant, driver, and environmental 

characteristics on injury outcomes for those involved in crashes with heavy-duty trucks. 

They used an OPM and a HOP to model the injury severity, the results indicated that the 

HOP’s likelihood dominates the OPM’s 100% of the time. Findings indicated were 

generally consistent by both models, where the following factors were found to be 

significant, mean number of trailers, and two-trailer long-combination vehicles are 

associated with higher injury severity, where truck length, and gross vehicle weight 

rating were found to be associated with less injury severity. 
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Zhu and Srinivasan (2011) analyzed the empirical factors affecting injury severity of 

large-truck. Two measures of severity were used: PAR (determined from police 

accident reports), and RES (determined by researchers). Several similarities and some 

differences were observed across the two models which underscore the need for 

improved accuracy in the assessment of injury severity of accidents. The models 

indicated the impacts of several driver behavior variables on the severity of the 

accidents, after controlling for a variety of other factors. For example, driver distraction 

(truck drivers), alcohol use (car drivers), and emotional factors (car drivers) are found to 

be associated with higher severity crashes. A further interesting finding is the strong 

statistical significance of several dummy variables that indicate missing data – these 

reflect how the nature of the crash itself could affect the completeness of the data.  

iii. Studies using other models 

 

Other studies found in literature that used different modelling techniques than the ones 

described previously include, decision trees, Bayesian networks, neural networks, linear 

genetic algorithms and log-linear models.  

 

Council and Stewart (1996), Chen and Jovanis (2000), and Chang and Wang (2006) all 

used decision trees t analyze injury severity of traffic accidents. 

 

    To analyze severity of accident of single vehicles with fixed objects and to develop 

an injury indexes for various fixed objects that are struck when vehicles leave the 

roadway, CART were used by Council and Stewart (1996). The results found indicated 

that area type, speed limit, vehicle type were significantly associated with injury 

severity. 

 

   Chen and Jovanis (2000) used CHIAD to identify significant variables that contribute 

to the occurrence of a specific injury severity for bus drivers. They used CHAID to 

select the variables prior to applying a LLM to the data used. Their modeling results 

indicated that late-night or early morning driving increases the risk for bus drivers of 

being severely injured, particularly when the drivers caused the accident or when the 

drivers were involved in rear-end accidents. Bus accidents involving large trucks or 

tractor-trailers also increase the risk. 
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   CART was also used by Chang and Wang (2006) to establish the relationship between 

injury severity and driver/vehicle characteristics, highway/environmental variables and 

accident variables. The results indicated that pedestrians, motorcycle and bicycle riders 

are identified to have higher risks of being injured than other types of vehicle drivers in 

traffic accidents. 

 

In 2001 the first application of ANNs to the injury severity analysis was performed by 

Abdelwahab and Abdel-Aty (2001) on two-vehicle accidents that occurred at signalized 

intersections. They built a MLP, a Fuzzy ARTMAP ANNs, and they compared the 

results obtained by both to a model built using OLM as mentioned previously. The 

results indicated that the MLP ANN outperforms that of Fuzzy ARTMAP and OLM. 

Where the findings indicated that at fault drivers, and using the seat belts decreases the 

injury severity while passenger car drivers, impact at the driver side, and intersections 

located in rural areas increase the injury severity of the traffic accident. 

 

   Abdel-Aty and Abdelwahab (2004) used MLP ANN and Fuzzy ARTMAP to 

investigate the viability and potential benefits of using the ANN in predicting driver 

injury severity conditioned on the premise that a crash has occurred. An OPM was also 

compared to the results obtained by ANN model. The results indicated the superiority of 

the MLP ANN model once more over both the Fuzzy ARTMAP and the OPM. Findings 

indicated that speed ratio increase, female drivers, rural areas, older drivers, being under 

the influence of alcohol, passenger cars, nighttime, side impact of drivers, and drivers 

on curved segments are all associated with increased injury severity while using the seat 

belt was found to decrease the injury severity. 

 

   Delen et. al. (2006) used a series of MLP ANNs to model the potentially non-linear 

relationships between the injury severity levels and accident related factors. Results 

indicated that the use of a restraint system like a seat belt, use of alcohol or drugs, 

persons’ age and gender, and vehicle role in the accident were found to have an 

important influence on the outcome of the accident. At the same time, weather 

conditions or the time of the accident did not seem to affect the severity risk of injury. 
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Bayesian networks were used in the analysis of injury severity of traffic accidents by 

Simoncic (2004). He built a BN to model the severity resulting from two-car accidents. 

the findings indicated that older and younger drivers, night time, accidents outside built 

up areas, rainy weather, weekends, inexperienced drivers, and male under 25 years with 

less than one year of experience are all associated with an increased risk of higher injury 

severity while driving experience >11 years), and working days were found to be 

associated with less injury severity. 

 

   Most recently, LGP was applied to the analysis and modeling of injury severity of 

traffic accidents. Das and Abdel-Aty (2010) aimed to understand the relationship of 

geometric and environmental factors with injury related accidents as well as with severe 

accidents. Their results indicated that dry pavement, good pavement conditions, wider 

shoulder, and wider sidewalk width are associated with less injury severity. They also 

found that vision obstruction was found to be a leading factor for severe accidents, 

percentage of trucks, even if small, was found to be more likely to make the accident 

injury prone. On the other hand, interaction terms among variables like on-street 

parking with higher posted speed limit have been found to make injuries more probable. 
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APPENDIX II 

 

Table 1: Associations between variables  

SEV 

Chi-square 

1,000 

   

p-value 
   

Fisher's test 
   

p-value 
   

Cramer´s V 
   

p-value 
   

Phi 

correlation    

p-value 
   

ACT 

Chi-square 45,880 

1,000 

  

p-value 0,000 
  

Fisher's test 46,103 
  

p-value 0,000 
  

Cramer´s V 0,173 
  

p-value 0,000 
  

Phi 
correlation 

0,170 
  

p-value 0,000 
  

AGE 

Chi-square 6,877 27,196 

1,000 

 

p-value 0,034 0,010 
 

Fisher's test 6,866 27,311 
 

p-value 0,034 0,006 
 

Cramer´s V 0,067 0,094 
 

p-value 0,034 0,007 
 

Phi 

correlation 
0,067 0,133 

 

p-value 0,034 0,010 
 

ATF 

Chi-square 7,939 20,608a 7,593 

1,000 

p-value 0,046 0,295 0,257 

Fisher's test 7,851 19,799b 7,567 

p-value 0,048 0,254 0,231 

Cramer´s V 0,072 0,067 0,050 

p-value 0,046 0,295 0,257 

Phi 

correlation 
0,072 0,116 0,070 

p-value 0,047 0,295 0,257 

SEV ACT AGE ATF 
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CAU 

Chi-square 5,081a 30,720a 3,589a 29,857a 

1,000 

   

p-value 0,165 0,060 0,715 0,017 
   

Fisher's test 5,057b 27,098b 2,142b 18,947b 
   

p-value 0,159 0,036 0,892 0,023 
   

Cramer´s V 0,058 0,082 0,034 0,080 
   

p-value 0,165 0,060 0,715 0,017 
   

Phi 

correlation 
0,058 0,141 0,048 0,139 

   

p-value 0,165 0,060 0,715 0,017 
   

DAY 

Chi-square 5,632 58,333a 11,022 38,715a 10,139a 

1,000 

  

p-value 0,232 0,000 0,198 0,000 0,581 
  

Fisher's test 5,590 56,673b 10,504 27,795b 7,685b 
  

p-value 0,234 0,000 0,219 0,003 0,780 
  

Cramer´s V 0,061 0,970 0,060 0,092 0,047 
  

p-value 0,232 0,000 0,198 0,000 0,581 
  

Phi 
correlation 

0,061 0,195 0,085 0,159 0,081 
  

p-value 0,232 0,000 0,198 0,000 0,581 
  

GEN 

Chi-square 7,666 8,925 8,028 6,656a 12,893a 14,010 

1,000 

 

p-value 0,006c 0,182 0,017 0,085 0,010 0,007 
 

Fisher's test 7,275* 8,889 9,391 6,390b 11,663b 14,466 
 

p-value 0,007* 0,180 0,008 0,091 0,006 0,006 
 

Cramer´s V 0,071 0,076 0,072 0,066 0,092 0,096 
 

p-value 0,006 0,182 0,017 0,085 0,010 0,007 
 

Phi 

correlation 
0,071d 0,076 0,072 0,066 0,092 0,096 

 

p-value 0,006 0,182 0,017 0,085 0,010 0,007 
 

LAW 

Chi-square 4,769 47,763a 12,593 4,896a 37,412a 2,879a 0,131 

1,000 

p-value 0,089 0,000 0,014 0,529 0,002 0,945 0,959 

Fisher's test 4,715 43,304b 11,681 4,565b 23,352b 2,015b 0,153 

p-value 0,091 0,000 0,016 0,530 0,000 0,979 0,944 

Cramer´s V 0,056 0,125 0,064 0,040 0,110 0,031 0,009 

p-value 0,089 0,000 0,014 0,529 0,002 0,945 0,959 

Phi 

correlation 
0,056 0,176 0,091 0,056 0,156 0,043 0,009 

p-value 0,089 0,000 0,014 0,529 0,002 0,945 0,959 

  
SEV ACT AGE ATF CAU DAY GEN LAW 

 

 

 

 

 

 

 

 



 

136 

 

LIG 

Chi-square 21,035 89,645a 62,970 13,997a 25,745a 17,426 10,352 9,318a 

p-value 0,000 0,000 0,000 0,297 0,034 0,351 0,036 0,303 

Fisher's test 20,903 83,645b 61,563 14,695a 16,497b 17,231 9,951 10,470b 

p-value 0,000 0,000 0,000 0,186 0,108 0,335 0,039 0,186 

Cramer´s V 0,117 0,121 0,143 0,055 0,075 0,053 0,082 0,055 

p-value 0,000 0,000 0,000 0,297 0,034 0,351 0,036 0,303 

Phi 

correlation 
0,117 0,242 0,202 0,095 0,129 0,107 0,082 0,078 

p-value 0,000 0,000 0,000 0,297 0,034 0,351 0,036 0,303 

MON 

Chi-square 3,949 17,483 7,034 93,958 11,544a 36,722 0,811 6,287 

p-value 0,262 0,480 0,316 0,000 0,240 0,001 0,846 0,393 

Fisher's test 3,947 17,544 7,012 113,456 10,760b 33,576 0,810 6,209 

p-value 0,262 0,467 0,316 0,000 0,225 0,001 0,847 0,396 

Cramer´s V 0,051 0,062 0,048 0,143 0,050 0,089 0,023 0,045 

p-value 0,262 0,490 0,316 0,000 0,231 0,001 0,846 0,393 

Phi 
correlation 

0,051 0,107 0,068 0,247 0,087 0,155 0,023 0,064 

p-value 0,262 0,490 0,316 0,000 0,231 0,001 0,846 0,393 

NOI 

Chi-square 44,657 51,608 0,841 8,062 2,079a 11,917 6,999 1,432 

p-value 0,000c 0,000 0,657 0,047 0,563 0,017 0,010c 0,479 

Fisher's test 43,910* 48,430 0,906 7,963 1,357b 11,744 6,593* 1,529 

p-value 0,000* 0,000 0,641 0,049 0,694 0,018 0,010* 0,468 

Cramer´s V 0,171 0,183 0,023 0,072 0,037 0,088 0,068 0,031 

p-value 0,000 0,000 0,657 0,047 0,563 0,017 0,010 0,479 

Phi 

correlation 
-0,171d 0,183 0,023 0,072 0,037 0,088 -0,068d 0,031 

p-value 0,000 0,000 0,657 0,047 0,563 0,017 0,010 0,479 

OI 

Chi-square 4,618 929,998 18,426 19,204 4,562a 21,529 7,460 2,976 

p-value 0,099 0,000 0,001 0,005 0,613 0,006 0,025 0,567 

Fisher's test 4,608 1073,835 21,532 18,509 4,641b 21,575 7,199 3,075 

p-value 0,099 0,000 0,000 0,006 0,582 0,006 0,028 0,546 

Cramer´s V 0,055 0,550 0,077 0,079 0,039 0,084 0,070 0,031 

p-value 0,099 0,000 0,001 0,005 0,613 0,006 0,025 0,567 

Phi 

correlation 
0,055 0,778 0,110 0,112 0,055 0,118 0,070 0,044 

p-value 0,099 0,000 0,001 0,005 0,613 0,006 0,025 0,567 

  
SEV ACT AGE ATF CAU DAY GEN LAW 
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MON 

Chi-square 48,804 

1,000 

  

p-value 0,000 
  

Fisher's test 47,761 
  

p-value 0,000 
  

Cramer´s V 0,103 
  

p-value 0,000 
  

Phi 

correlation 
0,178 

  

p-value 0,000 
  

NOI 

Chi-square 3,734 3,591 

1,000 

 

p-value 0,443 0,310 
 

Fisher's test 3,811 3,558 
 

p-value 0,430 0,315 
 

Cramer´s V 0,049 0,048 
 

p-value 0,443 0,310 
 

Phi 
correlation 

0,049 0,048 
 

p-value 0,443 0,310 
 

OI 

Chi-square 47,781 5,949 624,723 

1,000 

p-value 0,000 0,437 0,000 

Fisher's test 46,540 5,948 670,481 

p-value 0,000 0,435 0,000 

Cramer´s V 0,125 0,044 0,638 

p-value 0,000 0,437 0,000 

Phi 

correlation 
0,176 0,062 0,638 

p-value 0,000 0,437 0,000 

LIG MON NOI OI 
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PAS 

Chi-square 0,679 48,596 5,045 6,704 1,335a 0,146 0,641 236,978 

p-value 0,428c 0,000 0,081 0,085 0,745 0,997 0,432c 0,000 

Fisher's test 0,589* 48,519 5,104 6,344 1,526b 0,132 0,521* 221,082 

p-value 0,443* 0,000 0,077 0,101 0,713 0,998 0,470* 0,000 

Cramer´s V 0,021 0,178 0,057 0,066 0,029 0,010 0,020 0,393 

p-value 0,435 0,000 0,081 0,085 0,745 0,997 0,433 0,000 

Phi 

correlation 
0,021d 0,178 0,057 0,066 0,029 0,010 0,020d 0,393 

p-value 0,435 0,000 0,081 0,085 0,745 0,997 0,433 0,000 

PAW 

Chi-square 0,591 63,651 4,175 5,270 5,298a 2,574 0,645 687,670 

p-value 0,747 0,000 0,382 0,512 0,490 0,958 0,728 0,000 

Fisher's test 0,601 61,196 4,091 5,188 5,088b 2,434 0,728 669,621 

p-value 0,743 0,000 0,389 0,511 0,483 0,964 0,690 0,000 

Cramer´s V 0,020 0,144 0,037 0,041 0,042 0,029 0,020 0,473 

p-value 0,747 0,000 0,382 0,512 0,490 0,958 0,728 0,000 

Phi 
correlation 

0,020 0,204 0,052 0,059 0,059 0,014 0,020 0,669 

p-value 0,744 0,000 0,382 0,512 0,490 0,958 0,728 0,000 

ROM 

Chi-square 1,250 75,326a 5,941 10,114a 21,620a 13,372 1,137 390,174a 

p-value 0,741 0,000 0,423 0,324 0,031 0,332 0,766 0,000 

Fisher's test 1,256 71,563b 6,533 8,928b 18,058b 12,635 1,114 332,387b 

p-value 0,743 0,000 0,344 0,349 0,019 0,358 0,769 0,000 

Cramer´s V 0,029 0,128 0,044 0,047 0,068 0,054 0,027 0,356 

p-value 0,741 0,000 0,423 0,324 0,031 0,332 0,766 0,000 

Phi 

correlation 
0,029 0,221 0,062 0,081 0,119 0,093 0,027 0,504 

p-value 0,741 0,000 0,423 0,324 0,031 0,332 0,766 0,000 

SHT 

Chi-square 1,812a 71,912a 14,815a 9,148a 5,246a 12,809a 4,768 295,420a 

p-value 0,635 0,000 0,025 0,424 0,682 0,367 0,180 0,000 

Fisher's test 1,777b 66,872b 13,888b 8,404b 6,919b 11,272b 5,122 300,364b 

p-value 0,638 0,000 0,024 0,464 0,746 0,460 0,150 0,000 

Cramer´s V 0,034 0,125 0,069 0,045 0,034 0,053 0,056 0,310 

p-value 0,635 0,000 0,025 0,400 0,682 0,367 0,180 0,000 

Phi 

correlation 
0,034 0,216 0,098 0,077 0,058 0,091 0,056 0,439 

p-value 0,635 0,000 0,025 0,400 0,682 0,367 0,180 0,000 

SEV ACT AGE ATF CAU DAY GEN LAW 
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PAS 

Chi-square 5,683 30,721 0,410 6,377 

1,000 

   

p-value 0,228 0,000 0,538c 0,037 
   

Fisher's test 5,683 30,305 0,335* 6,283 
   

p-value 0,225 0,000 0,563* 0,038 
   

Cramer´s V 0,061 0,141 0,016 0,064 
   

p-value 0,228 0,000 0,541 0,037 
   

Phi 

correlation 
0,061 0,141 -0,016d 0,064 

   

p-value 0,228 0,000 0,522 0,037 
   

PAW 

Chi-square 11,145 6,458 1,323 15,925 402,210 

1,000 

  

p-value 0,190 0,378 0,524 0,003 0,000 
  

Fisher's test 11,354 6,260 1,310 15,111 395,614 
  

p-value 0,120 0,401 0,519 0,004 0,000 
  

Cramer´s V 0,060 0,046 0,029 0,072 0,512 
  

p-value 0,194 0,378 0,524 0,003 0,000 
  

Phi 
correlation 

0,085 0,065 0,029 0,102 0,512 
  

p-value 0,190 0,378 0,524 0,003 0,000 
  

ROM 

Chi-square 13,354a 10,638 2,525 16,537 342,715 593,456 

1,000 

 

p-value 0,331 0,303 0,477 0,011 0,000 0,000 
 

Fisher's test 11,659b 11,366 2,649 15,737 312,436 471,292 
 

p-value 0,417 0,250 0,450 0,014 0,000 0,000 
 

Cramer´s V 0,054 0,048 0,041 0,073 0,472 0,440 
 

p-value 0,331 0,303 0,477 0,011 0,000 0,000 
 

Phi 

correlation 
0,093 0,083 0,041 0,104 0,472 0,622 

 

p-value 0,331 0,303 0,447 0,011 0,000 0,000 
 

SHT 

Chi-square 8,481a 12,665a 4,730 9,294a 867,202 562,819 389,807a 

1,000 

p-value 0,730 0,176 0,187 0,158 0,000 0,000 0,000 

Fisher's test 6,953 12,141b 4,686 9,284b 938,883 600,157 401,119b 

p-value 0,819 0,183 0,191 0,148 0,000 0,000 0,000 

Cramer´s V 0,043 0,052 0,055 0,055 0,751 0,428 0,291 

p-value 0,730 0,176 0,187 0,156 0,000 0,000 0,000 

Phi 

correlation 
0,074 0,091 0,055 0,780 0,751 0,605 0,504 

p-value 0,730 0,176 0,187 0,156 0,000 0,000 0,000 

LIG MON NOI OI PAS PAW ROM SHT 
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SID 

Chi-square 9,378a 96,894a 7,866a 404,141a 32,149a 33,389a 3,038a 16,001 

p-value 0,089 0,000 0,615 0,000 0,089 0,037 0,707 0,110 

Fisher's test 9,835b 97,396b 6,922 198,606b 24,888b 29,932b 3,640b 14,853 

p-value 0,073 0,000 0,654 0,000 0,072 0,032 0,581 0,103 

Cramer´s V 0,078 0,112 0,051 0,296 0,084 0,074 0,044 0,072 

p-value 0,089 0,000 0,615 0,000 0,089 0,037 0,707 0,110 

Phi 

correlation 
0,780 0,251 0,072 0,513 0,145 0,147 0,044 0,102 

p-value 0,089 0,000 0,615 0,000 0,089 0,037 0,707 0,110 

TIM 

Chi-square 9,589 111,999 47,299 9,466 10,387a 50,074 11,696 4,096 

p-value 0,023 0,000 0,000 0,406 0,311 0,000 0,009 0,665 

Fisher's test 9,530 108,192 48,441 9,482 8,641b 47,596 12,688 4,007 

p-value 0,023 0,000 0,000 0,393 0,411 0,000 0,006 0,672 

Cramer´s V 0,079 0,156 0,124 0,045 0,047 0,104 0,087 0,037 

p-value 0,023 0,000 0,000 0,406 0,311 0,000 0,009 0,665 

Phi 
correlation 

0,079 0,270 0,175 0,079 0,082 0,181 0,087 0,052 

p-value 0,023 0,000 0,000 0,406 0,311 0,000 0,009 0,665 

VI 

Chi-square 7,525 1847,335 20,678 5,174 5,075a 38,593 2,525 15,744 

p-value 0,023 0,000 0,000 0,528 0,520 0,000 0,280 0,005 

Fisher's test 7,529 1852,398 20,767 5,331 5,290b 38,431 2,621 15,536 

p-value 0,024 0,000 0,000 0,486 0,461 0,000 0,265 0,003 

Cramer´s V 0,070 0,775 0,082 0,041 0,041 0,112 0,041 0,072 

p-value 0,023 0,000 0,000 0,528 0,520 0,000 0,280 0,005 

Phi 

correlation 
0,070 1,097 0,116 0,058 0,057 0,159 0,041 0,101 

p-value 0,023 0,000 0,000 0,528 0,520 0,000 0,280 0,005 

  
SEV ACT AGE ATF CAU DAY GEN LAW 
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SID 

Chi-square 38,823a 33,196 5,283 37,433a 54,334 41,251 69,431a 

p-value 0,020 0,003 0,388 0,000 0,000 0,000 0,000 

Fisher's test 37,517b 37,442 5,265 37,085b 52,240 38,434 62,570b 

p-value 0,003 0,000 0,384 0,000 0,000 0,000 0,000 

Cramer´s V 0,079 0,085 0,059 0,110 0,188 0,116 0,123 

p-value 0,020 0,003 0,388 0,000 0,000 0,000 0,000 

Phi 

correlation 
0,159 0,147 0,059 0,156 0,188 0,164 0,213 

p-value 0,020 0,003 0,388 0,000 0,000 0,000 0,000 

TIM 

Chi-square 931,969 6,440 2,181 54,100 2,537 4,800 6,307 

p-value 0,000 0,697 0,538 0,000 0,463 0,575 0,712 

Fisher's test 1045,828 6,433 2,192 50,705 2,555 4,859 60,455 

p-value 0,000 0,698 0,537 0,000 0,459 0,567 0,692 

Cramer´s V 0,450 0,037 0,038 0,133 0,041 0,040 0,037 

p-value 0,000 0,697 0,538 0,000 0,463 0,575 0,712 

Phi 
correlation 

0,779 0,065 0,038 0,189 0,041 0,056 0,064 

p-value 0,000 0,697 0,538 0,000 0,463 0,575 0,712 

VI 

Chi-square 64,186 2,120 51,115 1200,421 23,136 40,847 56,524 

p-value 0,000 0,913 0,000 0,000 0,000 0,000 0,000 

Fisher's test 64,184 2,178 47,700 1322,533 23,355 70,801 57,557 

p-value 0,000 0,908 0,000 0,000 0,000 0,000 0,000 

Cramer´s V 0,145 0,026 0,182 0,625 0,123 0,115 0,136 

p-value 0,000 0,913 0,000 0,000 0,000 0,000 0,000 

Phi 

correlation 
0,204 0,037 0,182 0,884 0,123 0,163 0,192 

p-value 0,000 0,913 0,000 0,000 0,000 0,000 0,000 

LIG MON NOI OI PAS PAW ROM 
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SID 

Chi-square 62,213a 

1,000 

  
p-value 0,003 

  

Fisher's test 62,268b 
  

p-value 0,000 
  

Cramer´s V 0,116 
  

p-value 0,003 
  

Phi 

correlation 
0,201 

  

p-value 0,003 
  

TIM 

Chi-square 7,340a 10,723a 

1,000 

 

p-value 0,604 0,781 
 

Fisher's test 6,643b 10,616b 
 

p-value 0,664 0,772 
 

Cramer´s V 0,040 0,048 
 

p-value 0,604 0,781 
 

Phi 
correlation 

0,069 0,084 
 

p-value 0,604 0,781 
 

VI 

Chi-square 41,153a 39,964a 98,608 

1,000 

p-value 0,000 0,001 0,000 

Fisher's test 40,985b 39,800 99,498 

p-value 0,000 0,000 0,000 

Cramer´s V 0,116 0,114 0,179 

p-value 0,000 0,001 0,000 

Phi 

correlation 
0,164 0,161 0,253 

p-value 0,000 0,001 0,000 

SHT SID TIM VI 

 

a: chi-square does not apply 

b: Fisher´s test applies 

c: exact results are provided for the p-value 

d: phi applies 

*: continuity correction (Yate’s correction) is used 

 Numbers in violate are significantly little 

 Numbers in red are significantly low 

 Numbers in green are significantly moderate 

 Numbers in blue are significantly high 
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APPENDIX III 
 

 

 

Figure 1:  Bayesian network for Hillclimibing + BDeu 
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Figure 2:  Bayesian network for Hillclimibing + MDL 
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Figure 3:  Bayesian network for Hillclimibing + AIC 
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Figure 4:  Bayesian network for Simulated Annealing + BDeu 
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Figure 5:  Bayesian network for Simulated Annealing + MDL 
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Figure 6  Bayesian network for Simulated Annealing + AIC 

 

 

 

 

 



 

149 

 

 

 

 

 

 

 

Figure 7:  Bayesian network for Tabu + BDeu 
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Figure 8:  Bayesian network for Tabu + MDL 
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Figure 9:  Bayesian network for Tabu + AIC 
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APPENDIX IV 

 

 

 

Published and Accepted Papers for Publishing 

 

 

This appendix includes the three papers that were prepared during the research work 

period: 

 Paper 1   Randa Oqab Mujalli and Juan de Oña. Injury Severity Models for Motorized 

Vehicle Accidents: A review. Paper accepted in Transport 

 

Paper 2   Juan de Oña, Randa Oqab Mujalli, Francisco J. Calvo. Analysis of traffic 

accident injury severity on Spanish rural highways using Bayesian networks. 

Published in Accident Analysis and Prevention, Volume 43, Issue 1, January 

2011, Pages 402-411. 

 

Paper 3   Randa Oqab Mujalli and Juan de Oña. A method for simplifying the analysis 

of traffic accidents injury severity on two-lane highways using Bayesian 

networks. Paper accepted in Journal of Safety Research 

 

 

 

 

 

 

 

 

 



153 

 

1. Injury Severity Models for Motorized Vehicle Accidents: A review 

 

Randa Oqab Mujalli and Juan de Oña López: Injury Severity Models for Motorized Vehicle 

Accidents: A review. Accepted in Transport with minor revisions  

 

This paper presents a comprehensive review of the existing literature of accidents’ injury 

severity. Several modeling techniques were found to be used by researchers analyzing 

injury severity of traffic accidents. In which the modeling techniques used to analyze injury 

severity of traffic accidents were classified into 4 groups: discrete outcome models, data 

mining techniques, soft computing techniques and other techniques. The analysis and the 

comparison between models was performed based on seven criteria (modeling technique, 

number of records, number of variables, area type, features, injury level and model fit).  

   A statistical analysis was performed on the number of variables used, number of records 

and the number of injury severity levels. The statistical analysis is aimed to find out if there 

exists a significant statistical difference in these magnitudes using different modeling 

techniques.  

   The results indicated that neither the number of variables used in a study nor the number 

of records showed a significant statistical difference with respect to the modeling technique 

used. The only magnitude that showed a significant statistical difference between the probit 

models and the other models was the number of categories used for the injury severity. 

   Thus, this paper indicated that each modeling technique has its own characteristics and 

limitations, in which the researcher should be aware of which when using a specific model.    
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Injury Severity Models for Motorized Vehicle Accidents: 

A review 

Abstract 

Modeling of traffic accidents injury severity is a complex task. In the last few years the number and 

variety of studies that analyze injury severity of traffic accidents have increased considerably. In 

this paper 19 modeling techniques used to model injury severity of traffic accidents where at least a 

4-wheeled vehicle is involved have been analyzed. The analysis and the comparison between 

models was performed based on seven criteria (modeling technique, number of records, number of 

variables, area type, features, injury level and model fit). In general, it is not possible to recommend 

a method that could be identified as the best one. Each modeling technique has its own limitations 

and characteristics, being aware of which will help analysts to decide the best method to be used in 

each particular modeling problem. However, some general conclusions could be established: in 

most of cases the results of models’ fits are found to be satisfactory, though not excellent; in the 

case of data mining models accuracy improves with balanced datasets; and no correlation was found 

to exist between the number of accidents’ records and the number of analyzed variables. 

Keywords: health & safety, reviews, safety & hazards, statistical analysis, traffic engineering 
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1. Introduction 

Road accidents constitute a major public health problem worldwide, causing around 1.2 million 

deaths and over 50 million injuries each year (WHO, 2004).  

Identifying the main factors that are related to injury severity of traffic accidents, especially to 

fatalities, has been of the main interests to injury severity analysts. Figure 1 shows that the number 

of studies about injury severity of traffic accidents has been increasing with time, with the 

maximum number in the last five years. 

(insert figure 1) 

Many techniques have been used to analyze the injury severity of traffic accidents. The methods 

that have been mostly used include ordered probit models, binary logit models, ordered logit 

models, and hierarchical logit models. However, in recent years other types of models have 

appeared: Artificial Neural Networks, Bayesian Networks, Trees, and Genetic Programming. 

The knowledge of the advantages and disadvantages of each method would help safety analysts on 

deciding the most appropriate method for each particular analysis. The scope of this paper is to 

provide an insight on each one of the methods already used to analyze injury severity of traffic 

accidents where at least a motorized 4-wheeled vehicle is involved, excluding traffic accidents’ 

studies that analyze injury severity from a medical point of view, or those that discuss the vehicle 

design and equipments and their relation with the injury outcome and those studies that analyze 

accidents in urban areas only.  

The analysis of the different models is performed based on the following aspects: type of modeling 

technique, number of crashes considered in the analysis, number of variables for analyzing the 

severity, area type of the road (urban, suburban or rural), features considered in the analysis (basic 

segment and/or intersection), type and number of categories for injury levels, and model fit.  

This paper is organized as follows: section 2 describes briefly the techniques used in the literature to 

analyze and/or model injury severity; a discussion of the studies found in literature is presented in 

section 3, where summary and conclusions are given in section 4. 

2. Modeling techniques 

In this section the modeling techniques used to analyze injury severity of traffic accidents were 

classified into 4 groups: discrete outcome models, data mining techniques, soft computing 

techniques and other techniques.  

2.1. Discrete Outcome Models (DOM) 

DOM are used to represent probabilities of having an outcome based on certain factors or 

characteristics. In general, these models cannot be calibrated using standard curve-fitting 

techniques, such as least squares, because their dependent variable is an un-observed probability 

(between 0 and 1) and the observations are the individual outcomes (either 0 or 1) (Ortúzar and 

Willumsen, 2001).  

2.1.1. Logit Models (LM) 
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A special case of general linear regression is logistic regression or logit model, which assumes that 

the response variable follows the logit-function. Logistic model is an approach that is used in order 

to describe the relationship of single or several independent variables to a binary outcome variable. 

This modeling approach is usually preferred by researchers, since the logistic function must lie in 

the range between zero and one, and this is not usually the case with other possible functions 

(Kleinbaum and Klein, 2002). 

The simplest form of the LM is the binary form, where the outcome variable is one of two 

outcomes. Binary logit model (BLM) and other extensions of it which were found to be mostly used 

in the literature of accidents’ injury severity analysis.  

A brief description of these extensions is the following (Ortúzar and Willumsen, 2001; Kleinbaum 

and Klein, 2002; Train, 2009; and Keele and Park, 2006; Washington et al., 2011): 

1. Multinomial logit model (MNL) is used when the outcome variable has more than two 

unordered categories. 

2. Hierarchical logit, nested logit or multi-level logit model (HL) is used when certain 

assumptions valid for the MNL are violated, e.g., when either the outcome are not 

independent, or when there are variations among individuals. 

3. Mixed logit model (MXL) is a generalized extreme value (GEV) model where, this 

distribution allows for correlations over outcomes and it is a generalization of the univariate 

extreme value distribution that is used for standard LM. This model alleviates the three 

limitations for the standard LM by allowing for random variation, unrestricted substitution 

patterns and correlation in unobserved factors over time. MXL are actually the integrals of 

the standard logit probabilities over density parameters. 

4. Ordered logit model (OLM), also known as proportional odds model, this model has an 

observed ordinal variable (Y), where Y is a function of another latent continuous 

unmeasured variable (Y*). Values of Y* determine the values of the resulting Y. Y* has 

various threshold or cut points, where the value of Y depends on these thresholds. The 

random disturbance or the error term here follows a logistic distribution (Washington et al., 

2011)  

5. Heteroskedastic logit model (HKL) is also a GEV model; however, instead of capturing 

correlations among outcomes, it allows the variance of unobserved factors to differ over 

outcomes.  

6. Heterogeneous model (HM) is used when dealing with categorical dependent variables. If 

the variants of the error term are non-constant, the standard error will be incorrect and the 

parameters will be biased and inconsistent. In order to deal with unequal error variances the 

HM is used. 

7. Generalized estimating equations (GEE) are an extension of the logistic model to handle 

outcome variables that have binary correlated outcomes. GEE takes into account the 

correlated nature of the outcome.  

25 studies of accident injury severity used one or more of the previously mentioned LM. These 

studies are listed in detail in Table 1.  

(insert table 1) 
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2.1.2. Probit models (PM) 

PM deal with the three limitations of LM: they can handle random variation, they allow any pattern 

of substitution, and they are applicable to panel data with temporally correlated errors (Train, 2009).  

The most used type of PM in the analysis of accidents’ severity is the ordered probit models (OPM). 

OPM is a generalization of the PM to the case of more than two outcomes of an ordinal dependent 

variable. In the case the model cannot be estimated using the ordinary least square, it is usually 

estimated using the maximum likelihood (Train, 2009). 

Other PM used are the following:  

• Heteroskedastic probit model (HOP): it is used when the error terms are not homoskedastic 

and their variance may be parametrized as a function of covariates. HOP offers more 

flexibility than OPM, since they capture the effect of the independent variables on the 

variance or uncertainty in the outcome (Lemp, et al., 2011). 

• Bayesian ordered probit model (BOP): it is an extension of the Bayesian inference into the 

OPM, in which the parameters to be estimated are assumed to follow certain prior 

distributions. Based on the data, the likelihood function is used to update the prior 

distribution and obtain the posterior distribution (Xie et al., 2009). 

14 studies of accident injury severity used one or more of the previously mentioned PM. These 

studies are listed in detail in Table 2.  

(insert table 2) 

(insert table 3) 

2.2. Data Mining Techniques 

Data mining is defined as the process of discovering patterns in data. The patterns discovered must 

be meaningful in that they lead to some advantages (Witten and Frank, 2005). Many data mining 

techniques are being in use in different fields of science, economy, engineering, etc. Decision trees 

and Bayesian networks have been also used to analyze the injury severity of traffic accidents. 

2.2.1. Decision trees 

Decision trees are nonlinear predictive models that use the tree to represent the recursive partition. 

Within the literature of the accident injury severity studies, two types have been used (see Table 3): 

1. Classification and regression trees (CART): it constructs binary trees, in which each 

internal node has exactly two outgoing edges. CART can consider misclassification costs in 

the tree induction. It also enables users to provide prior probability distribution. An 

important feature of CART is its ability to generate regression trees, where the leaf predicts 

a real number and not a class (Rokach and Maimon, 2008).  

2. Chi squared automatic interaction detection (CHAID): it is a procedure used to generate 

decision trees. For each input variable, CHAID finds the pair of values that is least 

significantly different with respect to the target variable (Rokach and Maimon, 2008).   
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2.2.2. Bayesian networks (BNs) 

BNs are graphical models of interactions among a set of variables, where the variables are 

represented as nodes of a graph and the interactions as directed links between the nodes. Any pair of 

unconnected/nonadjacent nodes of such a graph indicates (conditional) independence between the 

variables represented by these nodes under particular circumstances (Mittal and Kassim, 2007). 

Two studies were found to use BNs to analyze injury severity of accidents (see Table 3).  

2.3. Soft computing techniques 

Soft computing is a mix of distinct methods which in a way or another cooperate in their 

fundamentals. The principal objective of soft computing is to exploit the tolerance for imprecision 

and uncertainty in order to achieve manageability, robustness and solutions at low cost (Zadeh, 

1994). 

2.3.1. Artificial Neural Networks (ANN) 

A neural network (NN) is an interconnected assembly of simple processing elements, units or 

nodes. The processing ability of the network is stored in the inter-unit connection strengths, or 

weights, obtained by a process of adaptation to, or learning from, a set of training patterns (Gurney, 

1997). NN are composed of neurons which in turn are composed of a number of inputs, and each 

input comes with a connection that has a weight and a threshold value. 

A number of ANN types have been used by the researchers of accident severity analysis (see Table 

3): 

1. Multi-layer perceptron ANN (MLP): they usually consist of three layers: input layer, 

hidden layer, and output layer. The connections in MLP are feed-forward type in which 

they are allowed from a certain index to layers of a higher index. In order to train MLP, the 

back propagation algorithm is used (Rumelhart, et al., 1986). 

2. Fuzzy ART MAP ANN (ARTMAP): they are based on adaptive resonance theory. It is a 

clustering algorithm that maps a set of input vectors to a set of clusters. Models built by 

fuzzy ARTMAP have a fast, stable learning in response to binary input patterns (Carpenter 

et al., 1992). 

2.3.2. Evolutionary algorithms (EA)  

EA mimic the natural evolution in order to optimize a solution to a problem (Brameier and Banzhaf, 

2007). These algorithms exploit differential fitness advantages in a population of solutions to 

gradually improve the state of that population.  

Genetic programming (GP) is defined as any direct evolution or breeding of computer programs for 

the purpose of inductive learning. Unlike other EAs, GPs can complete missing parts of existing 

model. 

Linear genetic programming (LGP) is a GP variant that evolves sequences of instructions from an 

imperative programming language or from a machine language. Linear refers to the structure of the 

imperative program representation, where the nodes do not have to be linearly listed nor the method 

itself needs to be linear.  
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Das and Abdel-Aty (2010) used LGP to classify injury severity according to the accident type in 

order to find the geometric and environmental factors that are related to this classification (see 

Table 3). 

2.4. Generalized linear models (GLM) 

The log-linear model (LLM) is one of the specialized cases of GLM for Poisson-distributed data.  In 

log-linear models, there is no distinction between independent and dependent variables, all variables 

are treated as response variables. Chen and Jovanis (2000) used LLM to identify significant 

variables that contribute to the occurrence of a specific injury severity for bus drivers (see Table 3). 

3. Discussion 

Figure 1 shows the different models which have been used in the field of traffic accidents’ injury 

severity analysis. The most used are the logit and probit, followed by other models. However, 

Tables 1, 2 and 3 show that there is a large dispersion in the principal magnitudes used for the 

models. 

(insert Table 4) 

It should be taken into account that the following sections are not intended to make a comparison 

amongst different modeling techniques or different studies, however, the sections are presented as a 

guidance for analysts, since a comparison is not possible due to the differences that exist in data 

sources, study objectives, and certain conditions that might apply to a study while not for others. 

3.1. Number of records considered in the analysis 

The number of records considered in the analysis ranges between 255 and 622,432. However, four 

extreme outliers were identified (Montgomery and Runger, 2003). Table 4 shows the statistical 

analysis results without extreme outliers. 

Table 4 shows that the number of records (without extreme outliers) for all the studies ranges 

between 255 and 81,172, with a median value of 3,955. PM present the lowest median, with 3,136 

crashes, followed by LM with 4,552 records. The other models present the highest median (4,713) 

for the number of records considered in the analysis.  

All the values are very similar and no significant statistical difference was observed between the 

three groups (logit, probit and others) based on the Mann-Whitney U test. 

3.2. Number of variables for analyzing severity 

The number of variables used in the modeling of injury severity range between 5 and 58. However, 

one extreme outlier was identified, which was not considered for the statistical analysis. 

Table 4 shows that the number of variables (without extreme outliers) for all the studies ranges 

between 5 and 36, with a median value of 15. PM present the highest median, with 16 variables, 

followed by LM with 15 variables. The other models present the lowest median (14) for the number 

of variables used for analyzing severity.  
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All the values are very similar and no significant statistical difference was observed between the 

three groups (logit, probit and others) based on the Mann-Whitney U test. 

No correlation was found to exist between the number of variables for analyzing severity and the 

number of records considered in the analysis. 

3.3. Focus of the study 

There is a relatively high dispersion in the type of analyzed roadway segment. Figure 2 shows that 

14 studies analyzed only basic segments, 9 studies analyzed only intersections, and 13 studies 

analyzed both intersections and roadways segments in the same study. However, Moore et al. 

(2010) recommend that intersections and road segments should not be analyzed together, since the 

factors related to accidents occurring on intersections are different from those occurring on roadway 

segments. 

(insert figure 2) 

Regarding the area type in which the roadway or the intersection exists. Only six studies analyze 

rural areas, while 22 studies mixed the data for rural, urban and/or suburban highways, keeping in 

mind that the characteristics of the roadways and intersections differ significantly between urban 

and rural areas. 

3.4. Type and number of categories for injury levels 

The definition of the injury severity might refer to the emphasis of the study (Krull et al., 2000), for 

convenience (Ouyang et al., 2002), or because of the small counts of certain category with respect 

to other categories (Peek-Asa et al., 2010). 

Most of the studies used the KABCO scale, which is the scale used in police observed accident 

records (Morgan, 2009). Others combined one or more categories into one.  

Table 4 shows that the number of injury levels for all the studies ranges between 1 and 7, with a 

median value of 3. In this case no extreme outliers were identified. PM present the highest median, 

with 5 levels, followed by LM with 3 levels. The other models present the lowest median (2) for the 

number of injury levels.  

In this case, significant statistical differences were observed (p<0.05), based on the Mann-Whitney 

U test, between the number of injury levels considered in the probit models with respect to the other 

two types of models (logit and others).  

3.5. Model fit 

In general, the statistical tests used to validate the performance of the model vary with the study. 

However, the number of different tests and their characteristics does not permit comparing the 

results of one study with another.  

In the following, descriptions of the fit parameters used for the analyzed models are presented: 

3.5.1. R-squared 
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R-squared (R
2
) is a statistic that is generated in ordinary least squares (OLS) regression that is often 

used as a goodness-of-fit measure. Its value ranges between 0 and 1, where 1 indicates a high level 

of explanation of the variance as explained by the regression model and zero as a low level of 

explanation (Bruin, 2006).  

Chen and Jovanis (2000) used R
2
 to test LLM fit (see Table 3). The results indicated that the log-

linear model fitted the data very well (R
2
=0.95). 

3.5.2. Pseudo R-square 

When analyzing data with a logistic regression, an equivalent statistic to R-squared does not exist.  

The model estimates from a logistic regression are maximum likelihood estimates arrived at 

through an iterative process. However, to evaluate the goodness-of-fit of logistic models, several 

pseudo R-squareds (ρ
2
) have been developed (McFadden, adjusted McFadden, Efron’s, Cox & 

Snell, Negelkerke/ Cragg & Uhler’s, McKelvey & Zavoina, Count, adjusted count, etc.). They look 

like R
2
 in the sense that they are on a similar scale, ranging from 0 to 1 (though some ρ

2
 never 

achieve 0 or 1) with higher values indicating better model fit (Bruin, 2006). 

In this paper (see Table 1, 2 and 3) several studies used a ρ
2
 to test the fit of their models. Others 

studies supplied the log-likelihood (LL) of the model. Thus, when information about LL was 

available, the McFadden ρ2 was calculated in order to homogenize the model fit results.  

However, Bruin (2006) indicated that ρ
2
 cannot be interpreted independently or compared across 

datasets; a ρ
2
 only has meaning when compared to another ρ

2
 of the same type, on the same data, 

predicting the same outcome. Thus, it is only possible to indicate if the results of a study are among 

the satisfactory range for such parameter for model fit. As indicated by McFadden (1979), the 

satisfactory range for the McFadden’s ρ
2
 lies between 0.2 and 0.4.  

Most of the models in this paper that use McFadden’s ρ
2
 present values below 0.2. However, there 

are five studies that present values over 0.2: Shanker et al. (1996) (ρ2=0.52), Wang and Kockelman 

(2005) (ρ
2
=0.235-0.257), Abdel-Aty and Keller (2005) (ρ

2
=0.24), Oh (2006) (ρ

2
=0.378-0.480) and 

Schneider et al. (2009) (ρ
2
= 0.23-0.258). 

3.5.3. Accuracy  

Accuracy measures the percentage of cases in the accident data correctly predicted by the model. 

Therefore, accuracy is obtained at the case-specific level, that is, cases that are correctly classified 

as fatal or nonfatal according to their observed injury experience (Saccomanno et al., 1996). 

Most of the studies used this parameter to test the capability of their models to correctly classify the 

injury severity into a specific level (see Table 1, 2 and 3). Global accuracy range lies between 0.41 

and 0.89. The highest global accuracy achieved was for a BLM model built by Dissanayake and Lu 

(2002) and the lowest global accuracy was obtained by Abdel-Aty and Abdelwahab (2004) when 

they constructed a Fuzzy ARTMAP ANN model. 

The results presented by Dissanayake and Lu (2002) indicates that the number of accidents 

classified under each severity level was homogeneous along all the levels. On the other hand, the 
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lowest accuracy obtained for a specific level (fatal accidents) with a CART model was practically 

zero (Chang and Wang, 2006). The authors referred this result to the fact that their dataset was 

imbalanced, where the fatal accidents accounted only for about 0.4% of the whole sample used to 

build the model. 

Delen et al. (2006) also obtained relatively low accuracy results (40.7%) for their model (MLP 

ANN). They explained their results by a multi-class classification problem. A possible solution 

would be reducing the multi-class problem into series of binary classification problems. Applying 

such a solution, the complete dataset was separated into eight subsets with binary output variables. 

In which a top-down (more serious injury versus the less serious injuries) and a bottom-up (less 

serious injury versus more serious injuries) were built. The method applied by Delen et al. (2006) 

could be compared to that applied by Dissanayake and Lu (2002) where, after developing two 

formats of binary logistic models (top-down and a bottom-up format with four models in each), they 

found that the method of selecting the models’ format did not drastically affect model reliability, 

however, they chose to use the top-down format in their analysis since it achieved better model 

accuracies (73.4-98.0%). 

3.5.4. Other Measures 

Other measures used to test the model fit are: Akaike Information Criterion (AIC), log-likelihood 

(LL), chi-squared (χ
2
), and Kendall rank correlation coefficient (Kendall's tau (τ) coefficient).  

The likelihood is the probability of the data given the parameter estimates. The goal of a model is to 

find values for the parameters (coefficients) that maximize value of the likelihood function. Many 

procedures use the log-likelihood, because it is easier to work with (Bruin, 2006). Two studies used 

the LL as the fit test. However, only Lemp et al. (2011) used it to compare two models (OPM 

against HOP). 

The Akaike Information Criterion (AIC) is used only once (Haleem and Abdel-Aty, 2010) to select 

a model from a set of models. The chosen model is the one that minimizes the Kullback-Leibler 

distance between the model and the truth (low AIC and high LL indicates good fit). AIC is a 

criterion that seeks a model that has a good fit to the truth with few parameters (Burham and 

Anderson, 2002).  

χ
2
 test is used to verify if a sample of data came from a population with a specific distribution. χ

2 
is 

applied to data put into classes. However, the value of χ
2 
statistic is dependent on how the data is 

classified. Another disadvantage of χ
2 
is that it requires a sufficient sample size in order for χ

2 

approximation to be valid (NIST/SEMATECH, 2003). Three studies (Srinivasan, 2002; Malyshkina 

and Mannering, 2009; and Daniels et al., 2010) were found to use χ2 as the model goodness of fit 

test.  

Only Donelson, et al. (1999) used Kendall's tau (τ) coefficient, which is a statistic used to measure 

the association between two quantities. A τ test is a non-parametric hypothesis test which uses the 

coefficient to test for statistical dependence Kruskal (1958). The results indicated that the BLM 

fitted the data used. 

3.6. Modeling techniques 
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The usage of the modeling techniques varied with time, thus DOM continued to be dominant. Since 

2001 new methods started to be applied in the analysis of injury severity, such as Neural Networks, 

Bayesian Networks, and most recently Genetic Algorithms. 

Table 5 shows the frequency of usage of each model. In this paper 19 modeling techniques used to 

model injury severity of traffic accidents, applied in 58 case-studies, have been analyzed. The most 

used techniques are the DOM (46 cases), highlighting the models BLM, OLM and OPM over all the 

others. These three models were used in more than 54% of the cases. 

(insert table 5) 

3.6.1. Logit Models  

Table 5 shows that the most used logit models are BLM followed by OLM, while the least used 

were MXL, GEE and OMXL.  

The frequent usage of BLM to analyze accident severity might refer to the fact that most of the 

studies used the outcome variable as binary (Dissanayake and Lu, 2002; Delen et al., 2006; Jung et 

al., 2010). This refers to the fact that BLM is easily interpretable.  

An OLM restriction is that regression parameters have to be the same for different accident severity 

levels, called proportional odds. However, it is not always clear if the distance between accident 

severity levels is equal, and hence it is arbitrary to assume that all coefficients of ordered 

probability models are the same (Jung et al., 2010). 

Moreover, Srinivasan (2002) stated that the primary restriction of the ordered models comes from 

the assumption of deterministic thresholds that are often identical across all observations for each 

ordinal outcome level. Also, it is assumed that the outcome is homogeneous and independent from 

exogenous variables. In addition, these models disregard possible correlations across the thresholds 

of different outcomes.  

Consequently, these assumptions could lead to significant bias and inconsistency in ordered 

outcome models. Therefore, Srinivasan (2002) used an OMXL, where she compared OMXL to 

OLM using a χ
2
 test. The results indicated that the χ

2
 test rejected the restrictive OLM. 

Lenuguerrand et al. (2006) compared different models (BLM, HL and GEE). HL was found to be 

more adequate for problems with correlated data than BLM and GEE, clusters and sub-clusters, 

since BLM and GEE both underestimate parameters and confidence intervals. Thus, they 

recommended the use of HL when the number of vehicles per accident or the number of occupants 

per accident is high.  

3.6.2. Probit Models 

The most frequently used probit model is the OPM (see Table 5). OPM have been used to model 

injury severity of accident on roadways and intersections. Some researchers have used models that 

combined the accident occurring at intersections with accident off intersections (Gray et al., 2008; 

Xie et al., 2009; Zhu and Srinivasan, 2011). 
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OPM proved to be a good choice for modeling injury severity of accidents even when compared 

with other models such as the BOP, the OPM still performed as well (Xie et al., 2009). BOP and 

OPM produced similar results for large data size, where they recommended using BOP for smaller 

data sizes, as it can produce more reasonable parameter estimation and better prediction 

performance. On the contrary, when comparing OPM with HOP, the HOP was preferred over the 

OPM in terms of log-likelihoods (Lemp et al., 2011).  

Haleem and Abdel-Aty (2010) used OPM, PM and HL to analyze accident injury severity at 

intersections. The results indicated that the PM fits the data better than the OPM.  

3.6.3. Other modeling techniques 

CART were used by Council and Stewart (1996) and Chang and Wang (2006) to model injury 

severity of accident. The results presented by Chang and Wang (2006) indicated that CART can 

effectively handle multi-collinearity problems, and they could handle the outliers that exist in the 

data by isolating them into a node. 

However Chang and Wang (2006) indicated that one of the problems with applying the CART is 

that they do not provide confidence intervals for the risk factors (splitters) and predictions. Also, 

they have a difficulty in applying the sensitivity analysis which does not permit examining the 

marginal effects of the predictors on the response variable. In addition the CART models are 

unstable, the structure and the accuracy alter if different strategies are followed to create learning 

and test sets.  

BNs were used by Simoncic (2004) and de Oña et al. (2011) to model injury severity of accident. 

The work presented by Simoncic (2004) based the conclusion upon one single network, which was 

not validated using a test set. de Oña et al. (2011) built several BNs to model injury severity of 

accidents. These networks were compared to each others in terms of MPE, complexity, accuracy, 

sensitivity, specificity, ROC area, and HMSS. Each of the networks was validated using a test set.  

MLP and Fuzzy ARTMAP ANNs have been compared twice to analyze injury severity on road 

segment and on intersections (Abdelwahab and Abdel-Aty, 2001; Abdel-Aty and Abdelwahab, 

2004). Both studies indicated that MLP ANN performance is superior to Fuzzy ARTMAP ANN. 

Delen et al. (2006) also used MLP ANN to model injury severity on roadways. They used more 

injury levels and their results (in terms of accuracy) were worse than those of previous studies 

(Abdelwahab and Abdel-Aty, 2001; and Abdel-Aty and Abdelwahab, 2004).  

Abdelwahab and Abdel-Aty (2001) compared the performance of MLP ANN and fuzzy ARTMAP 

ANN with the performance of OLM. Their results indicated that the best in terms of accuracy was 

the MLP ANN followed by OLM, and finally by fuzzy ARTMAP. Thus, OLM was superior in 

performance with respect to certain types of ANNs. Abdel-Aty and Abdelwahab (2004) used MLP 

ANN, fuzzy ARTMAP and OPM. The results showed once again the superiority of MLP ANN over 

all the other techniques, however, this time OPM did not perform better than the fuzzy ARTMAP. 

4. Summary and conclusions 
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The review of several studies on models used in the modeling of traffic accidents injury severity 

indicates that each method has its advantages and disadvantages.  

Many modeling techniques have been in use to analyze the injury severity of accidents. The most 

used models are the logit and probit. However, in recent years, methods based on data mining 

techniques, as well as other models based on soft computing techniques, have appeared. 

Within the discrete outcome models, the most used are OPM, BLM and OLM. BLM are commonly 

used when the study uses a binary variable for severity. When the severity is ordered (killed, severe 

injury, slight injury, possible injury, or property damage only) OPM and OLM are commonly used.  

There is a large diversity in the number of accidents’ records and the number of variables used. 

However, no significant statistical difference was found between logit, probit and other models. The 

number of records and the number of variables are found to be mostly dependent upon the 

availability of data. 

Most of the studies use the KABCO scale or a modification. Based on the studies analyzed, the 

probit models use a higher number of injury levels (5) than the logit models (3 levels) or the rest of 

the models (2 levels). In this case, significant statistical differences were observed (p<0.05) between 

the probit models and the other types of models.  

The model fit results are satisfactory in most of the cases (e.g. global accuracy in the range of 0.41 

and 0.89; McFadden’s pseudo R-square values between 0.2 and 0.4), although some exceptional 

results can be observed (e.g. Chen and Jovanis (2000) obtained R
2
=0.95), while others were not so 

satisfactory (e.g. many studies with McFadden’s pseudo R-square below 0.2).  

Different factors affect the accuracy obtained by data mining and soft computing models, such as 

the balance of cases among the different categories that lie under the injury severity levels. If the 

number of observed cases classified among the different levels is not relatively different, this 

identifies a balanced dataset; and accuracy would improve since the classification will not be biased 

towards a specific injury severity level.  

In general, it is not possible to identify which is the best method to be used. Using a certain model 

might be suitable under certain circumstances, while not under others. Many examples are available 

in the literature (Lenuguerrand et. al., 2006; Xie et al., 2009). Probably this is one of the main 

reasons why, in recent years, the number of studies that analyze injury severity of traffic accidents 

has greatly increased. Documentation of characteristics and limitations of each modeling technique 

will help analysts to decide the best method to be used in each particular modeling problem. 
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Figure 1: Case-studies by type of model analyzed from 1996 to 2011 
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Figure 2: Case-studies according to the focus of the study 
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Table 1: Studies that analyze injury severity of traffic accidents using Logit Models 

Study Authors 

(publication year) 

Objectives of the study Model 

type 

No. 

records 

No. 

variables 

Area type Features Injury 

level 

No. 

injury 

levels 

Model fit test 

Shanker et al., 
1996 

analyze severity on rural highways HL 1505 21 Rural SEG KABCO 5 ρ² = 0.52 (Probably 
McFadden’s) 

Donelson et al., 
1999 

to predict fatality for occupants of light-duty trucks in single-
vehicle rollover crashes 

BLM 55000 11 mixed SEG K 1 Kendall's tau (τ) coefficient 
c statistic=[0.882-0.916] for all 
models , concordance ) = 

[88.4%-85.5%] for all models, 

discordance =[6.4%-9.8%]for all 
models, tied pair of a fatal 

crash=[4%-5.6%] for all models 

Krull et al., 2000 to explore the effect of rollover crashes for single vehicles BLM 59743 16 mixed SEG K+A, 

B+C+O 

2 ρ² = 0.147 (McFadden’s) 

Abdelwahab and 

Abdel-Aty, 2001 

to analyze the injury severity of crashes of two-vehicles that 

occurred at signalized intersections 

OLM 1168 14 n.a. INT A, C+B, O 3 accuracy =58.9% 

Dissanayake and 

Lu, 2002 

to analyze injury severity of young drivers for single  vehicles 

fixed objects crashes 

BLM 8382 16 mixed SEG KABCO 5 accuracy =89.2% 

Bédard et al., 
2002 

to determine  the independent contributions of driver, vehicle, and 
accidents characteristics on fatalities in single vehicles'  fixed 

objects crashes 

BLM 109837 12 n.a. n.a. K 1 n.a. 

Srinivasan, 2002 to model injury severity OMXL, 
OLM 

3492 6 mixed BOTH KACO 4 OMXL against OLM:  
χ² > χ²  critical (60.86>28.86 at 

0.05) for the observed data,  

χ² > χ²  critical (31.92>28.86 at 
0.05) for the predictive data  

Ouyang et al., 

2002 

to study the simultaneity of injury severity outcomes in two 

vehicles' crashes of car-truck combination 

BLM 2986 24 mixed BOTH A+K, 

O+C 

2 ρ²= 0.172 (Probably 

McFadden’s) 

Khattak and 
Rocha, 2003 

to study the influence of various vehicles platforms on rollover 
single vehicle crashes and driver injuries 

OLM 4552 5 n.a. n.a. AIS 7 ρ² = 0.1040 (McFadden’s) 

Dissanayake, 

2004 

to identify roadway, environmental, vehicle, and driver related 

characteristics affecting the injury severity for single vehicles' 

crashes by young and older drivers 

BLM n.a. 15 mixed SEG KABCO 5 n.a. 

Wang and 
Kockelman, 2005 

to study the effects of various vehicle, environmental, roadway, 
and occupant characteristics on the severity of injuries sustained 

by vehicle occupants in one and two vehicle crashes 

HKL n.a. 25 n.a. SEG KABCO 5 ρ² (McFadden’s) 
for one vehicle: HOP= 0.237, 

OP= 0.235  
for two vehicle: HOP= 0.257, 

OP= 0.251 

Lenuguerrand et 
al., 2006 

Classify severity of occupant  into dead or not dead for cars' 
accidents 

GEE, HL,  
BLM 

12030 9 n.a. INT K, not K 2 n.a. 

Awadzi et al., 

2008 

to model injury severity of younger and older drivers MNL n.a. 18 mixed BOTH KBO 3 n.a. 

Milton et. al., To study the variation that the influence of variables has on injury MXL 22568 26 mixed BOTH K+A, BO 2 ρ² = 0.1145 (Calculated 
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2008 severity the roadway segments McFadden’s) 

Malyshkina and 
Mannering, 2009 

Analysis of injury severity of accidents for two- vehicles or less  MNL 81172 16 mixed SEG KBO 3 p-value for χ²= 0.20-0.50 

Schneider et al., 

2009 

to assess driver injury severity resulting from single-vehicle 

crashes on rural two-lane highways in Texas 

MNL 10029 24 Rural SEG ABCO 4 ρ² (Probably McFadden’s) 

for small radius model:  

ρ²=0.258  
for medium radius model: 

ρ²=0.230  

for large radius model:  
ρ²=0.253 

Jung et al., 2010 to assess the effects of rainfall on the severity of single-vehicle 

crashes on Wisconsin interstate highways  

OLM, 

BLM  

255 30 n.a. n.a. K+A, 

B+C, O 

3 accuracy=88% for the KA, 

accuracy=68% for the B+C 

Haleem and 
Abdel-Aty, 2010 

To analyze crash injury severity at three- and four-legged un-
signalized intersections 

HL 2043 21 mixed INT K+A, B+ 
C+ O 

2 AIC= 34040 

Jin et al., 2010 To analyze the factors affecting right-angle crash injury severity 

on four-legged signalized intersections 

OLM 13218 7 n.a. INT KABCO 5 ρ² = 0.0542  

Daniels et al., 

2010 

to investigate which factors might explain the severity of crashes 

or injuries on roundabouts 

HL 1491 7 n.a. INT K+ A, K 2 χ² for K+A= 10.88 (DF=8, p-

value= 0.21),  

for K = 4.86 (DF= 6, p-value= 
0.56) 

Paleti et al., 2010 to capture the moderating effect of aggressive driving behavior 

while assessing the influence of a comprehensive set of variables 

on injury severity 

HKL 6950 15 n.a. n.a. KABCO 5 ρ² =0.1188 (Calculated 

McFadden’s) 

Quddus et al., 
2010 

to explore the relationship between the severity of road crashes 
and the level of traffic congestion using disaggregated crash 

records and a measure of traffic congestion while controlling for 
other contributory factors 

OLM, 
HM 

3998 17 n.a. SEG KAC 3 ρ² (McFadden’s) 
ρ² = 0.096 for the OLM 

ρ² = 0.099 for the HM 

Dupont et al., 

2010 

to predict the chances for occupants involved in traffic accidents 

to end among the survivors given that the accident was fatal and 

to examine the features of the road users or of the vehicles that 
are positively or negatively associated with survival chances risk 

factor 

BLM 1296 14 n.a. BOTH K 1 n.a. 

Peek-Asa et al., 
2010 

to identify driver and crash characteristics associated with 
increased odds of fatal or severe injury among urban and rural 

crashes 

BLM 87185 12 mixed BOTH KA 2 n.a. 

Kononen et al., 

2011 

to predict the probability that a crash-involved vehicle will 

contain one or more occupants with serious or incapacitating 
injuries 

BLM n.a. 7 n.a. n.a. A 1 sensitivity= 40% 

specificity= 98% 
ROC area= 0.84 

n.a.: not available data; KABCO (K=killed, A=incapacitating, B=non-incapacitating, C=possible injury, O=no injury); AIS (0=no injury, 1=minor, 2=moderate, 3=serious, 4=severe; 5=critical; 

6=unsurvivable); SEG=basic segment only, INT=intersection only, BOTH=intersection + segments 
Probably McFadden’s: ρ² value was given in the study, and was found to apply to McFadden’s formula; Calculated McFadden’s: ρ² value was not given, but was calculated using log-likelihoods given in 

the study 
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Table 2: Studies that analyze injury severity of traffic accidents using Probit Models 

Study Authors 

(publication year) 

Objectives of the study Model 

type 

No. 

records 

No. 

variables 

Area type Features Injury 

level 

No. 

injury 

levels 

Model fit test 

Renksi et al. 
1999 

to analyze effect of speed limit on occupant injury in single 
vehicles crashes. Excluding pedestrian, bicyclists, or 

motorcycles’' crashes 

OPM 2729 7 mixed SEG KABCO 5 ρ² = 0.116 (Probably 
McFadden’s) 

Khattak, 2001 to analyze the effect of information and vehicle technology on 
injury severity in rear end crashes in two and three vehicles 

crashes 

OPM 3912 36 mixed SEG KABCO  5 ρ² (McFadden’s) 
ρ²= 0.0319, 0.0671, 0.0660 for 

drivers 1, 2, 3 respectively 

Kockelman and 

Kweon, 2002 

to analyze the injury severity of all crashes, two vehicles crashes, 

single vehicle' crashes 

OPM n.a. 13 n.a. n.a. KACO 4 ρ²= (0.0451-0.0868) 

 (McFadden’s) 

Khattak et al., 

2002 

to isolate factors that contribute to injuries to older drivers 

involved in crashes 

OPM 17045 16 mixed BOTH KABC 4 ρ²= 0.057 (Probably  

McFadden’s) 

Abdel-Aty and 

Abdelwahab, 
2004 

to investigate the viability and potential benefits of using the 

ANN in predicting driver injury severity conditioned on the 
premise that a crash has occurred 

OPM 7891 12 mixed SEG K+A, 

BCO 

2 accuracy=61.7%  

Abdel-Aty and 

Keller, 2005 

to analyze crashes' injury severity on signalized intersections, 

where the ordial probit model was used to find the expected 
injury severity level  

OPM 21371 34 n.a. INT KABCO 5 ρ²= 0.24 (Calculated 

McFadden’s) 

Oh, 2006 to establish a statistical relationship correlating crash severity 

with weather, traffic maneuvers, and specific roadway geometrics 

at four-legged signalized intersections in rural areas. Four models 
were built: single vehicle, two vehicles, three or more vehicles, 

multiple vehicles 

OPM 449 16 Rural INT KACO 4 ρ²= 0.176 for all crashes model 

ρ²= 0.480 for 3 or more vehicles 

ρ²= 0.197 for 2 vehicles 
ρ²=0.378 for single vehicle 

Gårder, 2006 to analyze the statistical association between head-on crash 
severity and potential causal factors 

OPM 3136 7 Rural SEG KABCO  5 n.a. 

Gray et al., 2008 to study accidents for young male drivers  OPM 622431 13 mixed BOTH KACO 4 LL =-33665.05 for London 

model  
LL =-267706.85 for UK 

Xie et al., 2009 analyze the relationship between accident injury severity and 

factors such as driver´s characteristics, vehicle type, and roadway 
conditions 

OPM, 

BOP 

76994 14 n.a. INT KABCO 5 accuracy  

for BOP for small data size= 
[55%-68%],  
for OP for small data size= 

[58%-68%],  

for BOP for predicted rest of the 
data= [61.8%-65.4%],  

for OP for predicted rest of the 

data =[59.9%-62.9%] 

Wang et al., 2009 to identify factors contributing to injury severity at freeway 

diverge areas and to evaluate impacts of the factors 

OPM 10946 17 n.a. INT KABCO 5 ρ² = 0.0273  
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Haleem and 

Abdel-Aty, 2010 

To analyze crash injury severity at three- and four-legged un-

signalized intersections 

OPM, PM 2043 21 mixed INT for the 

OPM: 
KABCO  

for the 

PM: K+A, 
BCO 

5, 2 AIC= 17091 (OPM + 3-legged) 

AIC= 9423 (OPM + 4-legged) 
AIC= 3804 (PM + 3-legged) 

AIC= 2100 (PM + 4-legged) 

Lemp et al., 2011 to study the impact of vehicle, occupant, driver, and 

environmental characteristics on injury outcomes for those 
involved in crashes with heavy-duty trucks 

OPM, 

HOP 

1849 27 mixed n.a. KABCO 5 LL  

for OPM= -1993 
for HOP= -1896 

Zhu and 

Srinivasan, 2011 

to analyze the empirical factors affecting injury severity of large-

truck. Two measures of severity were used: PAR= determined 

from police accident reports, RES= determined by researchers  

OPM 953 28 mixed BOTH KA, B+C 2 ρ²  

for PAR model= 0.1780 

for RES model= 0.1827 

n.a.: not available data; KABCO (K=killed, A=incapacitating, B=non-incapacitating, C=possible injury, O=no injury); SEG=basic segment only, INT=intersection only, BOTH=intersection + segments 

Probably McFadden’s: ρ² value was given in the study, and was found to apply to McFadden’s formula; Calculated McFadden’s: ρ² value was not given, but was calculated using log-likelihoods given in 
the study 
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Table 3: Studies that analyze injury severity of traffic accidents using other techniques 

Study Authors 

(publication year) 

Objectives of the study Model 

type 

No. 

records 

No. 

variables 

Area type Features Injury 

level 

No. 

injury 

levels 

Model fit test 

TREES 

Council and 

Stewart, 1996 

analyze severity of accident of single vehicles with fixed objects 

(for occupants) 

CART n.a. 7 mixed BOTH KBO 3 n.a. 

Chen and 

Jovanis, 2000 

to identify significant variables that contribute to the occurrence 

of a specific injury severity for bus drivers 

CHAID  408 24 Rural BOTH KB 2 n.a. 

Chang and Wang, 

2006 

To model the injury severity of an individual involved in a traffic 

accident 

CART 26831 14 mixed BOTH KBO 3 accuracy 

for fatal (0%),  

for injury (94%),  
for no injury (68%) 

BAYESIAN NETWORKS 

Simoncic, 2004 to model two car accident injury severity BN 17558 12 mixed n.a. K+A, 

other  

2 n.a. 

de Oña et al., 
2011 

to classify crashes according to their injury severity BN 1536 18 Rural SEG K+A, C 2 accuracy= 60% 
sensitivity= 73% 

specificity= 45% 

ROC area= 61% 

NEURAL NETWORKS 

Abdelwahab and 

Abdel-Aty, 2001 

to analyze the injury severity of crashes of two-vehicles that 

occurred at signalized intersections 

MLP, 

Fuzzy 
ARTMAP  

1168 14 n.a. INT A, B+C, O 3 accuracy =65.6% 

Abdel-Aty and 

Abdelwahab, 

2004 

to investigate the viability and potential benefits of using the 

ANN in predicting driver injury severity conditioned on the 

premise that a crash has occurred 

MLP, 

Fuzzy 

ARTMAP  

7891 12 mixed SEG K+A, 

BCO 

2 accuracy  

for MLP= 73.5%  

for fuzzy ARTMAP 40.6%  

Delen et. al., 

2006 

To model the potentially non-linear relationships between the 

injury severity levels and accident-related factors  

MLP 30358 13 n.a. n.a. KABCO 5 accuracy= 40.73% 

LINEAR GENETIC PROGRAMMING 

Das and Abdel-
Aty, 2010 

To understand the relationship of geometric and environmental 
factors with injury related crashes as well as with severe crashes 

LGP 104952 58 mixed BOTH B+O, A+C 2 accuracy= 60.4% 

OTHERS 

Chen and 

Jovanis, 2000 

to identify significant variables that contribute to the occurrence 

of a specific injury severity for bus drivers 

LLM 408 24 Rural BOTH KB 2 R²= 0.95 

n.a.: not available data; KABCO (K=killed, A=incapacitating, B=non-incapacitating, C=possible injury, O=no injury); SEG=basic segment only, INT=intersection only, BOTH=intersection + segments 
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Table 4. Maximum, minimum and median for number of accident records, number of variables and 

number of injury levels 

 No. of accident 

records 

No. of 

Variables 

No. of Injury 

Levels 

All studies 

Max 81,172 36 7 

Min 255 5 1 

Median 3,955 15 3 

Logit studies 

Max 81,172 30 7 

Min 255 5 1 

Median 4,552 15 3 a 

Probit studies 

Max 76,994 36 5 

Min 449 7 2 

Median 3,136 16 5 b 

Other studies 

Max 30,358 24 5 

Min 408 7 2 

Median 4,713 14 2 a 
a, b: denotes differences statistically significant (p < 0.05), based on Mann-Whitney U test 
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Table 5: Frequency of usage of each model 

 Family of models Model Frequency 

Discrete 

Model 

Logit Models 

BLM 

OLM 

HL 

MNL 

HKL 

MXL 

GEE 

OMXL 

11 

6 

4 

3 

2 

1 

1 

1 

Probit Models 

OPM 

BOP 

HOP 

PM 

14 

1 

1 

1 

Other 

Models 

Decision Trees 
CART 

CHAID 

2 

1 

Bayesian Networks BN 2 

Artificial Neural Networks 
MLP 

Fuzzy ARTMAP 

3 

2 

Evolutionary algorithms LGP 1 

Log-linear models LLM 1 
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2. Analysis of traffic accident injury severity on Spanish rural highways using 

Bayesian networks  

Juan de Oña, Randa Oqab Mujalli, Francisco J. Calvo. Analysis of traffic accident injury 

severity on Spanish rural highways using Bayesian networks. Published in Accident 

Analysis and Prevention, Volume 43, Issue 1, January 2011, Pages 402-411. 

 

This paper illustrates the potential of using Bayesian Networks (BNs) to classify traffic 

accidents according to their injury severity. In which an analysis of 1536 accidents on rural 

highways in Spain, where 18 variables representing the aforementioned contributing factors 

were used to build 3 different BNs that classified the severity of accidents into two classes 

slightly injured (SI) and killed or severely injured (KSI).  

First, a combination of the Hillclimbing search algorithm with each of the following 

metrics:  BDeu, MDL and AIC was made in order to build the Bayesian networks. 

Three different Bayesian networks were built and the corresponding performance 

evaluation indicators (accuracy, sensitivity, specificity, HMSS and ROC area) were 

calculated for each of the Bayesian networks built. Also, the complexity was calculated 

based on the number of arcs that exists in the graph of the Bayesian network structure. 

Thus, the results obtained by these Bayesian networks in terms of the aforementioned 

performance measures were close. In order to better distinguish the Bayesian network with 

the best performance, the most probable explanation was calculated for each of them. 

The results indicated that the Hillclimbing with the MDL score metric represent relatively 

the best performance, and hence the Bayesian network built using this combination was 

used for further analysis. 

In order to find out which are the significant variables that are related to the occurrence of a 

killed or severe injury in a traffic accident, an inference for the Bayesian network was done. 

The results of this inference indicated that the following variables are the most significant: 

accident type, driver age, lighting and number of injuries.  
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a b s t r a c t

Several different factors contribute to injury severity in traffic accidents, such as driver characteristics,
highway characteristics, vehicle characteristics, accidents characteristics, and atmospheric factors. This
paper shows the possibility of using Bayesian Networks (BNs) to classify traffic accidents according to
their injury severity. BNs are capable of making predictions without the need for pre assumptions and
are used to make graphic representations of complex systems with interrelated components. This paper
presents an analysis of 1536 accidents on rural highways in Spain, where 18 variables representing the
aforementioned contributing factors were used to build 3 different BNs that classified the severity of
accidents into slightly injured and killed or severely injured. The variables that best identify the factors
that are associated with a killed or seriously injured accident (accident type, driver age, lighting and
number of injuries) were identified by inference.

© 2010 Elsevier Ltd. All rights reserved.

1. Introduction

The number of traffic accidents and their effects, mainly human
fatalities and injuries, justify the importance of analyzing the fac-
tors that contribute to their occurrence. Identifying the factors
that significantly influence the injury severity of traffic accidents
was the main objective of many previous studies. Factors affect-
ing injury severity of a traffic accident are usually caused by one or
more of the following factors: driver characteristics, highway char-
acteristics, vehicle characteristics, accidents characteristics and
atmospheric factors (Kopelias et al., 2007; Chang and Wang, 2006).

Regression analysis has been widely used to determine the con-
tributing factors that cause a specific injury severity. The most
commonly used regression models in traffic injury analysis are
the logistic regression model and the ordered Probit model (Al-
Ghamdi, 2002; Milton et al., 2008; Bédard et al., 2002; Yau et
al., 2006; Yamamoto and Shankar, 2004; Kockelman and Kweon,
2002). However, most of the regression models that are used to
model traffic injury severity have their own model assumptions
and pre-defined underlying relationships between dependent and
independent variables (i.e. linear relations between the variables)
(Chang and Wang, 2006). If these assumptions are violated, the
model could lead to erroneous estimations of the likelihood of
severe injury.

∗ Corresponding author. Tel.: +34 958 24 99 79.
E-mail address: jdona@ugr.es (J. de Oña).

1 These authors have contributed equally to this work.

Gregoriades (2007) highlighted the interest of using Bayesian
Networks (BNs) to model traffic accidents and discussed the need
to not consider traffic accidents as a deterministic assessment prob-
lem. Instead, researchers should model the uncertainties involved
in the factors that can lead to road accidents. He listed a number of
candidate approaches for modeling uncertainty, such as, Bayesian
probability.

BNs make it easy to describe accidents that involve many inter-
dependent variables. The relationship and structure of the variables
can be studied and trained from accident data. They do not need to
know any pre-defined relationships between dependent and inde-
pendent variables.

The three main advantages of BNs are bi-directional induction,
incorporation of missing variables and probabilistic inference. By
using BNs, it is relatively easy to discover the underlying patterns
of data, to investigate the relationships between variables and to
make predictions using these relationships. Incident data used in
a study by Ozbay and Noyan (2006) were collected from incident
clearance survey forms to understand incident clearance character-
istics and then used to develop incident duration prediction models.
The researchers modeled the incidents’ clearance durations using
BNs and were able to represent the stochastic nature of incidents.

Using BNs to analyze traffic accident injury severity is scarce.
A two car accident injury severity model was constructed using
BNs (Simoncic, 2004). A BN was built using several variables, and
the Most Probable Explanation (MPE) was calculated for the most
probable configuration of values for all the variables in the BN, in
order to serve as an indication of the quality of the estimated BN.
The results pointed out that BNs could be applied in road accident

0001-4575/$ – see front matter © 2010 Elsevier Ltd. All rights reserved.
doi:10.1016/j.aap.2010.09.010
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modeling, and some improvements, such as using more variables
and larger datasets, were recommended. Although this study high-
lighted the possibility of using BNs to model traffic accidents, the
results were based on building only one possible network, without
measuring the performance of the Bayesian classifier.

The scope of this paper is to validate the possibility of using BNs
to classify traffic accidents according to their injury severity, and to
find out the best BN classification performance along with the best
graphical representation, in order to be capable of identifying the
relevant variables that affect the injury severity of traffic accidents.

This paper is organized as follows. Section 2 presents the data
used and briefly reviews the concept of BNs and Bayesian learn-
ing. The methods used for preprocessing and evaluating the data
are also presented; finally a brief description of inference is pre-
sented. In Section 3, the results and their discussion are presented.
In Section 4, summary and conclusions are given.

2. Materials and methods

2.1. Accident data

Accident data were obtained from the Spanish General Traffic
Directorate (DGT) for rural highways for the province of Granada
(South of Spain) for three years (2003–2005). The total number of
accidents obtained for this period was 3302. The data were first
checked out for questionable data, and those which were found to
be unrealistic were screened out. Only rural highways were consid-
ered in this study; data related to intersections were not included,
since intersections have their own specific characteristics and need
to be analyzed separately. Finally, the database used to conduct the
study contained 1536 records. Table 1 provides information on the
data used for this study.

Eighteen variables were used with the class variable of injury
severity (SEV) in an attempt to identify the important patterns of
an accident that usually require an explanation.

The data included variables describing the conditions that con-
tributed to the accident and injury severity.

• Injury severity variables: number of injuries (e.g., passengers,
drivers and pedestrians), severity level of injuries (e.g., fatal,
severe, slight). Following previous studies (Chang and Wang,
2006; Milton et al., 2008) the injury severity of an accident is
determined according to the level of injury to the worst injured
occupant.

• Roadway information: characteristics of the roadway on which
the accidents occurred (e.g., grade, pavement width, lane width,
shoulder type, pavement markings, sight distance, if the shoulder
was paved or not, etc.).

• Weather information: weather conditions when the accident
occurred (e.g., good weather, rain, fog, snow and windy).

• Accident information: contributing circumstances (e.g., type of
accident, time of accident (hour, day, month and year), and vehi-
cles involved in the accident).

• Driver data: characteristics of the driver, such as age or gender.

2.2. BN definition

Over the last decade, BNs have become a popular representa-
tion for encoding uncertain expert knowledge in expert systems.
The field of BNs has grown enormously, with theoretical and com-
putational developments in many areas (Mittal et al., 2007) such
as: modeling knowledge in bioinformatics, medicine, document
classification, information retrieval, image processing, data fusion,
decision support systems, engineering, gaming, and law.

Let U = {x1, . . ., xn}, n ≥ 1 be a set of variables. A BN over a set
of variables U is a network structure, which is a Directed Acyclic
Graph (DAG) over U and a set of probability tables Bp = {p(xi|pa(xi),
xi ∈ U)} where pa(xi) is the set of parents or antecedents of xi in BN
and i = 1, 2, 3, . . ., n. A BN represents joint probability distributions
P(U) = ∏

xi ∈ Up(xi|pa(xi)).

The classification task consists in classifying a variable y = x0
called the class variable, given a set of variables U = x1, . . ., xn, called
attribute variables. A classifier h: U → y is a function that maps an
instance of U to a value of y. The classifier is learned from a dataset
D consisting of samples over (U, y). The learning task consists of
finding an appropriate BN given a data set D over U.

BNs are graphical models of interactions among a set of vari-
ables, where the variables are represented as nodes (also known
as vertices) of a graph and the interactions (direct dependences)
as directed links (also known as arcs and edges) between the
nodes. Any pair of unconnected/nonadjacent nodes of such a graph
indicates (conditional) independence between the variables rep-
resented by these nodes under particular circumstances that can
easily be read from the graph. Each node contains the states of the
random variable and it represents a conditional probability table.
The conditional probability table of a node contains the probabil-
ities of the node being in a specific state, given the states of its
parents.

Fig. 1 shows that the dependencies and independencies among
the factors that affect the time of journey (the class variable) are
represented in the form of direct edges (arrows) between factors
that are represented as nodes. For example, the variable (vehi-
cle type) is a parent (antecedent) of the two variables (cost and
velocity) called children or descendents. Any knowledge (evidence)
about the parent variable affects the probabilities of occurrence of
the children or descendent variables.

It should be noticed that the edges in a BN are not necessarily
causal. That is, a BN can satisfy the probability distribution of the
variables in the BN without the edges being causal (Neapolitan,
2009). Thus, the edges between variables in a non-causal BN could
imply a sort of interrelationship(s) among these variables.

2.3. BN learning and the scoring metrics used

When there are masses of data available and it is necessary to
interpret them and to provide a model for predicting the behavior
of unobserved cases, the learning of both structure and parame-
ters is used (Cooper and Herskovits, 1992). There are two main
approaches to structure learning in BNs:

• Constraint based: Perform tests of conditional independence on
the data, and search for a network that is consistent with the
observed dependencies and independencies.

• Score based: Define a score that evaluates how well the depen-
dencies or independencies in a structure match the data and
search for a structure that maximizes the score.

The advantage of score-based methods over the constraint-
based methods is that they are less sensitive to errors in individual
tests; compromises can be made between the extent to which vari-
ables are dependent in the data and the cost of adding the edge.
Because of the aforementioned advantages, the score based method
is followed in this study.

Weka software (Witten and Frank, 2005) was used in this study
to build the BN. This software is freely available, it is implemented
in Java language, it contains a collection of data processing and
modeling techniques and it contains a graphical user interface. The
BNs built here used all the nineteen variables of the 1536 records.
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Table 1
Variables, values and actual classification by severity.

Variables Values SEV* Total

SI KSI

ACT: accident type AS: angle or side collision 381 61.45% 239 38.55% 620
CF: fixed objects 99 52.94% 88 47.06% 187
HO: head on 84 40.58% 123 59.42% 207
O: other 75 59.06% 52 40.94% 127
PU: pile up 33 78.57% 9 21.43% 42
R: rollover 163 49.39% 167 50.61% 330
SP: straight path 17 73.91% 6 26.09% 23

AGE: age [18–25] 225 50.34% 222 49.66% 447
(25–64] 586 57.73% 429 42.27% 1015
>64 41 55.41% 33 44.59% 74

ATF: atmospheric factors GW: good weather 730 54.23% 616 45.77% 1346
HR: heavy rain 23 71.88% 9 28.13% 32
LR: light rain 84 61.76% 52 38.24% 136
O: other 15 68.18% 7 31.81% 22

CAU: cause DC: driver characteristics 791 54.93% 649 45.07% 1440
OF: other factors 50 66.67% 25 33.33% 75
RC: road characteristics 3 75.00% 1 25.00% 4
VC: vehicle characteristics 8 47.06% 9 52.94% 17

DAY: day BW: beginning of week 123 60.29% 81 39.71% 204
EW: end of week 132 57.14% 99 42.86% 231
F: festive 29 61.70% 18 38.30% 47
WD: week day 325 55.65% 259 44.35% 584
WE: week end 243 51.70% 227 48.30% 470

GEN: gender F: female 148 63.79% 84 36.21% 232
M: male 704 53.99% 600 46.01% 1304

LAW: lane width THI: thin: <3.25 m 19 67.86% 9 32.14% 28
MED: medium: 3.25 m ≤ L ≤ 3.75 m 176 51.16% 168 48.84% 344
WID: wide: >3.75 m 657 56.44% 507 43.56% 1164

LIG: lighting D: dusk 52 61.18% 33 38.82% 85
DL: daylight 573 58.65% 404 41.35% 977
I: insufficient 27 54.00% 23 46.00% 50
S: sufficient 36 59.02% 25 40.98% 61
W: without lighting 164 45.18% 199 54.82% 363

MON: month AUT: autumn 218 54.23% 184 45.77% 402
SPR: spring 206 59.03% 143 40.97% 349
SUM: summer 246 56.55% 189 43.45% 435
WIN: winter 182 52.00% 168 48.00% 350

NOI: number of injuries 1 539 49.95% 540 50.05% 1079
>1 313 68.49% 144 31.51% 457

OI: occupants involved 1 229 51.58% 215 48.42% 444
2 374 55.99% 294 44.01% 668
>2 249 58.73% 175 41.27% 424

PAS: paved shoulder Missing values 66 51.56% 62 48.44% 128
N: no 253 57.11% 190 42.89% 443
Y: yes 533 55.23% 432 44.77% 965

PAW: pavement width THI: thin: <6 m 95 53.98% 81 46.02% 176
MED: medium: 6 m ≤ law ≤ 7 m 209 54.29% 176 45.71% 385
WID: wide: >7 m 548 56.21% 427 43.79% 975

ROM: pavement markings DME: does not exist or was deleted 60 58.25% 43 41.75% 103
DMR: define margins of roadway 60 57.69% 44 42.31% 104
SLD: separate lanes and defined road margins 714 55.26% 578 44.74% 1292
SLO: separate lanes only 18 48.65% 19 51.35% 37

SHT: Shoulder type NOS: does not exist 311 55.24% 252 44.76% 563
THI: thin: <1.5 m 402 54.47% 336 45.53% 738
MED: medium: 1.5 m ≤ sht <2.50 m 133 58.85% 93 41.15% 226
WID: wide ≥2.50 m 6 66.67% 3 33.33% 9

SID: sight distance A: atmospheric 26 81.25% 6 18.75% 32
B: building 10 55.56% 8 44.44% 18
O: other 6 66.67% 3 33.34% 9
T: topological 187 55.49% 150 44.51% 337
V: vegetation 6 54.55% 5 45.45% 11
WR: without restriction 617 54.65% 512 45.35% 1129

TIM: time [0–6] 99 46.26% 115 53.74% 214
(6–12] 236 57.99% 171 42.01% 407
(12–18] 314 57.72% 230 42.28% 544
(18–24) 203 54.72% 168 45.28% 371

VI: vehicles involved 1 316 52.06% 291 47.94% 607
2 468 56.73% 357 43.27% 825
>2 68 65.38% 36 34.62% 104

Total 852 55.47% 684 44.53% 1536
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Vehicle 
type

Cost
high low

Bus 0.33 0.66
Car 0.75 0.25

Road 
type

Vehicle 
type

Velocity
high low

Urban Bus 0.46 0.54
Urban Car 0.80 0.20
Rural Bus 0.44 0.56
Rural Car 0.90 0.10

Vehicle type
Bus Car
0.55 0.45

Road type
Urban Rural
0.60 0.40

Distance Velocity

Time of 
journey

< 1 
hour

≥ 1 
hour

long high 0.50 0.50
long low 0.35 0.65

moderate high 0.65 0.35
moderate low 0.45 0.55

short high 0.75 0.25
short low 0.60 0.40

Road 
type

Distance
long moderate short

Urban 0.25 0.37 0.38
Rural 0.60 0.15 0.05

Time of 
journey

Vehicle
Type

Road 
Type

Cost

Velocity

Distance

Fig. 1. An example of a BN with the corresponding CPTs for each node.

In order to build BN structures; BDe Score metric, Minimum
Description Length (MDL) and the Akaike Information Criterion
(AIC) score functions were run, based on the hill climbing algorithm.

Let ri (1 ≤ i ≤ n) be the cardinality of xi, qi is used to denote the
cardinality of the parent set of xi in BN, that is, the number of dif-
ferent values to which the parents of xi can be instantiated. So, qi
can be calculated as the product of cardinalities of nodes in pa(xi),
qi =

∏
xj ∈ pa(xi)

rj . Note pa(xi) = � implies qi = 1.

Nij(1 ≤ i≤ n, 1 ≤ j ≤ qi) denotes the number of records in D for
which pa(xi) takes its jth value. Nijk(1 ≤ i≤ n, 1 ≤ j≤ qi, 1 ≤ k ≤ri)
denotes the number of records in D for which pa(xi) takes its jth
value and for which xi takes its kth value. So, Nij =

∑ri
k=1Nijk. N

denotes the number of records in D.
Let the entropy metric H (BN,D) of a network structure and

database be defined as:

H(BN, D) = −N

n∑

i=1

qi∑

j=1

ri∑

k=1

Nijk
N log

Nijk
Nij

(1)

and the number of parameters K as:

K =
n∑

i=1

(ri − 1) · qi (2)

The AIC metric QAIC(BN, D) of a Bayesian network structure for a
database D is:

QAIC (BN, D) = H(BN, D) + K (3)

A term P(BN) can be added representing prior information over
network structures, but will be ignored for simplicity in the Weka
implementation (Bouckaert, 1995).

The MDL metric QMDL(BN, D) of a Bayesian network structure BN
for a database D is defined as:

QMDL(BN, D) = H(BN, D) + K

2
log N (4)

The BDe metric QBDe(BN, D) of a BN structure for a database D is:

QBDe(BN, D) = P(BN)
n∏

i=0

qi∏

j=1

� (1/qi)
� ((1/qi) + Nij)

ri∏

k=1

� ((1/ri) · qi + Nijk)
� ((1/ri) · qi)

(5)

where P(BN) is the prior on the network structure (taken to be
constant hence ignored in the Weka implementation) (Bouckaert,
1995) and � ( − ) the gamma-function.

Using hill climbing algorithm, the states of search space are pos-
sible models. Operations are the insertion, deletion and reverse of
an edge in the network to modify a model. The hill climbing search
algorithm was applied in this study mainly because it is fast and
widely used, and also produces good results in terms of network
complexity and accuracy (Madden, 2009).

2.4. BN data preprocessing

The variables obtained from the DGT were further refined and
categorized into distinct values in order to be able to work with
them. Other variables were merged or abstracted on the basis of
procedures followed in previous studies (Simoncic, 2004; Helai
et al., 2008), where the class variable was injury severity (slight
injured –SI– and killed or seriously injured –KSI), and the severity
was considered for the most severe case in the accident (Chang and
Wang, 2006; Simoncic, 2004).

The only preprocessing filter used on this dataset was the unsu-
pervised variable filter for replacing missing values. This filter
replaces the missing values with the modes and means from the
training data. The cross validation method was used to split the
data into ten equal folds (or subsets), the BN was built on the fold
(called training set) and the analysis was validated on the other
subset (called the validation set or testing set). Multiple repetitions
or trials (10 times) of cross validation are used to reduce variability,
and the validation results are averaged over the trials.
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2.5. BN evaluation indicators

Five indicators are used in this study to compare the BNs built
(see Eqs. (6–9)): accuracy, sensitivity, specificity, HMSS, and ROC
area were calculated for each BN.

Accuracy = tSI + tKSI

tSI + tKSI + fSI + fKSI
100% (6)

Sensitivity = tSI

tSI + fKSI
100% (7)

Specificity = tKSI

tKSI + fSI
100% (8)

HMSS = 2 × Sensitivity × Specificity
Sensitivity + Specificity

(9)

where tSI is true slight injured cases, tKSI true killed or seriously
injured cases, fSI false slight injured cases, and fKSI false killed or
seriously injured cases.

Accuracy (see Eq. (6)) is proportion of instances that were cor-
rectly classified by the classifier. Accuracy only gives information
on the classifier’s general performance.

Sensitivity represents the proportion of correctly predicted
slight injured among all the observed slight injured. Specificity
represents the proportion of correctly predicted killed or seriously
injured among all the observed killed or seriously injured (see Eqs.
(7–8)). Another measure used to assess the performance of the BN
built was the Harmonic Mean of Sensitivity and Specificity (HMSS),
which gives an equal weight of both sensitivity and specificity (see
Eq. (9)).

Another indicator is the Receiver Operating Characteristic Curve
(ROC) Area. What ROC curves represent is the true positive rate
(sensitivity) vs. the false positive rate (1 − specificity). ROC curves
are more useful as descriptors of overall test performance, reflected
by the area under the curve, with a maximum of 1.00 describing a
perfect test and an ROC area of 0.50 describing a valueless test.

Other measures used in the literature to evaluate the per-
formance of BNs specifically include both the Most Probable
Explanation (MPE) (Simoncic, 2004) and the complexity or the total
number of BN arcs (Cruz-Ramírez et al., 2007). MPE is a technique
that is developed for generating explanation in BNs, in which the
configuration with the maximum posterior probability is calculated
(Pearl, 2004).

For the analysis of traffic accident injury severity and to deter-
mine the optimal BN, the measures described above will be
calculated first: accuracy, sensitivity, specificity, ROC area, the MPE
and the complexity of the built BNs. Later, the best BN found in
terms of these measures will be used for inference.

2.6. BN inference

Inference in BNs consists of computing the conditional probabil-
ity of some variables, given that other variables are set to evidence.
Inference may be done for a specific state or value of a variable,
given evidence on the state of other variable(s). Thus, using the
conditional probability table for the BN built, their values can be
easily inferred. Fig. 1 shows an example of a conditional probabil-
ity table, where it could be seen that given evidence for the distance
to be “short” and the velocity to be “high”, the probability that the
time of journey will be less than 1 h is 0.75. Thus, other inferences
could be extracted using this figure, where the example presented
here is used to explain how inference in BNs works.

In this paper, inference is used to determine the most significant
variables that are associated with KSI in traffic accidents.

3. Results and discussion

Table 2 shows the results obtained from building BNs using the
hill climbing search method and three different score metrics (BDe,
MDL and AIC) using both the training and the test set to validate
the results. From the original dataset, 2/3 of the data was held for
training the BNs and the other 1/3 was used for testing them.

Ten different schemes of training/testing datasets were used to
analyze the effect of swapping training and test datasets. Table 2
shows the average and the standard deviation of each one of the
indicators for the score metrics used.

It can be seen that both the training and the test results are very
similar. The accuracies performed in this study did not vary sig-
nificantly; the highest accuracy was for the BDe score (61%). Abdel
Wahab and Abdel-Aty (2001) used some data mining techniques to
model injury severity in traffic accidents. They obtained accuracies
of 60.4% and 65.6% for training and testing sets respectively when
using an MLP neural network, 56.2% when using fuzzy ARTMAP
neural network and 58.1% when using O-ARTMAP. Thus, the results

Fig. 2. The ROC curves for the three score methods and one dataset. (a) The ROC
curve for the BDe score, ROC area is 0.62. (b) The ROC curve for the MDL score, ROC
area is 0.61. (c) The ROC curve for the AIC score, the ROC area is 0.59.
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Table 2
Accuracy, sensitivity, specificity, HMSS and ROC Area for BDe, MDL and AIC score metrics (training and test sets).

Score metric BDe MDL AIC

Dataset Training Test Training Test Training Test
Indicator Average ± s.d.a Average ± s.d.a Average ± s.d.a Average ± s.d.a Average ± s.d.a Average ± s.d.a

Accuracy 0.61 ± 0.01 0.57 ± 0.02 0.60 ± 0.01 0.59 ± 0.02 0.58 ± 0.01 0.58 ± 0.03
Sensitivity 0.74 ± 0.02 0.65 ± 0.04 0.73 ± 0.02 0.65 ± 0.03 0.66 ± 0.02 0.63 ± 0.04
Specificity 0.44 ± 0.03 0.49 ± 0.05 0.45 ± 0.03 0.53 ± 0.05 0.47 ± 0.03 0.53 ± 0.04
HMSS 0.55 ± 0.02 0.56 ± 0.03 0.56 ± 0.02 0.58 ± 0.03 0.55 ± 0.02 0.58 ± 0.02
ROC area 0.62 ± 0.04 0.58 ± 0.02 0.61 ± 0.02 0.62 ± 0.02 0.58 ± 0.02 0.61 ± 0.03

a s.d.: standard deviation.

Fig. 3. The arcs as obtained by applying the three score metrics.
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Fig. 4. BN structure for the MDL score.

obtained in this paper were within the range of accuracies found
by Abdel Wahab and Abdel-Aty (2001).

Also, the highest sensitivity was for BDe score; where 74% of
the cases observed to be slight were also predicted to be slight.
Although the BDe was capable of classifying 74% of the slight injured
correctly, its specificity results indicated that its ability to classify
killed or seriously injured were relatively poor. None of the score
metrics achieved good results regarding the classification of killed
or seriously injured (specificity); the best was for MDL and AIC
scores, and test dataset with 53% of correctly classified killed or
seriously injured.

The results of sensitivity for all the score metrics were relatively
better than those of specificity, thus indicating that the models
were able to classify slight injured rather than killed or seriously
injured. This, however, was expected, since the original dataset
contained more slight injuries.

HMSS could be used as a single measure of performance of the
BN instead of using sensitivity and specificity separately. The results
indicated that the best HMSS was achieved by using MDL and AIC
scores (58%).

Fig. 2 shows the ROC curves for the BNs built using the three
score methods, where the X-axis represents (1 − specificity) and
the Y-axis represents the sensitivity.

The best ROC area obtained by BDe and MDL scores was 62%.
Table 2 suggests that the three score metrics were valid and

equally effective on average.
Following Simoncic (2004), the most convenient way to ana-

lyze the graphical performance of the three metrics is to calculate
the Most Probable Explanation (MPE) for the training dataset and
compare it with the results obtained from the test dataset. The
training/testing dataset that showed the best results for the pre-
vious indicators was used for this purpose.

MPE is given by the most probable configuration of values
for all variables in the BN. For the three estimated structures,
the MPE is given by the following values for variables (see
Table 1):

ACT = AS; AGE = (25–64]; ATF = GW; CAU = DC; DAY = WD;
GEN = M; LAW = WID; LIG = DL; MON = SUM; NOI = 1; OI = 2;
PAS = Y; PAW = WID; ROM = SLD; SEV = SI; SHT = THI; SID = WR;
TIM =(12–18]; VI = 2
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Table 3
MPE for the three score metrics.

Score metric MPE formulas MPE MPEtest

BDe

P(ACT = AS)·P(AGE = (25–64]|SEV = SI)·P(ATF = GW|SEV = SI,SID = WR)·

0.00088 0.00081

P(CAU = DC|SEV = SI)·P(DAY = WD|SEV = SI)·P(GEN = M|SEV = SI)·
P(LAW = WID|SEV = SI)·P(LIG = DL|SEV = SI)·P(MON = SUM|SEV = SI,ATF = GW)·
P(NOI = 1|VI = 2)·P(OI = 2)|SEV = SI,NOI = 1,VI = 2)·P(PAS = Y|SEV = SI,SHT = THI)·
P(PAW = WID|SEV = SI,LAW = WID)·P(ROM = SLD|SEV = SI,PAS = Y,PAW = WID)·
P(SEV = SI|ACT = AS,NOI = 1)·P(SHT = THI|PAW = WID)·P(SID = WR|PAS = Y)·
P(TIM = (12–18]|SEV = SI,LIG = DL)·P(VI = 2|ACT = AS)

MDL

P(ACT = AS|PAS = Y)·P(AGE = (25–64]|SEV = SI)·P(ATF = GW|SEV = SI,SID = WR)·

0.00076 0.00073

P(CAU = DC|SEV = SI)·P(DAY = WD|SEV = SI)·P(GEN = M|SEV = SI)·
P(LAW = WID|SEV = SI,PAW = WID)·P(LIG = DL|SEV = SI,TIM = (12–18])·
P(MON = SUM|SEV = SI,ATF = GW)·P(NOI = 1|VI = 2)·P(OI = 2|SEV = SI,NOI = 1,VI = 2)·
P(PAS = Y|SHT = THI)·P(PAW = WID|SHT = THI)·
P(ROM = SLD|SEV = SI,PAS = Y,PAW = WID)·
P(SEV = SI|SHT = THI,PAS = Y,ACT = AS,NOI = 1)·P(SHT = THI)·P(SID = WR|PAS = Y)·
P(TIM = (12–18]|VI = 2)·P(VI = 2|ACT = AS)

AIC

P(ACT = AS|VI = 2)·P(AGE = (25–64]|LIG = DL)·P(ATF = GW|SID = WR)·

0.00100 0.00092

P(CAU = DC|SEV = SI,GEN = M)·P(DAY = WD|SEV = SI,VI = 2)·P(GEN = M|DAY = WD)·
P(LAW = WID|SEV = SI,ROM = SLD,PAW = WID)·
P(LIG = DL|MON = SUM,TIM = (12–18])·P(MON = SUM|PAS = Y,ATF = GW)·
P(NOI = 1|AGE = (25–64],VI = 2)·P(OI = 2|SEV = SI,NOI = 1,VI = 2)·
P(PAS = Y|PAW = WID,SHT = THI)·P(PAW = WID|SHT = THI)·
P(ROM = SLD|PAS = Y,PAW = WID)·
P(SEV = SI|MON = SUM,LIG = DL,ATF = GW,AGE = (25–64],NOI = 1,ACT = AS)·
P(SHT = THI|ACT = AS)·P(SID = WR|PAS = Y,ROM = SLD)·P(TIM = (12–18])·
P(VI = 2|TIM = (12–18])

Given the estimated BN structures (BDe, MDL and AIC) and the
conditional probabilities for each node (see Fig. 3), the probability
of the MPE can be computed as shown in Table 3.

For the network built by the BDe score metric, the MPE is given
by the probability values shown in Table 3, column 2, row 2. Using
these values, MPE for the BDe score equals 0.00088. The same
calculations for the test dataset produced MPEtest = 0.00081. This
comparison of MPE and MPEtest can provide an indication of the
quality of the estimated BN using BDe score metric; where it can
be seen that there is a difference (8.2%) between the MPE produced
by the training dataset and the test dataset.

The MPE for the MDL BN is given by the probability values
shown in Table 3, column 2, row 3. Using these values, MPE equals
0.00076. The test dataset produced MPEtest = 0.00073. So, the MPE
as explained by the MDL is closer to the test dataset estimation (4.4%
of difference), thus representing a network that is more capable of
explaining different data.

The MPE for the AIC BN is given by the probability values shown
in Table 3, column 2, row 4. Using these values, MPE is 0.00100.
The test dataset produced MPEtest = 0.00092. The most probable
explanation has a higher probability than that produced by the test
subset (8.7% of difference).

The conclusion from the above calculations of the MPE for the
three score metrics as compared to the MPEs calculated for the test
subset is that, in relative terms, the MDL score metric MPE gives the
best explanation with regard to the MPEtest, whereas the difference
between MPE of the built network and that computed for the test
subset is the least among all the other MPEs produced by BDe, and
AIC score metrics.

The last step in comparing the various score metrics and eval-
uating their performance was to compare the graphs’ complexity,
measured by the total number of arcs produced by the three score
metrics studied.

Fig. 3 shows the number of arcs obtained by using the three score
metrics. The most complicated BN (having the highest number of
arcs) is the BN built using the AIC score; this BN has 35 arcs, while
the least complicated BN was the BN built by the BDe score, with
28 arcs; followed by the BN built by the MDL score, with 29 arcs.

The results of building the BNs showed that the three different
score metrics did not vary significantly in terms of their accuracy,

specificity, sensitivity, HMSS and ROC area. This however, indicates
that BNs are valid for analyzing traffic accident injury severities
and builds on the results presented by Simoncic (2004), who indi-
cated that BNs could effectively be used to analyze this specific
problem.

On the other hand, the results for the complexity of the BN
graphs, the number of arcs and the MPE show some differences
between the three score metrics. MDL shows the best results in
terms of MPE (smaller differences between training and test sets).
BDe and MDL show the best results in terms of complexity of BN
graphs and number of arcs.

A closer look at the results obtained by MDL score shows that
it produced a network that was relatively successful in terms of
classification and prediction, where it had the second best total
accuracy (59–60%). Also, HMSS showed a relatively good result for
both training and testing sets respectively (56–58%,) and the ROC
area results were good as well (61–62%). The BN built by the MDL
score is shown in Fig. 4.

Setting evidences for the variables used to build the BN using
the MDL score could give indications of the values of variables that
contribute to the occurrence of a killed or seriously injured (KSI)
individual in a traffic accident.

Table 4 assists in the identification of the variables and values
that contribute the most to the occurrence of a KSI individual in a
traffic accident. For each variable, the probability of a value was set
to be 1.0 (setting evidence) and the other values of the same vari-
able were set to be 0.0. Thus, the associated probability of severity
was calculated. Underlined values in Table 4 show the values of
variables in which the probability of a KSI was found to be higher
than that of SI.

For example, this table shows that assigning a probability
of 1.0 to the value AS (angle or side impact) of the variable
ACT, the probability of SI becomes 0.6219 and the probability
of KSI becomes 0.3780. These probabilities are calculated from
the conditional probability table of the BN built using the MDL
score. Since it is intended to determine which values of vari-
ables contribute the most to the occurrence of a KSI individual
in a traffic accident, Table 4 does not include the variables in
which the values of probabilities of SI are always higher than those
of KSI.
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Table 4
Inference results for variables that are associated with KSI in traffic accidents.

Variables Values Probabilities when setting evidences

SI KSI

ACT

AS 0.6219 0.3780
CF 0.5226 0.4773
HO 0.3412 0.6587
O 0.5808 0.4191
PU 0.6683 0.3316
R 0.4944 0.5055
SP 0.6066 0.3933

AGE
[18–25] 0.4999 0.5000
(25–64] 0.5567 0.4432
≥64 0.5937 0.4062

LIG

D 0.5486 0.4513
DL 0.5615 0.4384
I 0.6239 0.3760
S 0.6254 0.3745
W 0.4527 0.5472

NOI
1 0.4957 0.5042
>1 0.6545 0.3454

SI: slight injured; KSI: killed or seriously injured.

Setting evidences for the values of variables used to build the BN
indicated that ACT, AGE, LIG and NOI were found to be significant.

A detailed discussion of the most significant variables that were
found to contribute to the occurrence of a killed or seriously injured
(KSI) individual in a traffic accident is given below.

3.1. Accident type (ACT)

As shown in Table 4, when setting the probabilities of both HO
(head on collisions) and R (rollover) values to be equal to 1.0, the
probability of having KSI accidents increased, which means that
these types of accidents are more significant in accidents with
killed or seriously injured. Kockelman and Kweon (2002) found that
head on crashes were more dangerous than angle crashes, left-side,
and right-side crashes; they also found that they were significant
in accidents that involved killed or seriously injured, but rollover
crashes were more dangerous than all of the preceding crash types.

3.2. Age (AGE)

The results shown in Table 4 indicate that drivers in the age
group [18–25] years were found to be more involved in accidents
that resulted in KSI. Tavris et al. (2001) found that male drivers in
the age group (16–24) years were much more likely to be involved
in killed or seriously injured accidents than those involving older
drivers.

3.3. Lighting (LIG)

Gray et al. (2008) found that among the factors that lead to a
slight injury is driving in the daylight, and that more severe injuries
are predicted during darkness. Helai et al. (2008) and Abdel-Aty
(2003) found the same results. This coincides with the results found
in this study, which indicate that roadways Without lighting (W)
are associated with accidents that had KSI individuals.

3.4. Number of injuries (NOI)

The results obtained in this study indicate that when an accident
results in one injury, it is more likely to be a serious injury or even
fatal. Scheetz et al. (2009) used classification and regression trees
to model the injury severity of traffic accidents. They also found
that the number of injured occupants was a significant factor in
classifying injury severity.

4. Limitations of the study

Before conclusions, some limitations should be pointed out:

• The need for large datasets when working with Bayesian net-
works, and the effect that imbalanced dataset (slight injured
versus killed or seriously injured) has on both sensitivity and
specificity.

• The data collection is based on the standard traffic police report
used in Spain. So, the variable cause of the accident (CAU) was
determined and judged based on the experience of the traffic
police. However, a different person might have determined the
same cause differently, since different time and person might lead
to a different judgment.

5. Summary and conclusions

This paper uses BNs to analyze traffic accident data in order to
validate the ability of this data-mining technique to classify traf-
fic accidents according to their injury severity, and to identify the
significant factors that are associated with KSI in traffic accidents.

Traffic accident data was obtained from the DGT for a period of
three years (2003–2005) for Granada (Spain). Three BNs were built
using three different score metrics: BDe, MDL and AIC.

Several indicators have been used in order to evaluate the
performance of the built BNs: accuracy, sensitivity, specificity,
HMSS, ROC Area, MPE and graph complexity (or number of arcs).
The results obtained for these indicators do not vary significantly
between the different score metrics used and they are within the
range of previous studies (Abdel Wahab and Abdel-Aty, 2001;
Simoncic, 2004). So, it could be concluded that BNs might be a
useful tool for classifying traffic accidents according to their injury
severity.

Inference was used to identify the values of the variables that are
associated with KSI in traffic accidents on Spanish rural highways.
Based on the results, it would be possible to identify the type of
accident that would most probably be classified as KSI on Spanish
rural highways. It would be a head-on or rollover traffic accident
in a roadway without lighting with only one injury within the age
of 18 and 25 years. These factors (head-on or rollover, unlit road-
way, only one injury and within the age of 18 and 25 years) do
not have to exist all at once in order to have a KSI accident. Any
of these or a combination of them might increase the probabil-
ity of a KSI accident. In general, these results are consistent with
the literature (Tavris et al., 2001; Kockelman and Kweon, 2002;
Abdel-Aty, 2003; Helai et al., 2008; Gray et al., 2008; Scheetz et
al., 2009). However, this finding may vary for other countries and
datasets.

BNs, which have proved their effectiveness in different research
areas, could be usefully applied in the domain of traffic accident
modeling. Their effectiveness has been found to be similar to other
data-mining techniques used to model severity in traffic accidents.
Compared with other well-known statistical methods, the main
advantage of the BNs seems to be their complex approach where
system variables are interdependent and where no dependent and
independent variables are needed (Simoncic, 2004).
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3. A method for simplifying the analysis of traffic accidents injury severity on two-lane 

highways using Bayesian networks. 

Randa Oqab Mujalli and Juan de Oña. A method for simplifying the analysis of traffic  

accidents injury severity on two-lane highways using Bayesian networks. Paper accepted in 

Journal of Safety Research 

 

This paper presents a method for reducing the number of variables used in order to model 

injury severity of traffic accidents using a set of algorithms. All the possible combinations of 

evaluator-search algorithms were applied (59 combinations). 

The work developed in this paper is divided into two stages, the first stage is performed based 

on selecting subsets of variables using all the existing variables’ selection algorithms.  

11 subsets of selected variables representing (4, 5, 6, 7, 8, 9, 11, 12, 14, 15 and 16) variables 

in each subset were obtained. In which some subsets constituted of different combinations of 

variables for the same number of variables used. Twenty six different Bayesian networks 

were built using these variables, where these Bayesian networks were compared against the 

original network built using all the variables. 

The comparison criterion is based on comparing the performance indicators (accuracy, 

sensitivity, specificity, HMSS and ROC area) between the original network and the networks 

built using the selected subsets if variables. The Bayesian networks that improve the 

indicators’ values are further analyzed in order to for identify the most significant variables 

(accident type, age, atmospheric factors, gender, lighting, number of injured and occupant 

involved).  

The second stage is composed of building a new Bayesian networks using the selected 

variables that showed a statistical significant improvement with respect to the original 

Bayesian network in the first stage. The results of the performance indicators indicated in 

most of the cases, a statistically significant improvement with respect to the original Bayesian 

network. In which using only seven variables (accident type, age, atmospheric factors, gender, 

lighting, number of injured and occupant involved) a Bayesian network could be built to 

classify the severity of a traffic accident. 
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Abstract  

Introduction: This study describes a method for reducing the number of variables frequently 

considered in modeling the severity of traffic accidents. The method’s efficiency is assessed by 

constructing Bayesian networks (BN). Method: It is based on a two stage selection process. Several 

variable selection algorithms, commonly used in data mining, are applied in order to select subsets of 

variables. BNs are built using the selected subsets and their performance is compared with the original 

BN (with all the variables) using five indicators. The BNs that improve the indicators’ values are 

further analyzed for identifying the most significant variables (accident type, age, atmospheric factors, 

gender, lighting, number of injured and occupant involved). A new BN is built using these variables, 

where the results of the indicators indicate in most of the cases, a statistically significant improvement 

with respect to the original BN. Conclusions: It is possible to reduce the number of variables used to 

model traffic accidents injury severity through BNs without reducing the performance of the model. 

Impact on Industry: The study provides the safety analysts a methodology that could be used to 

minimize the number of variables used in order to determine efficiently the injury severity of traffic 

accidents without reducing the performance of the model. 

Keywords: injury severity, variable selection, Bayesian networks, data mining, classification 

1. Introduction 

A lot of information on traffic accidents exists, extracted from different sources, in which many 

variables that are expected to affect injury severity in traffic accidents are considered. The number of 

variables used in research work could be enormous, and in some cases this number could be even 

higher than 100 variables (Delen et. al., 2006). This might complicate the manner of dealing with a 

certain problem, where some of the variables considered might hide the effect of other more 

significant ones. A lot of different types of studies tried to identify the most significant variables in 

order to only consider them in the analysis of traffic accidents (Xie et al., 2009; Kopelias et al., 2007; 

Chang and Wang, 2006; Chen and Jovanis, 2000). Therefore, researchers in the field of traffic 

accidents and specifically in the domain of traffic accident injury severity focused their research on 

trying to identify the most significant variables that contribute to the occurrence of a specific injury 

severity in a traffic accident. 

Most previous research utilized regression analysis techniques, such as logistic and ordered probit 

models (Al-Ghamdi, 2002; Milton et al. 2008; Bédard et al. 2002; Yau et al., 2006; Yamamoto and 

Shankar, 2004; Kockelman and Kweon, 2002). These techniques have their own drawbacks. Chang 

and Wang (2006) indicated that these regression models use certain assumptions, and if any of these 

assumptions were violated, the ability of the model to predict the factors that contribute to the 

occurrence of a specific injury severity would be affected. 
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Recently researchers used data mining techniques, such as artificial neural networks, regression trees 

and Bayesian networks.   

For instance, Abdelwahab and Abdel-Aty (2001) used artificial neural networks to model the 

relationship between driver injury severity and crash factors related to driver, vehicle, roadway, and 

environment characteristics. Thirteen variables were tested first for significance using the χ
2
 test, and 

the results indicated that only six variables were found to be significant: driver gender, fault, vehicle 

type, seat belt, point of impact, and area type. They compared the classification performance of Multi-

Layer Perceptron (MLP) neural networks and that of the Ordered Probit Model (OPM). Their findings 

indicated that classification accuracy of MLP neural networks outperformed that of the OPM, where 

65.6% and 60.4% of cases were correctly classified for the training and testing phases, respectively, 

compared to 58.9% and 57.1% correctly classified cases for the training and testing phases, 

respectively, by the OPM. 

Another study that used the neural networks to model injury severity in traffic accidents (Delen et. al., 

2006) classified the injury severity of a traffic accident into five categories (no injury, possible injury, 

minor non-incapacitating injury, incapacitating and fatality) and they used certain techniques, such as 

χ
2
 test, stepwise logistic regression and decision tree induction to select the most significant variables. 

Out of 150 variables, they selected 17 variables as important in influencing the level of injury severity 

of drivers involved in accidents. They used the MLP neural networks to classify the injury severity 

level, where their data included “no injury” cases 10 times more than “fatal cases”; they faced an 

unbalanced dataset situation which affected their total accuracy (40.71%).  

Other researchers used classification tree techniques to model injury severity in traffic accidents 

(Chang and Wang, 2006). In their study they developed a Classification and Regression Tree (CART) 

model to establish the relationship between injury severity and twenty explanatory variables that 

represented: driver/vehicle characteristics, highway/environmental variables and accident variables, 

where they aimed to model the injury severity of an individual involved in a traffic accident.  

Use of Bayesian Networks (BN) as the modeling approach in analysis of crash-related injury severity 

has been relatively scarce. De Oña et al. (2011) employed BN to model the relationship between injury 

severity and 18 variables related to driver, vehicle, roadway, and environment characteristics.  

Some of these studies tend to apply the models on the datasets without selecting the most significant 

variables (Delen et. al., 2006; Chang and Wang 2006; Simoncic, 2004). However, Chang and Wang 

(2006) stated that if the model was applied on a few important variables, much more useful results 

could be obtained. Others like Abdelwahab and Abdel-Aty (2001) used some statistical techniques to 

choose the most significant variables before applying their model.  

The scope of this research is to build BNs using some selected variables in order to evaluate the 

performance of BNs when using only the most significant variables, and to compare the results with a 

base model that is built using all the variables in the original dataset, in order to find out whether using 

only the most significant variables would affect values of the measures used to assess the built model.  

This paper is organized as follows. Section 2 presents the data used. In section 3, the method followed 

is presented and described, and a brief review of variable selection methods and the basic concept of 

BNs are presented, along with a description of the performance indicators used to assess the 

performance of the built BNs. In section 4, the results and their discussion are provided. In section 5, 

some conclusions are given.  

2. Accident data 
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Accident data were obtained from the Spanish General Traffic Directorate (DGT) for rural highways 

in the province of Granada (southern Spain) for three years (2003-2005). The total number of 

accidents obtained for this period was 3,302. The data was first checked out for questionable data, and 

those which were found to be unrealistic were screened out. Only rural highways were considered in 

this study; data related to intersections were not included, since intersections have their own specific 

characteristics and need to be analyzed separately. Finally, the database used to conduct the study 

contained 1,536 records. Table 1 provides information on the data used for this study. 

(insert Table 1) 

Eighteen (18) variables were used with the class variable of injury severity (SEV) in an attempt to 

identify the important variables that affect injury severity in traffic accidents. 

The data contained information related to the accidents and other information related to the drivers.  

The data included variables describing the conditions that contributed to the accident and injury 

severity. 

• Injury severity variables: number of injuries (e.g., passengers, drivers and pedestrians), 

severity level of injuries (e.g., slight injured –SI– and killed or seriously injured –KSI). 

Following previous studies (Chang and Wang, 2006; Milton et al., 2008) the injury severity of 

an accident is determined according to the level of injury to the worst injured occupant. 

• Roadway information: characteristics of the roadway on which the accidents occurred (e.g., 

pavement width, lane width, shoulder type, pavement markings, sight distance, if the shoulder 

was paved or not, etc.) 

• Weather information: weather conditions when the accident occurred (e.g., good weather, rain, 

fog, snow and windy) 

• Accident information: contributing circumstances (e.g., type of accident, time of accident 

(hour, day, month and year), and vehicles involved in the accident). 

• Driver data: characteristics of the driver, such as age or gender 

3. Method 

The procedure used in this study has been the following: 

1. The original dataset obtained from the DGT was divided into two subsets: a training set 

containing 2/3 of the data (1,024 records), and a testing set containing the rest of the data (512 

records). The testing set was used to validate the results obtained using the training set.  

2. Based on the eighteen variables taken from the accident reports (see Table 1), identification of 

the variables that affect injury severity in traffic accidents was performed using different 

methods of evaluator-search algorithms. 

3. For each one of the selected subsets of variables, ten simplified BNs were built using the hill 

climbing search algorithm and the MDL score (De Oña et al., 2011).  

4. The performance of the built BNs using the selected subsets of variables was compared with 

the performance of the original BN which was built using the eighteen variables (BN-18). 

Five performance evaluation indicators were used.  

5. Of all the simplified built BNs, the selected ones are those whose results improve or maintain 

the results obtained by the performance indicators of BN-18 in 90% of the cases or more, and 

whose improvements are statistically significant.  
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6. For the selected BNs, the variables that repeat in more than 50% of the cases are identified and 

a new BN is built using these variables.  

7. Finally, the results obtained by this new BN, based on a double process of variable selection 

procedure, are compared with those obtained by BN-18.  

3.1. Variable selection methods 

In machine learning, variable selection is a process that is used to select a subset of variables and to 

remove variables that do not contribute to the performance of the machine learning technique used. 

In this study, we used six evaluators with eleven search methods. Weka’s Select Variable Panel 

(Witten and Frank, 2005) was used to perform the variable selection.  

A brief description of each of the evaluators used is given below: 

1. Correlation-based variable selection (CfsSubsetEval): this evaluator measures the predictive 

ability of each variable individually and the degree of redundancy among them. It selects the 

sets of variables that are highly correlated with the class but have low inter-correlation with 

each other (Hall, 1998). 

2. Consistency-based variable selection (ConsistencySubsetEval): this evaluator measures the 

degree of consistency of the variable sets in class values when the training values are 

projected onto the set. This evaluator is usually used in conjunction with a random or 

exhaustive search (Liu and Setiono, 1996). 

3. Classifier Subset Evaluator (ClassifierSubsetEval): this evaluator uses the classifier specified 

in the object editor as a parameter, to evaluate sets of variables on the training data or on a 

separate holdout set (Witten and Frank, 2005). 

4. Wrapper Subset Evaluator (WrapperSubsetEval): this evaluator uses a classifier to evaluate 

variable sets and it employs cross-validation to estimate the accuracy of the learning scheme 

for each set (Khhavi and John, 1997). 

5. Filtered Subset Evaluator (FilteredSubsetEval): The filter model evaluates the subset of 

variables by examining the intrinsic characteristic of the data without involving any data 

mining algorithm (Witten and Frank, 2005). 

6. Cost Sensitive Subset Evaluator (CostSensitiveSubsetEval): This evaluator projects the 

training set into attribute set and measure consistency in class values, making the subset cost 

sensitive (Liu and Setiono, 1996). 

A brief description of each of the search methods used is given below:  

1. Best First: this Search method uses greedy hillclimbing augmented with a backtracking 

facility to search through the variables’ subsets. Best first may start with an empty set of 

variables and search forward, or start with a full set of variables and search backward, or start 

at any point and search in both directions (Pearl, 1984). 

2. Genetic Search: An initial population is formed by generating many individual solutions. 

During each successive generation, a proportion of the existing population is selected to breed 

a new generation. This process is repeated until increasing the average fitness, and reaching a 

termination condition (Goldberg, 1989). 

3. Greedy Stepwise: Performs a greedy forward or backward search through the space of 

variables’ subsets. The search could be initiated with none or with all the variables or from an 

arbitrary point in the space. Thus, the search is stopped when the addition or deletion of any 

variables that remains; results in a decrease in evaluation (Russell and Norvig, 2003).  
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4. Linear Forward Selection: this search method is an extension of Best First where a fixed 

number k of variables is selected, whereas k is increased in each step when fixed-width is 

selected. The search direction can be forward or floating forward selection (with optional 

backward search steps) (Gutlein et al., 2009). 

5. Scatter Search V1: Starts with a population of many significant variables and stops when the 

result is higher than a given threshold or when no further improvement could be attained 

(García López et al.,2006). 

6. Tabu Search: It explores the solution space beyond the local optimum, once a local optimum 

is reached; upward moves and those worsening the solutions are allowed (Hedar, 2008). 

7. Rank Search: Uses a variable/subset evaluator to rank all variables. If a subset evaluator is 

specified then a forward selection search is used to generate a ranked list. From the ranked list 

of variables, subsets of increasing size are evaluated (Witten and Frank, 2005). 

8. Exhaustive Search: Performs an exhaustive search through the space of variables’ subsets 

starting from the empty set of variables and reporting the best subset found (Witten and Frank, 

2005). 

9. Subset Size Forward Selection: Performs an interior cross-validation, where it is performeded 

on each fold to determine the optimal subset-size. In the final step the search is performed on 

the whole data (Gutlein et al., 2009). 

10. Random Search: Performs a random search in the space of variables’ subsets. A random 

search is started from a random point, if no initial point is chosen, and reports the best subset 

found. If a start set is set, Random searches randomly for subsets that are as good as or better 

than the start point with the same number of variables or with a lower number of variables 

(Liu and Setiono, 1996).  

11. Race Search: Races the cross validation error of competing subsets of variables, and is only 

used with a ClassifierSubsetEval (Moore and Lee,1994).  

3.2. Bayesian Networks definition 

Over the last decade, BNs have become a popular representation for encoding uncertain expert 

knowledge in expert systems. The field of BNs has grown enormously, with theoretical and 

computational developments in many areas (Mittal et al., 2007) such as: modeling knowledge in 

bioinformatics, medicine, document classification, information retrieval, image processing, data 

fusion, decision support systems, engineering, gaming, and law.  

Let U={x1, . . . , xn}, n≥1 be a set of variables. A BN over a set of variables U is a network structure, 

which is a Directed Acyclic Graph (DAG) over U and a set of probability tables Bp = {p(xi|pa(xi), xi � 

U)} where ������ is the set of parents or antecedents of xi in BN and i=(1,2,3,….,n). A BN represents 

joint probability distributions 	�
� � ∏ �
���|����������� . 

Based on the theory of Bayesian networks (Neapolitan, 2004) the relations between variables, 

represented by arcs in the graph, could represent causality, relevance or relations of direct dependence 

between variables. In accordance with other authors (Acid et al., 2004), we do not assume a causal 

intrpretation of the arcs in the networks, although in some cases this might be reasonable (other 

approaches that explicitly try to detect causal influence are discussed in Glymour et al. (1999) and 

Pearl (2000)). Instead, the arcs are interpreted as direct dependence relationships between the linked 

variables, and the absence of arcs means the absence of direct dependence between variables, however 

indirect dependence relationships between variables could exist. 

The classification task consists in classifying a variable y = x0 called the class variable, given a set of 

variables U = x1 . . . xn, called attribute variables. A classifier h : U → y is a function that maps an 
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instance of U to a value of y. The classifier is learned from a dataset D consisting of samples over (U, 

y). The learning task consists of finding an appropriate BN given a data set D over U. 

For each one of the variable subsets selected in the previous step, BNs were built using the training 

dataset, the hill climbing search algorithm and the MDL score. The search algorithm and the score 

were applied in this study mainly because they are fast and widely used, and also produce good results 

in terms of network complexity and accuracy (Madden, 2009). 

3.3. Performance Evaluation Indicators 

In order to measure the performance of the BNs built for each one of the variable subsets with the 

training data several indicators were used. The performance evaluation indicators used in this study 

were accuracy, specificity, sensitivity, the harmonic mean of sensitivity and specificity (HMSS) and 

the ROC area.  

Accuracy � ��������
��������� ��� ���

100% (1) 

Sensitivity �  ���
���� ���

100% (2) 

Speci,icity �  ����
����� ��

100% �3� 

HMSS � 0123425�565�7128395,595�7
23425�565�7�28395,595�7

                                                                                                   �4� 

 

Where tSI is true slight injured cases, tKSI true killed or seriously injured cases, fSI false slight injured 

cases, and fKSI false killed or seriously injured cases. 

Accuracy (see Eq. 1) is proportion of instances that were correctly classified by the classifier. 

Accuracy only gives information on the classifier’s general performance. In some cases the accuracy 

might be high because the classifier is able to classify values that belonged to only one class correctly. 

Because the dataset used herein had an imbalanced distribution of KSI and SI, the overall accuracy 

alone is somewhat misleading. In order to assess the performance of the classifier, other measures 

should be used along with the overall accuracy, such as the quantities presented in Eqs. (2-4).  

Sensitivity represents the proportion of correctly predicted SI among all the observed SI. Specificity 

represents the proportion of correctly predicted KSI among all the observed KSI (see Eqs. 2 and 3). 

Another measure used to assess the performance of the BN built was the Harmonic Mean of 

Sensitivity and Specificity (HMSS), which gives an equal weight of both sensitivity and specificity 

(see Eq. 4). 

However, there is a trade-off between sensitivity and specificity, meaning it is necessary to calculate 

another evaluation method. Therefore, we used the area under a Receiver Operating Characteristic 

(ROC) curve as a target performance method. What ROC curves represent is the true positive rate 

(sensitivity) vs. the false positive rate (1-specificity). ROC curves are more useful as descriptors of 

overall performance, reflected by the area under the curve, with a maximum of 1.00 describing a 

perfect test and an ROC area of 0.50 describing a valueless test. 

Finally, to validate the results, the measures described above are also calculated for each BN and the 

testing dataset. 

4. Results and Discussion 
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All the possible combinations of evaluator-search algorithms described in section 3.1 were applied (59 

combinations). The total number of combinations was supposed to be 66; however, seven 

combinations were found to be incompatible. Table 2 shows the unused combinations.   

(insert table 2) 

Table 3 shows the variables selected after running the 59 different combinations of the evaluator-

search algorithms. The number of selected variables lies between four variables (ACT, ATF, LIG and 

NOI), as obtained using Correlation-based variable selection, Filtered Subset Evaluator and Cost 

Sensitive Subset Evaluator with several search methods, and a maximum number of sixteen selected 

variables.  

(insert table 3) 

The same subset of variables could be selected by several evaluator-search combinations. As an 

example, one of the subset composed of four variables (ACT, ATF, LIG and NOI) is selected by 

seventeen different combinations of evaluator-search algorithms. 

(insert table 4) 

Table 4 shows the number of times that each one of the eighteen variables has been selected. There are 

three variables that were selected approximately 95% of times. The variables ACT (accident type) and 

LIG (lighting) were selected 58 times over 59 combinations, which mean that they were selected 

almost by all the evaluator-search combinations. NOI (number of injuries) was the third most selected 

variable (56 times). The forth most selected variable was ATF (atmospheric factors) with 42 times. On 

the other hand, the least selected variable was ROM (pavement markings), with only 5 times.  

For each subset of selected variables 20 BNs were built representing 10 runs for the training set, and 

10 for the testing set, for each one of the selected variable groups (26 groups) and for the eighteen 

original variables. In total, 540 BNs have been built for this analysis. The averages of the performance 

evaluation indicators described in section 3.3 are calculated for each one of these BNs.  

(insert table 5) 

Table 5 shows the average results of these indicators for the 27 BNs for the training and the testing 

sets of data. With respect to the results obtained by the training set, the following findings could be 

highlighted: 

• The values obtained for the all the performance indicators lie in the range between 0.42 and 

0.76. These values however, are in the range of values obtained by other researchers (Delen et 

al., 2006; Abdelwahab and Abdel-Aty, 2001). 

• The highest values obtained for the indicators of Sensitivity and ROC area are 0.69-0.76 for 

the former, and in the range of 0.60-0.65 for the latter.  

• The worst results were obtained for Specificity (between 0.42 and 0.49). This indicator is used 

to measure the ability of the model to classify the KSI cases. Since the number of SI cases is 

higher than the number of KSI cases, and thus the BNs are a data mining technique, better 

results are obtained for larger groups (SI in this case) from those obtained for smaller groups 

(Chang and Wang, 2006). 

• As Accuracy and HMSS are indicators that take into account both Sensitivity and Specificity, 

their results are intermediate, ranging between 0.59 and 0.62 for Accuracy and 0.54 and 0.65 

for HMSS.  
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In most of the cases (74%), the values of the performance indicators obtained for the simplified BNs 

maintain or improve the results as compared to those of BN-18.  Average values for each of the 27 

BNs (training and testing sets) were tested for statistical significance (p<0.05) using least significant 

difference (LSD) ANOVA test.  

Table 5 shows 7 BNs (BN-6a, BN-7c, BN-8a, BN-9a, BN-9b, BN-9c and BN-11b) that present 

statistically significant improvements in their performance indicators with respect to BN-18, with only 

a worsened value in one of their indicators.  Having a closer look at these 7 BNs (see Table 3) it is 

observed that there are 7 variables (ACT, AGE, ATF, GEN, LIG, NOI, and OI) that repeat in more 

than 50% of these 7 BNs.  

None of the previously built BNs was formed using this set of variables; therefore, a new BN (BN-7) 

was built using these 7 variables. Table 6 shows the average values of the indicators for this new BN. 

The results of all the performance indicators of this BN improve with respect to BN-18 except for one 

indicator (specificity for the test set), and these improvements are statistically significant (p<0.05) in 

60% of the cases (accuracy, sensitivity and ROC area). 

(insert Table 6) 

Thus, it could be said that a simplified BN has been identified (BN-7), with only seven variables, 

whose results are similar or even better than those obtained by the original BN (BN-18) which 

includes all variables obtained from the police accidents report.  

Figure 1 shows the structure of both BN-18 and BN-7. It shows that the complexity of the built BN is 

relieved when built using the subset of seven variables. The indicator used to measure the complexity 

of the built network is the number of arcs. The number of arcs was found to be 30 in the original BN 

(BN-18), whereas it was decreased to 9 arcs for the network of BN-7. The arcs in the networks 

indicate the existence of a relationship between variables.  Where the arcs in a BN are not necessarily 

causal, that is, a BN can satisfy the probability distribution of the variables in the BN without the arcs 

being causal (Neapolitan, 2009). Thus, the arcs between variables in a non causal BN could imply a 

sort of interrelationship(s) among these variables. 

The structure of the BN-7 network is similar to the network structure built using the 18 variables (BN-

18), keeping in mind that 11 variables have disappeared in BN-7. Thus, the structure of relationships 

between the variables SEV-ACT, SEV-LIG, SEV-GEN, SEV-OI, SEV-AGE, SEV-ATF, NOI-OI  are 

the same in both BN-18 and BN-7, except for the two new connections between SEV-NOI and ACT-

OI that appeared in BN-7.  

The variables that appear in BN-7 (accident type, age, atmospheric factors, gender, lighting, number of 

injuries and occupants involved) could be considered the ones that significantly affect the injury 

severity in a traffic accident.  

(insert Table 7) 

Setting evidences for the variables in BN-7 could give indications of the values of variables that 

contribute to the occurrence of a killed or seriously injured (KSI) individual in a traffic accident. Table 

7 assists in the identification of the variables and values that contribute the most to the occurrence of a 

KSI individual in a traffic accident. For each variable, the probability of a value was set to be 1 

(setting simple evidence). Thus, the associated probability of severity was calculated.  

Bold values in Table 7 highlight the highest probability values of a KSI for each variable. For 

example, Table 7 shows that the highest probability of KSI occurs when the lighting is insufficient 
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(LIG=I). BN-7 allows predicting that the probability of having a KSI accident is 58.91% if LIG=I. For 

the other six variables (ACT, AGE, ATF, GEN, NOI and OI), when information is only available 

about the variable itself, the highest probability of SEV=KSI occurs in the case of: ACT=head on; 

AGE=[18-25]; ATF=good weather; GEN=male; NOI=1; and OI=1. 

Although some of these results could seem to be strange (for example, the probability of having KSI is 

higher when NOI=1 or when OI=1, instead of increasing the severity as NOI or OI increases), they are 

consistent with other results found in the literature: 

• Kockelman et al. (2002) found accident type to be one of the significant variables that affect 

the injury severity of traffic accidents. They found that head on crashes were more dangerous 

than angle crashes, left-side, and right-side crashes; they also found that they were significant 

in accidents that involved killed or seriously injured.  

• Age was found to be a significant variable affecting the injury severity of traffic accidents by 

Tavris et al. (2001). They also found that male drivers in the age group (16–24) years were 

much more likely to be involved in killed or seriously injured accidents than those involving 

older drivers.  

• Xie et al. (2009) found that adverse weather can actually lead to lower probability of suffering 

the most severe category of injuries. They explained their results by the fact that under such 

conditions, drivers tend to drive at lower speeds and be more cautious. They also found gender 

to be a significant variable; their results indicated that the chance for male drivers to suffer the 

most severe category of injuries is less than female drivers under the same crash 

circumstances. Their results coincided with the results found by Kockelman et al. (2002). 

• Lighting has been found to be a significant variable defining injury severity in traffic accidents 

in several studies (Abdel-Aty, 2003; Helay et al., 2007 and Gray et al., 2008). They have 

found that more severe injuries are predicted during darkness.  

• Scheetz et al. (2009) found that the number of injured occupants was a significant factor in 

classifying injury severity.  

• Occupant involved in a traffic accident was found to be a significant variable by Dupont et al. 

(2010). They found that the higher the number of vehicles involved in the accident and the 

level of occupancy of these vehicles, the higher the probability for each car occupant to 

survive.  

However, relationships between the variables and injury severity in traffic accidents are more subtle. 

The effect of variable’s value does not always lead to the same outcome (e.g. not always that OI 

decreases the probability of KSI decreases). Simplified BN allow and facilitate analyzing these 

subtleties. For example, Table 7 shows that, in general, the probability of a KSI accident decreases 

with the number of OI: 

P(SEV=KSI  OI=1)=51.00% 

P(SEV=KSI  OI=2)=42.50% 

P(SEV=KSI  OI=>2)=42.13% 
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However, Table 8 shows that the probability of SEV=KSI in the case of HO accidents that occurred in 

conditions of insufficient lighting (LIG=I) and with only one injury (NOI=1) increases with the 

number of OI: 

P(SEV=KSI  LIG=I, ACT=HO, NOI=1, OI=1)=57.13% 

P(SEV=KSI  LIG=I, ACT=HO, NOI=1, OI=2)=67.14% 

P(SEV=KSI  LIG=I, ACT=HO, NOI=1, OI=>2)=95.02% 

(insert Table 8) 

Table 7 shows the probability of having an accident with SEV=KSI when knowing a priori the value 

of only one variable (simple evidences). Table 8 shows the probability of KSI when knowing a priori 

the value of more than one variable (multiple evidences). Based on the case that presents the highest 

probability in Table 7 (LIG=I), the probabilities with multiple evidences were calculated in a 

descending order (ACT, NOI, OI, AGE, GEN and ATF) (see Table 8). In each step, the highest 

probability value was selected and used for the next step. 

Simplified BN allow this kind of analysis with multiple evidences. This analysis provides added value 

information with regard to the analysis with simple evidences. For example, Table 7 shows that the 

probability of an accident with SEV=KSI is 51% in the case of NOI=1 and 30% in the case of NOI>1. 

However, in HO accidents under insufficient lighting (ACT=HO and LIG=I) the probability of 

SEV=KSI increases to 75.45% for NOI=1 and becomes 55.82% for NOI>1. Table 8 also shows that an 

accident with LIG=I, ACT=HO, NOI=1, OI>2, AGE=[18-25], GEN=M and ATF=GW has a 

probability of 96.51% of having SEV=KSI. 

5. Summary and conclusions 

The main objective of this research work was to determine if it is possible to maintain or improve the 

performance of a model that is used to predict the injury severity of a traffic accident based on BNs 

reducing the number of variables considered in the analysis. The performance of the model was 

measured using five indicators (accuracy, specificity, sensitivity, HMSS and ROC area). 

In order to perform this analysis 1,536 records of traffic accidents on rural highways with information 

about 18 variables that are related with the severity of the accidents based on the standard police 

reports used in Spain were used. 59 combinations of evaluator-search algorithms, which are 

commonly used in data mining, were used and 26 subsets of variables were identified. 

Within these subsets of variables the variable accident type (ACT), lighting (LIG) and number of 

injuries (NOI) were selected the most times (over 95%). Therefore, it could be said that these variables 

are the most significant ones in the classification of injury severity in traffic accidents, since they are 

included in almost all the selected subsets of variables. 

For each one of these subsets of variables, 10 simplified BNs were built for the training stage and 

another 10 for the testing stage. In total, 540 BNs were built using the hill climbing search algorithm 

and the MDL score (de Oña et al., 2011).  

Comparing the average values of the indicators for each one of the simplified BNs with respect to the 

average values obtained for the original BN (BN-18), it is observed that, in most of cases (74%), the 

performance indicators values for the simplified BNs maintained or improved in comparison with 
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those of BN-18. Therefore, it could be said that, in most cases, simplified networks maintain the 

performance of the original BN. 

Seven BNs were found to present statistically significant improvements in their performance 

indicators with respect to BN-18 and only one value of these indicators get worsened. In more than 

50% of these BNs the following variables are repeated: ACT, AGE, ATF, GEN, LIG, NOI and OI.  

These 7 variables were used to built a new BN (BN-7). The results of the performance indicators of 

this BN with respect to BN-18 improve practically in all the cases, and these improvements are 

statistically significant (p<0.05) in 60% of the cases (accuracy, sensitivity and ROC area). 

Therefore, this research work shows that, for the analysis of the severity of road accidents by Bayesian 

networks on rural roads, it is possible to reduce the number of variables considered in more than 60% 

(from 18 to 7 variables) maintaining the performance of the models and reducing their complexity. 

Thus the findings of this research work agrees with Chang and Wang (2006) where they stated that if a 

model is applied only on a few important variables, more useful results could be obtained. 

The procedure used to simplify BN models to analyze the severity of traffic accidents on rural 

highways could be also applied to other types of infrastructure (intersections, freeways, etc.) as well as 

to other models used to assess severity of traffic accidents (multinomial logit models, hierarchical logit 

models, probit models, etc.). 
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Table 1: Variables, values and actual classification by severity  

Variables Values 
  SEV*  

Total 
 

     

 

SI 
  

KSI 
 

      
 

         

ACT: accident AS: angle or side collision 381 61.45%  239 38.55% 620 
 

Type CF: fixed objects 99 52.94%  88 47.06% 187  

   

 HO: head on 84 40.58%  123 59.42% 207 
 

 O: other 75 59.06%  52 40.94% 127 
 

 PU: pile up 33 78.57%  9 21.43% 42 
 

 R: rollover 163 49.39%  167 50.61% 330 
 

 SP: straight path 17 73.91%  6 26.09% 23 
 

AGE: age [18-25] 225 50.34%  222 49.66% 447 
 

 (25-64] 586 57.73%  429 42.27% 1015 
 

 >64 41 55.41%  33 44.59% 74 
 

ATF: atmospheric GW: good weather 730 54.23%  616 45.77% 1346 
 

Factors HR: heavy rain 23 71.88%  9 28.13% 32 
 

 LR: light rain 84 61.76%  52 38.24% 136 
 

 O: other 15 68.18%  7 31.81% 22 
 

CAU: cause DC: driver characteristics 791 54.93%  649 45.07% 1440 
 

 OF: other factors 50 66.67%  25 33.33% 75 
 

 RC: road characteristics 3 75.00%  1 25.00% 4 
 

 VC: vehicle charactersitics 8 47.06%  9 52.94% 17 
 

         

DAY: day BW: beginning of week 123 60.29%  81 39.71% 204  

   

 EW: end of week 132 57.14%  99 42.86% 231 
 

 F: festive 29 61.70%  18 38.30% 47 
 

 WD: week day 325 55.65%  259 44.35% 584 
 

 WE: week end 243 51.70%  227 48.30% 470 
 

         

GEN : gender F: female 148 63.79%  84 36.21% 232 
 

 M: male 704 53.99%  600 46.01% 1304 
 

LAW: lane width THI: thin: <3.25m 19 67.86%  9 32.14% 28  

   

 MED: medium: 3.25m<=L<=3.75m 176 51.16%  168 48.84% 344 
 

 WID: wide: >3.75m 657 56.44%  507 43.56% 1164 
 

         

LIG: lighting D: dusk 52 61.18%  33 38.82% 85 
 

 DL: daylight 573 58.65%  404 41.35% 977 
 

 I: insufficient 27 54.00%  23 46.00% 50 
 

 S: sufficient 36 59.02%  25 40.98% 61 
 

 W: without lighting 164 45.18%  199 54.82% 363 
 

MON: month AUT: autumn 218 54.23%  184 45.77% 402  

   

 SPR: spring 206 59.03%  143 40.97% 349 
 

 SUM: summer 246 56.55%  189 43.45% 435 
 

 WIN: winter 182 52.00%  168 48.00% 350 
 

         

NOI: number of 1 539 49.95%  540 50.05% 1079 
 

        

Injuries >1 313 68.49%  144 31.51% 457  
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OI: occupants 1 229 51.58% 215 48.42% 444  

  

involved 
2 374 55.99% 294 44.01% 668  

 
 

 >2 249 58.73% 175 41.27% 424 
 

        

PAS: paved missing values 66 51.56% 62 48.44% 128  

  

shoulder 
N: no 253 57.11% 190 42.89% 443  

 
 

 Y: yes 533 55.23% 432 44.77% 965 
 

        

PAW: pavement THI: thin: <6m 95 53.98% 81 46.02% 176  

  

width 
MED: medium: 6 m<=law<=7m 209 54.29% 176 45.71% 385  

 
 

 WID: wide: >7m 548 56.21% 427 43.79% 975 
 

        

ROM: pavement DME: does not exist or was deleted 60 58.25% 43 41.75% 103  

  

markings 
DMR: define margins of roadway 60 57.69% 44 42.31% 104  

 
 

 SLD: separate lanes and defined road 
714 55.26% 578 44.74% 1292  

 margins  

      
 

 SLO: separate lanes only 18 48.65% 19 51.35% 37 
 

        

SHT: Shoulder NOS: does not exist 311 55.24% 252 44.76% 563  

  

type 
THI: thin:<1.5m 402 54.47% 336 45.53% 738  

 
 

 MED: medium: 1.5m<=sht<2.50m 133 58.85% 93 41.15% 226 
 

 WID: wide >= 2.50 m 6 66.67% 3 33.33% 9 
 

        

SID: sight A: atmospheric 26 81.25% 6 18.75% 32  

  

distance 
B: building 10 55.56% 8 44.44% 18  

 
 

 O: other 6 66.67% 3 33.34% 9 
 

 T: topological 187 55.49% 150 44.51% 337 
 

 V: vegetation 6 54.55% 5 45.45% 11 
 

 WR: without restriction 617 54.65% 512 45.35% 1129 
 

        

TIM: time [0-6] 99 46.26% 115 53.74% 214  

  

 (6-12] 236 57.99% 171 42.01% 407 
 

 (12-18] 314 57.72% 230 42.28% 544 
 

 (18-24) 203 54.72% 168 45.28% 371 
 

        

VI: vehicles 1 316 52.06% 291 47.94% 607  

  

involved 
2 468 56.73% 357 43.27% 825  

 
 

 >2 68 65.38% 36 34.62% 104 
 

        

Total  852 55.47% 684 44.53% 1536 
 

        

* SEV: injury severity; SI: slight injured; KSI: killed or seriously injured 
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Table 2: Search-evaluator combinations which were found to be incompatible  

Search Method Evaluator 

Race Search 

CfsSubsetEval 

ConsistencySubsetEval 

WrapperSubsetEavl 

FilteredSubsetEval 

CostSensitiveSubsetEval 

Tabu Search 
ClassifierSubsetEval 

WrapperSubsetEavl 
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Table 3: Selected variables for different combinations of evaluator-search method. 

Number 

of 

variables 

Variable selection method 
Variables selected BN 

Evaluator Search Method 

18 The original training set of variables 
ACT, AGE, ATF, CAU, DAY, GEN, LAW, LIG, 
MON, NOI, OI, PAS, PAW, ROM, SHT, SID, 

TIM, VI 

BN-18 

4 

CFS  

Best first, Exhaustive, Greedy stepwise, 

Linear forward selection, Rank, Scatter V1, 
Tabu  

ACT, ATF, LIG, NOI BN-4 

Cost sensitive  

Best first, Exhaustive, Greedy stepwise, 

Linear forward selection, Random, Rank, 
Scatter V1, Tabu  

Filtered  Rank  

5 

CFS  Genetic, Random  ACT, ATF, LIG, NOI, SID BN-5a 

Classifier  Subset Size Forward Selection ACT, ATF, CAU, LIG, NOI BN-5b 

Wrapper  Scatter V1 ACT, DAY, LIG, NOI, OI BN-5c 

6 

Classifier  Scatter V1 ACT, ATF, GEN, LIG, MON, NOI BN-6a 

Cost sensitive  Genetic  ACT, ATF, LIG, NOI, SHT, SID BN-6b 

Filtered  Random  ACT, ATF, LAW, LIG, NOI, SID BN-6c 

Wrapper  
Greedy stepwise, Subset Size Forward 

Selection 
ACT, AGE, GEN, LIG, MON, SHT BN-6d 

7 

CFS  Subset Size Forward Selection 

ACT, ATF, GEN, LAW, LIG, NOI, SID BN-7a 
Filtered  

Best first, Exhaustive, Greedy stepwise, 

Linear forward selection, Scatter V1, 

Subset Size Forward Selection, Tabu  

Cost sensitive  Subset Size Forward Selection ACT, ATF, LAW, LIG, NOI, SHT, SID BN-7b 

Classifier  Greedy stepwise ACT, AGE, ATF, GEN, LIG, NOI, OI BN-7c 

Wrapper  Random  ACT, GEN, LIG, NOI, OI, SHT, VI BN-7d 

8 
Classifier  Race  ACT, AGE, GEN, LAW, LIG, NOI, OI, ROM BN-8a 

Filtered  Genetic ACT, ATF, GEN, LAW, LIG, MON, NOI, SID BN-8b 

9 Wrapper  

Best first ACT, ATF, GEN, LAW, LIG, NOI, OI, PAS, PAW BN-9a 

Exhaustive ACT, AGE, ATF, GEN, LIG, MON, NOI, OI, VI BN-9b 

Genetic ACT, ATF, DAY, GEN, LIG, NOI, OI, PAS, PAW BN-9c 

11 

Classifier  Exhaustive  
ACT, CAU, DAY, GEN, LIG, MON, NOI, OI, 

PAS, TIM, VI 
BN-11a 

Wrapper  Linear forward selection 
ACT, AGE, ATF, DAY, GEN, LIG, MON, NOI, 

OI, SHT, VI 
BN-11b 

12 Classifier  Random  
ACT, AGE, CAU, GEN, LIG, MON, NOI, OI, 

PAS, SID, TIM, VI 
BN-12 

14 Consistency  

Best first, Exhaustive, Greedy stepwise, 

Linear forward selection, Rank, Scatter 

V1, Subset Size Forward Selection, Tabu  

ACT, AGE, DAY, GEN, LAW, LIG, MON, NOI, 
OI, PAS, PAW, SHT, SID, TIM 

BN-14 

15 

Consistency  Genetic 
ACT, ATF, CAU, DAY, GEN, LAW, LIG, NOI, 
OI, PAS, PAW, ROM, SHT, TIM, VI 

BN-15a 

Classifier  Best first 
ACT, AGE, CAU, DAY, GEN, LAW, LIG, MON, 

NOI, OI, PAS, PAW, SHT, SID, TIM 
BN-15b 

16 

Classifier  

Genetic 
ACT, ATF, CAU, DAY, GEN, LAW, LIG, MON, 
NOI, OI, PAS, PAW, ROM, SHT, TIM, VI 

BN-16a 

Liner forward selection 
ACT, AGE, ATF, CAU, DAY, GEN, LIG, MON, 

NOI, OI, PAS, PAW, ROM, SHT, SID, VI 
BN-16b 

Consistency  Random  
ACT, AGE, ATF, CAU, DAY, GEN, LAW, LIG, 
MON, NOI, OI, PAS, PAW, SHT, SID, TIM 

BN-16c 

 

  



216 

 

Table 4: Number of times each variable is selected 

Variable Number of times variable has been selected 

ACT 58 

LIG 58 

NOI 56 

ATF 42 

GEN 34 

LAW 26 

SID 26 

OI 25 

MON 21 

SHT 20 

AGE 19 

DAY 18 

PAS 18 

PAW 16 

TIM 15 

CAU 9 

VI 9 

ROM 5 
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Table 5: Average values for accuracy, sensitivity, specificity, HMSS and ROC area for the 27 built BNs (training and test data). 

Number of selected 

variables 

BN BN results 

training test training test training test training test training test 

Accuracy Sensitivity Specifity HMSS ROC area 

All the variables  (18) BN-18 0,59 0,58 0,71 0,65 0,45 0,49 0,55 0,56 0,62 0,61 

4 BN-4 0,60 0,59 0,71 0,68 0,46 0,48 0,56 0,56 0,63 0,61 

5 

BN-5a 0,59 0,57 0,70 0,68 0,45 0,45 0,55 0,54 0,62 0,60 

BN-5b 0,60 0,59 0,71 0,68 0,47 0,49 0,56 0,56 0,63 0,61 

BN-5c 0,61* 0,61* 0,75* 0,73* 0,44 0,46 0,55 0,56 0,63* 0,62 

6 

BN-6a 0,60 0,60* 0,70 0,67 0,49* 0,49 0,58 0,57 0,64* 0,62 

BN-6b 0,59 0,57 0,71 0,67 0,45 0,45 0,55 0,54 0,62 0,60 

BN-6c 0,59 0,57 0,70 0,67 0,45 0,46 0,55 0,54 0,62 0,60 

BN-6d 0,60 0,57 0,74 0,69* 0,42 0,42* 0,54 0,52* 0,60* 0,58* 

7 

BN-7a 0,60 0,57 0,70 0,66 0,47 0,48 0,56 0,55 0,62 0,60 

BN-7b 0,59 0,57 0,70 0,66 0,45 0,46 0,55 0,54 0,62 0,60 

BN-7c 0,62* 0,60* 0,74 0,70* 0,47 0,48 0,57 0,57 0,64* 0,63 

BN-7d 0,61* 0,59 0,76 0,72 0,42 0,44 0,54 0,54 0,64* 0,62 

8 
BN-8a 0,62* 0,60* 0,75* 0,71* 0,46 0,47 0,57 0,56 0,64* 0,63* 

BN-8b 0,59 0,58 0,69 0,67 0,47 0,48 0,56 0,56* 0,63 0,60 

9 

BN-9a 0,61* 0,60* 0,74* 0,70* 0,46 0,47 0,56 0,56 0,65* 0,63* 

BN-9b 0,62* 0,59 0,75* 0,71* 0,46 0,47 0,57 0,56 0,64* 0,62 

BN-9c 0,61* 0,59 0,73 0,69* 0,46 0,48 0,56 0,56 0,65* 0,63 

11 
BN-11a 0,60 0,58 0,74* 0,69 0,43 0,46 0,54 0,55 0,62 0,61 

BN-11b 0,61* 0,59 0,74 0,69* 0,46 0,46 0,56 0,56 0,64* 0,62 

12 BN-12 0,60 0,59 0,74 0,68 0,43 0,48 0,54 0,56 0,62 0,61 

14 BN-14 0,59 0,57 0,71 0,66 0,45 0,48 0,55 0,55 0,62 0,61 

15 
BN-15a 0,60 0,58 0,73 0,67 0,44 0,47 0,55 0,55 0,62 0,61 

BN-15b 0,60 0,58 0,71 0,66 0,46 0,48 0,56 0,56 0,62 0,60 

16 

BN-16a 0,60 0,57 0,72 0,65 0,45 0,47 0,55 0,55 0,62 0,60 

BN-16b 0,59 0,57 0,71 0,66 0,45 0,47 0,55 0,55 0,62 0,61 

BN-16c 0,60 0,58 0,71 0,65 0,47 0,49 0,65 0,56 0,63 0,60 

* Statistically significant when tested against BN-18 using 95% LSD ANOVA test (p<0.05).
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Table 6: Average values for accuracy, sensitivity, specificity, HMSS and ROC area for BN-18 and BN-7 

(training and test data). 

Indicators 

BN results 

BN-18 BN-7  

training test training test 

Accuracy 0,59 0,58 0,61* 0,60* 

Sensitivity 0,71 0,65 0,74* 0,70* 

Specificity 0,45 0,49 0,46 0,48 

HMSS 0,55 0,56 0,57 0,57 

ROC area 0,62 0,61 0,65* 0,63* 

* Statistically significant when tested against BN-18 using 95% LSD ANOVA test (p<0.05). 
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Table 7: Inference results for simple evidences in BN-7 

 

 

  

Variable Evidence Prob. KSI Condition satisfied 

ACT 

AS 0.3979 P(SEV=KSI│ACT=AS)=0.3979 

CF 0.4840 P(SEV=KSI│ACT=CF)= 0.4840 

HO 0.5778 P(SEV=KSI│ACT=HO)= 0.5778 

O 0.3965 P(SEV=KSI│ACT=O)= 0.3965 

PU 0.2676 P(SEV=KSI│ACT=PU)= 0.2676 

R 0.4910 P(SEV=KSI│ACT=R)= 0.4910 

SP 0.2998 P(SEV=KSI│ACT=SP)= 0.2998 

AGE 

[18-25] 0.5034 P(SEV=KSI│AGE=[18-25])=0.5034 

(25-64] 0.4233 P(SEV=KSI│AGE=(25-64])=0.4233 

>64 0.4803 P(SEV=KSI│AGE=>64)=0.4803 

ATF 

GW 0.4653 P(SEV=KSI│ATF=GW)=0.4653 

HR 0.3124 P(SEV=KSI│ATF=HR)=0.3124 

LR 0.3640 P(SEV=KSI│ATF=LR)=0.3640 

O 0.2894 P(SEV=KSI│ATF=O)=0.2894 

GEN 
F 0.3258 P(SEV=KSI│GEN=F)= 0.3258 

M 0.4715 P(SEV=KSI│GEN=M)= 0.4715 

LIG 

D 0.3415 P(SEV=KSI│LIG=D)= 0.3415 

DL 0.4113 P(SEV=KSI│LIG=DL)= 0.4113 

I 0.5891 P(SEV=KSI│LIG=I)=0.5891 

S 0.4728 P(SEV=KSI│LIG=S)= 0.4728 

W 0.5508 P(SEV=KSI│LIG=W)= 0.5508 

NOI 
1 0.5104 P(SEV=KSI│NOI=1)= 0.5104 

>1 0.3000 P(SEV=KSI│NOI=>1)= 0.3000 

OI 

1 0.5100 P(SEV=KSI│OI=1)=0.5100 

2 0.4250 P(SEV=KSI│OI=2)= 0.4250 

>2 0.4213 P(SEV=KSI│OI=>2)=0.4213 
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Table 8: Inference results for multiple evidences in BN-7 

No.Var. Condition satisfied Prob. KSI 

1 P(SEV=KSILIG=I) 0.5891 

2 

P(SEV=KSILIG=I, ACT=AS) 0.5374 

P(SEV=KSILIG=I, ACT=CF) 0.6225 

P(SEV=KSILIG=I, ACT=HO) 0.7063 

P(SEV=KSILIG=I, ACT=O) 0.5359 

P(SEV=KSILIG=I, ACT=PU) 0.3911 

P(SEV=KSILIG=I, ACT=R) 0.6290 

P(SEV=KSILIG=I, ACT=SP) 0.4294 

3 
P(SEV=KSILIG=I, ACT=HO, NOI=1) 0.7545 

P(SEV=KSILIG=I, ACT=HO, NOI>1) 0.5582 

4 

P(SEV=KSILIG=I, ACT=HO, NOI=1, OI=1) 0.5713 

P(SEV=KSILIG=I, ACT=HO,  NOI=1, OI=2) 0.6714 

P(SEV=KSILIG=I, ACT=HO, NOI=1, OI=>2) 0.9502 

5 

P(SEV=KSILIG=I, ACT=HO, NOI=1, OI=>2, AGE=[18-25]) 0.9595 

P(SEV=KSILIG=I, ACT=HO, NOI=1, OI=>2, AGE=[25-64)) 0.9450 

P(SEV=KSILIG=I, ACT=HO, NOI=1, OI=>2, AGE=>64) 0.9558 

6 
P(SEV=KSILIG=I, ACT=HO,  NOI=1, OI=>2, AGE=[18-25], GEN=F) 0.9336 

P(SEV=KSILIG=I, ACT=HO,  NOI=1, OI=>2, AGE=[18-25], GEN=M) 0.9629 

7 

P(SEV=KSILIG=I, ACT=HO,  NOI=1, OI=>2, AGE=[18-25], GEN=M, ATF=GW) 0.9651 

P(SEV=KSILIG=I, ACT=HO, NOI=1, OI=>2, AGE=[18-25], GEN=M, ATF=HR) 0.9353 

P(SEV=KSILIG=I, ACT=HO, NOI=1, OI=>2, AGE=[18-25], GEN=M, ATF=LR) 0.9479 

P(SEV=KSILIG=I, ACT=HO, NOI=1, OI=>2, AGE=[18-25], GEN=M, ATF=O) 0.9283 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



221 

 

 

 

 


	Analysis of traffic accident injury severity on Spanish rural highways using Bayesian networks
	Introduction
	Materials and methods
	Accident data
	BN definition
	BN learning and the scoring metrics used
	BN data preprocessing
	BN evaluation indicators
	BN inference

	Results and discussion
	Accident type (ACT)
	Age (AGE)
	Lighting (LIG)
	Number of injuries (NOI)

	Limitations of the study
	Summary and conclusions
	Acknowledgements
	References


